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Abstract: In this paper, a new modeling technique is introduced using Genetic Algorithm (GA). In this method, Genetic algorithm (GA) is modified and used as an optimization method in geophysics applications. The problem at hand is to find the best model for the cross-section, which its anomalies fit the observed ones. Optimization methods are generally used in inversion problems to find some parameters, which describe underground structures. The model shape is limited with the chosen parameters. In our modeling technique, firstly, cross section is divided into prismatic pieces. Then, genetic algorithm finds models in each generation, which have geometries constitute of prismatic structures, and obtains the best model that fits its anomaly to the observed one. In this process, the density differences of each prismatic piece are assumed to be constant. Therefore, the model obtained by using GA, the structure is shape independent. Moreover, any kind of structure can be modeled with the proposed method using constant density difference for underground structure. We give two synthetic examples; the first one is U type and the other one is a basin model. Based on the anomalies with acceptable errors, GA finds the models satisfactory. Mean Errors (MEs) of these two synthetic modes are 0.087 mGal and 0.073 mGal respectively. Then, Godavari Valley models of [1], [2] are considered to compare our proposed modeling technique. Our model is found to be similar to these models. After demonstrate the reliability of the technique, proposed method is applied to Sivas-Gurun basin and the anomaly of the model has only 0.17 mGal ME.
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1. Introduction

The problem in modeling is to find the closest model for the cross-section, which its anomalies fit the observed ones. A new modeling technique in geophysics is introduced using Genetic Algorithm (GA). In this method, Genetic algorithm (GA) is used as an optimization method in geophysics applications. One of the most popular and conventional method to determine geometrical shape and physical properties of subsurface geological anomalies is the inversion technique. The parameters of the model such as surface length, depth, and side angles according to the surface are decided before the inversion and therefore, the shape of the model, which is obtained after inversion, is limited with the chosen parameters. Therefore, inversion method is shape dependent.

Modeling the structure and finding its parameters according to the anomaly are vital in geophysics. In GA modeling technique, the cross section is first divided into prismatic pieces (Figure 1). Then, genetic algorithm finds models in each computation iteration, which have geometries constitute of prismatic structures, and obtains the best model whose anomaly fits observed one. In this process, the density differences of each prismatic piece are assumed to be constant, which means the average density difference calculated from the anomaly map is used for entire region of the model. Therefore, the model obtained by using GA is shape independent in contradistinction to inversion method. Thus, information about the dimensions of the structure can be obtained.

Starting with a set of initial solutions, acceptable result is achieved by modifying the solution set by mimicking the evolutionary behavior of biological systems. Therefore, Genetic Algorithm (GA) is used to find the parameters of the structure causing the observed anomaly. Genetic
algorithms are a searching method especially for the global optimization of irregular, multi-modal functions, which have lots of maxima and minima.

| \( g^1_{L_1} \) | \( g^1_{L_2} \) | \( \ldots \ldots \) | \( g^1_{L_n} \) |
| \( g^1_{R_1} \) | \( g^1_{R_2} \) | \( \ldots \ldots \) | \( g^1_{R_n} \) |
| \( \vdots \) | \( \vdots \) | \( \ddots \) | \( \vdots \) |
| \( g^{L_{-1}}_{L_{n+1}} \) | \( g^{L_{-1}}_{L_{n+2}} \) | \( \ldots \ldots \) | \( g^{L_{-1}}_{L_{n}} \) |
| \( g^{R_{-1}}_{R_{n+1}} \) | \( g^{R_{-1}}_{R_{n+2}} \) | \( \ldots \ldots \) | \( g^{R_{-1}}_{R_{n}} \) |

**Figure 1.** Mapping the first individual to cross-section.

Genetic Algorithm technique (GA) is parameter-optimization method especially applied for modeling complex geophysical anomalies. The GA technique is an inverse modeling technique, which works on finding the geological anomaly by the well-known method of minimizing the error between the observed and computed anomalies. With this statistical approach, the obtained results are not exact in nature, but give a model having an anomaly which is as close as possible to the observed anomaly.

2. Historical Note

It could be said that Genetic Algorithm was started by [3], and GA has been developed by [4], [5], [6], and [7].

In geophysics gravity anomalies of the sedimentary basin is interpreted by [2], then they proposed a model for Godavari Vally. [11] applied asymmetrical trapezoidal modeling for Godavari Vally and obtains close results. It is also used the same region, Godavari Vally, to show the truth of this modeling technique. A standard strategy in genetic algorithm inversion is discussed in [8], [9] use Genetic Algorithm in plane-wave inversion method in seismograms. [10] apply GA to background velocity inversion problems. [11] use GA to find Hypocenter location. [12] use GA in inversion of seismic refraction data. [13] and [14] use GA in inversion problems. Genetic Cellular Neural Networks (GCNN) is applied to geophysics by [15]. Real-valued Genetic Algorithm (GA) was designed and implemented to minimize the reflectivity and/or transmissivity of an arbitrary number of homogeneous, lossy dielectric or magnetic layers by [16]. But here, it can be modified GA to find the model of the anomaly without using any parameter about the shape of the model, which needs to be minimized, as other studies.

3. Theoretical Background of Genetic Algorithm

In the proposed algorithm, cross-section is divided into prismatic pieces. The width and the height of the pieces could be any value and determine the details of the model. The value of each pieces can be 0 or \( \Delta \rho \) (average density difference). Prismatic pieces, which have \( \Delta \rho \) values, form the model. Genetic Algorithm (GA) searches the best prismatic pieces to set their values to \( \Delta \rho \). At the end of the GA process, the best model, which its anomaly fits to the desired one, is obtained.

In GA, all individuals are created in random manner in the first generation. Each individual is assumed as a different model. Therefore in the first generation or iteration of GA there are lots of random models and the number of individuals is known as population of GA. These individuals are mapped to the cross-section and, weight function of each individual is calculated. The weight function to be minimized is the mean square error of the anomaly of individual according to the desired anomaly. Then, errors are found for each individual. Worst individuals have large errors and best individuals have small errors. Worst individuals are dismissed and the best ones are taken. To complete the total number of individuals in the current generation according to the population, best ones are automatically repeated by the software themselves.

Different from the conventional GA, mutation is applied before crossover. Every two individuals are designated as parents and some mutations appeared in their genes. In crossover, these specified two individuals create two different child individuals and their genes are the combinations of the previous two. After that, these individuals are mapped to the cross-section and genes without any neighbor -individual are dismissed. Hence, new generation is created and all the steps of the algorithm are repeated until the error is minimized sufficiently. If needed or if there are some drill information, some prismatic pieces of the cross-section is assumed to be the part of the model in each individual in all generations of GA.

In general, average density difference is known or can be computed for that cross-section. In this modeling technique, GA can be run for different \( \Delta \rho \) values, hence, the best \( \Delta \rho \) and the best model which its anomaly fits the desired one are obtained.

4. Modeling in Geophysics: Concept of Genetic Algorithm

In order to apply genetic algorithm to find the model of the cross-section, which the most similar anomaly, the proposed cross-section needs to be divided into rows and columns. Each prismatic particle in cross-section is called unit. Thus, cross-section can be represented as units with a known depths and lengths. There are \( n_r \) rows and \( n_c \) columns. The number of units is \( n_r \times n_c \). In genetic algorithm, each gene in an individual indicates each unit in a cross-section. The value of the gene can be zero or density difference of the model \( \Delta \rho \). Therefore, individuals in the cross-section can be represented as,
In this formula, \( \mathbf{g}' \) is the vector of the \( t \)th generation. \( \mathbf{g} \) is an individual which consists of genes. \( m \) is the number of individuals in every generation and can be chosen arbitrarily but must be even. If \( m \) is not large enough, error cannot be minimized sufficiently. \( n \) is the number of genes and can be computed as \( n = n_1 \times n_2 \).

In the first generation, values of the genes are randomly chosen as zero or \( \Delta \rho \). Then, each individual is mapped to cross-section as in Figure 1.

The anomaly of the cross-section for the first individual at position \( z \) on the ground is computed as below considering prismatic anomaly model [17],

\[
A(z) = \sum_{d=0}^{n-1} \left( \frac{2 \cdot 6.67 \times 10^{-5} \times (x \times \text{walt} \times \text{wdt})}{(h^* \text{dpt} + \text{dpt})^2 + (x \times \text{walt} \times \text{wdt})^2} \right)
\]

\[
\times \frac{(h \times \text{dpt} + \text{dpt}) + (x \times \text{walt} \times \text{wdt})}{(h^* \text{dpt} + \text{dpt})^2 + (x \times \text{walt} \times \text{wdt})^2} \text{ln} \frac{h \times \text{dpt} + \text{dpt}}{h^* \text{dpt}} \text{arctan} \left( \frac{x \times \text{walt} \times \text{wdt}}{h^* \text{dpt}} \right)
\]

All the anomalies of points \( z \) from 0 to \( n_2-1 \), \( A(z) \), are computed and compared with the original anomaly. \( \text{walt} \) and \( \text{wdt} \) are width and depth of each unit. \( x \) and \( h \) are column and row indexes of the units in cross-section. Mean Error (ME) of the individual is designated as the weight function. Ascending sort is applied to all individuals according to their MEs and some of them at the bottom are dismissed after this sort. The number of worst individuals is determined by a rule of keeping the value below the half of the number of individuals. The worst individuals are replaced with the best ones, which are at the top of the list. These individuals, which are obtained after this step, are called chosen individuals.

Before creating the new generation, mutation is applied to the chosen individuals. In this process, some genes are changed with probability of mutation. The value of these genes is turned to \( \Delta \rho \) (the contrast of the model) if it is 0 or turned to 0 if it is \( \Delta \rho \). Thus, generations can pass local minimums and continues for global minimum of weight function.

To avoid having the same individuals for next generations, location of the individuals in (1) are changed, which is called interleaving. Then, new generation is obtained by using crossover technique. Every two sequential individuals are separated into two parts and the separation point is chosen randomly for each pair as shown in below for the first pair.

\[
\mathbf{g}_1' = \begin{bmatrix}
g_{1,1}' & g_{1,2}' & g_{1,3}' & \cdots & g_{1,n}' \\
g_{2,1}' & g_{2,2}' & g_{2,3}' & \cdots & g_{2,n}' \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
g_{m,1}' & g_{m,2}' & g_{m,3}' & \cdots & g_{m,n}' \\
\end{bmatrix}
\]  

(1)

Then these two individuals are crossed-over as shown in (5) and (6).

\[
\mathbf{g}_1' = \begin{bmatrix}
g_{1,1}' & g_{1,2}' & g_{1,3}' & \cdots & g_{1,n}' \\
g_{2,1}' & g_{2,2}' & g_{2,3}' & \cdots & g_{2,n}' \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
g_{m,1}' & g_{m,2}' & g_{m,3}' & \cdots & g_{m,n}' \\
\end{bmatrix}
\]

After these steps, cross-sections of the individuals indicated may not have a block structure. Thus, units with a density difference \( \Delta \rho \) in the cross-section, which don’t have any neighbor units with a density difference \( \Delta \rho \) are set to zero. Then, whole process is repeated until the global minimum or sufficient error minimization is reached. It is given two synthetic examples; the first one is U type and the other one is a basin model. Based on the anomalies with acceptable errors, GA finds the models satisfactory. Mean Errors (MEs) of these two synthetic modes are 0.087 mGal and 0.073 mGal respectively.

5. Method Application and Results

5.1. Synthetic Data 1

In the first synthetic data, it is used U type model, which is shown in Figure 2. The width and the depth of each unit is 100m and the density difference \( \Delta \rho \) is 1 \( \text{g/cc} \). The anomaly of this model is calculated with the prismatic model formulation, which is given in equation 2. Figure 2 shows the anomaly curve of the model.

In genetic algorithm, the purpose is to find a model, in which its anomaly closes to the observed anomaly, given in Figure 2. The first parameter of the genetic algorithm is the number of individuals in one generation and it is chosen as 160. There are 210 genes in each individual. This value is the number of units in the cross-section. The second parameter is the number of individuals, which have worst errors, and it is chosen as 16. These individuals are replaced with the best 16 ones. The last parameter is the ratio of mutation. In our experiments 0.3% seems to be the best value for mutation.

At the end of the 125th generation, it is interrupted the process, because the error of the system has become quite constant. The best individual is shown in Figure 2 with dashed lines. Its anomaly and observed anomaly are given in Figure 2. It is not easy to distinguish these two anomalies, because the anomaly of the model, obtained from genetic algorithm, fits the target anomaly exactly. Mean error is only 0.087 mGal.
5.2. Synthetic Data 2

In the second synthetic data, we consider a basin model, which is given in Figure 3. The width and the depth of each unit is 100m and the density difference $\Delta \rho$ is 2 gr/cm$^3$. The anomaly of this model is calculated with the prismatic model formulation, which is given in equation 2. Figure 3 shows the observed anomaly curve of the basin model. There are 320 individuals in each generation and 210 genes in each individual. The number of worst individuals, which are replaced with the best ones, is chosen as 32. Lastly, ratio of mutation is kept constant at 0.3%.

At the end of the 182$^{th}$ generation, the model with dashed lines in Figure 3 is reached. Its anomaly and observed anomaly are shown in Figure 3. It can be said that these are exactly the same, because mean error is 0.073 mGal. Synthetic model and calculated model are very close to each other. There are only two different units, which are at the bottom of the model.

5.3. Real Data 1

In Figure 4, Godavari Vally, which is used in [1] and [2], is modeled using GA. Depth and the widths of each prismatic piece are 250m and 2.5km respectively. In [1] and [2] $\Delta \rho$ is used as -0.4g/cm$^3$. Therefore, it is also used the same value for $\Delta \rho$ to compare the models. The anomaly of the model is very close to the observed one and ME is 0.43 mGal. The lower depth of the model is 1.75 km. The average upper and lower widths are 32.5km and 12.5km respectively.
Figure 4. Gravity anomaly profile over the lower Godavari Vally and its models. Observed anomaly is shown with solid line. Calculated anomaly using SGA is shown with (+) symbol (width is 2.5km and depth is 250m and $\Delta \rho = -0.4$ gr/cm$^3$). SGA model is given with hatched area. Bhaskara Rao and Venkateswarulu (1974) model is given with dashed lines in cross-section. Bhaskara Rao (1990) model is given with solid line in cross-section.

5.4. Real Data 2
As an application field, anomaly map placed at the Northwest side of the mine ore in Sivas-Gürün in Turkey is chosen (Figure 5). It is assumed that the reason of the anomaly can be the basin, which has $-0.5$ gr/cm$^3$ density difference according to the crystallized limestone. At the end of the studies on this field, it is found out that the oldest units are the limestone the age of Upper Cretaceous Cenomanien. Upper side of this part, Conglomerate at the age of Neogene, red clay and sandstone are placed as a discordant. The region has faults with direction of NE-SW [17].

After two synthetic examples, real data is selected on the Bouguer anomaly map of Sivas basin, which is shown in Figure 6. Anomalies are measured every 50m and $\Delta \rho$ is known as $-0.5$ gr/cm$^3$ because of the geology. Low pass filter with a 0.02 cutoff frequency is applied to the anomaly map and this residual anomaly map is shown in Figure 7. Profile A1-A2 in residual anomaly map is considered for modeling with genetic algorithm. The width of the units is 50m. To find more precise result by genetic algorithm, the depth of each unit is taken as 25m. There are 832 individuals in each generation and 416 genes in each individual. The number of worst individuals is chosen as 41 and the ratio of mutation is chosen as 0.3% again.
At the end of the 1000\textsuperscript{th} generation, the model in Figure 8 is reached and, its anomaly and observed anomaly are shown. The anomaly of our model and the original anomaly are very close to each other. Mean error of the anomaly of our model is only 0.17 mGal and it fits the original one.

6. Conclusion

A new modeling technique using a modified genetic algorithm is very common. This method is quite different and flexible than conventional inversion method. The proposed modeling technique is applied to real anomaly data after having good results with synthetic ones. As a field application, firstly, gravity anomaly of Godavari Vally is used and the model is compared to the references. Secondly, gravity anomaly of carisick basin near Sivas-Gürün in Turkey is considered. Difference of anomaly in the field is computed as -0.5 gr/cm\textsuperscript{3}. Cross-section, which is taken from A1-A2 profile in Figure 7 Bouguer anomaly map, is indicated with a solid line in Figure 8. The anomaly of the model, which is created by GA, is shown in Figure 8 with dotted line. Both two anomalies are fit satisfactorily. This modeling technique is so powerful that it can be applied to any type of structure without any prior information.

7. Steps of the methods

1. Dividing the cross-section into \( n_x \times n_y \) units
2. Generating an initial population for GA
3. Mapping each individual in the population to the cross-section
4. Setting units to zero whose neighbors are all zero
5. Computing the weight function
6. If the anomaly of any individual is close enough to the desired one then STOP THE PROCESS
7. Sorting individuals (worst individuals are replaced with the best ones)
8. Applying mutation
9. Interleaving the individuals (scrambling)
10. Creating the next generation using crossover technique and GO TO STEP 3.
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