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Abstract

The validity of individual test scores is an important issue that needs to be studied in psychological and
educational assessment. An important factor affecting the validity of individual test scores is aberrant item
response behavior. Aberrant item scores may increase/decrease the individuals’ scores and as a result
individuals’ ability can be estimated above/below their true ability. Person-fit statistics (PFS) are useful tools to
detect aberrant behavior. There are a great number of parametric and nonparametric PFS in the literature. The
general purpose of the study is to examine the effectiveness of the parametric and nonparametric PFS in data
sets which consist of polytomous items. This study is fundamental research aimed at determining the
effectiveness of PFS using simulated data sets. According to the results, as expected, as the Type | error rates
(significance alpha level) increased, detection rates (power) increased. In general, it is seen that as the number
of misfitting item score vector and number of items increased, detection rates increased. Generally,
nonparametric PFS (N-PFS) (especially GP) detected more aberrant individuals than parametric PFS (P-PFS) |7
However, in some tests’ conditions |,” detected more aberrant individuals than N-PFS for longer tests. The results
indicate that N-PFS outperformed P-PFS in most of the test conditions.
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INTRODUCTION

It is known that psychological and educational tests are important in making decisions about
individuals and identifying their learning problems, developmental problems, and psychological
disturbances. It is clear that test users will focus on individual scores, especially in psychological
diagnoses and treatments (Emons, 2003, 2009). Therefore, the validity of individual test scores is an
important issue that needs to be studied in psychological and educational assessment.

An important factor that affects the validity of individual scores is aberrant item response behavior.
For example, an individual may give incorrect answers to easy items in an exam because of being
anxious during a test. This situation can lead to the person’s ability estimated below her/his true ability.
Another example is a situation that low-skilled individuals copy correct answers from highly skilled
individuals sitting around them. This situation can lead the person's ability estimated above her/his
true ability. Not taking the test seriously, lacking motivation, concentration problems in cognitive tests,
giving fake responses in personality tests also form the basis for aberrant item responses. Thus, the
validity of individuals’ ability estimates can be negatively affected (Emons, 2003, 2008; Sijtsma &
Molenaar, 2002).

Aberrant item scores may increase/decrease the individuals’ scores and as a result individuals’
estimated ability will be above/below their true ability. According to this, the ability of cheaters and
lucky guessers are estimated spuriously high, while the abilities of examinees who are confused at the
beginning of test, who never reach to items towards the end, who have language deficiencies are
estimated lower than their actual ability levels (Meijer, 1996). Moreover, sometimes random guessers
or examinees who respond without an idea about the item content, creatives (examinees who interpret
items in a creative way) and examinees (misalign their answer sheets) also have aberrant item scores
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and the abilities of the individuals may be estimated lower or higher than their real ability levels
(Meijer, 1996). In all these cases, it is clear that individuals are not evaluated correctly. Therefore, in
order to be able to make right decisions according to the test results, it is important to evaluate the
validity of individual item-score patterns, which raise concerns about validity.

The purpose of person-fit analysis is to determine the fit of individual response patterns with the
postulated model and to identify aberrant-misfitting individual item-score vectors (Meijer & Sijtsma,
2001). To accomplish this goal, person-fit statistics (PFS) are used. PFS reveal atypical test
performance with the response patterns that the individuals gave to the test items (Emons, 2008; Meijer
& Sijtsma, 2001). PFS play an important role in reaching more valid results since it prevents important
decisions about the individual from possibly invalid test results (Emons, 2008). Also, person-fit
analysis is a valuable method for validity, which is one of the important psychometric properties of
measurement tools.

Many PFS have been developed in the literature. Examples of these statistics include caution indices,
norm-conformity indices, and appropriateness measurement (Drasgow, Levine & McLaughlin, 1987;
Embretson & Reise, 2000; Levine & Drasgow, 1983; Tatsuoka, 1984; Tatsuoka & Tatsuoka, 1982; as
cited in Emons, 2003). PFS are generally divided into parametric and nonparametric statistics
(Karabatsos, 2003; Mousavi, Tendeiro, & Younesi, 2016). Parametric PFS (P-PFS) are based on
parametric item response theory (PIRT), while nonparametric PFS (N-PFS) are based on group
statistics (i.e., item means) or nonparametric item response theory (NIRT) (Karabatsos, 2003). Table
1 shows examples of PFS according to the item type (Tendeiro, 2016).

Table 1. Parametric and Nonparametric PFS According to Item Type

P-PES Explanation Item Type

Iz The standardized log-likelihood of the response vector Dichotomous
I Developed I; (to overcome I; limitation) Dichotomous
IP Natural extension of I to polytomously scores Polytomous
N-PFS Explanation Item Type
I'pbis Personal biserial statistic Dichotomous
C The caution statistic Dichotomous
G Number of Guttman errors Dichotomous
Gn Normalized version of G Dichotomous
A D, E Agreement, disagreement, and dependability statistics Dichotomous
U3, ZU3 van der Flier’s U3 and ZU3 Dichotomous
C Caution statistic Dichotomous
c Modified caution statistic Dichotomous
NCI NCI = 1 — 2Gnnormed) Dichotomous
HT Sijtsma’s HT person-fit statistic Dichotomous
GP Number of Guttman errors for polytomous items (Gpoly) Polytomous
GnP Normalized version of Gpoly Polytomous
u3P Generalization of U3 person-fit statistic for polytomous items (U3 poly) Polytomous

In the literature, log likelihood based I, statistic is the most frequently studied for binary items (Rupp,
2013). It is expressed that the most frequently used P-PFS for polytomous items is I,”; whereas popular
N-PFS include GP, G\, and U3P (Emons, 2008; Rupp, 2013; Syu, 2013).

Statistic I,” is the extended version of I, for polytomous items developed by Drasgow, Levine, and
Williams (1985). Statistic I,” is assumed to be standard normally distributed under the null model of
no aberrance, where large negative values (say less than -1.645) of I,” suggest aberrant response
behavior (Meijer, 2003). One of the N-PFS is Guttman errors (G). Statistic G is the number of item
pairs for which the respondent passed/answered the difficult item but failed the easy items for
dichotomous items. As for polytomous items, G is also based on item pairs. In particular, a Guttman
error occurs when a respondent passed difficult steps on one item and fails easy steps on another item
(Meijer, 1996, 2003). Emons (2008) proposed a normed version which takes into account the
maximum of the GP based on the sum score of the test. Both G"’s and G\’s minimum value is zero,
which means no Guttman error, in other words, no misfit was observed. The maximum value of G°
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depends on the total score, while the maximum value of G\ is one and means extreme misfit (Emons,
2008). Another N-PFS is U3P (Emons, 2008), which is the extended version of U3. Minimum value of
U3P is zero indicating no misfit, a maximum value of U3P is one indicating extreme misfit (Emons,
2008).

N-PFS have few advantages over P-PFS. N-PFS methods only require the fit of a nonparametric model
and do not require fit of more restrictive parametric models (Emons, 2003). In particular, for N-PFS it
is sufficient that the data set fits the Mokken Homogeneity Model (MHM). This model assumes
unidimensionality, local independence, and monotonicity (i.e., nondecreasing item characteristic
curves). Therefore, these assumptions should be examined before using N-PFS (Emons, 2008).

Person-fit analysis which is emphasized as an important issue in education and psychology has been
successfully applied especially in achievement tests and cognitive tests (Meijer & Sijtsma, 2001).
Educational studies (examining inconsistencies in curriculum, Harnisch & Linn, 1981), cognitive
psychology studies (determining of learning strategies, Tatsuoka & Tatsuoka, 1982), intercultural
comparison (comparing and evaluating test scores of groups from different languages, van der Flier,
1982), personality measurement studies (identification of fake answers in the measurement tools
developed for the purpose of measuring personality, Dodeen & Darabi, 2009; Ferrando, 2004, 2009,
2012; Reise & Waller, 1993; Woods, Oltmanns, & Turkheimer, 2008; Zickar & Drasgow, 1996),
studies on work and organization psychology (identification of individuals with unexpected item
vector score in a chosen test, Meijer, 1998), evaluating attitudes (Curtis, 2004), and research on health
outputs (Custers, Hoijtink, van der Net & Hel, 2000; Tang et al., 2010) can be presented as examples
(as cited in Emons, 2003; Rupp, 2013). Psychological evaluations (Conijn, Emons, De Jong & Sijtsma,
2015; Meijer, Egberink, Emons & Sijtsma, 2008) also can be presented as for PFS studies.

In addition to these studies, a literature review shows that researchers developed new PFS and tested
PFS in different test conditions (Emons, 2008; Glass & Dagohoy, 2007; Karabatsos, 2003; Twiste
2011; van der Flier, 1982), determined aberrant behavior via real data test applications (Egberink,
2010; Emmen, 2011; Meijer, 2003; Spoden, 2014), tested which PFS perform best detecting aberrancy
(Emons, 2008; Karabatsos, 2003; Syu, 2013; Voncken, 2014). As indicated in the literature review
conducted by Rupp (2013), person-fit analyses are researched via both simulated and real data sets.
However, the review also shows that the person-fit analyses are studied often for binary items, and
only little for polytomous items. Hence, the literature review shows paucity in research on polytomous
PFS and need for more studies on the effectiveness of polytomous PFS in various simulated test
conditions, especially under small samples and skew distributions of test.

Purpose of the Study

The general purpose of the study is to examine the effectiveness of parametric and nonparametric PFS
in data sets which consist of polytomous items. The following questions are addressed, which are in
line with the overall objective that is determined:

1. How does the proportion of detected individuals with aberrant item scores vary across test
conditions such as sample size, distribution of ability, test length, and proportion of
aberrancy which depends on manipulation of items and persons?

2. Which PFS performs best in different test conditions?

METHOD

This study includes a fundamental research aimed at determining the effectiveness of PFS using
simulated data sets.
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Data Simulation

In this study, data were simulated under Samejima’s Graded Response Model (GRM), which is a
suitable model for items with ordered answer categories. This model is defined by three basic
assumptions, including unidimensionality, local independence, and monotonicity between latent trait
and item responses (Hambleton, van der Linden & Wells, 2011; Meijer & Tendeiro, 2018).

To formally define the model, the following notation will be used. Let J be the number of items indexed
by j. Each item is assumed to have (M+1) ordered answer categories. Let X; be the random variable
with realizations xj (0, ..., M). The core of GRM is the item-step response functions (ISRF), which
are defined as:

Li005)

ijj(e):P(X> |9) a(95 )9XJ (1,2,....M) )

In equation 1, @ is person ability, o; is the |tem-slope parameter, and Jj (1, ..., M) is the location
parameter. This means that each item is modeled by one common discrimination parameter and M
location parameters. The location parameters dj; shows where on the ability scale the probability of
score Xj (1, ..., M) or higher is equal to .50. Because item-step response functions are defined by two
parameters, the model is a generalized two parametric logistic model (Embretson & Reise, 2000;
Hambleton et al., 2011).

R software was employed to generate simulated data. By using the “catIRT” package (Nydick, 2015)
in the R software, data sets that fit for the GRM are produced. Regardless of NIRT analysis (especially
for N-PFS), the main reason data are generated based on GRM is that GRM is a special form of the
MHM, and data that fit to GRM also fit to the MHM (Emons, 2008; Sijtsma, Emons, Bouwmeester,
Nyklicek & Roorda, 2008). In addition, the “fungible” package (Waller & Jones, 2016) was used to
generate skewed ability distributions. To compute I,°, one needs estimates of 6, which can be obtained
using weighted maximum likelihood estimation method (WML) (Wang, 2001; Warm, 1989).
Dedicated algorithms in R programming language were used for WML estimation. Accompanying R
code was obtained from Emons and are available upon request.

Design factors
In this study, simulations were done as follows:

1. Data were generated under the null model according to GRM using the test conditions
envisaged.

2. According to the aim of the research, data were manipulated to mimic aberrant response
behavior.

3. Extreme scores when respondents choose the same extreme response options were
excluded from the analyses (e.g., strongly agree or strongly disagree) for all items. That is
because Emons (2008) emphasized, extreme scores do not provide adequate information
for person-fit analyses.

4. Abilities were estimated using WML estimation. While estimating the abilities, true item
parameters for generating the data were used.

5. PFS were computed to detect aberrancy in different conditions with “perfit package”
developed by Tendeiro (2016) in R.

Test conditions are the independent variables of the study. Test conditions included different levels of
sample size (100, 250, 500, and 1,000), different shapes for the distribution of person ability (normal,
positively skewed, and negatively skewed), different levels of test length (J = 10 and J = 30 items),
and two levels of aberrancy (low and high). For low level of aberrancy, 20% of respondents showed
aberrant response behavior on half of the items; and for high level of aberrancy, 30% of respondents
showed aberrant response behavior on all items.
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Table 2 shows the descriptive statistics of the simulated ability distribution. For all ability distributions,
mean approximately equals zero and standard deviation equals one. Inspection of skewness
coefficients shows that under the normal distribution, these coefficients were very close to zero,
between of 0.54 to 0.61 for positively skewed distribution, and between of -0.58 to -0.55 for negatively
skewed distribution.

Table 2. Descriptive Statistics for Ability Distributions
Mean Sd Median Mad Min. Max. Range Skewness Kurtosis Se

Normal

100 -0.03 087 -0.11 0.84 -2.15 2.07 4.22 0.17 -0.10 0.09
250 -0.01 094  -0.07 0.94 -2.99 2.13 5.12 0.01 -0.32 0.06
500 -0.02 095  -0.03 0.90 -2.99 2.67 5.65 -0.03 0.02 0.04
1,000 -0.03 096  -0.04 0.89 -3.05 3.11 6.15 0.02 0.10 0.03
Positively Skewed

100 0.00 1.00 -0.10 0.99 -1.81 291 4.72 0.54 0.06 0.10
250 0.00 1.00 -0.11 1.00 -1.90 3.41 5.31 0.58 0.19 0.06
500 0.00 1.00 -0.10 1.00 -1.94 3.7 5.64 0.59 0.24 0.04
1,000 0.00 1.00 -0.11 1.00 -1.97 4.04 6.01 0.61 0.31 0.03
Negatively Skewed

100 0.00 1.00 0.10 0.99 -2.89 1.81 4.70 -0.55 0.01 0.10
250 0.00 1.00 0.10 1.00 -3.34 1.91 5.25 -0.55 0.12 0.06
500 0.00 1.00 0.11 1.00 -3.64 1.95 5.59 -0.57 0.18 0.04
1,000 0.00 1.00 0.11 1.00 -3.96 1.98 5.94 -0.58 0.24 0.03

Sd: Standard deviation, Mad: Median absolute deviation, Min: Minimum, Max: Maximum, Se: Standard error of mean

To generate item responses under the GRM, the a parameters were chosen between 1.50 and 2.00 and
b parameters were, consistent with the literature, drawn from the uniform distribution in between -2.00
and 1.50 (Bahry, 2012; Cohen, Kim, & Baker, 1993; DeMars, 2002; Jiang, Wang & Weiss, 2016; Syu,
2013). Table 3 shows the item parameters for the 10 items and 30 items test.

Table 3. Item Parameters

Item a bl b2 b3 b4 Item a bl b2 b3 b4
1 1.96 -1.40 -0.79 0.51 1.51 6 1.71 -1.01 0.33 1.49 2.65
2 1.73 -1.80 -0.66 0.63 1.39 7 1.67 -1.18 -0.24 0.37 0.99
J=10 3 1.96 -1.03 -0.02 0.83 1.82 8 1.88 -1.75 -0.28 0.37 1.38
4 1.63 -1.35 -0.14 0.42 1.03 9 1.92 -1.31 -0.67 0.76 1.56
5 1.67 -1.63 -0.27 0.80 1.81 10 1.51 -1.17 0.11 1.08 2.34
Item a bl b2 b3 b4 Item a bl b2 b3 b4
1 1.81 -1.40 -0.40 0.42 1.82 16 1.53 -1.16 -0.23 0.93 1.95
2 1.65 -1.80 -1.05 0.45 0.96 17 1.61 -1.55 -0.72 0.04 1.49
3 1.67 -1.03 -0.04 0.96 1.59 18 1.78 -1.04 0.22 0.95 2.36
4 1.56 -1.35 -0.73 0.49 1.08 19 1.95 -1.86 -0.51 0.08 1.24
5 1.64 -1.63 -0.62 0.81 2.25 20 1.82 -1.22 -0.71 0.53 1.35
6 1.55 -1.01 0.15 1.59 2.23 21 1.53 -1.20 -0.03 1.11 1.80
7 1.55 -1.18 -0.56 0.71 1.97 22 1.67 -1.21 0.01 1.40 2.78
J=30 8 1.63 -1.75 -0.73 0.10 0.88 23 1.52 -1.64 -0.37 0.89 1.63
9 1.53 -1.31 -0.51 0.82 2.15 24 1.75 -1.94 -0.50 0.83 1.47

10 1.80 -1.17 0.09 1.50 2.16 25 1.55 -1.43 -0.69 0.81 2.01
11 1.56 -1.90 -0.48 0.70 1.95 26 171 -1.34 0.07 1.48 2.68

12 1.75 -1.35 -0.40 0.78 2.14 27 1.65 -1.89 -0.77 -0.10 1.27
13 1.68 -1.49 -0.07 0.83 2.18 28 1.93 -1.85 -0.58 0.78 1.84
14 1.89 -1.29 -0.53 0.65 1.25 29 1.76 -1.07 0.25 111 2.07
15 1.85 -1.14 -0.29 1.06 1.96 30 1.83 -1.52 -0.75 0.55 1.57

Baker (2001) suggested the following guidelines for interpreting a coefficients: 0 none, 0.01-0.34 very
low, 0.35-0.64 low, 0.65-1.34 moderate, 1.35-1.69 high, > 1.70 very high, and o (+ infinity) perfect.
Hence, the tests in this study consisted of relatively high discriminating items, but these values are
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unrealistic in practice. Previous studies convincingly showed that the power of PFS relates to the items’
discrimination power (Emons, 2008; Meijer, Molenaar, & Sijtsma, 1994; Meijer & Sijtsma, 2001).
Higher discrimination power may produce a higher detection rate (Emons, 2008).

There are many kinds of aberrant behavior that may affect test results. One of them is careless and
inattention. In some test applications, individuals answer items randomly because they are careless, or
a random pattern emerges due to misreading or not reading the questions, or due to alignments errors
(Emons, 2008). Randomness-like response behaviors from important types of aberrant behavior
(Conijn et al. 2015) and will be the subject of this study. To accomplish this goal, aberrant item
response vectors were created by simulating random scores from the uniform distribution similar to
Emons’s (2008) study.

The selected test conditions are based on the literature (Lee, 2007; Lee, Wollack & Douglas, 2009;
Liang, Wells & Hambleton, 2014; Ramsay, 1991; Syu, 2013). In particular, variation in the shape of
ability distribution, small sample sizes and short tests are often seen in classroom measurement
applications. One condition nevertheless consisted of a large sample size (1,000). This condition was
chosen to see how PFS function in large samples and can be seen as a benchmark for the other results.

Data were generated using a fully factorial design including 4 (sample size) x 3 (ability distribution)
x 2 (test length) x 2 (aberrancy levels) = 48 conditions. In total 100 replications were obtained for each
test condition, thus in total 4800 data sets were simulated.

Data Analysis

Empirical Type | error rates and detection rates (power) are the dependent variables of the study. For
each PFS (I,°, U3P, G\P and GP), the empirical Type | error rates and detection rates were evaluated at
four the theoretical Type I error rates (nominal significance levels) (o = .01, a =.05, o =.10 and a =
.20). Empirical Type | error rate is the observed proportion of non-aberrant persons identified as
aberrant. Also, the detection rate is the proportion of aberrant persons correctly identified as aberrant
(Voncken, 2014).

The theoretical Type | error rates which were chose in the study determined from the literature view
results. It is stated in the literature that large alpha levels (e.g., .05, .10 and .20) are preferable because
PFS have relatively low power detect aberrancy for small test lengths and low alpha levels (Emons,
2008; Emons, Glas, Meijer & Sijtsma, 2003; Meijer, 2003; Spoden, 2014; Voncken, 2014).

To decide whether a pattern shows significant misfit, one needs to have critical values. Certain rules
are followed in the calculation of critical values for the PFS. In particular, the critical values for
parametric |,” is determined, as in Voncken’s (2014) study, to be -2.32, -1.645, -1.28, and -0.84. These
are critical values from the standard normal distribution for alphas of .01, .05, .10 and .20 (one-tailed
tests). Because N-PFS lack theoretical distributions, the critical values have to be determined
differently. This study uses critical values of N-PFS that were determined automatically by perfit
package in a pilot study. These cut-off values were fixed for every simulation and replication.
Researchers are strongly recommended to fix the cut-off score with the command set.seed () before
identifying individuals with aberrant item patterns according to the cut-off score in the relevant
package (Meijer, Niessen & Tendeiro, 2016; Tendeiro, 2016). Otherwise, different critical values with
small differences are reached in each calculation.

RESULTS

There are two levels of aberrancy in this study. PFS analysis results are given in Table 4 to Table 9.
Table 4 gives the findings for normally distributed ability for 10 items.
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Table 4. Detection Rates for Normal Distributed Sample for 10 Items with Low and High Aberrancy
Level

PFS Low Aberrancy High Aberrancy
Nominal Significance Levels and Detection Rates Nominal Significance Levels and Detection Rates
0l DR. 05 D.R. .10 D.R. .20 DR. .01 DR 05 DR. .10 D.R. .20 D.R.
N =100
I .03 .05 .03 .10 .04 .10 .08 .35 .00 .10 .00 .30 .00 .43 .03 .60
us .01 .05 .04 .10 .04 .30 21 .70 .00 .10 .01 .40 .01 .57 .07 .67
Gw .01 .05 .03 .10 .05 .30 18 .65 .00 .13 .00 .40 .01 .53 .07 .67
GP 01 .05 .03 .15 .08 .35 16 .75 .00 .17 .00 .37 .01 .50 07 .77
N =250
I .00 .18 .02 .32 .02 .40 .07 .48 .00 .17 .01 .33 01 44 01 .67
U3 .01 .04 .03 42 .06 .52 16 .64 01 11 .01 .33 .03 .49 .05 .71
Gvw .01 .08 .03 .42 .08 .56 16 .66 .01 .13 .01 .35 .02 .52 .05 .72
GP .00 .18 .03 .48 .05 .52 12 .70 .00 .13 .00 .37 .02 .55 .04 .77
N =500
I 00 11 .03 .20 .04 .30 A1 42 .00 .15 .00 .34 01 47 .02 .63
u3r .02 .04 .06 .27 .08 .40 17 .60 01 .12 .03 .38 .04 54 .09 .75
Gy .02 11 .06 .28 .08 .43 14 58 01 .12 .03 .35 .03 .52 .07 .72
GP 01 .14 04 .34 .06 .49 14 .69 .00 .17 01 41 .02 59 07 .75
N =1 000
I 01 .09 .02 .18 .04 .30 .09 .40 .00 .12 .00 .33 .01 44 .02 .62
us¥ .01 .08 .05 .23 .09 .34 14 52 01 .12 .02 .35 .04 49 .08 .65
G .02 11 .05 .25 .09 .35 15 .56 01 11 .03 .35 .04 49 .07 .63
GP 01 .15 .03 .28 07 45 13 61 .00 .14 .00 .37 .02 52 06 .71

Note. The bolded detection rates denote the conditions in which PFS perform best. D.R.: Detection rates. N: Sample size

Inspection of Table 4 shows that as sample size increased, the detection rate increased in many test
conditions. Almost all conditions, detection rates increased with increasing aberrancy levels. In
general, GP showed best performance to detect aberrancy. In addition to these findings, it is found that
nonparametric U3P and G\P statistics are very close to each other. When empirical Type | error rates
are examined, it is seen that these values exceed their nominal levels especially for low aberrancy level
at .= .01 and a = .05. Also, empirical Type I error rates are smaller than their nominal levels in all
conditions for high aberrancy level except for o = .01. It can be seen that as increased of aberrancy,
empirical Type | error rates decreased.

Table 5 gives the findings for positively skewed ability distribution for 10 items. Table 5 shows
empirical Type | error rates and detection rates for PFS for positive distributed ability, for different
sample sizes and low and high aberrancy levels. As expected, it is seen that as the Type | error rates
increased, the detection rate increased. It is seen that as sample size increased, the detection rate
increased in many test conditions for high aberrancy level. Almost all conditions detection rates
increased according to the aberrancy level. In general, G showed best performance to detect
aberrancy. In addition to these findings, it is found that nonparametric U3P and G\P statistics are very
close to each other. When empirical Type | error rates are examined, it is seen that these values are
smaller than their nominal levels both low and high aberrancy except for oo = .01. Empirical Type |
error rates are equal to or smaller than their nominal level for a = .01. It can be seen that as increased
of aberrancy, empirical Type | error rates decreased.

Table 6 gives the findings for negatively skewed distribution for 10 items. Table 6 shows the detection
rates for negatively distributed ability, for different sample sizes and low and high aberrancy. It is seen
that as the nominal significance level increased, the detection rates increased almost all test conditions.
In general, as sample size increased, the detection rates increased. However, detection rates of I,°
decreased dramatically for large sample in low aberrancy level when a =.05. Detection rates increased
according to the aberrancy level in all test conditions. In general, GP showed best performance to detect
aberrancy. In addition to these findings, it is found that nonparametric U3P and G\P statistics are very
close to each other. When empirical Type | error rates are examined, in general, these values are
smaller than their nominal levels both low and high aberrancy except for o =.01. Also, empirical Type
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I error rates are equal to or smaller than their nominal o = .01. It can be seen that as increased of
aberrancy, empirical Type | error rates decreased.

Table 5. Detection Rates for Positively Skewed Distributed Sample for 10 Items with Low and High
Aberrancy Level

PFS Low Aberrancy High Aberrancy
Nominal Significance Levels and Detection Rates Nominal Significance Levels and Detection Rates
0l DR. .05 D.R. .10 D.R. .20 D.R. 01l DR 05 DR. .10 D.R. .20 D.R.
N =100
I .00 .07 01 .19 03 .29 .07 42 00 .11 .00 .28 01 41 .03 .57
usr .01 .07 04 24 .08 .38 16 .59 .00 .09 .02 .30 .04 .46 .09 .66
G .01 .08 .03 .26 07 41 15 .60 .00 .10 .02 .30 .03 .47 .08 .67
GP 00 .12 02 31 .06 .46 14 64 00 .12 01 .34 .02 .53 06 .71
N =250
I .00 .07 01 .20 .03 .30 .07 .45 .00 .14 .00 .31 .01 .43 .02 .60
usr .01 .07 .04 .28 .08 .43 16 .61 00 .11 .02 .33 .04 .50 .08 .69
Gy .01 .09 .04 .30 .07 .45 16 .62 00 .11 .02 .33 .03 .50 .08 .70
GP .00 .14 02 35 .06 .49 14 .66 00 .14 .00 .39 .01 54 05 .73
N =500
I .00 .07 01 .20 .03 .30 07 44 .00 .14 .00 .32 .01 .45 .02 61
usr .01 .08 .04 .28 .08 .42 16 .61 01 12 .02 .35 .03 51 .08 .70
Gw .01 .10 .04 .30 .08 .45 16 .62 .00 .12 .02 .35 .03 51 .08 .69
GP .00 .14 03 .34 06 .49 14 .66 .00 .15 .00 .39 .01 54 05 .73
N =1 000
I .00 .08 01 .20 .03 .30 .07 .45 .00 .14 .00 .33 .01 45 .02 .61
us¥ .01 .08 04 .29 .08 .44 17 61 01 .13 .02 .36 .04 52 09 71
Gw .01 11 04 31 .08 .46 16 .63 01 .13 .02 .36 .03 .52 .08 .71
GP .00 .15 03 .36 .06 .49 14 .66 .00 .17 .01 .40 .02 56 05 .74

Note. The bolded detection rates denote the conditions in which PFS perform best. D.R.: Detection rates. N: Sample size

Table 6. Detection Rates for Negatively Skewed Distributed Sample for 10 Items with Low and High
Aberrancy Level

PFS Low Aberrancy High Aberrancy
Nominal Significance Levels and Detection Rates Nominal Significance Levels and Detection Rates
01 DR. 05 D.R. .10 D.R. .20 D.R. 0l DR. 05 D.R. .10 D.R. .20 D.R.
N =100
1P .00 .07 .01 .20 .03 .29 .07 .45 .00 .12 .00 .28 01 4 .02 .58
U3 .01 .07 .04 24 .08 .40 16 .56 .01 .09 .02 .30 .04 48 .09 .67
Gy .01 .08 .04 .26 .07 42 15 .58 .00 .09 02 31 .04 47 .08 .67
GP .00 .13 .02 .33 .05 46 A3 64 .00 .13 .01 .36 .02 52 06 .72
N =250
I .00 .07 01 .20 .03 .30 .07 45 .00 .14 00 .31 01 44 .02 .60
usr .01 .07 .04 .28 .08 .43 16 .61 .01 .10 .02 .33 .04 .50 .08 .70
Gy .01 .10 .04 .30 07 44 16 .62 01 11 .02 .33 .03 .50 .08 .70
GP .00 .15 .03 .34 .06 .48 14 .66 .00 .15 .01 .38 .02 55 05 .73
N =500
1P .00 .08 .01 .20 .03 .30 07 44 .00 .14 .00 .32 .01 45 .02 61
u3r .01 .08 .05 .27 .08 42 A7 .60 .01 12 .02 .36 .04 52 .08 .70
Gy .01 .10 .04 .30 .08 .44 A7 .62 01 12 .02 .36 .04 52 .08 .70
GP 01 .14 .03 34 .06 .48 14 .65 .00 .16 .01 .40 .02 55 06 .73
N =1 000
1P .00 .08 .00 .08 .03 .30 07 44 .00 .14 .00 .33 .01 45 .02 .61
U3 .01 .07 .05 .29 .09 43 A7 .61 .01 12 .02 .37 .04 53 09 71
Gy .01 .10 .04 31 .08 45 A7 .62 .01 .13 .02 .36 .04 52 .08 .71
GP .00 .15 .03 .35 .06 .49 14 65 .00 .17 .01 .40 .02 56 06 .74

Note. The bolded detection rates denote the conditions in which PFS perform best. D.R.: Detection rates. N: Sample size

Table 7 gives the findings for normally distributed ability for 30 items. Table 7 shows the detection
rates for normally distributed ability, for different sample sizes and aberrancy levels. As expected, it
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is seen that as the nominal significance levels increased, the detection rates increased as well. There is
no specific trend regarding the effect of sample size on the detection rates. However, when all test
conditions are examined, the highest detection rates were observed in the largest sample. For I.°,
detection rates increased with increasing aberrancy levels at all nominal significance levels. In general,
GP showed best performance to detect aberrancy in low aberrancy level, while I,° showed best
performance to detect aberrancy in high aberrancy level. In addition to these findings, it is found that
nonparametric U3® and G\P statistics were very close to each other. When empirical Type | error rates
are examined, it is seen that these values never exceed their nominal levels in all test conditions.
Empirical Type I error rates are smaller than or equal to their nominal a = .01 for low aberrancy. Also,
all empirical Type | error rates are smaller than their nominal levels for high aberrancy. It can be seen
that as increased of aberrancy, empirical Type | error rates decreased.

Table 7. Detection Rates for Normal Distributed Sample for 30 Items with Low and High Aberrancy
Level

PFS Low Aberrancy High Aberrancy
Nominal Significance Levels and Detection Rates Nominal Significance Levels and Detection Rates
01 D.R. 05 DR. .10 DR. .20 D.R. 01 DR. .05 DR. .10 D.R. .20 D.R.
N =100
1P .00 .25 .03 .45 .05 .55 A1 .75 .00 .53 .00 .77 .03 .83 .04 .93
usr .00 .15 .04 .40 .05 .70 10 .80 .00 .07 .00 .40 .00 .70 .04 .87
Gw .00 .15 .04 .35 .05 .70 A1 .75 .00 .07 .00 .33 .00 .70 .04 .87
GP .00 .25 .00 .40 .05 .65 .06 .80 .00 .07 .00 .27 .00 .67 .00 .90
N =250
IP .00 .26 02 .46 .05 .58 .08 .68 .00 .56 .00 .75 .00 .85 .00 .92
usr .00 .18 02 .36 .05 .48 10 .76 .00 .16 .00 .56 .00 .76 .03 .95
Gw .00 .18 01 .36 .04 .48 11 74 .00 .12 .00 .51 .00 .77 .03 .92
GP .00 .20 01 .44 01 .62 .07 .84 .00 .15 .00 .52 .00 .75 01 .93
N =500
I 01 .19 02 44 .03 .55 .07 .70 .00 .55 .00 .77 .00 .85 01 .94
usr .01 .16 02 47 .06 .57 10 .77 .00 .07 .00 .50 .01 .69 .02 .90
G .01 .16 .02 .48 .06 .60 12 .75 .00 .07 .01 .46 .01 .69 .02 .87
GP .00 .26 01 49 .03 .65 .09 .85 .00 .13 .00 51 .00 .76 01 91
N =1 000
I .00 .28 .01 .50 .02 .64 .05 .76 .00 .61 .00 .78 .00 .87 .00 .95
usr .01 .23 .02 .49 04 .64 .09 .82 .00 .42 .00 .63 .01 .75 01 91
Gvw .01 .30 .02 .50 .04 .65 10 .83 .00 .42 .00 .62 .01 .75 01 .92
GP 00 .31 01 59 02 74 .06 .88 00 41 .00 .63 .00 .77 .00 .92

Note. The bolded detection rates denote the conditions in which PFS perform best. D.R.: Detection rates. N: Sample size

Table 8 gives the findings for positively skewed ability distribution for 30 items. Table 8 shows the
detection rates for PFS for positively skewed distributed ability for different sample sizes, low and
high aberrancy. In general, detection rates increased with increasing aberrancy levels. However, for
N-PFS results show higher detection rates for low aberrancy level than for high aberrancy level. This
result is seen in test conditions which are consist for sample size 100 and at o = .01 and o= .05 nominal
levels, for sample size 250 at a = .01 nominal level. Statistic G” showed best performance to detect
aberrancy at low aberrancy levels except for sample size 100 at a.= .01 and a = .05 nominal levels,
and for sample size 250 at a = .01 nominal level. It is seen that I,” showed best performance to detect
aberrancy for all sample sizes and all Type | error rates in high aberrancy level. In addition to these
findings, it is found that detection rates for nonparametric U3° and G\P statistics were very close to
each other. When empirical Type | error rates are examined, it is seen that these values were not exceed
their nominal levels in most of test conditions. Only for U3, empirical Type | error rate was equal to
its o = .01 nominal level for large sample and low aberrancy. Also, it is found that all empirical Type
| error rates are smaller than their nominal levels for high aberrancy.
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Table 8. Detection Rates for Positively Skewed Distributed Data for 30 Items with Low and High
Aberrancy Level

PFS Low Aberrancy High Aberrancy
Nominal Significance Levels and Detection Rates Nominal Significance Levels and Detection Rates
0l DR. 05 DR. .10 D.R. .20 D.R. 01l DR 05 DR. .10 D.R. .20 D.R.
N =100
I .00 .27 01 .49 .02 .62 .06 .74 .00 .51 .00 .74 .00 .84 01 91
us .00 .12 01 .38 .03 .59 .08 .78 00 .11 .00 .38 .00 .60 .01 .86
G .00 .12 01 .39 .03 .58 .08 .78 .00 .10 .00 .36 .00 .60 .01 .86
GP .00 .15 .00 .44 01 .64 .06 .84 00 .11 .00 .37 .00 .61 .00 .87
N =250
I .00 .29 01 .49 .02 .62 .05 .76 .00 .57 .00 .79 .00 .87 .00 .94
usr .00 .19 .02 47 .04 .65 .09 .82 .00 .19 .00 51 .00 .72 .01 .89
G .00 .20 01 47 .03 .64 .09 .82 .00 .18 .00 .50 .00 .71 01 .89
GP .00 .23 .00 .53 02 .70 .06 .87 .00 .20 .00 .52 .00 .72 .00 .91
N =500
I .00 .28 .01 .50 .02 .62 .06 .75 .00 .59 .00 .80 .00 .88 .00 .94
U3 .00 .23 .02 .52 .04 .67 10 .82 .00 .28 .00 .60 .00 .78 .02 .91
G .00 .25 .02 .52 .04 .66 .09 .81 .00 .27 .00 .59 .00 .77 .02 .91
GP .00 .30 .01 .58 02 .73 .07 .87 .00 .28 .00 .60 .00 .78 .00 .92
N = 1,000
I .00 .29 .01 50 02 61 .05 .76 .00 .60 .00 .81 .00 .89 .00 .95
usr .01 .27 .02 55 .04 .68 10 .82 00 .31 .00 .64 .01 .80 02 .92
G .00 .29 .02 55 .04 .68 10 .82 .00 .30 .00 .62 .01 .78 02 .92
GP 00 .34 01 .60 02 .74 .07 .87 .00 .32 .00 .63 .00 .80 .00 .93

Note. The bolded detection rates denote the conditions in which PFS perform best. D.R.: Detection rates. N: Sample size

Table 9 gives the findings for negatively skewed distribution for 30 items. Table 9 shows the detection
rates for PFS for negatively skewed distributed ability, for different sample sizes and for low and high
aberrancy levels.

Table 9. Detection Rates for Negatively Skewed Distributed Data for 30 Items with Low and High
Aberrancy Level

PFS Low Aberrancy High Aberrancy
Nominal Significance Levels and Detection Rates Nominal Significance Levels and Detection Rates
0l DR. 05 D.R. .10 D.R. .20 D.R. 01l DR 05 DR. .10 D.R. .20 D.R.
N =100
I .00 .27 .01 .48 .02 .60 .06 .72 .00 .54 .00 .77 .00 .85 .01 .93
usr .00 .12 01 .38 .03 .58 .09 .77 00 .11 .00 .38 .01 .62 .01 .87
G .00 .12 01 .38 .03 .58 .08 .78 00 .11 .00 .38 .00 .62 .01 .87
GP .00 .13 .00 .43 01 .64 .06 .83 .00 .12 .00 .40 .00 .64 .00 .88
N =250
I .00 .29 01 51 .02 .63 .06 .76 .00 .58 .00 .80 .00 .88 .00 .94
usr .01 .16 02 .46 .04 64 .09 .81 .00 .20 .00 .54 .01 .73 .02 .90
G .00 .17 02 .46 .04 .63 .09 .80 .00 .19 .00 .52 .01 .72 .02 .90
GP .00 .25 01 54 02 .70 .06 .86 .00 .22 .00 .55 .00 .75 00 91
N =500
I .00 .29 .01 50 .02 .62 .06 .75 .00 .60 .00 .81 .00 .89 .00 .95
us¥ .01 .23 .02 51 .04 .66 .09 .82 .00 .27 .00 .61 01 .79 .02 .92
Gy 01 .23 .02 .50 .04 .65 10 .81 .00 .26 .01 .60 .01 .78 02 91
GP .00 .30 01 .58 02 .73 .07 .86 .00 .30 .00 .62 .00 .79 .00 .92
N =1 000
I .00 .29 .01 50 02 .62 .06 .76 .00 .61 .00 .82 .00 .90 .00 .95
usr 01 .25 02 54 .05 .68 10 .82 .00 .32 .00 .65 .01 .81 .02 .93
Gy 01 .26 .02 53 .05 .67 10 .81 .00 .30 .01 .64 .01 .80 .02 .92
GP 00 .34 01 .61 02 74 .07 .87 00 .34 .00 .66 .00 .81 .00 .93

Note. The bolded detection rates denote the conditions in which PFS perform best. D.R.: Detection rates. N: Sample size
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Inspection of Table 9 shows that as expected, as the nominal significance levels increased, the
detection rates increased as well. It is also seen in almost all conditions of low aberrancy that as sample
size increased, the detection rate increased. Although, it is seen that as sample size increased, the
detection rate increased in high aberrancy level for all samples. In general, detection rates increased
according to the aberrancy level except for a = .01 and a = .05 for N-PFS. Broadly speaking, across
all conditions, GP showed best performance to detect aberrancy at low aberrancy level while I,” showed
best performance to detect aberrancy at high aberrancy level. In addition to these findings, it is found
that the detection rates of nonparametric U3P and GyP statistics were very close to each other. When
empirical Type | error rates are examined, it is seen that these values did not exceed their nominal
levels in high aberrancy. However, empirical Type | error rates are smaller than or equal to their
nominal a = .01 for low aberrancy. It can be seen that as increased of aberrancy, empirical Type I error
rates decreased.

DISCUSSION and CONCLUSION

The general purpose of the study is to examine the effectiveness of parametric and nonparametric PFS
in data sets which consist of polytomous items. According to this aim, data simulated in different test
conditions and these data sets were analyzed.

The results confirmed several important effects of significance level, sample size, ability distribution,
and aberrance level. As expected, the detection rates increased with increasing nominal significance
levels (the theoretical Type I error rates) in all test conditions. Moreover, it is seen that detection rates
increased as the number of misfitting item score vector and number of misfitting items increased.
Simulation results suggest that the shape of sample distributions has little effect on the detection of
aberrancy. So, it can be said that shape of ability distribution (determined in this study's test conditions)
is an unimportant factor for the effectiveness of PFS.

In general, sample size affected detection rates. In most of test conditions, it is seen that as sample size
increased, detection rates increased. However, this result conflicts with Syu (2013), who studied with
parametric |,” and nonparametric G and U3P. Syu (2013) only found small differences in the detection
rates across sample sizes for specific PFS. In addition to this finding, Syu (2013) stated that findings
are tentative because sample size is too small for providing sufficient calculations for PFS.

It is seen that in general, empirical Type | error rates smaller than their nominal levels (the theoretical
Type | error rates). However, in all shapes of ability distributions for 10 and 30 items, empirical Type
I error rates are equal to or smaller than their nominal level at o = .01. Except of this conclusion, it is
seen that for normally distributed sample for 10 items, empirical Type | error rates exceed its nominal
level at o =.01. In Voncken’s (2014) study, detection rates were determined for binary items. In that
study it is found that I,*’s empirical Type | rate exceeds its nominal level at a = .01. Also, it is seen
that as increased of aberrancy, empirical Type | error rates decreased. These findings are consistent
with Voncken (2014).

To summarize, as expected, as the nominal significance level was set higher, tests were longer, and
amount of the aberrant proportions increased, the detection rates increased as well. These findings are
consistent with other person-fit studies (Emons, 2008; Karabatsos, 2003; Meijer & Sijtsma, 2001;
Voncken, 2014).

A comparison of the effectiveness of the different PFS showed the following important trends. It is
seen that detection rates were very close to each other for P-PFS and N-PFS (especially U3® and G\).
However, in general, GP was the most effective in detecting aberrant individuals and even performed
better than I,°. These results are consistent with Emons (2008) and Syu (2013). They compared same
PFS as used in this study in different test conditions. Like in this study, in their studies GP showed best
performance to detect aberrancy. In Syu’s (2013) study it’s also stated that for small sample sizes N-
PFS perform better than P-PFS.

It is found that for all test conditions detection rates were sufficiently high except at o =.01. Detection
rates got their maximum value at o= .20. PFS may have very low detection rates at small significance
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levels of o = .01, which questions their effectiveness at these significance levels. These findings are
consistent with literature. Therefore, it is suggested that researchers should choose liberal significance
levels (i.e., a =.20) to reach some power in detecting aberrancy (Emons, 2008; Meijer, 2003; Voncken,
2014).

Based on the result, the following general conclusions about the suitability of different statistics can
be drawn. Results also showed that for detecting careless and inattention aberrant behavior long tests
are more useful than small tests. However, long tests are not always feasible in practice. This renders
PIRT models less useful in many applications because they require large sample sizes and sufficiently
longer tests to obtain accurate estimates of the item parameters. NIRT models, and accompanying N-
PFS do not suffer from these problems as they use observed group statistics and therefore are
particularly useful in small samples and short tests (Junker & Sijtsma, 2001; Meijer, 2004; Molenaar,
2001). When PIRT and NIRT models are compared, NIRT models are less restrictive. The main
difference between these models is about item characteristic curves. In PIRT model, these curves
which are logistic or normal ogive are determined postulated parametric model (Lee et al., 2009;
Sodano & Tracey, 2011). However, in NIRT models these curves do not require any parametric forms,
especially MHM assumes only that monotony nondecreasing 6 (Lee et al., 2009; Sijtsma & Molenaar,
2002). And so, it can be said that NIRT models are more flexible than PIRT models.

It must be emphasized that in practice if researchers want to study aberrant response behavior with N-
PFS, researcher should investigate MHM assumptions. MHM can fit with skewed data (Sengiil Avsar
& Tavsancil, 2017). MHM is an appropriate model for small samples (Junker & Sijtsma, 2001;
Molenaar, 2001). These are MHM’s important advantages to their parametric counterparts. Of course,
if researchers want to study response aberrancy with P-PFS, they should demonstrate fit of the data
with the parametric model assumptions. In general, if data do not fit PIRT models, researchers often
can use NIRT models and N-PFS for detecting aberrant individuals.

An assumption was that all individuals answered all items in this study. In other words, there were no
missing data in data sets. Missing data effects on PFS and missing data handling methods for best
recovery PFS can be investigated. Apart from the test conditions determined in the study, the
effectiveness of PFS can be determined by simulating different test conditions. Also, PFS which were
used in this study can compared with real data applications.
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Birey Uyum istatistiklerinin Farkh Test Kosullarinda Cok
Kategorili Puanlanan Maddeler icin Karsilastirilmasi

Girig

Psikolojik 6lgme araglari, bireyler hakkinda karar vermede ve bireylerin 6grenme problemleri,
gelisimsel problemleri ve psikolojik bozukluklarmin tanimlanmasi gibi amaglarla kullanirlar.
Ozellikle psikolojik tan1 ve tedavilerde bireysel test puanlarina odaklanilacagi agiktir (Emons, 2003,
2009). Bu nedenle bireysel test puanlarmin gegerligi egitimde ve psikolojik degerlendirmelerde
aragtirilmasi gereken énemli bir konudur.

Ornegin bir birey sinavda kaygili olmasindan dolay1 sinavdaki kolay maddelere yanlis cevap verebilir.
Bu durum kisinin yeteneginin, gergcek yeteneginin altinda kestirilmesine neden olabilmektedir. Bir
baska o6rnek ise diisiik yetenekli bireylerin etraflarinda bulunan yiiksek yetenekli bireylerden kopya
cekme durumlaridir. Bu durumda bireyin yetenegi, gercek yeteneginin iistiinde kestirilir. Motivasyon
eksikligine dayali olarak testin ciddiye alinmamasi, biligsel testlerde konsantrasyon problemleri,
kisilik testlerinde sahte yanit verme durumlart normal olmayan madde puanlarina kaynaklik
etmektedir. Tiim bunlarin sonucunda bireylerin yetenegiyle ilgili yapilan kestirimlerin hatali olacagi
aciktir (Emons, 2003, 2008; Sijtsma & Molenaar, 2002).
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Uyumsuz madde puanlari bireylerin puanlarini arttirarak bireyin yeteneginin gergek yetenegi tizerinde
kestirilmesine neden olabilecegi gibi uyumsuz madde puanlari bireylerin puanlarini azaltarak bireyin
yeteneginin gergek yetenegi altinda kestirilmesine neden olabilir. Buna gore kopya ¢ekenler ya da sans
basaris1 yiiksek olan sansli yanitlayicilarin puanlari yapay olarak yiiksek Kestirilirken, test
uygulamasinin basinda kaygili, testi sonuna kadar yanitlamayan, ya da dil problemi olan bireylerin
puanlar gercekte oldugundan yapay olarak diisiik kestirilir (Meijer, 1996). Ayrica bazen madde igerigi
ile ilgili bilgisi olmayan, maddeleri kendilerine gére yorumlayan, yanitlarini yanlis kodlayan (kodlama
sirasinda kaydirma yapan) bireyler de uyumsuz madde puan oriintiilerine sahip olacaklardir. Bu
bireyler i¢in kestirilen puanlar, gergekte oldugundan daha yiiksek veya diisiik olabilir (Meijer, 1996).
Biitiin bu durumlarda bireylerin dogru degerlendirilemeyecekleri agiktir. Bu nedenle test sonuglarina
gore bireyler hakkinda dogru kararlar verebilmek i¢in bireysel madde puan Oriintiilerinin gegerligini
degerlendirmek 6nem tagimaktadir.

Birey uyum analizlerinin amaci segilen/6nerilen 6lgme modeline gore bireysel test puanlarinin uyum
gosterip gostermedigini belirlemek ve bireysel test puan vektorlerini tanimlamaktadir (Meijer &
Sijtsma, 2001). Bu amag icin birey uyum istatistikleri (BUI) kullanilir. BUI’ler bireylerin test
maddelerine verdikleri yanitlardan beklenmedik test performansini ortaya ¢ikarir (Meijer & Sijtsma,
2001). BUI’ler bireyler hakkinda énemli kararlar vermede gecersiz puanlar1 ortaya ¢ikararak daha
gecerli sonuglara ulagilmasinda 6nemli rol oynarlar (Emons, 2008).

BUI’ler genellikle parametrik ve parametrik olmayan istatistikler olacak sekilde iki kategoride
incelenmektedir (Karabatsos, 2003; Mousavi, Tendeiro, & Younesi, 2016). Parametrik BUI’ler (P-
BUI) parametrik madde tepki kuramia (PMTK), parametrik olmayan BUI’ler (PO-BUI) parametrik
olmayan madde tepki kuramina (POMTK) dayalidir (Karabatsos, 2003). P-BUI ve PO-BUI arasindaki
temel fark, dayandiklar1 madde tepki kuramidir. POMTK modellerinin getirdigi birtakim avantajlar,
PO-BUI’lere de yansimaktadir. PO-BUI’ler igin verinin POMTK modeline uyum gostermesi
gerekmektedir (Emons, 2003). Ozellikle verinin POMTK modellerinden Mokken Homojenlik
Modeline (MHM) uyum gdstermesi, diger bir deyisle tek boyutluluk, yerel bagimsizlik ve madde
karakteristik egrilerinin monotonlugu varsayimlarinin saglanmasi gerekmektedir (Emons, 2008).
Literatiirde ¢cok kategorili puanlanan maddeler icin en fazla kullanilan P-BUI’nin I,° istatistigi, PO-
BUJ’lerin GP, GyP ve U3F istatistikleri oldugu ifade edilmektedir (Emons, 2008; Rupp, 2013).

Birey uyum analizleri egitimde ve psikolojide énemli bir konu olarak ele alinmaktadir. Ozellikle basar
testleri ve bilissel testlerde basariyla uygulanmaktadir (Meijer & Sijtsma, 2001). Egitim ¢alismalarinda
(6rnegin miifredattaki tutarsizliklarin belirlenmesinde, Harnisch & Linn, 1981), biligsel psikoloji
caligmalarinda (6grenme stratejilerinin belirlenmesi, Tatsuoka & Tatsuoka, 1982), kiiltiirler arasi
karsilagtirmalar (farkli dil gruplarindan gelen bireylerin test puanlarinin degerlendirilmesi ve
karsilagtirilmasi, van der Flier, 1982), kisilik 6l¢me ¢aligmalarinda (kisilik 6lgme amaciyla gelistirilen
0lgme araglarinda sahte yanitlarin belirlenmesi, Dodeen & Darabi, 2009; Ferrando, 2004, 2009, 2012;
Reise & Waller, 1993; Woods, Oltmanns, & Turkheimer, 2008; Zickar & Drasgow, 1996), orgiit
psikolojisi caligmalarinda (bireylerin secilen test i¢in beklenmedik madde puan vektorlerini agiklama,
Meijer, 1998), tutumlarin degerlendirilmesi (Curtis, 2004), saglik aragtirmalar1 (Custers, Hoijtink, van
der Net & Hel, 2000; Tang ve digerleri, 2010) 6rnek olarak verilebilir (akt., Emons, 2003; Rupp, 2013).
BUI’ler psikolojik degerlendirmelerde de (Conijn, Emons, De Jong & Sijtsma, 2015; Meijer,
Egberink, Emons & Sijtsma, 2008) basariyla uygulanmaktadir.

Yapilan literatiir taramasinda arastirmacilarm; yeni BUI’ler gelistirdikleri ve yeni gelistirilen bu
BUT’leri cesitli test kosullarinda inceledikleri (Emons, 2008; Glass & Dagohoy 2007; Karabatsos,
2003; Twiste 2011; van der Flier, 1982), uyumsuz madde puanlarinin gergek veri setlerinde
belirledikleri (Egberink, 2010; Emmen, 2011; Meijer, 2003; Spoden, 2014) ve en iyi performans
gosteren BUI’leri belirledikleri (Emons, 2008; Karabatsos, 2003; Syu, 2013; Voncken, 2014)
goriilmiistiir. Rupp’un (2013) ¢alismasinda da BUI ile ilgili literatiir tarannstir. Yapilan bu ¢alismada
BUI’lerin 6zellikle ikili puanlanan maddelerde daha fazla calisildigi, cok kategorili puanlanan
maddelerde yapilan ¢aligmalarin ¢ok sinirli oldugu ifade edilmistir. Bununla birlikte yapilan literatiir
taramasinda simiilatif olarak iiretilen veriler iizerinde BUI’lerin dzellikle kiiciik Srneklemler ve garpik
dagilimlar gibi cesitli test kosullarinda daha fazla arastirilmasi gerektigi goriilmiistiir.
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Calismanin amact

Bu calismanin genel amaci P-BUI ve PO-BUI’lerin ¢ok kategorili puanlanan maddelerden olusan
testlerde etkililiklerinin belirlenmesidir. Belirlenen amag dogrultusunda agagidaki arastirma sorularina
cevap aranmistir:

1. BUI’lere gore belirlenen uyumsuz madde puanlarma sahip kisilerin orani; 6rneklem
bliyilikliigii, yetenek dagilimi, test uzunlugu ve madde ve kisilerin manipiilasyonuna bagh
olarak olusturulan anormallik durumlarina gore nasil degismektedir?

2. Farkl test kosullarinda en iyi performansi gosteren BUI hangisidir?

Yontem

Bu arastirma BUI’lerin, simiilatif olarak olusturulan test kosullarinda, etkililiklerinin belirlenmesinin
amaclandigi temel arastirmadir.

Veri simiilasyonu

Bu arastirmada ¢ok kategorili puanlanan maddeler Samejima’nin Dereceli Tepki Modeline (DTM)
gore iiretilmistir. Bu arastirmada POMTK ’ya dayali PO-BUI’ler arastirmasina ragmen, parametrik
DTM’ye gore veri lretilmesinin nedeni DTM’ye uyumlu olan veri setinin ayn1 zamanda MHM’ye
uyumlu olmasidir (Emons, 2008; Sijtsma, Emons, Bouwmeester, Nyklicek & Roorda, 2008). Verilerin
retilmesinde R programi kullanilmistir. DTM’ye uygun verilerin tiretilmesinde “catlRT” paketi
(Nydick, 2015), carpik dagilimli veri setlerinin tiretilmesinde “fungible” paketi (Waller & Jones, 2016)
kullanilmigtir. Bu arastirmada simiilatif verilerin iiretilmesinde asagidaki adimlar izlenmistir:

1. Belirlenen test kosullarinda DTM’ye uyumlu veri setleri iiretilmistir.

2. Aragtirmanin amaci dogrultusunda, veri setleri uyumsuz madde puani igerecek sekilde
(diistik ve yiiksek oranlarda) manipiile edilmistir.

3. Manipiile edilen veri setlerinde u¢ degerler belirlenmis (tiim maddelerde kesinlikle
katiliyorum veya hi¢ katilmryorum kategorilerini secenler) ve analiz dist tutulmustur.
BUI’lerin u¢ degerlerde yeteri kadar bilgi vermemesi (Emons, 2008), u¢ degerlerin
atilmasinin temel nedenidir.

4. Yetenekler agirliklandirilmig maksimum olasiliga (weighted maximum likelihood
estimation) gore kestirilmistir. Yetenekler kestirilirken veri tiretimindeki gercek madde
parametreleri kullanilmistir.

5. Farkli test kosullarinda uyumsuz madde puanlarinin belirlenmesi i¢in BUI’ler, Tendeiro
(2016) tarafindan gelistirilen “perfit” paketi kullanilarak kestirilmistir.

Bu aragtirmanin bagimsiz degiskenleri; dort farkli 6rneklem biiyiikligi (100, 250, 500 ve 1000), {i¢
farkli 6rneklem dagilimi (normal dagilan, saga carpik dagilan ve sola carpik dagilan), iki farkl test
uzunlugu (10 maddelik ve 30 maddelik test) ve iki farkli uyumsuzluk (diisiik ve yiiksek diizeylerde)
oramidir. Bagimli degiskenleri ise deneysel 1. Tip Hata oranlar1 ve bu degerler i¢in hesaplanan gii¢
degerleridir. Bu arastirmada dort farkli BUI (1,°, U3P, G\" ve GP) icin 1. Tip Hata oranlar1 ve giic
degerleri hesaplanmistir.

Literatiirde uyumsuz madde puanlarina neden olabilecek ¢esitli davraniglardan bahsedilmistir. Bu
aragtirmada dikkatsiz ve Ozensiz davramglar dikkate alinmistir. Bazi test uygulamalarinda bireyler
maddeleri rastgele cevaplarlar, maddeleri yanlis okurlar, maddeleri okumazlar ya da kodlama hatas1
yaparlar. Bu durumlar dikkatsiz ve 6zensiz davraniglara 6rnek olarak verilebilir (Emons, 2008). Bu
arastirmada, bu davranisa yonelik uyumsuz madde puan vektorleri Emons’un (2008) ¢alismasinda
oldugu gibi tek bi¢cimli dagilimdan yararlanarak olusturulmustur.
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Sonuc ve Tartisma

Bu arastirmanm genel amaci, P-BUI ve PO-BUI’lerin etkililiklerinin ¢ok kategorili puanlanan
maddelerden olusan test kosullarinda etkililiklerinin belirlenmesidir. Arastirma sonucunda beklendigi
gibi, hesaplanan BUI’ler icin, I. Tip Hata orami arttikca uyumsuz madde puanma sahip bireylerin
belirlenme orani artmistir. Arastirmada olusturulan test kosullarinda madde sayist ve uyumsuz madde
puan vektorleri arttikca uyumsuz madde puani belirleme orani/gii¢ artmistir. Simiilasyon sonuglari
orneklemin dagilim seklinin uyumsuz madde puanlarini belirlemede kiigiik bir etkisinin oldugunu
gostermistir. Diger bir deyisle yetenek dagiliminin sekli, uyumsuz madde puani belirlemede bu
arastirmadaki test kosullarina gére 6nemli bir faktdr degildir. Genel olarak 6rneklem biyiikligi,
uyumsuz madde puami oranlarmi etkilemistir. Orneklem biiyiikliigii artikga uyumsuz madde
puanlarinin belirleme oranlart artmistir. Arastirmanin bu bulgusu Syu’nun (2013) bulgulartyla
farklilasmugtir. Syu (2013) calismasinda |,°, GP ve U3P istatistiklerini arastirmistir. Syu (2013)
olusturdugu test kosullarinda 6rneklem biiyiikligiiniin ¢ok kiiciik farkliliklar olusturdugunu ancak
secilen kosullarin BUI’lerle ilgili yeterli bilgi veremeyecegini de belirtmistir.

Ozetlenecek olursa nominal I. Tip Hata oranlar artikca, uzun testler kullanildik¢a ve manipiile edilen
uyumsuz madde puanlarmin oram artik¢a, uyumsuz madde puanlarimin belirlenmesinin orani da
artmaktadir. Bu bulgu literatlirdeki diger arastirma bulgularina paraleldir (Emons, 2008; Karabatsos,
2003; Meijer & Sijtsma, 2001; Voncken, 2014).

Arastirmada genel olarak GP istatistiginin en iyi performansa sahip BUI oldugu gériilmiistiir. Ancak
ozellikle uzun testlerde parametrik I,° istatistiginin daha iyi performans gosterdigi de belirtilmelidir.
Kisa testlerde ve kiigiik 6rneklemlerde GP istatistiginin daha iyi performans géstermesi, Emons (2008)
ve Syu’nun (2013) arastirma bulgularina paraleldir. Syu (2013) calismasinda kii¢iik 6rneklemlerde
PO-BUI’lerin daha iyi performans gosterdigini belirtmistir. Ek olarak bu arastirmada BUI’lerin
uyumsuz madde puanlarii belirleme oranlari, birbirlerine yakin degerler vermistir. PO-BUI’lerde
ozellikle U3P ve GnP birbirine oldukg¢a yakindir. Uyumsuz madde puanlarini belirleme orani en fazla
o = .20 diizeyinde olmustur. Bu durum literatiire paraleldir (Emons, 2008; Meijer, 2003; Voncken,
2014).

Arastirma sonuglarma gore dikkatsiz ve O6zensiz davraniglarin kaynaklik ettigi uyumsuz madde
puanlarinin belirlenmesinde uzun testlerin tercih edilmesi 6nerilebilir. Ancak uzun testler pratikte her
zaman ¢ok kullanigh degillerdir. PMTK modelleri de parametrelerin dogru kestirilmesi i¢in biiyiik
ornekleme duyulan ihtiyagtan dolay1 ¢ok kullanish degildir. Bu durumda PMTK modellerine gore
daha az sinirlayici olan POMTK modellerinden MHM (Junker & Sijtsma, 2001; Meijer, 2004;
Molenaar, 2001) kullanilarak uyumsuz madde puan ériintiileri PO-BUI’lerle belirlenebilir.

Bu arastirma olusturulan test kosullar dikkate alindiginda 6zellikle kii¢iik 6rneklem biiyiikliiklerinde
ve kisa testlerde PO-BUI’lerin kullanilmas1 dnerilebilir. Bu arastirmada kayip veri igeren veri setleri
iiretilmemistir. Belirlenen test kosullarinda kayip verilerin BUI’lerin performanslarini nasil
etkiledikleri arastirilabilir. Arastirmada belirlenen test kosullarimin disinda, farkli test kosullari
olusturularak BUI’lerin etkililikleri belirlenebilir. Ayrica bu arastirmada kullanilan istatistikler, ger¢ek
veri setlerine kullanilarak arastirmanin bulgulariyla karsilagtirilabilir.
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