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Abstract— Eye tracking plays a key role in user behaviour 

understanding and usability studies. We previously proposed an 

algorithm called STA (Scanpath Trend Analysis) that analyses 

multiple individual scanpaths on a web page to discover their 

trending path in terms of the areas of interest (AOIs). This 

algorithm provides the most representative path of multiple users 

compared to other algorithms (i.e., provides the most similar 

path to individual scanpaths). However, its current 

implementation has no graphical user interface and provides a 

sequence of characters that represent AOIs. Some external 

modules should also be installed in advance to run it. In our 

previous work, we presented the first web-based visualisation 

tool for the STA algorithm called ViSTA along with its initial 

evaluation. This tool allows to visualise individual scanpaths on a 

particular web page with gaze plots, visually draw AOIs, apply 

the STA algorithm, and visualise the result of the algorithm. In 

this paper, we present the extended version of ViSTA with a 

follow up user evaluation. The first version of ViSTA uses the 

STA algorithm which identifies trending AOIs based on all 

individual scanpaths. However, the extended one uses the STA 

algorithm with the tolerance level parameter which means 

trending elements can be identified based on a subset of 

individual scanpaths for discovering a more representative path. 

Both of our initial and follow up evaluations show that the 

workload in terms of NASA Task Load Index (TLX) is lower 

with ViSTA compared to the current implementation of the STA 

algorithm. 

 
Index Terms—Eye Tracking, Areas of Interest, Web Pages, 

Trending Path, Web-based, User Interface.  
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I. INTRODUCTION 

YE TRACKING has been commonly used for better 

understanding of how users interact with web pages, 

especially which areas are frequently used and which paths are 

usually followed in terms of these areas to complete certain 

tasks. Based on the analysis of eye tracking data, web pages 

can be further processed to support users in constrained 

environments for completing their tasks. In particular, web 

pages can be re-engineered for these users to allow them to 

directly access the most frequently used areas without being 

distracted by other inappropriate areas. This is especially 

useful for visually disabled users who access the web with 

their screen readers and have to listen to the whole page from 

top to bottom [1].  

While users are interacting with web pages, their eyes make 

quick movements called saccades. Their eyes also make 

fixations on certain points. The series of saccades and 

fixations show their scanpaths on these pages. There are 

different techniques to visualise individual scanpaths [2] (see 

Section 2). The most popular technique for scanpath 

visualisation is a gaze plot that represents saccades and 

fixations with straight lines and circles respectively. The 

radius of a circle is directly proportional to the duration of a 

fixation and each circle is numbered to show the sequence. 

Figure 1 shows an example of a gaze plot on the home page of 

the Babylon website. 

 

 
Fig.1. A gaze plot on the home page of the Babylon website segmented by the 

extended VIPS algorithm [3] 

 

To conduct scanpath analysis on the web, web pages are 

typically divided into their areas that can interest or attract 

users (AOIs) and then fixations are represented with their 
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corresponding AOIs. For example, Figure 1 shows how the 

home page of the Babylon website is automatically divided 

into its AOIs with the extended Vision-based Page 

Segmentation (VIPS) algorithm [3]. If a user looks at the AOIs 

M, H and H respectively, then his/her path will be represented 

as MHH. After representing scanpaths in terms of AOIs, they 

are further analysed for different purposes, especially 

calculating a similarity score between two scanpaths, 

computing transition probabilities between AOIs, detecting 

patterns in a set of scanpaths, or discovering a single 

representative scanpath of multiple users [4].  

Even though there are different algorithms which aim to 

detect patterns in multiple scanpaths or discover a 

representative scanpath for a group of scanpaths, their results 

typically have low similarities to individual scanpaths [4]. 

Compared to these algorithms, Scanpath Trend Analysis 

(STA) discovers the most representative path of multiple users 

on a web page as its result is the most similar to individual 

scanpaths [5] (see Section 3). The STA algorithm firstly 

identifies the AOIs that will be included in the resultant path. 

The first version of this algorithm identifies these AOIs based 

on all individual scanpaths. Since high variance in individual 

scanpaths could negatively affect the representativeness of the 

resultant path, a new parameter called tolerance level was 

added to the STA algorithm to allow the identification of the 

AOIs to be included in the resultant path based on a subset of 

individual scanpaths instead of all of them. The value of the 

tolerance level parameter can be adjusted both manually and 

automatically to achieve the most representative path. 

The current implementation of the STA algorithm1 has no 

visual user interface and its output is only a sequence of 

alphanumeric characters that represent AOIs (e.g., ABACD). 

This algorithm is novel in this field and is being increasingly 

used. For example, it has been used for identifying common 

patterns while reading programming code [6]. It has also been 

used to investigate differences in web interaction of people 

with autism and neurotypical people [7, 8]. Although the STA 

algorithm is developed for the analysis of eye tracking data, it 

has also been adapted to analyse sequenced binary motion 

sensor data to recognise daily activities (meal preparation, 

eating, dish washing, etc.) of elderly people who live alone 

[9]. To understand and interpret the output, researchers and 

practitioners should remember which alphanumeric character 

corresponds to which AOI. If a visual user interface is 

developed for the STA algorithm and its output is also 

visualised on a corresponding page, then we eliminate the 

burden of remembering and understanding the sequence of 

letters. Furthermore, some platform and modules are also 

needed to be installed in advance to run the current 

implementation. 

To address the limitations of the current implementation of 

the STA algorithm and make it more usable and functional, we 

presented the first web-based visualisation tool for this 

algorithm called Visualisation of Scanpath Trend Analysis or 

shortly ViSTA along with its initial evaluation in our previous 

 
1 STA's current implementation: https://github.com/SukruEraslan/sta  

paper [10]. It uses the STA algorithm without the tolerance 

level parameter. This tool does not need any specific platform 

and modules installed. It allows users to upload an eye 

tracking dataset and select one of the web pages included in 

the dataset for further analysis. Since gaze plots are commonly 

used to visualise scanpaths, this tool visualises the individual 

scanpaths on the selected page by using gaze plots [2]. It then 

allows users to visually draw AOIs on the page and apply the 

STA algorithm for discovering the trending path based on the 

drawn AOIs. The trending path is then visualised by using an 

AOI graph. Since an AOI graph shows both AOIs and 

transitions between these AOIs, it would be easier to recognise 

which AOIs are trending among users and in which order 

these AOIs are visited. We evaluated the ViSTA tool by 

comparing its workload with the workload of the current 

implementation of the STA algorithm. Our evaluation showed 

that the STA algorithm can be used with less workload in 

terms of NASA Task Load Index (TLX) with the ViSTA tool. 

In this paper, we present the extended version of the ViSTA 

tool (See Section 4) along with its follow up evaluation (See 

Section 5). The extended version of the tool uses the STA 

algorithm with the tolerance level parameter. In the follow up 

study, the same methodology of the previous study was used 

with different users. The results of the follow up study were 

consistent with the results of the first study which means that 

the ViSTA tool decreases the workload of using the STA 

algorithm. 

The ViSTA tool can be used by eye tracking researchers, 

usability evaluators, data scientists and psychologists. 

Although it is mainly designed for visualising the STA 

algorithm, it has an open-architecture such that other similar 

algorithms can also be integrated into this tool. Similarly, 

other visualisation techniques can also be integrated so that the 

outputs of the algorithms can be visualised in different ways. 

We conclude our paper with a discussion of such possible 

future work (see Sections 6 and 7). 

II. RELATED WORK 

A large number of techniques have been proposed in the 

literature to visualise eye tracking data on 2D and 3D visual 

stimuli in context or not in context [2]. Heat maps and gaze 

plots have been commonly used in eye tracking research for 

visualisation. Heat maps use spatial information of eye 

tracking data, specifically x, y and possibly z coordinates of 

fixations. These maps use different colours to differentiate 

which areas are commonly used and which areas are rarely 

used by users. For example, Tobii Studio Software [11] 

generates heat maps which show the commonly used areas 

with the red colour and the rarely used areas with the green 

colour. These maps can be generated based on different 

features, such as fixation counts or fixation durations. 

Although the most commonly used areas can easily be 

recognised with heat maps, these maps do not take sequential 

information into consideration. Specifically, heat maps cannot 

be used to determine in which order these areas are used. Even 

though gaze plots use both spatial and sequential information 
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as illustrated in Figure 1, they will overlap each other when 

there are many scanpaths. Therefore, the visualisation of many 

scanpaths with gaze plots at the same time would be a problem 

because it would be difficult to analyse them. There are also 

some visualisation techniques which are designed to visualise 

eye tracking data based on given AOIs [2, 12]. In particular, 

each AOI can be used as a node (represented with circles) in a 

graph and directed edges (represented with lines) between 

these nodes are used to illustrate transitions between AOIs [2]. 

The sizes of nodes can be determined based on different 

features, such as fixation count or dwell time [2]. The 

thickness of edges can also be determined based on different 

features, such as the number of transitions [13, 2]. This 

visualisation technique is called an AOI graph [2]. 

Even though some of these visualisation techniques have a 

web-based interface, for example [14, 15], most of them do 

not have a web-based interface which would allow researchers 

and practitioners to directly access and use them in their 

studies without installing extra platform and modules on their 

computers. There are also different algorithms available to 

process and analyse eye tracking data, especially scanpaths 

[4]. However, the results of these algorithms are typically not 

visualised with any visualisation technique on the web 

platform, with some exceptions [16, 17, 15]. For example, the 

ScanGraph tool2 finds similarities between individual 

scanpaths based on one of three methods (Levenshtein, 

Needleman-Wunsch and Damerau-Levenshtein) and produces 

a graph where similar scanpaths are connected to each other 

[16]. Another example is from [15] which generates an AOI 

graph based on transitions between AOIs where a ticker edge 

show more transitions. 

To the best of our knowledge, none of the algorithms which 

discover a representative scanpath for multiple scanpaths has a 

tool to visualise their outputs on the web. In our previous 

paper, we presented a web-based visualisation tool for the 

STA algorithm which is able to identify the most 

representative path for multiple users, and then compared the 

workload of this tool with the current implementation of the 

STA algorithm with a user study [10]. In this paper, we 

present the extended version of this tool by integrating the 

tolerance level parameter of the STA algorithm and also 

present a follow-up user study with more users for workload 

comparison between the ViSTA tool and the current 

implementation of the STA algorithm. The STA algorithm is 

briefly explained in the following section where the full 

description can be found in [5, 18]. 

III. STA: SCANPATH TREND ANALYSIS 

The STA algorithm is a multi-pass algorithm with three 

main stages which are responsible for preparing individual 

scanpaths, identifying trending AOIs and constructing the 

trending path with the trending AOIs respectively [5, 18].  

A. Preliminary Stage 

The first stage represents each fixation with its 

 
2 ScanGraph: www.eyetracking.upol.cz/scangraph  

corresponding AOI and each individual scanpath is 

represented a series of AOIs, such as P [250 ms] Q [120 ms] R 

[300 ms] where P, Q and R are the AOIs fixated by a 

particular users for 250 ms, 120 ms and 300 ms respectively. 

Eye trackers may experience some inaccuracy in storing the 

exact positions of fixations, and therefore their degree of 

accuracy are typically provided. Since this situation can cause 

some problems in identifying the corresponding AOI for each 

fixation, the STA algorithm takes the degree of accuracy into 

account and calculates an error offset by using the following 

formula (Equation 1). It then uses this error offset to extend 

the AOIs horizontally and vertically. If a fixation falls into 

more than one AOI because of the extensions, its 

corresponding AOI will be the closest one to the fixation. 

 

 (1) 

where: 

: Error offset 

: Degree of accuracy 

: Distance between a participant and a screen 

: Pixels per inch for the screen which is calculated 

based on the screen resolution and the screen size. 

 

B. First Pass 

The second stage identifies trending AOIs to be used for the 

construction of the trending path. An AOI can be visited more 

than once by a particular user consecutively (such as, PQQR) 

and/or non-consecutively (such as, PQRQ). Each non-

consecutive visit to a particular AOI is referred to as an 

instance. For example, PQRRPQP contains three instances of 

P, two instances of Q and one instance of R. These instances 

are numbered to be differentiated based on the dwell time (i.e., 

total fixation duration on each instance) where the first 

number is given to the longest instance of a particular AOI 

(such as, P1 Q2 R1 R1 P2 Q1 P3).  

The first version of the STA algorithm considers all 

individual scanpaths for identifying trending AOI instances. 

Specifically, if a particular AOI instance gets at least the same 

attention as the fully shared AOI instances in terms of the total 

fixation duration and the total number of fixations, it is 

considered as trending AOI. However, the second version of 

the STA algorithm does not have to identify trending instances 

based on fully shared instances. In the second version of the 

STA algorithm, the following conditions should be satisfied 

by an instance to be trending. 

 The total number of fixations on the instance is greater 

than or equal to the minimum total number of 

fixations on the instances which are shared by a 

subset (determined based on the tolerance level 

parameter) of the individual scanpaths. 

 The dwell time on the instance is greater than or equal 

to the minimum dwell time on the instances which 

are shared by a subset (determined based on the 

tolerance level parameter) of the individual 

scanpaths. 
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The value of the tolerance level parameter can be between 

zero and one. When the tolerance level is set to 0.5, the 

algorithm identifies trending instances based on the instances 

which are shared by 50% of individual scanpaths. The 

algorithm does not only allow to adjust this parameter 

manually, but also adjusts it automatically to identify the most 

representative trending path (i.e, the most similar path to 

individual scanpaths).  

The instances which are not trending among users are 

removed from the individual scanpaths as they will not be 

used for constructing the trending path. 

 

C. Second Pass 

The last stage constructs the trending scanpath by 

combining the trending AOI instances based on their overall 

positions in the individual scanpaths. The same instances in 

each scanpath are firstly merged (such as, P1 [250 ms] P1 

[150 ms] Q1 [200 ms] R1 [270 ms] → P1 [400 ms] Q1 [200 

ms] R1 [270 ms]), and the sequential priority value is 

computed for each instance with the following formula 

(Equation 2): 

 

 

(2) 

 

where: 

: Priority value of ith instance 

: Position of the instance in the scanpath (start: 0) 

: Length of the scanpath 

: Maximum priority value (default: 1) 

: Minimum priority value (default: 0.1) 

 

Once the individual priority values of the instances are 

computed in each of the scanpaths, the total priority value (Ψ) 

for each instance is computed with the following formula 

(Equation 3): 

 

 

(3) 

 

where: 

 : Total priority value 

: The number of scanpaths 

 

The trending path is then constructed by combining the 

trending instances and sorting them according to their total 

priority values in descending order. The dwell time and the 

total number of fixations on the instances are also considered 

in case of the same total priority value. In the end, the instance 

numbers are removed (such as, P1 → P) and the consecutive 

repetitions are deleted (such as, PQQR → PQR) such that the 

trending path is represented in terms of the AOIs.  

IV. VISTA: VISUALISATION OF SCANPATH TREND ANALYSIS 

The ViSTA tool3 can be used to upload an eye tracking 

dataset, visualise individual scanpaths with gaze plots, visually 

draw AOIs on stimuli, apply the STA algorithm to discover 

the trending scanpath and then visualise the trending path with 

an AOI graph. As illustrated in Figure 2, the ViSTA tool is 

comprised of three main modules explained below which are 

as follows: (1) Data Processing, (2) Algorithmic Processing 

and (3) Visualisation Processing. This tool was mainly 

developed by using jQuery which is a JavaScript library. The 

current implementation of the STA algorithm was also slightly 

modified by using Flask4 to run it as a server which accepts 

POST requests from the ViSTA tool. 

 

 
Fig.2. The work flow of the ViSTA tool [Selection of AOIs is needed when 

the STA algorithm will be applied.] 

A. Data Processing 

The first module is responsible from taking eye tracking 

data and converting this data into an internal storage format 

for further analysis. There should be a different data file for 

 
3 ViSTA: http://iam.ncc.metu.edu.tr/vistatool/demo/index.html  
4 Micro web framework for Python: http://flask.pocoo.org/  
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each participant that contains the details of their fixations 

(index, timestamp, duration, x and y coordinates and stimuli 

name). These data files should include web page links as 

stimuli name since the ViSTA tool is currently designed for 

scanpath analysis on the web. This tool accesses each page by 

using their links to retrieve some information, especially their 

titles. When the data files are uploaded and they are converted 

into an internal storage format, this module becomes ready to 

send the data to the next module for further processing. 

In this tool, two algorithms are currently available: (i) the 

gaze plot algorithm which further processes the data to 

visualise individual scanpaths with gaze plots; and (ii) the 

STA algorithm which further processes the data to identify the 

trending scanpath. Since the ViSTA tool firstly visualises 

individual scanpaths with gaze plots, the algorithm parameter 

is set to the gaze plot algorithm internally here so that 

individual scanpaths are visualised with gaze plots in the first 

round. The ViSTA tool also allows setting the parameters of 

the STA algorithm as shown in Figure 3 (see the parameters of 

the STA algorithm in Section 3). Specifically, when the 

“Highest Fidelity” option is chosen, the STA algorithm 

automatically adjusts the tolerance level to identify the most 

representative path. 

 

 
Fig.3. The settings page of the ViSTA tool to set the parameters of the STA 

algorithm 

 

B. Algorithmic Processing 

When the Algorithmic Processing module takes the data, it 

further processes the data based on the given algorithm 

parameter. If the algorithm parameter is set to the gaze plot 

algorithm, this module further processes the data to be able to 

visualise individual scanpaths with gaze plots. However, if the 

algorithm parameter is set to the STA algorithm, this module 

further process the data to discover the trending path. 

Therefore, the algorithm processing modules either prepares 

the data to be visualised with gaze plots or applies the STA 

algorithm and prepares the result to be visualised with an AOI 

graph based on the algorithm parameter. 

C. Visualisation Processing 

The Visualisation Processing module takes the results of the 

algorithms and visualises them with their visualisation 

techniques by using vis.js5. In particular, when the results of 

the gaze plot algorithm are received, researchers and 

practitioners should firstly select which participants' scanpaths 

on which web pages will be visualised with gaze plots. By 

default, all the participants are selected. When the participants 

and the web page are selected, this tool takes a screen shot of 

the page with html2canvas6 by using its link and the individual 

scanpaths are visualised on the page with gaze plots. In case of 

any problem with taking a screen shot of the page, the tool 

allows to upload an image file for the page as shown in Figure 

4 (the red button). This is also an improvement to the first 

version of the ViSTA tool that was presented in [10]. Figure 5 

shows how the ViSTA tool visualises individual scanpaths on 

the home page of the Babylon website with gaze plots. 

Researchers and practitioners can then visually draw AOIs to 

be used with the STA algorithm. If no AOI is drawn, the STA 

algorithm cannot be selected for further processing the data 

because this algorithm discovers the trending scanpath in 

terms of the AOIs. As an example, Figure 5 also shows three 

AOIs identified by a user on the home page of the Babylon 

website. 

 
Fig.4. An option to upload an image file for a web page 

 

 
Fig.5. Identification of AOIs on the home page of the Babylon website with 

gaze plots 
 

When the STA algorithm is selected after the visualisation 

of individual scanpaths with gaze plots and the result of the 

STA algorithm is received, this module firstly pre-processes 

 
5 Dynamic, browser based visualisation library: http://visjs.org/  
6 Screenshots with JavaScript: https://html2canvas.hertzen.com/  

377

http://dergipark.gov.tr/bajece
http://visjs.org/
https://html2canvas.hertzen.com/


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 7, No. 4, October 2019                                                

  

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

the result for visualisation, and then visualises it by using an 

AOI graph. An example of this visualisation is shown in 

Figure 6. Since the AOI that includes the link to download the 

free version of Babylon is the most frequent AOI in the 

trending path, its node is larger than other two AOIs' nodes. 

 

 
Fig.6. Visualisation of the trending scanpath discover by the STA algorithm 

on the home page of the Babylon website 

V. EVALUATION 

In order to assess the effectiveness of the VISTA tool, two 

user studies were conducted by using the NASA Task Load 

Index (TLX). User studies are a reliable way to understand 

how products are perceived by users [19] and NASA TLX has 

widely been used to perform workload assessments for 

different kinds of human-machine systems [20]. This metric is 

composed of six attributes: Mental Demand, Physical 

Demand, Temporal Demand, Performance, Effort and 

Frustration.  

In this study, our main research question was “Does the 

ViSTA tool have better TLX attributes in comparison with the 

current implementation of the STA algorithm?”. We 

investigated this research question with the following 

questions associated with each of the TLX attributes: 

 Mental Demand: “How mentally demanding was the 

task?” 

 Physical Demand: “How physically demanding was 

the task?” 

 Temporal Demand: “How hurried or rushed was the 

pace of the tasks?” 

 Performance: “How successful were you in 

accomplishing what you were asked to do?” 

 Effort: “How hard did you have to work to accomplish 

your level of performance?” 

 Frustration: “How insecure, discouraged, irritated, 

stressed, and annoyed were you?” 

Each attribute is assessed by the participants by giving a 

value between one and 20. Higher values represent negative 

scores. For example, for mental demand one means very low 

and 20 means very high mental load. This is also the case for 

the performance attribute - a higher score means the users did 

not think they were successful in accomplishing the tasks they 

were asked to do. In the given scale, one means perfect 

performance and 20 means failure in terms of performance.  

We conducted the first study with 12 participants from the 

Middle East Technical University Northern Cyprus Campus, 

and presented the results in [10]. To extend the evaluation of 

the ViSTA tool, we conducted a follow-up study by using the 

same methodology but with different 12 participants from 

various universities in Turkey. We present the results of the 

follow-up study below along with the comparison with the 

results of the first study. We also combine the results from the 

first and second studies to present an overall evaluation of the 

tool. We were able to do this because both studies followed 

the same methodology. 

A. Methodology 

A detailed description of the dataset used in our user studies 

for the evaluation of the ViSTA tool can be found in [5]. In 

both of these user studies, we used a subset of that dataset. 

First of all, we randomly divided the dataset into two halves 

called dataset A and dataset B. We then asked our participants 

to apply the current implementation of the STA algorithm with 

one half of the dataset and the ViSTA tool with the other half 

to identify their trending paths on a particular web page. A 

half of the participants used the current implementation of the 

algorithm and then the ViSTA tool whereas another half used 

the ViSTA tool and then the current implementation of the 

algorithm. Besides this, a half of the participants applied the 

ViSTA tool with the dataset A and the current implementation 

of the algorithm with the dataset B whereas another half 

applied the ViSTA tool with the dataset B and the current 

implementation of the algorithm with the dataset A. Therefore, 

we ensured that all the cases were counterbalanced to deal 

with any possible familiarity and order effects. When the 

participants identified the trending scanpath for a particular 

dataset, they were given a printed copy of the page to draw the 

trending path on the page and then they were asked to fill in 

the English version of the NASA TLX Form7. 

We also applied to the dependent T-Test or its non-

parametric alternative Wilcoxon signed-rank test to 

statistically compare the workload of the ViSTA tool and the 

current implementation of the STA algorithm based on NASA 

TLX attributes. Since we expected to have lower workload 

with the ViSTA tool, we applied these tests as one-sided. The 

statistical comparison was not applied in our previous paper 

[10], so it is also a new analysis for the first user study. 

 

1) Participants 

The first study was conducted at Middle East Technical 

University Northern Cyprus Campus with four female and 

eight male students. The participants were between the age of 

18-24, apart from one of them who was between the age of 25-

 
7 

https://humansystems.arc.nasa.gov/groups/TLX/downloads/TLXScale.pdf  
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34. All of the participants were daily web users. They were 

also asked to assess their computer skills by using a 5-point 

Likert scale. The mean value was 3.42 with the standard 

deviation 1.00. 

The second study was conducted with three female and nine 

male students from different universities in Turkey. Nine of 

these participants were between the age of 18-24 whereas 

three of them were between the age of 25-35. All of them were 

also daily web users. They ranked their computer skills as 3.17 

out of 5 (standard deviation: 0.72) 

 

2) Procedure 

The participants firstly read the information sheet to 

understand the main objectives of the study and their rights 

and then they signed a consent form. After that, they were 

asked to complete a short questionnaire to collect their basic 

demographic information (gender, age groups, web usage, 

general computer skills, and departments). A training session 

was then given to them to illustrate how they can use the 

current implementation of the STA algorithm and the ViSTA 

tool. This training session mainly used a sample dataset (not 

the one used in the evaluation). After the training session, they 

started their evaluation session. 

 

3) Materials 

The original eye tracking dataset includes six web pages 

with varying level of visual complexities. We used the home 

page of the Babylon website for the training sessions, and the 

home page of the Apple website for the evaluation sessions. 

B. RESULTS 

This section presents the results from the first and the 

second studies respectively and then combines the results of 

these studies to provide an overall evaluation of the ViSTA 

tool. 

 

1) Results of Evaluation Study I 

Figure 7 and Table I shows the results from the first study. 

Figure 7 shows the comparison of the current implementation 

of the STA algorithm and the ViSTA tool based on the mean 

values of the NASA TLX attributes where the error bars 

illustrate the standard deviation. Besides this, Table I shows a 

detailed descriptive analysis of the NASA TLX attributes for 

the current implementation of the STA algorithm and the 

ViSTA tool. 

The results of the first study shows that the ViSTA tool 

needs less mental demand, physical demand and temporal 

demand in comparison with the current implementation of the 

STA algorithm. The participants also stated that they needed 

less effort to complete the given task with the ViSTA tool. 

Moreover, they were less frustrated when they used the 

ViSTA tool. However, they stated that they performed slightly 

better (better satisfied with their performance in achieving the 

task) with the current implementation of the STA algorithm. 

 
Fig.7. NASA TLX attributes for the current implementation of the STA 

algorithm and the ViSTA tool from the first study 
 

TABLE I 
THE MEAN (M), MEDIAN (MD) & STANDARD DEVIATION (SD) OF 

THE NASA TLX ATTRIBUTES IN THE FIRST STUDY 

 
The current imp. 

of the STA alg. 
ViSTA 

NASA TLX 

Attributes 
M MD SD M MD SD 

Mental Demand 9.8 9.5 4.7 5.8 4.5 4.2 

Physical Demand 8.8 10.0 5.6 4.3 3.0 3.8 

Temporal Demand 7.2 8.0 3.4 6.3 5.5 3.5 

Performance 4.5 3.5 3.4 5.2 2.5 5.5 

Effort 10.7 12.5 5.0 5.9 4.5 4.4 

Frustration 10.8 10.5 4.9 5.3 3.5 4.7 

 

The statistical comparison shows that the VISTA tool has a 

significantly lower workload in terms of mental demand 

(t(11)=-2.65, p<0.05, d=0.8), physical demand (t(11)=-2.8, 

p<0.05, d=0.84), effort (t(11)=-3.06, p<0.05, d=0.92) and 

frustration level (t(11)=-3.45 p<0.05, d=1.04) with large effect 

size compared to the current implementation of the STA 

algorithm. Although the temporal demand is also lower with 

the ViSTA tool, it is not statistically different (t(11)=-1.22, 

p=0.12, d=0.37).  Besides, there is no significant difference 

between the ViSTA tool and the current implementation of the 

STA algorithm in terms of their performance (t(11)=0.55, 

p=0.3, d=0.16). 

 

2) Results of Evaluation Study 2 

Figure 8 and Table II illustrates the results from the second 

study. Figure 8 illustrates the comparison of the current 

implementation of the STA algorithm and the VISTA tool in 

based on the mean values of the NASA TLX attributes where 

the error bars illustrate the standard deviation. Moreover, 

Table II illustrates a detailed descriptive analysis of the NASA 

TLX attributes for the current implementation of the STA 

algorithm and the ViSTA tool. 

Similar to the results of the first study, the results of the 

second study also illustrates that the participants completed 

their tasks with less mental demand, physical demand, 

temporal demand, effort and frustration with the ViSTA tool 

in comparison with the current implementation of the STA 
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algorithm. However, in contrast to the first study’s 

participants, the second study’s participants stated that they 

performed slightly better with the ViSTA tool instead of the 

current implementation of the STA algorithm.  

 

 
Fig.8. NASA TLX attributes for the current implementation of the STA 

algorithm and the ViSTA tool from the second study 
 

TABLE II 
THE MEAN (M), MEDIAN (MD) & STANDARD DEVIATION (SD) OF 

THE NASA TLX ATTRIBUTES IN THE SECOND STUDY 

 

The current imp. 

of the STA alg. 
ViSTA 

NASA TLX 

Attributes 
M MD SD M MD SD 

Mental Demand 14.8 16.0 2.8 8.6 7.5 4.2 

Physical Demand 10.5 12.0 4.0 7.3 7.5 3.3 

Temporal Demand 10.9 11.0 1.8 7.8 7.0 2.6 

Performance 5.1 5.0 2.6 3.8 3.0 2.0 

Effort 11.8 14.0 4.3 8.3 9.0 3.6 

Frustration 12.2 13.0 4.2 8.3 6.5 3.1 

 

The statistical comparison shows that the VISTA tool has 

significantly better values for mental demand (t(11)=-4.21, 

p<0.05, d=1.27), physical demand (t(11)=-2.7, p<0.05, 

d=0.81), temporal demand (t(11)=-3.99, p<0.05, d=1.2), effort 

(t(11)=-4.31, p<0.05, d=1.3) with large effect size and 

frustration (z= 2.09, p<0.05, r=0.43) with medium effect size 

in comparison with the current implementation of the STA 

algorithm. Although the ViSTA tool has a better performance 

value at this time, it is not statistically different (t(11)=-1.26 

p=0.12, d=0.38). 

 

3) Overall Results 

Figure 9 and Table III shows the overall results by 

combining the results of both the first and second studies. The 

overall results suggest that the ViSTA tool scores significantly 

better in mental demand (t(23)=-4.83, p<0.05, d=1.01), 

physical demand (t(23)=-3.9, p<0.05, d=0.81), effort (t(23)=-

4.76, p<0.05, d=0.99) and frustration (t(23)=-4.5, p<0.05, 

d=0.94) with large effect size and temporal demand (t(23)=-

3.52, p<0.05, d=0.73) with medium effect size in comparison 

with the current implementation of the STA algorithm. Even 

though the ViSTA tool compared to the current 

implementation of the STA algorithm scores slightly better in 

performance in the second study, its performance score is 

slightly lower in the first study. However, when we combine 

the results of both of the studies to provide an overall 

evaluation, the ViSTA tool performance was perceived better 

(i.e., the overall performance score was lower for ViSTA 

which means better performance), even though the difference 

is not statistically significant (t(23)=-0.37 p=0.36, d=0.08). 

 

 
Fig.9. Overall NASA TLX attributes for the current implementation of the 
STA algorithm and the ViSTA tool from both the first and second studies 

 
TABLE II 

THE OVERALL MEAN (M), MEDIAN (MD) & STANDARD DEVIATION 
(SD) OF THE NASA TLX ATTRIBUTES 

 

The current imp. 

of the STA alg. 
ViSTA 

NASA TLX 

Attributes 
M MD SD M MD SD 

Mental Demand 12.3 13.0 4.5 7.2 6.0 4.4 

Physical Demand 9.6 11.0 4.8 5.8 5.0 3.8 

Temporal Demand 9.0 10.0 3.3 7.1 6.5 3.1 

Performance 4.8 4.0 2.9 4.5 3.0 4.1 

Effort 11.3 13.0 4.6 7.1 7.5 4.1 

Frustration 11.5 12.0 4.5 6.8 6.0 4.2 

VI. DISCUSSION 

The ViSTA tool provides a web-based interface for the STA 

algorithm. It allows researchers and practitioners to directly 

access and use the STA algorithm for their studies without 

installing extra platform and modules on their computers. 

Similar to other algorithms, the STA algorithm can also be 

used by different researchers in different fields. Therefore, it 

should not be expected that all of these researchers easily 

manage to download and run their implementations on their 

computers. With the ViSTA tool, researchers and practitioners 

can easily upload their eye tracking datasets and visually draw 

their AOIs to apply the STA algorithm. When the trending 

path is generated with the algorithm, it is visualised with an 

AOI graph so that researchers can easily interpret the trending 

path without the need for remembering which alphanumeric 

character represents which AOI as they will see the trending 

AOIs and the order in which the AOIs are used. Our overall 

evaluation results show that the ViSTA tool decreases the 

workload of using the STA algorithm. 
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The current version of the ViSTA does not include 

automatic AOI detection based on fixation clusters or the 

source code of web pages. The tool allows researchers to 

visually draw their own AOIs on the fly. They may detect 

AOIs by using different techniques and then they can draw the 

AOIs in the ViSTA tool. As the tool has an open-architecture, 

it can be easily extended in the future to support automatic 

AOI detection. For example, the VIPS algorithm has been 

extended and implemented as a web service [3], so we can use 

this web service to automatically segment web pages into their 

areas based on their source code and visual representation. 

Appropriate clustering algorithms can also be implemented as 

part of this tool to allow the identification of AOIs by 

clustering fixations [21]. Another visualisation level can also 

be added to the ViSTA tool for AOIs which will be shared by 

other components of the tool.  

The ViSTA tool currently has only the STA algorithm, 

apart from the generic algorithm to pre-process the data for 

visualising individual scanpaths with gaze plots. However, it 

has an open architecture which means that other algorithms 

can easily be integrated. For example, the SPAM algorithm 

has been used to identify sequential patterns in eye tracking 

data [22]. It can also be integrated into this tool and its output 

can also be visualised with an AOI graph. However, some 

studies need to be conducted. Similarly, if there are other 

online web-based eye tracking tools, the ViSTA tool can also 

easily be integrated to those tools. It is a web application so it 

can easily be added to other web-based applications. 

We are still improving this tool by exploring appropriate 

algorithms and visualisation techniques to make this tool more 

functional and usable. In the future, we are planning to add 

different visualisation techniques to the Visualisation Module 

(see Figure 2), such as a time plot [23]. As a consequence, 

when a particular algorithm provides an output, a list of 

appropriate visualisation techniques can be listed to be 

selected for visualising the output. The visualisation of the 

outputs of the algorithms can also be animated to make them 

more informative. For example, when the output of the STA 

algorithm is visualised with an AOI graph, its nodes and edges 

can be shown one at a time based on the time sequence which 

allows researchers to focus on a particular trending AOI at a 

time during analysis. The ViSTA tool can also be improved in 

a way that a particular algorithm can be applied to different 

groups of participants (at the moment, the STA algorithm is 

only applied to one group) and the results of these groups can 

be visualised on the same visual stimulus for a comparison 

purpose. Additionally, an account system can be created such 

that the users of the tool can have their workbenches. This 

would allow them to store their datasets and revisit their 

workbenches. 

Our work presented here is not without limitations. We 

evaluated the ViSTA tool with 24 people in total who were 

mostly not very experienced in eye tracking research and 

studies. This situation could have an impact on the scores 

given by our participants. However, we believe if we had eye-

tracking specialists, our results would be even better for the 

ViSTA tool. However, to confirm this, in the future, we are 

planning to conduct further studies with more, and more 

experienced participants for detailed feedback. 

VII. CONCLUSION 

The aim of this paper is to introduce the extended version of 

the first web-based interface of the STA algorithm and also 

present its extended user evaluation where the participants 

were asked to assess the workload of the VISTA tool and the 

current implementation of the STA algorithm for the 

comparison purpose. The STA algorithm is novel in this field 

and it is being increasingly used in different studies. Its 

visualisation, called ViSTA, will allow researchers and 

practitioners to use the STA algorithm with a lower workload 

and understand its output directly without the need of 

remembering the names of AOIs and relating the AOIs to the 

output in their minds. Since there is a limited number of web-

based tools for analysing eye tracking data, our tool also 

makes an useful contribution to eye tracking research. This 

tool is open to be further improved by integrating other 

algorithms and visualisation techniques. 
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