
Hacettepe Journal of Mathematics and Statistics
Volume 42 (5) (2013), 569 – 580

BAYESIAN ANALYSIS OF THE VAN BAAREN
MODEL FOR PAIRED COMPARISON

Saima Altaf ∗, Muhammad Aslam†, Muhammad Aslam‡

Received 23 : 09 : 2010 : Accepted 10 : 04 : 2012

Abstract

The technique of paired comparison is being commonly studied these
days because of its attractive applications for the comparison of sev-
eral objects, simultaneously. This technique permits the ranking of the
objects by means of a score, which reflects the merit of the items on
a linear scale. The present study is concerned with the Bayesian anal-
ysis of a paired comparison model, namely the van Baaren model VI
using the informative and the conjugate priors. For this purpose, an
inclusive elicitation technique to evaluate the hyperparameters of the
prior distributions has also been elaborated. The joint posterior dis-
tribution for the parameters of the model, their marginal distributions
and their inferences are obtained via programming in the SAS package.
The model is also tested for its appropriateness.

Keywords: Bayesian hypothesis testing; Conjugate prior; Informative prior; Posterior
distribution; Predictive probability.
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1. Introduction

When the objects that can be scored on the same scale, are compared subjectively,
they are ranked on the basis of the scores. In some cases, especially when more than two
objects are being compared simultaneously, it is not possible to assign the score to every
object on the same scale. In such circumstances, the technique of paired comparison
comes to rescue. In this method, the treatments are presented in pairs to one or more
judges who in the simplest situation, choose one from the pair or simply just have no pref-
erence. Wherever sensory testing is involved, this method has its frequent applications.
It is used in taste testing, in professional and intercollegiate sports competitions, market
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research, voting systems, product comparisons performed by the consumers, multidi-
mensional scaling in personal ratings and generally where the study of choice behavior
is concerned. This technique has also worked surprisingly well for the environmental
and ecosystem issues (see e.g., Neuman and Watson, 1993). The paired comparison tech-
niques have also been used in the road safety problems and in the quantification of motor
vehicle driver’s crash risks. Li and Kim (2000) apply the extended Bradley-Terry model
for paired comparison to estimate the motor vehicle crash risks using only the crash data.

In the past two centuries, there is a dramatic growth in research and applications of
the Bayesian methods. Bayesian methods which are widely accepted and used now a
days, provide a theory of inference which enables us to narrate the results of observation
with hypothetical predictions. The great steps, which the Bayesian statistics have taken
in the recent years, have led the statisticians to focus their attention on the Bayesian
analysis of different paired comparison models. Many of the statisticians have studied
this technique in detail with varying perceptions due to its sensible and convenient na-
ture and have performed Bayesian analyses of many of the paired comparison models.
These statisticians include Aslam (2002, 2003, and 2005), Davidson and Solomon (1973),
Glickman (2008), Kim (2005), Kim and Kim (2004), Merrick et al. (2005) and Szwed et
al. (2006).

van Baaren (1978) has presented six different extensions of the Bradley-Terry paired
comparison model. These extensions differ only in the ways the ties are treated. van
Baaren model VI is one of the famous paired comparison models used for the comparison
of several objects pairwise, simultaneously. The model takes account of the no preference
category as well as order effect factor when two treatments are being compared. The
model is practical in the situations where the characteristics can only be observed sub-
jectively instead of being measured and also in different sports competitions like chess
tournaments where the result of each game is quantified by stating that either it has
ended in a win for one of the players or in a draw. In this model the probability of the
tie depends not only on the ratio of the preference parameters but also on their actual
level. In the chess tournaments, when there is a tendency among the stronger players
to mutually agree to a draw or tie at a relatively early stage of the game, the model
can be used. In such a case the number of ties between the objects with high preference
parameters is increased and so is the estimated probability of a draw.

In the current study, the Bayesian analysis of van Baaren model VI is presented.
Section 2 is about the notations and likelihood of the model. Sections 3 and 4 deal
with the Bayesian analysis of the model using the informative and conjugate priors,
respectively. Section 5 is reserved to test the appropriateness of the model through the
χ2 statistic while Section 6 is for conclusion.

2. The van Baaren Model VI for Paired Comparison

van Baaren (1978) proposes and compares six extensions of the Bradley-Terry (1952)
paired comparison model. According to van Baaren, all the six extensions differ only
in the way the ties are treated if the order effect parameter is kept constant. In model
I, the probability of the tie is the same for all the preference parameters whose sum is
constant. This property makes the model far from being realistic. For models II and III,
the probability of a tie is the same for all the pairs of preference parameters for which the
ratio, the larger over the smaller say is constant. In models IV, V and VI, the probability
of a tie depends, in addition to the ratio of the preference parameters, on their actual
level also. In addition to this, models I, IV and V are considered to fit better when the
comparison are being made by visual means. On the other hand, model VI is considered
to fit best in case of tournaments and matches such as chess tournaments. Furthermore,
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this model is simpler and easy to handle as compared to models III, IV and V. We choose
model VI for the Bayesian analysis because of its handy and useful approach for sensory
paired comparison experiments. According to the proposed model VI, the probability
that the preference of treatment Ti over treatment Tj when Ti is presented first is denoted
by ψij(1) and is defined as:

ψij(1) =
γθi

γθi + θj + υθiθj
(2.1)

where γ(> 0) is the multiplicative order effect parameter, υ(> 0) is the tie parameter
and 0 < θi < 1. The preference probability of treatment Tj when Ti is presented first is
denoted by ψij(2) and is defined as:

ψij(2) =
θj

γθi + θj + υθiθj
, 0 < θi < 1, γ, υ > 0.(2.2)

The probability for no preference, which is proportional to the product of both the
treatment parameters, is given by:

P (i ≈ j|i, j) = ψij(0) =
υθiθj

γθi + θj + υθiθj
, 0 < θi < 1, γ, υ > 0.(2.3)

We define notations for the van Baaren model VI;
wijk(1) = 1 or 0, accordingly as the treatment Ti is preferred to the treatment Tj

when the treatment Ti is presented first in the k’th repetition of the comparison.
wijk(2) = 1 or 0, accordingly as the treatment Tj is preferred to the treatment Ti

when the treatment Ti is presented first in the k’th repetition of the comparison.
wjik(1) = 1 or 0, accordingly as the treatment Tj is preferred to the treatment Ti

when the treatment Tj is presented first in the k’th repetition of the comparison.
wjik(2) = 1 or 0, accordingly as the treatment Ti is preferred to the treatment Tj

when the treatment Tj is presented first in the k’th repetition of the comparison.
tijk = 1 or 0, accordingly as the treatment Ti is tied with the treatment Tj when Ti

is presented first in the k’th repetition.
tjik = 1 or 0, accordingly as the treatment Ti is tied with the treatment Tj when Tj

is presented first in the k’th repetition.
The total number of independent comparisons for the pair (i, j) is given by rij . Let

wij(1) is the number of preferences for the object presented first, wij(2) be the number
of preferences for the object presented second (object j) and tij are the number of no
preferences, rij = wij(1) +wij(2) + tij and rji = wji(1) +wji(2) + tji, when the order of
presentation is (j, i).

The probability of the observed result in the kth repetition of the pair of treatments
(Ti, Tj) is:

Pijk =
(γθi)

wijk(1)θ
wijk(2)

j (γθj)
wjik(1)θ

wjik(2)

i (υθiθj)
tijk+tjik

(γθi + θj + υθiθj)rijk (θi + γθj + υθiθj)rjik
(2.4)

To study and analyze the model, Bayesian analysis of the model has been carried out
using the informative and conjugate priors.

3. Bayesian Analysis of the Model using the Informative Prior

The Bayesian approach allows the use of objective data or subjective opinion in spec-
ifying a prior distribution. Practical implementations of subjective Bayesian approach
provide the opportunity for new and workable methods of prior distribution assessment.
An informative prior expresses proper, specific and definite information about a variable.
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This prior information quantified in terms of the prior distribution depends on the hy-
perparameters which are the parameters specified and elicited with the help of available
prior information.

Elicitation is the process of extracting experts’ knowledge about some parameter of
interest, or the probability of some future event and also the quantification of this prior
information accurately, which then supplements the given data. Kadane and Wolfson
(1998) emphasize the importance of expert opinion in the elicitation of the prior distri-
bution. The hyperparameters for the prior distributions of the van Baaren model VI are
also elicited using the experts’ opinion. Berger (1985) gives a description of numerous
different methods for the elicitation of prior distribution. For different sampling models,
different methods for specification of opinions have been developed. According to Aslam
(2003), the method of assessment is to compare the predictive distribution with experts’
assessment about this distribution and then to choose the hyperparameters that make
the assessment agree closely with the member of the family. He discusses three important
methods to elicit the hyperparameters. According to the second method, the prior pre-
dictive distribution is used for the elicitation of the hyperparameters which is compared
with the experts’ judgment about this distribution and then the hyperparameters are
chosen in such a way so as to make the judgment agree closely as possible with the given
distribution. The hyperparameters are elicited via elicitation of confidence levels (a con-
fidence level is a probability for a given interval). Before eliciting the hyperparameters,
the specification of the prior distributions of the parameters of the model is required.
This depends upon the supports of the parameters. Therefore, Dirichlet distribution
is supposed to be the prior distribution for the treatments parameters and the gamma
distribution is assumed to be the prior distribution for both the parameters γ and υ. Let
θ = (θ1, · · · , θm) be the vector of m parameters which sums up to unity for identifica-
tion i.e.,

∑m
i=1 θi = 1, and considering that the parameters are independent, the prior

distribution of θ1, θ2, · · · , θm, γ and υ may be the Dirichlet-gamma-gamma distribution:

p(θ1, θ2, · · · , θmγ, υ) =
bb12 c

c1
2 γ

c1−1υb1−1e−c2γe−b2υ

B(a1, a2, · · · , am)Γ(b1)Γ(c1)

m∏
i=1

θai−1
i(3.1)

θi ≥ 0, i = 1, 2, · · · ,m,
m∑
i=1

θi = 1, γ, υ > 0,

where a1, a2, · · · , am, b1, b2, c1, and c2 are the hyperparameters.
The likelihood function of the van Baaren model VI is given as:

l(x; θ1, · · · , θm, γ, υ) =

m∏
i 6=j=1

m∏
j=1

Pijk

=

m∏
i6=j

∏
j

rij !

wij(1)!wij(2)!tij !

[
(θgii γ

KυT )

(γθi + θj + υθiθj)rij

]
(3.2)

0 < θi < 1; i = 1, 2, · · · ,m.γ, υ > 0,

where rij = wij(1) + wij(2) + tij . The total number of preferences for the treatment
presented first is K =

∑m
i=1

∑m
j 6=i wij(1), the total number of ties is T =

∑m
i=1

∑m
j 6=i tij

and gi = wi + ti. where wi =
∑
j=1 {wij(1) + wji(2)} is the total number of wins and

ti =
∑
j=1{tij + tji} is the total number of ties for the ith treatment.

The joint posterior distribution of θ1, θ2, · · · , θm, γ, andυ becomes:

p(θ1, θ2, · · · , θm, γ, υ|x) ∝
m∏

i 6=j=1

m∏
j=1

θgi+ai−1
i γK+c1−1υT+b1−1e−c2γe−b2υ

(γθi + θj + υθiθj)rij
,(3.3)
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θi ≥ 0, i = 1, 2, ...,m,

m∑
i=1

θi = 1, γ, υ > 0,

The marginal posterior distribution for θ1 when m treatments are being compared, is:

p(θ1|x) =
θg1+a1−1

1

q

1−θ1∫
θ2=0

· · ·
1−θ1···−θm−2∫
θm−1=0

∞∫
γ=0

∞∫
υ=0

m−1∏
i 6=j=1

m−1∏
j

θgi+ai−1
i γK+c1−1υT+b1−1e−c2γe−b2υ

(γθi + θj + υθiθj)rij
dυdγdθm−1 · · · dθ2,(3.4)

0 < θ1 < 1, γ, υ > 0,

where q is the normalizing constant. Similarly, the other marginal posterior distributions
can be derived.

3.1. Elicitation of the Hyperparameters. As mentioned earlier that the method
of eliciting the hyperparameters is via the elicitation of confidence levels which is the
probability for a given credible interval. These levels of the given prior predictive distri-
bution are elicited for particular credible intervals of {wij(1), tij andwji(1), tji}. To elicit
the hyperparameters via confidence levels, the following function (3.5) is minimized. The
values, for which this function is minimized, are considered to be the values of the elicited
hyperparameters.

ζ(a1, · · · , am, b1, b2, c1, c2) = min
a1,··· ,am,b1,b2,c1,c2

k∑
h=1

|(CCL)h − (ECL)h| ,(3.5)

where k is the number of credible intervals considered in the elicitation, CCL is the
confidence level characterized by the hyperparameters and ECL is the elicited confidence
level.

3.2. The Prior Predictive Distribution of the Model. For elicitation of the hy-
perparameters, the same function (3.5) is minimized. The prior predictive distribution
{p(wij(1), tij , wji(1), tji)} for the number of times the treatment Ti is preferred to and
tied up with the treatment Tj , when a pair of the treatments (Ti, Tj) are being compared
under both the orders of presentation with the rij and rji numbers of times is:

p (wij(1), tij , wji(1), tji) =

Q

1∫
θi=0

∞∫
γ=0

∞∫
υ=0

θ
gi+ai−1
i (1−θi)

gj+aj−1
γK+c1−1υT+b1−1e−c2γe−b2υ

{θi+γ(1−θi)+υ
√
θi(1−θi)}

rij {γθi+(1−θi)+υ
√
θi(1−θi)}

rji
dυdγdθi,(3.6)

wij(1), tij = 0, 1, · · · , rij , wji(2), tji = 0, 1 · · · , rji,

whereQ =
rij !rji!B(ai,aj)b

b1
2 c

c1
2

wij(1)!wij(2)!tij !wji(1)!wji(2)!tji!Γ(b1)Γ(c1)
,wij(2) = rij−wij(1)−tij ,ai, aj , b1, b2, c1

and c2 are the hyperparameters.
For the elicitation of the hyperparameters, rijs’ are taken as the independent responses

for the pair (i, j) and rji as the independent responses for the pair (j, i). To obtain
the values of the hyperparameters, we assume a balanced design that the number of
comparisons for each pair, when both the orders of presentation are being considered,
is equal. The confidence levels (ECL) are assumed for each pair for different assumed
credible intervals of wij(1) and tij and wji(1) and tji. The function(3.5) is minimized
for these credible intervals to make the difference between ECL and CCL as small as
possible.
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For the elicitation of the hyperparameters for m = 3, a program is run in the SAS
package (programs can be obtained from the author) with the assumed credible intervals
and levels for equal number of comparison for each pair of treatments i.e.(rij = rji =
30); (i 6= j = 1, 2, 3), for different intervals of wij(1), and tij , (i 6= j = 1, 2, 3) for the
order (i, j) and wji(1) and tji, (i 6= j = 1, 2, 3) for the order (j, i).

For example, let r12 = 30, then w12(1) = 11 to 15 (that the treatment T1 is preferred
to the treatment T2 from 11 to 15 times when the treatment T1 is presented first) and
t12 = 2 to 4 (that both the treatments end up in a tie from 2 to 4 times when the
treatment T1 is presented first).

Similarly, for the pair (2, 1), r21 = 30, w21(1) = 14 to 15 (that the treatment T2 is
preferred to the treatment T1 from 14 to 15 times when the treatment T2 is presented
first) and t21 = 2to 3 (that both the treatments end up in a tie from 2 to 3 times when
T2 is presented first).

The assumed confidence level§ for the credible intervals of w12(1) and t12 and w21(1)
and t21 for both the order (1, 2) and (2, 1) will be:

(ECL)1 = 0.06

Similarly, the confidence level assumed for the credible intervals of w13(1) and t13 and
w31(1) and t31 can be given as:

(ECL)2 = 0.01.

The following numbers of credible intervals are considered for the minimization of the
function given in (3.5) for these confidence levels:

15∑
w12(1)=11

4∑
t12=2

15∑
w21(1)=14

3∑
t21=2

p(w12(1), t12, w21(1), t21) = 0.06 = (ECL)1,

15∑
w13(1)=14

2∑
t13=1

14∑
w31(1)=13

3∑
t31=1

p(w13(1), t13, w31(1), t31) = 0.01 = (ECL)2,

18∑
w23(1)=17

2∑
t23=1

11∑
w32(1)=9

2∑
t32=1

p(w23(1), t23, w32(1), t32) = 0.02 = (ECL)3,

where {p(wij(1), tij , wji(1), tji)} is the prior predictive distribution and 0.06, 0.01 and
0.02 are the 1st, 2nd and 3rd elicited levels. Having run the program, the minimum value
of the function (3.5) is obtained to be 0.0899 for the elicited values of the hyperparam-
eters a1, a2, a3, b1, b2, c1 and c2 which are 10.56, 10.56, 9.52, 3.98, 10.54, 5.51 and 2.54,
respectively.

Having the hyperparameters elicited, now the joint posterior distribution and the
marginal posterior distributions for all the parameters can be derived from (3.3). For
the complete Bayesian analysis of the model using the informative prior, we need data to
carry out the effective procedures. The data for the analysis is taken from Davidson and
Beaver (1977) given in Table 3.1 which is of packaged food mixes, with different number
of comparisons for each pair.

The posterior means of θ1, θ2, θ3γ and υ are obtained via a quardrature method and
are found to be 0.3361, 0.4197, 0.2442, 2.2993 and 1.0661, respectively. Posterior mode
is the most probable value of the parameters. The posterior modes have been obtained
in the SAS package by sorting out the highest posterior density with a help of a SAS

§The confidence levels are assumed to be very small as we are considering many intervals at
a time.
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Table 1. Responses for the Preference Testing Experiment for
m = 3

Pairs(i, j) rij wij(1) wij(2) tij
(1,2) 42 23 11 8
(2,1) 43 29 6 8
(1,3) 43 27 11 5
(3,1) 42 22 14 6
(2,3) 41 34 6 1
(3,2) 42 23 16 3

program. The values of the modes of the parameters are attained to be 0.3387, 0.4201,
0.2421, 2.3075 and 1.0769, respectively.

The results (posterior means and modes) imply that the treatment T2 is better than
the other two treatments. The treatment T1 is the next preferred one and T3 is the least
favored one.

To test the hypotheses: Hij : θi > θj and Hc
ij : θj ≥ θi, i 6= j = 1, 2, 3, the posterior

probability for Hij , pij = p(θi > θj) is attained using a transformation: ϕ =θi − θj and
ξ = θi so the posterior probability pij is:

pij = p(ϕ > 0|x) =

∫ 1

ϕ=0

∫ (1+ϕ)/2

ξ=ϕ

∫ ∞
γ=0

∫ ∞
υ=0

p(ϕ, ξ,γ, υ|x)dυdγdξdϕ.(3.7)

The program is run in the SAS package and the posterior probabilities pij and qij are
obtained and given in the Table 3.2.

Table 2. Posterior Probabilities using the informative (D-G-G) Prior

Hypotheses pij Hypotheses qij
H12 : θ1 > θ2 0.0586 Hc

12 : θ2 ≥ θ1 0.9432
H13 : θ1 > θ3 0.9129 Hc

13 : θ3 > θ1 0.0871
H23 : θ2 > θ3 0.9970 Hc

23 : θ3 > θ2 0.0030

To test the above mentioned hypotheses, we apply the rule given by Aslam (1996).
Let s = min(pij , qij). If pij is small then Hc

ij is accepted with high probability. If qij
is small then Hij is accepted with high probability. If ′s′ is small, we can reject one
hypothesis otherwise if s > 0.1then the evidence is inconclusive. Thus, using the same
criteria, we test the hypotheses. The hypotheses Hc

12 and H23 are accepted showing the
preference of the treatment T2. For H13, the evidence is conclusive. H13 is accepted
making evident the treatment T1 is considered to be preferred to T3. The ranking of the
treatments obtained via testing of the hypotheses is in complete agreement with that
obtained through the posterior estimates.

The predictive probability is the probability that the treatment T1 is preferred to the
treatment T2 in the future single comparison of these two treatments. For the van Baaren
model VI, the predictive probability for the preference of T1, when T1 is presented first
after applying the constraint θ3 = 1− θ1 − θ2, is:

P12(1) =

1∫
θ1=0

1−θ1∫
θ2=0

∞∫
γ=0

∞∫
υ=0

ψ12(1)p(θ1, θ2, γ, υ|x)dυdγdθ2dθ1,(3.8)
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θi ≥ 0, i = 1, 2, 3,

3∑
i=1

θi = 1, γ, υ > 0,

where ψ12(1) is the preference probability of the treatment T1 upon the treatment T2

given in (2.1) and p(θ1, θ2, γ, υ|x) =
∏2
i6=j=1

∏2
j=1

θ
gi
i γKυT

q(γθi+θj+υθiθj)
rij is the posterior dis-

tribution.
The predictive probability that the treatment T2 is preferred to T1 is:

P12(2) =

1∫
θ1=0

1−θ1∫
θ2=0

∞∫
γ=0

∞∫
υ=0

ψ12(2)p(θ1, θ2, γ, υ|x)dυdγdθ2dθ1,(3.9)

θi ≥ 0, i = 1, 2, 3,

3∑
i=1

θi = 1, γ, υ > 0,

where ψ12(2) is the preference probability given in (2.2).
The predictive probability for no preference is:

P12(0) =

1∫
θ1=0

1−θ1∫
θ2=0

∞∫
γ=0

∞∫
υ=0

ψ12(0)p(θ1, θ2, γ, υ|x)dυdγdθ2dθ1,(3.10)

θi ≥ 0, i = 1, 2, 3,

3∑
i=1

θi = 1, γ, υ > 0

where ψ12(0) is the preference probability given in (2.3).
The predictive probabilities using the informative prior are attained with the help of

programming in the SAS package.

Table 3. The Predictive Probabilities using the informative (D-
G-G) Prior

Pairs (i, j) (1,2) (2,1) (1,3) (3,1) (2,3) (3,2)

Pij(1) 0.5727 0.6621 0.6967 0.5670 0.7291 0.5120
Pij(2) 0.3161 0.2349 0.2245 0.3448 0.1884 0.3886
Pij(0) 0.1112 0.1030 0.0789 0.0881 0.0825 0.0994

The effect of order of presentation is quite overwhelming. The treatment which is
presented first has more probability of being preferred while compared pairwise. The
predictive probabilities of no preference among all the pairwise comparisons of the treat-
ments are not more than 0.12.

4. Bayesian Analysis using the Conjugate Prior

Another informative prior is assumed to be the conjugate prior. The analysis of the
van Baaren model VI for three treatments is presented below using the said prior.

4.1. The Choice of Conjugate Prior for van Baaren model VI. Clarke (1996)
mentions that the use of the conjugate prior is possible for the likelihoods in an expo-
nential form. When the likelihood function belongs to the exponential family then a
conjugate prior can be taken according to Gelman et al. (2003). The likelihood function
of the van Baaren model, given in (3.2), belongs to the exponential family as is obvious:
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if we take
∏
i 6=j

∏
j

(θ
gi
i γKυT )

(γθi+θj+υθiθj)
rij as g(θi, ν, γ) and

∏
i 6=j

∏
j

rij !

wij(1)!wij(2)!tij !
as h(x) then,

℘1 (x) = gi =
∑
j

{wij(1) + wji(2) + tij + tji}, ℘2(x) = T =
m∑
i=1

m∑
j 6=i

tij , similarly ℘3(x) =

K =
m∑
i=1

m∑
j 6=i

wij(1) and ℘4(x) = rij = wij(1) + wij(2) + tij .

Hence, according to Clarke (1996) and Gelman et al. (2003), conjugate prior of the
model can be taken. The conjugate prior of the parameters θ1, θ2, · · · , θm, γ and υ for
the model can be assumed as:

p(θ1, · · · , θm, γ, υ) =

m∏
i(6=j)=1

m∏
j=1

θcii υ
coγcK

(γθi + θj + υθiθj)
c′

;(4.1)

∑m
i=1 θi = 1, for i = 1, · · · ,m.γ, υ > 0, where ci, co, cK and c′ for i = 1, · · · ,m are

the hyperparameters.
The joint posterior distribution of the parameters θ1, θ2, · · · , θm, γ and υ obtained by

combining the likelihood given in (3.2) with the conjugate prior of the model is:

p(θ1, θ2, · · · , θm, γ, υ) ∝
m∏

i(6=j)=1

m∏
j=1

θgi+cii γK+cKυT+co

(γθi + θj + υθiθj)
rij+c′

(4.2)

θi ≥ 0, i = 1, 2, · · · ,m,
m∑
i=1

θi = 1, γ, υ > 0

The marginal posterior distribution for θ1 is derived as:

p(θ1|x) =(4.3)

=
θ
g1+c1
1

q

1−θ1∫
θ2=0

· · ·

1−θ2···−θm−2∫
θm−1=0

∞∫
γ=0

∞∫
υ=0

m−1∏
i6=j=1

m−1∏
j

θ
gi+ci
i γK+cK υT+co(

γθi + θj + υθiθj
)rij+c′ dυdγdθm−1 · · · dθ2;

0 ≤ θ1 ≤ 1, γ, υ > 0,

where q is the normalizing constant.

4.2. Elicitation of the Hyperparameters. The hyperparameters are elicited via the
elicitation of the confidence levels as given in Sub-section 3.1. The following function is
minimized for the elicitation:

ζ(c1, · · · , cm, co, cK , c′) = min
c1,··· ,cm,co ,cK ,c′

k∑
h=1

|(CCL)h − (ECL)h| .(4.4)

Let the prior predictive distribution {p(wij(1), tij , wji(1), tji)} for the number of times
the treatment Ti is preferred to and tied up with the treatment Tj when a pair of the
treatments (Ti, Tj) is being compared with the number of times rij and rji be:

p(wij(1), tij , wji(1), tji) =

q

1∫
θi=0

∞∫
υ=0

∞∫
γ=0

θ
gi+ci
i (1−θi)

gj+cj γK+ckυT+co

{γθi+(1−θi)+υθi(1−θi)}
(rij+c

′){θi+γ(1−θi)+υθi(1−θi)}
(rji+c

′) dγdυdθi(4.5)

wij(1), tij = 0, 1, · · · , rij , wji(1), tji = 0, 1, · · · , rji,
where q =

rij !rji!

wij(1)!wij(2)!tij !wji(1)!wji(2)!tji!
.

The hyperparameters c1, c2, c3, co, ck and c′ are obtained assuming the same confi-
dence levels and credible intervals as used in the elicitation of the hyperparameters of
informative (D-G-G) prior in Section 3. The values of the hyperparameters are elicited
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with the help of an elicitation program and are evaluated to be 0.25, 0.25, 0.01, 6.85,
2.85 and 4.26, respectively at the minimum value 0.0593 of the function (4.4).

For the Bayesian analysis of van Baaren model VI for m = 3 using the conjugate
prior, the joint posterior and marginal posterior distributions of θ1, θ2, θ3, υ and γ are
derived from (4.2). The data required to carry out the analysis is the same as used in
the previous analysis given in Table 3.1.

To find the posterior means of the parametersθ1, θ2, θ3, γ and υ using the conjugate
prior, the quardrature method is used. The means are obtained to be 0.3235, 0.4595,
0.2170, 2.2138 and 1.6928, respectively.

The posterior modes have been found out to be 0.3327, 0.4521, 0.2152, 2.2057 and
1.5970, respectively. Both the posterior estimates are observed to be comparatively closer
to those obtained using the informative (D-G-G) prior. Both the posterior estimates
(means and modes) show same ranking of the treatments as is revealed by the posterior
estimates acquired using D-G-G prior.

The hypotheses compared for the case of conjugate prior are: Hij : θi > θj and
Hc
ij : θj ≥ θi, i 6= j = 1, 2, 3. The posterior probabilities of the hypotheses are given in

Table 4.1. The hypotheses Hc
12, H13 and H23 are accepted. The test decisions are the

same as are obtained using the informative (D-G-G) prior.

Table 4. Posterior probabilities using the conjugate prior

Hypotheses pij Hypotheses qij
H12 : θ1 > θ2 0.0411 Hc

12 : θ2 ≥ θ1 0.9590
H13 : θ1 > θ3 0.9593 Hc

13 : θ3 > θ1 0.0407
H23 : θ2 > θ3 0.9996 Hc

23 : θ3 > θ2 0.0004

We find the predictive probabilities using the conjugate prior following the same pro-
cedure as described in the previous analysis. The probabilities are shown in Table 4.2:

Table 5. The Predictive Probabilities using the conjugate Prior

Pairs (i, j) (1,2) (2,1) (1,3) (3,1) (2,3) (3,2)

Pij(1) 0.4996 0.6364 0.6779 0.5182 0.7224 0.4313
Pij(2) 0.3267 0.2076 0.2106 0.3550 0.1587 0.4189
Pij(0) 0.1737 0.1560 0.1115 0.1267 0.1189 0.1498

The values of the predictive probabilities obtained make it quite obvious that they
differ from those obtained by the informative (D-G-G) prior. The difference is not over-
whelming but it may be because of the values of elicited hyperparameters of the conjugate
prior.

5. Appropriateness of the Model

The hypotheses to test the appropriateness of the model are:
Ho: The model is considered to be true for any value of θ = θo.
Hc: The model is considered not to be true for any value of θ.
To test the appropriateness of the model as is done by Aslam (1996) in case of three

treatments, observed number of preferences is compared with the expected number of
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Table 6. Observed and Expected Number of Preferences

Pairs(i, j) wij(1) ŵij(1) wij(2) ŵij(2) tij t̂ij
(1,2) 23 24.17 11 13.13 8 4,70
(2,1) 29 28.59 6 9.96 8 4.45
(1,3) 27 30.08 11 9.51 5 3.41
(3,1) 22 23.94 14 14.33 6 3.73
(2,3) 34 30.00 6 7.6 1 3.40
(3,2) 23 21.63 16 16.16 3 4.20

preferences. The χ2 statistic is used to test the goodness of fit of the model for paired
comparison. The χ2 Statistic is:

χ2 =

m∑
i6=j

{
(wij(1)−ŵij(1))2

ŵij(1)
+

(wij(2)−ŵij(2))2

ŵij(2)
+

(tij−t̂ij)2

t̂ij
+(5.1)

(wji(1)−ŵji(1))2

ŵji(1)
+

(wji(2)−ŵji(2))2

ŵji(2)
+

(tji−t̂ji)2

t̂ji

}
,

with 2m(m− 1)− (m+ 1) degree of freedom taken from Davidson and Beaver (1977).
Where ŵij(1) and ŵij(2) are the expected number of times Ti and Tj are preferred,
respectively and t̂ij is the expected number of times Ti and Tj end up in a tie when Ti is
presented first. Similarly, ŵji(1), ŵji(2) and t̂ji are described when Tj is presented first.

The value of the χ2 statistic is obtained as 12.96 and the p-value is 0.39 which inter-
prets that the model is suitable for the data.

6. Conclusion

Bayesian analysis of a paired comparison model, the van Baaren model VI, has proved
the model to be appropriate to fit for a paired comparison data when order effect factor is
being considered. Bayesian analysis has been carried out using the informative and con-
jugate priors. The posterior estimates (means and modes) attained using both the priors
have depicted similar values. While comparing the treatment parameters via Bayesian
testing of hypotheses, it is evident that the treatment T2 is the most favoured one and
T3 is the least preferred one. The preference of any of the treatment over any other one
in a future single comparison cannot be predicted because of the overwhelming order
effect. The model seems to be useful for the situations when the order of presentation
influences the preferences of treatments. Hence, the said model is interpreted as suitable
and practical especially for the cases of sensory paired comparison testing. The study
depicts that as both of the priors have shown nearly same results so any one of them
may be used for Bayesian analysis.
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