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Abstract

Fuzzy time series forecasting methods, which have been widely studied
in recent years, do not require constraints as found in conventional ap-
proaches. On the other hand, most of the time series encountered in real
life should be considered as fuzzy time series due to the vagueness that
they contain. Although numerous methods have been proposed for the
analysis of time series in the literature, these methods fail to forecast
seasonal fuzzy time series. The limited number of seasonal fuzzy time
series methods consider only the fuzzy set having the highest member-
ship value, rather than the membership value of observations belonging
to each fuzzy set. This is contrary to fuzzy set theory and causes in-
formation loss, thus affecting forecasting performance negatively. In
this study, a new seasonal fuzzy time series method which considers
the membership value of the observations belonging to each set in both
forecasting fuzzy relations and in the defuzzification step is proposed.
The proposed method is applied to a real seasonal time series.

Keywords: Fuzzy time series, SARIMA, Fuzzy C-means, Feed forward artificial neural
network.,

∗Statistics Department, Ondokuz Mayis University, Samsun, Turkey.
E-mail: (F. Alpaslan) falpas@omu.edu.tr (O. Cagcag) ozgecagcag@yahoo.com
(E.Egrioglu) erole@omu.edu.tr

†Corresponding Author.
‡Statistics Department, Hacettepe University, Ankara, Turkey.

E-mail: aladag@hacettepe.edu.tr
§Statistics Department, Giresun University, Giresun, Turkey.

E-mail: ufuk.yolcu@giresun.edu.tr



376 F. Alpaslan, O. Cagcag, C.H. Aladag, U. Yolcu, E. Egrioglu

1. Introduction

Fuzzy time series [20] which were first proposed by Song and Chissom are based on
fuzzy set theory proposed by Zadeh [26]. Fuzzy time series methods do not require the
assumptions that the conventional approaches do. In addition, environmental data such
as air temperature and air quality, financial data such as stock index and exchange rate
and data sets encountered in many areas of life should be considered as fuzzy time series
due the vagueness that they contain. Due to the above mentioned reasons, interest in
time series is increasing day by day.

Fuzzy time series methods consist of three steps, namely fuzzification, identification of
the fuzzified relations and defuzzification, respectively. These three basic steps of fuzzy
time series play an effective role on forecasting performance. Therefore, many studies on
these three steps have been done in the literature.

First-order models for forecasting fuzzy time series were proposed in many studies
such as those of Song and Chissom [20, 21] and Yolcu et al. [24] . Additionally, high-
order forecasting models were proposed in the studies of Chen [5] and Hsu et al. [14].
Although these models were effectively used in forecasting fuzzy time series containing
fuzzy relations, they fail to forecast fuzzy time series which contain vagueness in their
observations, which can be frequently encountered in real life.

Song [19] proposed a method for the analysis of fuzzy time series but could not achieve
a real fuzzy time series application. The model proposed by Song includes only lagged
variable belonging to the period. In other words, F (t−m) is the input and F (t) is the
output of the model whose period is m. This model coincides with the first order seasonal
autoregressive (SAR (1)) model. However, numerous time series include more complex
relations apart from this structure. In an effort to forecast these types of time series,
Egrioglu et al. [10] proposed a partial high order fuzzy time series forecasting model
based on the SARIMA model.

Although Egrioglu et al.’s approach in [10] has many advantages; it uses a universal
set partition in the fuzzification step. The effect of the interval lengths, determined
subjectively in the fuzzification step, on forecasting performance has been presented in
many studies in the literature. In order to eliminate this problem, Uslu et al. developed
the model proposed in Egrioglu et al. [10], and used the fuzzy C-means method (FCM)
which does not require a universal set partition in the fuzzification step Uslu et al. [23].

All these studies aiming at forecasting seasonal fuzzy time series consider only the
fuzzy set having the highest membership value for each fuzzy observation, and ignore the
membership values of other fuzzy sets. This is contrary to fuzzy set theory and causes
information loss, thus affecting forecasting performance negatively. In the literature there
is only one method which considers memberships values in determining fuzzy relations,
see Yu and Huarng [25]. This study includes a first order fuzzy time forecasting method
but is not used for forecasting seasonal fuzzy time series. If high order models were used
in this approach, which considers the membership values, a possible problem would be
the excessive number of inputs of the artificial neural network used in determining the
relation.

In this study, a new seasonal fuzzy time forecasting method for forecasting fuzzy time
series is proposed in which a partial model order was determined via SARIMA and an
artificial neural network (ANN) consisting of membership values of fuzzy observations
regarded as fuzzy sets was used in determining the fuzzy relation. In this model, which
considers membership values, the input number problem was eliminated by clustering
the data set to form lagged variables and the unit number of the input layer of the
feed forward artificial neural network was limited by the number of sets. The proposed
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method was applied to a real time series and was compared with some conventional time
series approaches as well as fuzzy time series forecasting methods.

In the second chapter, SARIMA models which were used in determining the method
order, FCM which was used in the fuzzification step and ANN which was used in the
determination of the fuzzy relation are introduced. The third chapter deals with the basic
fuzzy time series concept and definitions. In the fourth chapter, the proposed method
and its algorithm are given. In the fifth chapter, the proposed method is applied to a
real seasonal time series and the results obtained presented together with other results
obtained from the other methods. In the last chapter, the results obtained are evaluated
and discussed.

2. Review

A. SARIMA. For a time series with mean µ the model is expressed by equation (1):

(1) ϕ(B)Φ(Bs)(1−B)d(1−B
s)D(Zt − µ) = θ(B)Θ(Bs)at.

The model parameters can be given as follows;

ϕ(B) = (1− ϕ1B − · · · − ϕpB
p),(2)

θ(B) = (1 + θ1B + · · ·+ θqB
q),(3)

Φ(B) = (1− Φ1B
s − · · · − ΦPB

sP ),(4)

Θ(B) = (1 + Θ1B + · · ·+ΘQB
sQ)(5)

Detailed information on this model, which is called the seasonal autoregressive integrated
moving average (SARIMA) model, and which is expressed as SARIMA(p, d, q)(P,D,Q)s,
can be obtained from the study of Box and Jenkins [3].

B. The Fuzzy C-Means (FCM) Clustering Method. The FCM clustering method was
first introduced by Bezdek [2]. This is the most widely used clustering algorithm. In this
approach fuzzy clustering is done by minimizing the least squared errors within groups.
Let uij be the membership value, vi the center of the cluster, n the number of variables
and c the number of clusters. Then the objective function, which is minimized in fuzzy
clustering, is

(6) Jβ(X,V, U) =
c∑

i=1

n∑

j=1

u
β
ijd

2(xj , vi),

where β is a constant which satisfies β > 1 and is called as the fuzzy index. d(xj, vi) is
a similarity measure between the observation and the center of the fuzzy cluster. Jβ is
minimized subject to

(7)

0 ≤ uij ≤ 1, ∀ i, j,

0 <

n∑

j=1

uij ≤ n, ∀ i,

c∑

i=1

uij = 1, ∀ j.
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In this method, minimizing is done by an iterative algorithm. In each repetition the
values of uij and vi are updated by the formulas given in equation (8) and equation (9).

vi =

∑n

j=1 u
β
ijxj

∑n

j=1 u
β
ij

,(8)

uij =
1

∑c

k=1

(
d(xj ,vi)

d(xj ,vk)

) 2
(β−1)

.(9)

C. Feed Forward Neural Network. Artificial neural networks (ANN) can be defined as
a mathematical algorithm that was inspired by biological neural networks. Artificial
neural networks, defined as mathematical algorithms, are algorithms that can learn from
examples and that can generalize what is learnt. The network presentation is a graphical
expression of the mathematical algorithm Gunay et al. [11]. Artificial neural networks
differ from biological ones in terms of their structure and ability Zurada [28]. Artificial
neural networks are composed of a mathematical model Zhang et al. [27].

Figure 1. Architecture of a multilayer feed forward neural network

 

Output layer

Hidden layer

Input layer

The three basic components that direct the operation of artificial neural networks are as
follows;

Architectural Structure: The architecture structure of a multilayer feed forward artifi-
cial neural network consists of an input layer, hidden layer(s) and an output layer (see
Figure 1). Each layer consists of neurons. The architecture structure is determined by
deciding the number of neuron in each layer. These neurons are linked to each other by
weights. There is no link among the neurons in the same layer.

Learning Algorithm: Although, there are many learning algorithms used in the deter-
mination of weights in artificial neural networks, the most widely used one is the Back
Propagation algorithm which updates weights based on the difference between available
data and the output of the network. The learning parameter, which is used in the back
propagation algorithm and which can be taken as fixed or updated in the algorithm
dynamically, plays an important role in reaching optimal results.

Activation Function: The proper selection of the activation function that enables curvi-
linear matching between input and output units, significantly affect the performance of
the network. When the activation function, generally selected as unipolar, bipolar or
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linear, is not linear, the slope parameter should be determined. The slope parameter is
another factor that plays an important role in reaching the appropriate conclusion.

3. Fuzzy time series

The definition of fuzzy time series was firstly introduced by Song and Chissom [20, 21].
Basic definitions of fuzzy time series not including constraints like the linear model, and
the observation number can be given as follows;

3.1. Definition. —rm Fuzzy time series. Let Y (t) (t = · · · , 0, 1, 2, · · · ), a subset of the
real numbers, be the universe of discourse on which the fuzzy sets fj(t) are defined. If
F (t) is a collection f1(t), f1(t), . . . then F (t) is called a fuzzy time series defined on Y (t).

3.2. Definition. First order seasonal fuzzy time series forecasting model. Let F (t) be a
fuzzy time series. Assume there exists seasonality in {F (t)}, a first order seasonal fuzzy
time series forecasting model:

(10) F (t−m) → F (t),

where m denotes the period.

3.3. Definition. High order fuzzy time series forecasting model. Let F (t) be a fuzzy
time series. If F (t) is caused by F (t− 1), F (t− 2), . . . , F (t− n), then this fuzzy logical
relationship is represented by

(11) F (t− n), . . . , F (t− 2), F (t− 1) → F (t)

and is called the nth order fuzzy time series forecasting model.

3.4. Definition. First order bivariate fuzzy time series forecasting model. Let F and G

be two fuzzy time series. Suppose that F (t− 1) = Ai, G(t− 1) = Ak and F (t) = Aj . A
bivariate fuzzy logical relationship is defined as Ai, Bk → Aj , where Ai, Bk are referred
to as the left hand side and Aj as the right hand side of the bivariate fuzzy logical
relationship. Therefore, a first order bivariate fuzzy time series forecasting model is as
follows:

(12) F (t− 1), G(t− 1) → F (t).

3.5. Definition. High order partial bivariate fuzzy time series forecasting model. Let F
and G be two fuzzy time series. If F (t) is caused by F (t−m1), . . . , F (t−mk−1), F (t−
mk), G(t−n1), . . . , G(t−nl−1), G(t−nl), where mi (i = 1, 2, . . . , k) and nj (j = 1, 2, . . . , l)
are integers, 1 ≤ m1 < · · · < mk, 1 ≤ n1 < · · · < nl then this FLR is represented by

(13)
F (t−m1), . . . , F (t−mk−1), F (t−mk),

G(t− n1), . . . , G(t− nl−1), G(t− nl) → F (t)

4. Proposed method

Most of the fuzzy time series encountered in real life include a seasonal component.
The method proposed in Song [19] for the analysis of these types of time series includes
lagged variable which belongs onlt to the period. Egrioglu et al. [10] presents a bivariate
seasonal fuzzy time series forecasting model in which the model order was determined
with SARIMA. The Egrioglu et al. [10] method requires universal set partition, but
Uslu et al. [23] proposed a seasonal fuzzy time forecasting model which does not require
universal set partition and uses the FCM algorithm. Although these studies have some
advantages, due to the fact that these models ignore membership values which represent
the order of observations belonging to fuzzy sets in determining the fuzzy relations and
information loss, the forecasting performance of the model is affected negatively. The



380 F. Alpaslan, O. Cagcag, C.H. Aladag, U. Yolcu, E. Egrioglu

algorithm of the method proposed in this study which uses SARIMA in determining the
model order, FCM in the fuzzification step and ANN in determining a fuzzy relation that
takes into account membership values of the observations belonging to the fuzzy set is
given below;

4.1. Algorithm. Step 1. The model order is defined by SARIMA.

The time series concerned is analyzed by the Box-Jenkins method after the model order
is defined. Then we obtain the residuals series (at). As an illustration let us suppose
we have defined the model as SARIMA(1, 1, 0)(0, 1, 1)12 via Box-Jenkins method. This
implies that Xt will be a linear combination of the corresponding lagged variables. That
is,

(14) Xt = f(Xt−1, Xt−2, Xt−12, Xt−13, Xt−14, at−12).

Therefore, (k, l), representing the order of the model, and the parameters m1, . . . , mk

and n1, . . . , nl are determined based on the inputs of the SARIMA model. Accordingly k

and l are defined as 5 and 1 respectively. Then the model will be a (5, 1)th-order partial
bivariate fuzzy time series forecasting model and the fuzzy relationship can be given as
follows;

(15) F (t− 1), F (t− 2), F (t− 12), F (t− 13), F (t− 14), G(t− 12)} → F (t).

This implies m1 = 1,m2 = 2, m3 = 12, m4 = 13, m5 = 14, n1 = 12, F (t) denotes the
fuzzified time series Xt and G(t) denotes the fuzzified residual series at.

Step 2. Data set of lagged variables is created.

Depending on the model order defined in previous step, for each time series which
should be included in the model Xt, and residual series at for each lagged variable are
lagged less than the order of lagged variables and data set is created. In other words, when
a model given in equation (12) is considered, the lagged variables data set will include
Xt, Xt−1, Xt−11, Xt−12, Xt−13, at−11.

Step 3. Data set of lagged variables is clustered via FCM.

The number of fuzzy sets is determined by c, where 2 ≤ c ≤ n and n is the number of
observations. The data set which covers the delays in the times series is clustered via the
FCM clustering method. Thus, the fuzzy set centers for each lagged variable constituting
a data set and membership values showing the order of the observations belonging to the
fuzzy sets for each observation are obtained. In this step, fuzzy sets are sorted according
to set centers represented by vr, r = 1, 2, . . . , c and Lr, r = 1, 2, . . . , c fuzzy sets are
obtained.

Step 4. Fuzzy relations are determined via Feed Forward Artificial Neural Networks
(ANN).

The number of neurons in the input and output layer of the feed forward artificial
neural network used in determining the fuzzy relations equals the number of fuzzy set (c).
The number of neurons in the hidden layer is determined by trial and error. Here, the
point to take into consideration is that the hidden layer unit number should be selected in
such a way that the ability of the feed forward artificial neural network to generalize is
not lost. The architecture of a feed forward artificial neural network having two hidden
layers for a model including three sets is presented in Figure 2. In Figure 2, µLi

(DS(t))
represents the membership value of the lagged data set belonging to the ith fuzzy set
at time t. Moreover, while the membership value of the observation of the lagged data
set belonging to the cth fuzzy set at time t − 1 constitutes the inputs of the ANN; the
membership values of the observations of the lagged data set belonging to the cth fuzzy set
at time t constitutes the outputs of the ANN.
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In all layers of the feed forward artificial neural networks which is used in determin-
ing the fuzzy relation and whose architectural structure is exemplified above, the logistic
activation function given in equation (16) was used.

(16) f(x) = (1 + exp(−x))−1
.

Feed forward artificial neural networks are trained according to the Levenberg-Marquardt
learning algorithm and optimal weights are obtained. The trained artificial neural network
learns the relation between consecutive time series observations and membership values
of sets.

Figure 2. Architecture of feed forward artificial neural network

for three sets

 

Step 5. Defuzzification of forecasts.

In order to obtain fuzzy forecasts of the fuzzy time series at time t, membership values
of observations belonging to the fuzzy sets at time t−1, depending on the fuzzy set center
vr, r = 1, 2, . . . , c which was obtained by the FCM method, were determined and then
these membership values were entered to the feed forward artificial neural networks as
inputs and thus the outputs of the feed forward artificial neural networks were created.
These outputs represent the membership values for a fuzzy forecast of the observation
at time t. It must be noted that the sum of the membership values obtained for a fuzzy
forecast value is not equal to 1, contrary to the FCM method. In the defuzzification step,
membership values of fuzzy forecasts are converted to weights as in equation (17) and the
defuzzified forecast is obtained as in equation (18).

wit =
uit

u1t,+u2t + . . . uct

,(17)

Xt =
c∑

i=1

witvi,(18)

Here, ûit are the membership values of observation obtained from the outputs of the feed
forward artificial neural network at time t, and wit are the weights used in determining
the fuzzified forecasts.

5. Application

The proposed method was applied to the time series of the amount of sulfur dioxide
in Ankara province between March 1994 and April 2006 (ANSO). In order to evaluate
the performance of the proposed method, the last 10 observations were taken as a test
set and the results obtained were compared with some conventional and alternative time
series methods. In the application, in order to determine the order of the fuzzy time series
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forecasting model, the crisp time series was analyzed using the Box-Jenkins method, the
optimal SARIMA model was determined and the residual time series (at) as well as the
time series Xt obtained. In this step, the optimal model for the ANSO time series was
SARIMA(1,1, 0)(0, 1, 1)12. As a linear function of Xt, this model can be expressed as;

(19) Xt = f(Xt−1, Xt−2, Xt−12, Xt−13, Xt−14, at−12).

Thus, the model will be a (5, 1)th-order partial high order fuzzy time series forecasting
model where k = 5 and l = 1. This model can be expressed as;

(20) F (t− 1), F (t− 2), F (t− 12), F (t− 13), F (t− 14), G(t− 12) → F (t).

After determining the model order of the partial high order model, the lagged vari-
ables data set for each lagged variable that should be included in the model is created.
The lagged variables data set for the (5, 1)th order partial model was created using
Xt, Xt−1, Xt−11, Xt−12, Xt−13, at−11 lagged variables. Here, it must be noted that the
lagged variables data set consists of the one step leaded variable in the partial high order
fuzzy time series forecasting model given in Song [19]. The data set created was clustered
via FCM. Clustering was applied to all the lagged variable data sets together. In this
step, the data set is clustered by shifting the number of sets 5 to 20. The Membership
values of the observations belonging to each fuzzy set are also determined via the FCM
method. The relationship between these membership values, in other words, the number
of neurons in the hidden layer of the feed forward artificial neuron network which is used
in determining the fuzzy relation were shifted between 1 and 15. In the light of this
information, 16 × 15 = 240 different analyses were done and Root Mean Squared Error
(RMSE), Mean Absolute Percentage Error (MAPE) and Direction Accuracy were used
as performance evaluation criteria.

RMSE =

√∑n

t=1 (Xt − X̂t)2

n
,

MAPE =
1

n

n∑

t=1

|
Xt − X̂t

Xt

|.

DA =
1

n− 1

n−1∑

t=1

{
1, (Xt+1 −Xt)(X̂t+1 −Xt) > 0

0, o.w.

as a consequence of all the analyses, the best forecasting performance was obtained for
the 14th set and the hidden layer unit number was 7. The results obtained from the
proposed method and the results for some other methods are summarized in Table 1.

When Table 1 is analyzed, it is seen that the proposed method, which uses membership
values in the determination of the fuzzy relations and in the defuzzification step, exhibits
superior performance compared to both conventional time series approaches and fuzzy
time series approaches. Moreover, the superior performance of the method can also be
seen from Figure 3 in which the graph of the results obtained from the proposed method
and real time series are presented.



A Novel Seasonal Fuzzy Time Series Method 383

Table 1. Results for the various methods

Data Set SARIMA WMES [19] [10] [23] Proposed Method

21 22.93 15.40 41.6667 20.00 22.7536 23.9734

27 22.35 16.11 27.5000 30.00 22.7536 24.0668

25 23.61 17.77 41.6667 20.00 22.7536 24.4291

28 28.81 25.12 41.6667 30.00 22.7536 23.9320

38 46.97 41.11 41.6667 30.00 42.0558 37.3027

45 54.62 46.12 46.7857 50.00 42.0558 39.2519

38 58.13 49.80 45.0000 40.00 42.0558 37.5819

36 46.99 44.24 46.7857 30.00 42.0558 39.2519

24 37.85 31.96 46.7857 30.00 22.7336 24.9392

22 24.76 18.39 27.5000 20.00 22.7536 23.9320

RMSE 9.62 7.11 12.74 4.56 3.66 2.88

MAPE 0.23 0.22 0.40 0.13 0.11 0.07

DA 55.56 66.67 44.44 100.00 77.78 77.78

WMES: Winters Multicaptive Exponential Smoothing

Figure 3. The graph of the results obtained from the proposed method and

real time series

 

20

25

30

35

40

45

Data Set Proposed Method



384 F. Alpaslan, O. Cagcag, C.H. Aladag, U. Yolcu, E. Egrioglu

6. Discussion and conclusion

Although most of the methods proposed in the literature involve high order models,
these methods fail to analyze seasonal fuzzy time series. Additionally, the few seasonal
fuzzy time series forecasting methods proposed in the literature have some advantages
as well as some substantial shortcomings. Probably, the most important one is ignoring
the membership values representing the order of observation belonging to fuzzy sets in
determining the fuzzy relations and the defuzzification steps. This leads to information
loss and thus affects forecasting performance negatively. The seasonal fuzzy time series
forecasting method proposed in this study eliminates this problem by considering the
membership value and presents fuzzy relations more realistically. At this point, another
issue worth-emphasizing is that the number of inputs of an artificial neural network used
for relation determination in high order models is too high. In the proposed method,
this problem was eliminated by clustering the data set which was composed of lagged
variables and the input layer unit number of the feed forward artificial neural network was
limited by the cluster number. It is evident that the partial high order seasonal fuzzy
time series forecasting method which was proposed in this study and in which model
order was determined via SARIMA and ANN was used in determining fuzzy relations
has some advantages and exhibits superior forecasting performance.

References

[1] Aladag, C.H., Basaran, M.A., Egrioglu E., Yolcu, U. and Uslu V.R. Forecasting in high

order fuzzy time series by using neural networks to define fuzzy relations, Expert Systems
with Applications 36, 4228–4231, 2009.

[2] Bezdek, J. C. Pattern recognition with fuzzy objective function algorithms (Plenum Press,
New York, 1981).

[3] Box, G. E.P. and Jenkins, G.M. Time series analysis: Forecasting and control (Holdan-Day,
CA, 1976).

[4] Chen, S.M. Forecasting enrollments based on fuzzy time series, Fuzzy Sets and Systems 81,
311–319, 1996.

[5] Chen, S.M. Forecasting enrollments based on high order fuzzy time series, Cybernetics and
Systems 33, 1–16, 2002.

[6] Davari, S., Zarandi, M.H.F. and Turksen, I. B. An Improved fuzzy time series forecasting

model based on particle swarm intervalization (The 28th North American Fuzzy Information
Processing Society Annual Conferences (NAFIPS 2009)), Cincinnati, Ohio, USA, June 14–
17, 2009.

[7] Egrioglu, E., Aladag, C.H., Yolcu, U., Uslu, V.R. and Basaran, M.A. A new approach based

on artificial neural networks for high order multivariate fuzzy time series, Expert Systems
with Applications 36, 10589–10594, 2009.

[8] Egrioglu, E., Aladag, C.H., Yolcu, U., Uslu, V. R. and Basaran, M.A. Finding an optimal

interval length in high order fuzzy time series, Expert Systems with Applications 37, 5052–
5055, 2010.

[9] Egrioglu, E., Uslu, V. R., Yolcu, U., Basaran, M.A. and Aladag, C.H. A new approach

based on artificial neural networks for high order bivariate fuzzy time series, J.Mehnen
et al. (Eds.): Applications of Soft Computing, AISC 58 (Springer-Verlag, Berlin, 2009),
265–273.

[10] Egrioglu, E., Aladag, C.H., Yolcu, U., Basaran, M.A. and Uslu, V.R. A new hybrid approach

based on SARIMA and partial high order bivariate fuzzy time series forecasting model,
Expert Systems with Applications 36, 7424–7434, 2009.
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