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Highlights 
• The paper focuses on generating a new family of distribution. 

• The objective of the proposed distribution is to better model real lifetime data. 

• The validity of the distribution is tested by some real data that are derived from the literature. 

• The proposed distribution outperforms other similar distributions used to model lifetime data. 
 

Article Info 

 

Abstract 

In statistics, it is always desired to generate new distributions in order to get more flexible real 

lifetime data fitting. The literature is rich of studies that aim to introducing new probability 

models and still growing rapidly. A few expansions of some outstanding lifetime 

disseminations have been created since last two decades for demonstrating and examinations 

numerous kinds of genuine information that having diverse arbitrary nature. In the present 

paper, a new family of transmuted distribution function, the cubic transmuted power function 

distribution (CTPFD), is introduced. Explicit formulae for its probability density function and 

cumulative distribution function are written. The statistical properties and some descriptive 

measures are studied. The moment matching estimation and maximum likelihood estimation 

for estimating the unknown distribution parameters are used. The properties of the estimators 

(biases, mean squared errors, and confidence intervals) are investigated via Monte Carlo 

simulation analysis. Three data sets have been considered for investigating the usefulness of 

CTPFD and have observed that our proposed distribution performs better than other 

probability models used in the analysis. 
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1. INTRODUCTION 

 

Fitting distributions to data in real world applications is of major concern in the science of modelling. Many 

statisticians in the literature strive to generalize some existing distributions by introducing new parameters 

to the base distributions. The idea behind this is to make these distributions more flexible and more 

practicable, and thus to find the true nature of the data and how it behaves. 

 

A lot of distributions have been suggested over the years to analyze and model real data. Skew-normal 

distribution [1] is developed by introducing the skewness parameter to the base normal distribution. Some 

researchers (see for example [2-6]) investigated the generalized skew-normal distribution. 

 

Recently, transmuted family of distributions are investigated. Using the quadratic rank transmutation map 

suggested by [7,8] developed the transmuted extreme value distribution, [9] introduced the transmuted 

generalized inverted exponential distribution, [10] developed the transmuted Rayleigh distribution, [11] 

studied the transmuted inverse exponential distribution, and [12] generalized the transmuted power function 

distribution (See also [13]). Maximum likelihood estimation and some statistical properties (moments, order 

statistics, reliability and hazard functions, etc.) of these distributions are discussed therein. More recently, a 

new family of transmutation map, named cubic rank transmutation, is introduced by [14]. They developed 
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the cubic rank transmuted log-logistic and cubic rank transmuted Weibull distributions. [15] derived the 

cubic transmuted Weibull distribution and discussed some of its statistical relations. [16] studied the cubic 

transmuted exponential distribution. In this paper, as the power function distribution is a well-known 

distribution in reliability analysis particularly in electrical component data [17], and to expand its uses for 

modelling various types of data, cubic transmuted power function distribution is developed. 

 

Definition 1. The random variable (r.v) X  follows a power function distribution, with parameters 

𝛽 and 𝛼, if its probability density function (pdf) is defined as 

1( ; , ) ; , , 0.g x x x




    



    

The corresponding cumulative distribution function (cdf) of the power function distribution is 

 ( ; , ) ; , , 0.
x

G x x



    


 
   
 

  

For the distribution statistical properties and some of its applications one may refer to [17-19]. 

 

Definition 2. A transmuted r.v 𝑋 has the cdf 
2( ) (1 ) ( ) ( ), | | 1F x G x G x      , 

where ( )G x  is the base cdf of 𝑋. At 𝜆 =  0, ( )G x , the base distribution, is obtained. 

 

According to Definitions 1 and 2, transmuted power function distribution can be defined. For a detailed study 

of the distribution see [12, 13]. 

 

The rest of this manuscript is formed as follows. The cdf and pdf of the cubic transmuted power function 

distribution are derived in Section 2. Some statistical properties including moments and some descriptive 

measures are investigated in Section 3. In Section 4 the order statistics are discussed. The maximum 

likelihood estimation and moment matching technique are described in Section 5. In Section 6, the properties 

of the estimators are investigated via Monte-Carlo simulation. At last, the superiority of the new distribution 

as compared to other existing models is proved empirically by means of three data sets in Section 7. 

 

2. CUBIC TRANSMUTED POWER FUNCTION DISTRIBUTION 

 

Definition 3. A cubic transmuted r.v X has the cdf 

 
2 3( ) (1 ) ( ) 2 ( ) ( ), | | 1F x G x G x G x        , 

where ( )G x  is the base cdf of X. At λ = 0, ( )G x , the base distribution, is obtained. 

 

Definition 4. The cdf of the cubic transmuted power function distribution (CTPFD) is 

 
2 3

2 3

1 2
( ; , , ) ; 0 , 0, | | 1.F x x x x x  

  

  
     

  


         

Accordingly, the pdf is 

 
1 2 1 3 1

2 3

( 1) 4 3
( ; , , )f x x x x  

  

   
  

  

  
   . 

 

The pdf curves and their corresponding cdf curves of the CTPFD for distinct values of 𝜆, 𝛽, and 𝛼 are shown 

in Figure 1. It is evident that the new distribution is much more flexible than the power function and 

transmuted power function distributions. 

 

Definition 5. The reliability function (survival function) measures the probability that a production will 

outrun for a given time duration. Mathematically, it is the complement of the cdf; that is, 

( ) 1 ( ).R x F x   
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Figure 1. The pdf’s curves (left panel) and their corresponding cdf curves (right panel) of the CTPFD for 

distinct values of α, β, and λ 

 

The reliability function is the most common used function in life data analysis. For the CTPFD, the reliability 

function is 

 
2 3

2 3

1 2
( ) 1 .R x x x x  

  

  

  


      

 

Definition 6. The hazard function (or referred as failure rate) is the ratio of 𝑓(𝑥) to the reliability function 

𝑅(𝑥): 

 
( )

( ) .
( )

f x
h x

R x
   

For the CTPFD, 

 
 

1

2 2

2 1
( )

x
h x x

x x x

 



     

 


   


 
  
  






 . 

 

Plot of hazard rate function for selected parameter values is displayed in Figure 2.  
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Figure 2. Plots of the CTPFD hazard rate for distinct values of α, β, and λ 

 

Definition 7. Given existence of a production until time 𝑥, the cumulative hazard function is the probability 

of failure at 𝑥. It is defined as 

( ) ( ) .
x

H x h t dt


   
It can be redefined as 

 ( ) ln 1 ( ) .H x F x  
 

For the CTPFD, 

 
2 3

2 3

1 2
( ) ln 1 .H x x x x  

  

  

  

 
     

 
  

 

Definition 8. Let 𝑇 be a (continuous) r.v denotes the life-time of a production and presume that this 

production went wrong sometime before 𝑡. Then the time elapsed since the failure of 𝑇 knowing that the 

production went wrong sometime before 𝑡 is measured by the r.v 𝑡 −  𝑇 |𝑇 ≤  𝑡. The expectation of this 

r.v is called the mean past lifetime (MPL) of 𝑇. MPL is defined as 

 0
( )

( ) ( | ) .
( )

t

F x dx
k t E t T T t

F t
   


  

For the CTPFD, the MPL is given by 

 

2

2

2

2

1 2

1 (3 1) (2 1)
( )

2
( 1)

t t

k t t
t t

 

 

 

 

  

    

 


 

 
  

   
 

   
 

 . 

 

3. SOME STATISTICAL RELATIONS OF THE DISTRIBUTION 

 

Some important statistical relations of the CTPFD are obtained in this section. This include moments, 

moment generating function, and some descriptive measures. 
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3.1. Moments 

 

Definition 9. Let 𝑋 a r.v. The 𝑟th moment about the origin is defined as 

   ( ) .r rE X x f x dx



    

 

Lemma 1.  If 𝑋 is distributed as CTPFD, then 

  
 2 26 (5 2 )

( )(2 )(3 )

r

r
r r

E X
r r r

   

  

  


  
. 

Proof. The proof is straightforward. 

 

Giving 𝑟 = 1 in Lemma 1, the mean of 𝑋 is obtained. 

 
 26 (5 2 ) 1

( )
( 1)(2 1)(3 1)

E X
   


  

  
 

  
 . 

 

The variance may acquire using the relation 
2 2( ) ( )Var X E X   . Thus, 

 
   

2
2 2 26 2(5 2 ) 4 6 (5 2 ) 1

( ) .
( 2)(2 2)(3 2) ( 1)(2 1)(3 1)

Var X
       

     

      
  
      
 

  

 

3.2. Conditional Moments 

 

The 𝑟th conditional moment of CTPFD is defined as 

1
( | ) ( ) ,

1 ( )

r r

t
E X X t x f x dx

F t



 
   

where 

 

1 2 1 3 1

2 3

1 2 1 3 1

2 3

2 3

2 3

( 1) 4 3
( )

( 1) 4 3

( 1) 4 3
,

2 3

r r

t t

r r r

t t t

r r r

x f x dx x x x x dx

x dx x dx x dx

t t t

r r r

  

  

  

  

  

  

   

  

   

  

   

     

 
  

  
     

  


  


  

        
       

       

 

     

provided that r  . 

 

Therefore, 
2 3

2 3

2 3

2 3

( 1) 4 3

2 3
( | ) .

1 2
1

r r r

r

t t t
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E X X t

t t t

  

  

  

  

   

     

  

  

       
       

        
 

   
 

 

 

In particular, 

 

1 1 2 1 3

2 3

2 3

2 3

( 1) 4 3

1 1 2 1 3
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The so-called mean residual lifetime of the CTPFD is obtained by ( | )E X X t t  . 

 

3.3. Moment Generating Function (mgf) 

 

Definition 10. The mgf of a r.v 𝑋 is evaluated as 

  ( ) ( ) .tX txM t E e e f x dx



     

 

Lemma 2. If 𝑋 is distributed as CTPFD, then the mgf of 𝑋 is 

 
0

( ) 1 4 3
( ) .

! 2 3

n

n

t
M t

n n n n

   


  





 
   

   
   

Proof. Applying Definition 10, the mgf of 𝑋 is derived as 

 

1 2 1 3 1

2 30

1 2 1 3 1

2 30 0 0

1 2 32 3
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Similarly, 

 

2 3

2 3

0 0
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!( 2 ) !( 3 )

n n n n

n n

t t
I I

n n n n

  

 

  

 

 
 

    

Hence the proof is completed. 

 

3.4. Geometric Mean 

 

Definition 11. The geometric mean G  of a r.v 𝑋 can be obtained such that 

 log log( ) ( ) .G x f x dx



    

 

Lemma 3. If 𝑋 is distributed as CTPFD, then the geometric mean of 𝑋 is given by 

  
1

3 log (3 ) .
6

G Antilog   
 

   
 

  

Proof. 
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1 2 1 3 1
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For 1,2,3i  , it can be shown, using the formula for integration by parts, that 

  2
log 1 .

( )

i

iJ i
i


 


    

Therefore, after simple algebra, 

  
1

log 3 log (3 ) .
6

G        

Thus, the geometric mean of 𝑋 is given by 

  
1

3 log (3 ) .
6

G Antilog   
 

   
 

  

 

3.5. Harmonic Mean 

 

Definition 12. The harmonic mean 𝐻 of a r.v 𝑋 can be obtained such that 

 
1 1

( ) .f x dx
H x




    

 

Lemma 4. If 𝑋 is distributed as CTPFD, then the harmonic mean of 𝑋 is given by 

 
 2

( 1)(2 1)(3 1)
.

6 (5 2 ) 1
H

   

   

  


  
  

Proof. The proof is straightforward. 

 

3.6. Median and Mode 

 

Definition 13. The median M of a r.v 𝑋 can be defined such that 

 
1

( ) ( ) .
2

M

M
f x dx f x dx




     

 

Lemma 5. If 𝑋 is distributed as CTPFD, then the median of 𝑋 can be located by solving the equation 

 

3
3 2 22 (1 ) .

2
M M M


     

         

 

Definition 14. The mode of 𝑋 is the value of 𝑥∗ for which its probability distribution, 𝑓(𝑥), takes a 

largest value. 

 

Lemma 6. If 𝑋 is distributed as CTPFD, then the mode of 𝑋 is given by 

 
 

1

2

*

(2 1) 16 (25 7) 3(3 1)
.

3 (3 1)
x
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Proof. To find 
*x  of CTPFD for which its pdf attains its maximum, take the 1st derivative of 𝑓(𝑥) and 

equating it to 0.  Then the value of 𝑥, 
*x  , that make 

*( ) 0f x    is the mode given that 
*( ) 0f x  .  The 

first derivative is 

 
2 2 2 3 2

2 3

( 1)( 1) 4 (2 1) 3 (3 1)
( ) .f x x x x  

  

      

  

     
      

At 
*x x , equate 

*( ) 0f x  , and after simple algebra we get 

 
2 2

* *3 (3 1) 4 (2 1) ( 1)( 1) 0x x                 . 

Let 
*y x  , we get 

 
2 23(3 1) 4(2 1) ( 1)( 1) 0,y y                

which is an equation in the quadratic form. Using the quadratic formula, we get 

 
 2 22(2 1) 16 (25 7) 3(3 1)

3(3 1)
y

       

 

     



 . 

Thus, 

 
 

1

2

*

(2 1) 16 (25 7) 3(3 1)
.

3 (3 1)
x


      


 

      
 
  
 

  

If 
*( ) 0f x  , then 

*x  is the mode. 

 

4. ORDER STATISTICS 

 

Definition 15. Let ( )F x  be the cdf of a random sample 
1 2, , , nX X X  and 𝑓(𝑥) be its pdf. Reorder 

1 2, , , nX X X  such that ( ) ( 1) (1)n nX X X   , then ( )jX  is called the 
thj   order statistic (o.s). 

Then, ( )jX  has the following marginal pdf: 

    
( )

11
( ) ( ) ( ) 1 ( ) .

1j

j n j

X

n
f x n f x F x F x

j

  
  

 
  

The 1
st

 o.s, (1)X  , has the following marginal pdf 

  
(1)

1
( ) ( ) 1 ( ) .

n

Xf x nf x F x


    

The 
thn  o.s, ( )nX , has the following marginal pdf 

  
( )

1
( ) ( ) ( ) .

n

n

Xf x nf x F x


   

 

Lemma 7. Suppose 
1 2, , , nX X X  be a r.s from CTPFD, then the 

thj  o.s pdf is 

 

 

   

     

( )

3 1 2 2

1
3 2 2

3 2 2

1
( ) ( 1) 3 4

1

( 1) 2

,

jX

j

n j

n
f x n x x x
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The 1
st

 o.s pdf is 
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(1)

3 1 2 2

1
3 2 2

( ) ( 1) 3 4
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f x n x x x

x x x

     

      

     

    

 




   

  
  

and the 
thn  o.s pdf is 

 

 

   
( )

3 1 2 2

1
3 2 2

( ) ( 1) 3 4

( 1) 2 .

nX

n

f x n x x x

x x x

     

     

     

    

 




   

  
  

 

5. ESTIMATION AND INFERENCE 

 

5.1. Maximum Likelihood Estimation (MLE) 

 

Let 
1 2, , , nx x x  be observations selected from CTPFD with parameters , ,   and  . Let Θ = (𝛼, 𝛽, 𝜆) 

be the 3 × 1 parameter vector. The likelihood function of CTPFD for the parameter vector Θ can be written 

as 

𝐿 (Θ;
1 2, , , nx x x ) = ∏ 𝑓(𝑥𝑖; 𝛼, 𝛽, 𝜆)

𝑛

𝑖=1

 

= ∏ 1 2 1 3 1

2 3

( 1) 4 3
i i ix x x  

  

   

  

   
  

 

𝑛

𝑖=1

. 

 

The total log-likelihood function for Θ will be 

𝑙(Θ; 𝑥1, … , 𝑥𝑛) = ln 𝐿(Θ; 𝑥1, … , 𝑥𝑛) 

= ∑ ln(𝛼(𝜆 + 1)𝛽−𝛼𝑥𝑖
𝛼−1 − 4 𝛼 𝜆 𝛽−2𝛼𝑥𝑖

2𝛼−1 + 3 𝛼 𝜆 𝛽−3𝛼𝑥𝑖
3𝛼−1)

𝑛

𝑖=1

. 

Differentiating the log likelihood function with respect to , ,   and   results in 

𝜕

𝜕𝛼
𝑙(Θ; 𝑥1, … , 𝑥𝑛) =

𝑛

𝛼
− 3 𝑛 ln 𝛽 + 3 ∑ ln 𝑥𝑖

𝑛

𝑖=1
 

+ ∑
2 𝛽𝛼(ln 𝛽 − ln 𝑥𝑖)((𝜆 + 1)𝛽𝛼 − 2 𝜆 𝑥𝑖

𝛼)

(𝜆 + 1)𝛽2𝛼 +  𝜆 𝑥𝑖
𝛼(3𝑥𝑖

𝛼 − 4𝛽𝛼)

𝑛

𝑖=1
 

𝜕

𝜕𝛽
𝑙(Θ; 𝑥1, … , 𝑥𝑛) =

𝛼

𝛽
∑

𝜆 𝑥𝑖
𝛼 (8 𝛽𝛼 − 9 𝑥𝑖

𝛼) − (𝜆 + 1)𝛽2𝛼

(𝜆 + 1)𝛽2𝛼 +  𝜆 𝑥𝑖
𝛼(3𝑥𝑖

𝛼 − 4𝛽𝛼)

𝑛

𝑖=1
 

𝜕

𝜕𝜆
𝑙(Θ; 𝑥1, … , 𝑥𝑛) = ∑

𝛽2𝛼 − 4𝛽𝛼 𝑥𝑖
𝛼 + 3𝑥𝑖

2𝛼

𝜆 𝛽2𝛼 + 𝛽2𝛼 +  4 𝜆 𝛽𝛼 𝑥𝑖
𝛼 + 3 𝜆 𝑥𝑖

2𝛼

𝑛

𝑖=1
. 

The MLEs of , ,   and   can be found by equating these partial derivatives to zero. However, these 

equations cannot be solved analytically, and statistical software can be used to solve them numerically. 

Iterative techniques such as Newton-Raphson algorithm can be used to obtain the estimates. 

 

5.2. Moment Matching Estimation (MME) 

 

Let 
1 2, , , nx x x  be observations selected from CTPFD with parameters , ,   and  . The formula for the 

thr - moment is provided in Lemma 1. The MMEs for the CTPFD may acquire by coinciding the 1st three 

theoretical central moments with their corresponding (sample) moments. That is, the estimators ˆˆ , ,   and 

̂  may obtain by solving the following system of equations: 
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 3 2

3

1

2 2 5 3 1
.

( 1)( 3)(2 3)

n

i

i

x
n

   

   

  


  
  

However, these (non-linear) equations are not expressed in closed form. So, numerical methods should be 

used to find the solutions.  

 

 

 

5.3. Evaluating the Goodness of an Estimator 

 

Suppose ̂  is an estimator used to estimate  ( , ,  or )     , then the bias of ̂  is given by 

 ˆ ˆBias( ) ( ) ,E      

and the mean square error of ̂  is evaluated as 

 
2ˆ ˆMSE( ) ( ) .E      

 

The performance of the estimator is evaluated via Monte-Carlo simulation. 

Due to the unknown distribution of the derived estimator ̂ , empirical method is used to construct a 

confidence interval. An approximate 100(1 )%  of   can be constructed as 

 

2 2

ˆ
1 ,

( )
P Q Q

SE
 

 




 
      
 

  

where Q   is the 
th  upper percentile of the empirical distribution of the corresponding estimator, and 

ˆ( ) MSE( )SE    is the empirical standard error.  

 

Therefore, the approximate 100(1 )%  confidence limits for  ,   and   of the CTPFD are given, 

respectively, by 

 

2 2

ˆ ˆ ˆ ˆ( ) ( ) 1 ,P Q SE Q SE      
 

      
 

  

 

2 2

ˆ ˆ ˆ ˆ( ) ( ) 1 ,P Q SE Q SE      
 

      
 

  

 

2 2

ˆ ˆ ˆ ˆ( ) ( ) 1 .P Q SE Q SE      
 

      
 

 

 

6. SIMULATION STUDY 

 

To evaluate the properties of the MMEs and MLEs, a simulation study is carried out in this section. Sample 

of sizes 50, 150, and 300 from cubic transmuted power function distribution are considered. 2000 random 

samples are selected for each set up with the following combinations:  

( , , ) {(1,2,0.5), (2,1.5,     0.5)}.  

This simulation study is carried out using the software R [20]. 
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To generate random numbers from CTPFD, the following equation must be solved in terms of 𝑥: 

  2 2

3
( 1) 2 ,

x
x x u


   


   


      

where 𝑢 is generated from a (0,1)U  standard uniform distribution. 

 

Tables 1 and 2 present the averages of the estimates, the bias, the MSE, and 95% confidence intervals (C.I) 

for the model parameters under the two methods of estimation; MME and MLE, respectively. It is obvious 

that, as 𝑛 increases, the MSE decreases. That is, the estimators are consistent. In addition, the width of the 

confidence interval gets narrower with increasing sample size. 

 

 

 

Table 1. Mean of MMEs of all parameters, Bias, and MSE, for distinct values of ,n  and distinct setting of 

(α, β, λ) 

 
 

Table 2. Mean of MLEs of all parameters, Bias, and MSE, for distinct values of ,n  and distinct setting of 

(α, β, λ) 

 
 

7. DATA APPLICATION 

 

In this section, one artificial data set, and two real-life data sets are analyzed for the purpose of illustration to 

show the usefulness and flexibility of the CTPFD. These data sets are chosen because they really show in 

different fields that it is necessary to have nonnegative range. Here is the description of the data sets. 

 

Data set I: This data set consists of 100 data points simulated from CTPFD with parameters 𝛼 = 1, 𝛽 = 2, 
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𝜆 = 0.8. 

Data set II: This data corresponding to 72-hour acute salinity tolerance (LC50 values) of river marine 

invertebrates. It is taken from the R package “fitdistrplus” [21]. 

 

Data set III: It taken from [22]. It gives the failure times of 50 components (per 1000h). The observations 

are: 

 
 

Some descriptive statistics for these data sets are provided in Table 3. 

 

Table 3. Summary statistics for the three data sets 

 
 

In the following, our proposed model is compared with some other competitive lifetime distributions, 

namely: 

1. Power function distribution (PFD) [17]: 

Its pdf is given in Definition 1. 

 

2. Transmuted power function distribution (TPFD) [12]:  

Its pdf is given by 

𝑓𝑇𝑃𝐹(𝑥; 𝛼, 𝛽, 𝜆) =
𝛼 𝑥𝛼−1

𝛽𝛼 (1 + 𝜆 − 2 𝜆 (
𝑥

𝛽
)

𝛼
) , 0 < 𝑥 < 𝛽,   𝛼 > 0,   |𝜆| ≤ 1. 

 

3. Log-Normal distribution (LNorm) [23]: 

Its pdf is given by 

𝑓𝐿𝑁𝑜𝑟𝑚(𝑥; 𝜇, 𝜎) =
1

𝑥 𝜎 √2 𝜋
 𝑒𝑥𝑝 {−

(ln 𝑥−𝜇)2

2 𝜎2 },   𝑥 ≥ 0, −∞ < 𝜇 < ∞,    𝜎 > 0. 

 

4. Inverse Gaussian distribution (InvG) [24]: 

Its pdf is given by 

𝑓InvG(𝑥; 𝜇, 𝜆) = (
𝜆

2 𝜋 𝑥3)
1/2

 𝑒𝑥𝑝 {
−𝜆(𝑥−𝜇)2

2 𝜇2 𝑥
} ,     𝑥 ≥ 0, 𝜇, 𝜆 > 0. 

 

These models are fitted to the above data sets. The MLEs, the Akaike information criterion (AIC), Bayesian 

information criterion (BIC), and the Kolmogorov-Smirnov statistic (K-S) for the above distributions as well 

as our proposed model are evaluated and the results are reported in Tables 4, 5, and 6 for data set I, II, and 

III, respectively. According to the values of AIC and BIC, our proposed model provides better fit than the 

competing distribution which confirm its superiority of the other distributions. According to the values of K-

S statistic, our proposed model provides better fit than the other models for data set I and data set II. For data 

set III, the TPFD provides better fit than the other models. 

 

Moreover, to assess if the model is appropriate, Figures 3, 4, and 5 depict the histograms, the plots of the 

fitted PFD, TPFD, CTPFD, LNorm, and InvG density functions and their survival functions and the plots of 

the empirical distributions for data sets I, II and III, respectively. In addition, Q-Q plot and P-P plot are also 

depicted. It can be concluded that our new proposed distribution is a very suitable model for the above data 

sets. 
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Table 4. The MLEs, -2LL, AIC, BIC, and K-S values for data set I under different models 

 
 
Table 5. The MLEs, -2LL, AIC, BIC, and K-S values for data set II under different models 

 
 

Table 6. The MLEs, -2LL, AIC, BIC, and K-S values for data set III under different models 

 
 

 

 

 
Figure 3. Histogram, density functions, survival function, Q-Q plot and P-P plot for data set I 
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Figure 4. Histogram, density functions, survival function, Q-Q plot and P-P plot for data set II 

 

 

 
Figure 5. Histogram, density functions, survival function, Q-Q plot and P-P plot for data set III 
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8. CONCLUSION 

 

In this paper, the cubic transmuted power function distribution, which generalizes the power function and 

transmuted power function distributions, is investigated. Several statistical and mathematical relations of this 

distribution are obtained. Analytical forms of the pdf, cdf, reliability function, and cumulative hazard function 

are obtained. Density function of order statistic is also obtained. Explicit formulae for the moments, 

conditional moment, moment generating function, and some descriptive statistics are derived. Finally, 

moment matching estimation is used to estimate the distribution parameters. It is shown that the new 

proposed distribution equips better fits than some other distributions by using a real application. The new 

model may draw wider applications in reliability analysis. 
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