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Abstract

In this paper we shall reduce the problem of the oscillation of all solu-
tions of certain nonlinear fourth-order dynamic equations to the prob-
lem of oscillation of two second-order dynamic equations, which are
discussed intensively in the literature. Further oscillation criteria of
fourth-order equations are given and proved using integration and Tay-
lor’s formula on time scales. Some conditions are presented that ensure
that all bounded solutions of the equation are oscillatory.
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1. Introduction
Consider the fourth-order nonlinear dynamic equation
(L1) 2™ () +a()a (1) =0,

where ) is the ratio of two positive odd integers and ¢ is a real-valued positive and rd-
continuous function on a time scale T C R with supT = oco. Fourth-order differential
equations (i.e., T = R) and difference equations (i.e., T = N) have been deeply investi-
gated in the literature, see e.g., [7, 14, 16, 18, 21] for differential equations and [6, 13, 19,
22-24] for difference equations.
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We recall that a solution of equation (1.1) is said to be oscillatory on [to, 00) in case it
is neither eventually positive nor eventually negative. Otherwise, the solution is said to
be nonoscillatory. Equation (1.1) is said to be oscillatory in case all of its solutions are
oscillatory. For even-order differential equations (1.1), this is sometimes referred to as
Property A (see, e.g., [18, Definition 1.1]) or strong oscillation (see, e.g., [14, Definition
8.22]).

The study of dynamic equations on time scale is a fairly new topic, and work in
this area is rapidly growing. In the last years there has been much research activity
concerning the oscillation of solutions of some dynamic equations on time scales. For
recent contributions we refer the reader to the books [2-5, 10, 11], the papers [1, 8,
12, 15, 17, 20] and the references cited therein. However, most of the results obtained
have centered around second-order dynamic equations on time scales, and there are very
few results dealing with the qualitative behavior of solutions of higher-order dynamic
equations on time scales.

The main purpose of this paper is to establish new criteria for the oscillation of
equation (1.1) via comparison with two second-order dynamic equations whose oscillatory
character are known.

2. Main results
Consider the inequalities
(1) 2*3(0) + g @) <0,
(2.2)  222(t) +q(t)z (t) > 0,
and the equation
(2.3)  2®2(t) +q(t)z™(t) =0,
where g and A are as in equation (1.1).
We shall first prove the following lemma.

2.1. Lemma. If inequality (2.1) (inequality (2.2)) has an eventually positive (negative)
solution, then equation (2.3) also has an eventually positive (negative) solution.

Proof. Let x be an eventually positive solution of (2.1), say x(¢) > 0 for all ¢ > to. Then
z22(t) < 0 for all t > to so that 2° is decreasing. Hence z(t) > 0 for all t > to or there
exists t1 > to such that :cA(t) < 0 for all ¢ > t1. In the latter case,

z(t) = z(t1) +/ 2 (T)AT < x(t) + / 22 () AT = 2(t1) + (t — t1)2™ (t1),

t1 Jty

for all t > t;, yielding a contradiction to the positivity of z. Hence z° (t) > 0 for all
t > to. Let

A
y(t) = 2= (b),
and integrating this equation from to to t > to, we get

z(t) = z(to) +/ y(s)As

to

so that (2.1) becomes

t A
(24)  y*(t) +q(t) (:c(to) +/ y(s)As) <0 for t > to.

to
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Integrating (2.4) from ¢ to u >t > to and letting u — oo, we have

y(t) > /too q(s) (x(to) + /t: y(T)AT)A As.

Now we define a sequence of successive approximations {z;(t)};en, by

zo(t) = y(t)
ziy1(t) = /too q(s) (:c(to) + /t: Zj(T)AT)/\ As, j € No, t > to.

By induction, we can easily prove that
0<z(t) <y(t) and z41(t) < 2;(t), j € No, t = to.

Thus, the sequence {z;(t)};en, is positive and nonincreasing in j for each ¢ > to. This
means we may define

z(t) = lim z;(¢) > 0.

j—o0

Since 0 < z(¢) < z;(t) < y(¢) for all j € No, we see that

(st s [ sone) = (s [ s

Now, by the Lebesgue dominated convergence theorem [8], one can easily obtain

0= [ ats) (:c(to> +f z(ﬂAr)A As,

and, by differentiation,

A

(25)  2%(t) = —q(t) (l’(to)+/ Z(S)AS) = —q(t)o’(1),
where

v(t) = z(to) + / z(s)As.

Jtg

Then v(t) > 0 for ¢ > to and

(2.6) v (t) = 2(t).

From (2.5) and (2.6), we see that
VA2 (t) + q(t) () = 0.

Hence equation (2.3) has the positive solution v. For the case (2.2), the argument is
similar and hence is omitted. This completes the proof. O

We shall employ the following notation. Let (see [10, Section 1.6])
t
hi(t,s) =t —s and ha(t,s) = / (t —s)AT with ¢,s € T,
assume

(2.7) /OO q(s)As < o0,

to

and define
t) = ATA
Q1 ( ) /t /s q(T) T7As
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and

Q2(t) :== (a —o hg(t,a))A q(t) for «a €T, t €T and ¢ > a > to.
Note (using [10, Theorem 1.117 and Corollary 1.68(iii)]) that Q1 is well defined iff
/OO hi(o(s),t)q(s)As < oo for all ¢t > to,
t
which holds (taking the derivative with respect to ¢ and noticing that it is negative) iff
/too hi(o(s),t0)q(s)As < oo,
0
which holds (assuming (2.7) and using the definition of hy) iff
(2.8) /00 o(s)q(s)As < 0.

to

Now, we present our main result.

2.2. Theorem. Assume (2.7) and (2.8). If both second-order dynamic equations
(29) ¥+ Q@)Y (1) =0

and

(210)  222(t) 4+ Qa(t)2 (1) = 0

are oscillatory, then equation (1.1) is oscillatory.

Proof. Let x be a nonoscillatory solution of equation (1.1), say x(¢) > 0 for ¢ > to. Since
£CA4(t) < 0 for t > to, there exists t; > to such that z°(t), 24 (t), Pl (t) each is of
constant sign on [t1,00). There are 8 different sign combination for these functions. Since
(similarly as was shown in the proof of Lemma 2.1) it is not possible that & (t) >0,
2 (t) <0, A (t) < 0 and since also z°'(t) < 0, A (t) >0, A (t) > 0 is not
possible (i € {0,1,2}), we are left only with the following two possibilities:

1) z(t) >0, 2(t) > 0, 222 () > 0, :cA: (t) > 0, and J:Aj(t) <0 for t >ty

(I1) 2(t) > 0, z2(t) > 0, z22(t) < 0, 2 (t) > 0, and > (t) < 0 for ¢ > to.

Case (I). Suppose x(t) > 0, z2(t) > 0, z2(t) > 0, a2 (t) > 0, and :cA4(t) < 0 for
t > t1. Then

t
28 (t) = 2% (1) —|—/ 22 (s)As > (t — tl):cAS () for t > t1.
ty

Thus

AA N\ A — )22 (1) — g2
(2.11) (ﬁ) ) = ¢ (ttl_)tl)(((f()t) _tl)(t) <0 forall t>t.

Therefore, the function % is decreasing on [t1,00). By applying Taylor’s formula
(i.e., [10, Theorem 1.113] with n = 3), for to € T®, t > t; and t € T,

(2.12)  (t) > ha(t, ta)x™%(t2) for all t > to.

Using (2.11) and (2.12), we have

(2.13) z(t) > hz(t,tz)%xAA(t) for all ¢t >ty > t1.
—u
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From equation (1.1), we see that

to —t1
t—1t1

A
(214) =2 (1) = q(t)a™(t) 2 ( ) ((ha(t, t2)) ()@ (1)) = Qa2(1) (™% (1) ™.

Setting x4 (t) = y(t) in (2.14), we get

A1) + Qa(t)y (t) <0 for t > to.

By Lemma 2.1, equation (2.10) has an eventually positive solution, which contradicts the
hypothesis.

Case (II). Suppose z(t) > 0, z°(t) > 0, z22(t) < 0, o (t) > 0, and ol (t) < 0 for
t > to. Integrating equation (1.1) twice from ¢ > to to u > t and letting u — oo, we have

0= ([ anaras) 0 = w0 o 126

By Lemma 2.1, equation (2.9) has an eventually positive solution, which contradicts the
hypothesis.

This completes the proof. O

We note that the oscillatory behavior of second-order dynamic equations of the form
(2.9), (2.10) are studied intensively in the literature, and for recent contributions, we
refer the reader to the papers [1, 12, 15, 20] and the references cited therein.

2.3. Example. Let T = R. If q(t) = 6/t* for all t > 1, then Q1 (t) = 1/t*> and thus (2.9)
is oscillatory as it is well known that

1
"+ t%x =0 is oscillatory if v > 1

2.4. Remark. If T = R and A = 1, then Theorem 2.2 implies [14, Theorem 8.32]. More
precisely, (2.9) asserts in this case

Qu(t) = [ (s = a(s)ds <,
and thus the condition assumed in [14, Theorem 8.32 with n = 4] holds.
Next, we let
hs(t,s) = /t ha(7,s)AT with t,s € T
and
Qt) := /00 q(s)As, Q*(t) := /OO/OO Q(T)ATAs for t > to.
Ji Ji Js

Note that @ is well defined iff (2.7) holds and Q* is well defined (using [10, Theorem
1.117, Corollary 1.68(iii), and (1.9)]) iff

/ ha(t,0(s))q(s)As < oo for all ¢t > to,
t

which holds (taking the derivative with respect to ¢ and noticing that it is negative) iff

(2.15) /00 ha(to,o(s))q(s)As < oco.

Jtg

Now, we obtain the following interesting result.
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2.5. Theorem. Assume (2.7) and (2.15). If A =1, and for t > to,
(2.16) limsup {hs(t,t0)Q(t)} > 1
t—oo

and
(2.17)  limsup{hi(t,t0)Q"(t)} > 1,

t—oo

then equation (1.1) is oscillatory.

Proof. Let x be a nonoscillatory solution of equation (1.1), say z(¢) > 0 for t > ¢o. As
in the proof of Theorem 2.2, only the following two cases are possible:

Case (I). Suppose x(t) > 0, z2(t) > 0, z®2(t) > 0, a2 (t) > 0, and :cA4(t) < 0 for
t > t1. Then
(2.18) 222t :mAA(tl)—i—/t:cAa(s)As > (t—t1)a™’ () for t > t.
t
Integrating (2.18) twice from tllto t > t1, we get
(2.19)  (t) > hs(t,t1)z™" () for all ¢ > 1.

Integrating equation (1.1) from ¢ > ¢; to u > ¢ and letting u — oo, we have
(2.20) 22°(t) > / " a(s)2(s)As > Q(O)a(t) for ¢ > .

Using (2.20) in (2.1;)7 we obtain

(2.21) =z(t) > hg(t7t1)$A3(t) > h3(t,t1)Q(t)x(t) for t >ty

so that

(2.22) 1> ha(t,t2)Q(t) for t > t1.

Taking the limit superior on both sides of (2.22) as ¢ — 0o, we obtain a contradiction to
condition (2.16).
Case (IT). Suppose z(t) > 0, z2(t) > 0, 22(t) < 0, xAS(t) > 0 and xA4(t) < 0 for
t > to. Integrating equation (1.1) thrice from ¢ > to to u > ¢ and letting u — oo, we
obtain for ¢t > tg

202 Q). o220 > ([ Qas) (),
and
(2.23) z(t) > (/too/oo Q(T)ATAS) z(t) = Q" (t)z(t).
Also, we see that o

(2.24)  x(t) ::c(to)—l—/tt 2% (s)As > (t — to)z™(t) for t > to.

Using (2.23) in (2.24), we get

(2.25)  x(t) > (t—to)z™(t) > (t — t0)Q* (t)x(t) for t > to
so that

(2.26) 1> (t—to)Q"(t) for ¢t > to.

Taking the limit superior on both sides of (2.26) as t — oo, we obtain a contradiction to
condition (2.17).

This completes the proof. O
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We may combine conditions (2.16) and (2.17) in one by letting
(2.27)  H(t,to) = min{hs(t, t0)Q(t), h1(t, t0)Q™ (1)}, t > to.
Now Theorem 2.2 takes the following form.

2.6. Corollary. Assume (2.7) and (2.15). If A\ =1 and
(2.28) liin sup H(t,t0) > 1,

then equation (1.1) is oscillatory.

2.7. Example. Let T be a time scale with supT = co and assume there exists a > 1
with o(t) < at for all t € T. Let to € T and define
2ha (t, o)

t) = for all ¢ > to.
a(t) hs(t,to)hs(o(t), o) =

Then

o hz (7’7 to) /oo ( 1 )A 2
t)y=2 AT =2 — T)IAT = ———
o) /t hs(7,t0)hs(o(T), to) ¢ \ha(-to) (r) hs(t, to)
so that (2.7) is satisfied. Next, using [9, Theorem 4.1] and [10, Theorem 1.24],

an=2[ sz [ 2
of { e <T—to>i<f—to>}m

‘ /too { (T - to)(O'l(T) ~t0) - to)2(10'(7) — o) } AT —6%)2

Y

and

. * AT o AT 6
Q(t)zﬁft (T—to>226/t o)) —f) Tt

Moreover, (2.8) and (2.15) are also satisfied according to our assumption on T and [9,
Theorem 4.2]. Now we find

ft[(t7 to) = min {h3 (t7 to)Q(t)7 h1 (t7 to)Q*(t)} = min{27 6} =2>1,
so by Corollary 2.6, all solutions of (1.1) are oscillatory.

2.8. Remark. If T = R, then Theorem 2.5 (or Corollary 2.6) implies the second suf-
ficiency statement of [18, Theorem 1.6 with n = 4]. More precisely, (2.16) implies [18,
(1.58) with n = 4], i.e.,

(2.29)  limsup {t/too szq(s)ds} > 6.

t—oo

To see this, note that (2.16) for T = R and to = 0 means

(2.30)  lim sup{g /too q(s)ds} > 1.

t—oo

Since
t/ s*q(s)ds > t/ tzq(s)ds:t3/ q(s)ds,
¢ Jt ¢
(2.30) implies (2.29).

The following result is concerned with the oscillation of all bounded solutions of equa-
tion (1.1).



552 S.R. Grace, M. Bohner, S. Sun

2.9. Theorem. Assume (2.7) and (2.15). If A =1 and condition (2.17) holds, then all
bounded solutions of equation (1.1) are oscillatory.

Proof. Let x be a bounded nonoscillatory solution of equation (1.1), say z(¢) > 0 for
t > to. Then we see that Case (I) is disregarded. Therefore, we consider only Case (II).
The rest of the proof is similar to the proof of Case (II) in Theorem 2.5 and hence is
omitted. This completes the proof. O

From the proof of Theorem 2.2, we observe that if z(t) > 0 for ¢t > to holds for a
solution z of equation (1.1), then z satisfies (I) or (II) and so, z may be unbounded, and
in the case when z satisfies (II) only, z may be bounded. We also see that the inequalities
(2.21) and (2.25) when A # 1 take the form

x(t) > ha(t,t1)Q(t)z (t) for t >t
and
x(t) > hi(t,t0)Q" (t)z (t) for t > to.

Now, we obtain the following oscillation criteria when z is an unbounded solution of
equation (1.1) and satisfies (I) or (II).

2.10. Theorem. Assume (2.7) and (2.15). If X > 1 and

lim sup{hs(t,t0)Q(t)} > 0 and limsup{hi(t,t0)Q"(¢)} >0

or
lim sup H (¢,t0) > 0,
t—oo
then equation (1.1) is oscillatory. O

2.11. Theorem. Assume (2.7) and (2.15). If0 < A < 1 and

lim sup{hs(t,t0)Q(t)} = co and limsup{hi (¢, t0)Q"(t)} = o

or
lim sup H (¢, t0) = oo,
t—oo
then equation (1.1) is oscillatory. O

The following result deals with the oscillation of all bounded solutions of equation
(1.1).
2.12. Theorem. Assume (2.7) and (2.15). If for every constant ¢ > 0,

lim sup{h1(t,t0)Q"(¢)} > ¢,
t—oo
then all bounded solutions of equation (1.1) with X\ # 1 are oscillatory. g

2.13. Remark. We may employ many types of time scale e.g., T = hZ with h > 0,
T = ¢"0 with ¢ > 1, T = N} with p > 1 etc., see [10, 11]. The details are left to the
reader.
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