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Abstract

We suggest a generalized class of estimators for the population variance
using an auxiliary variable. Triphati et al. (T.P. Tripathi, Singh, H.P.
and Upadhyaya, L.N. A general method of estimation and its applica-
tion to the estimation of coefficient of variation, Statistics in Transition
5(6), 887-908, 2002) proposed some generalized estimators for a popu-
lation parameter. By adapting these estimators to population variance,
we develop some estimators. We obtain the mean square error (MSE)
equation of the proposed estimators. We illustrate the results with an
application using original data.

Keywords: Variance estimation, Ratio estimator, Auxiliary variable, Bias, Minimum
mean square error.

2000 AMS Classification: 62DO05.

1. Introduction

Using auxiliary information in estimation takes advantage of the correlation between
the auxiliary variate (z) and the variate of interest (y). When information about the
auxiliary variable is available, it increases the precision of the population variance.

The problem of estimating a parameter 0y using a single parameter 61 was dealt with
by Das and Tripathi [1]. They defined the following general classes of estimators when a
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population parameter of the auxiliary variable is known:

o — t1(6, — 0 N
gy = o= tl01 =01 g va
01—t2(91—91

)
(1) d2:éoh(g_1>7

ds = h(fo,01,0:),

where h(-) and g(-) are functions.

In case éo and é1 are unbiased estimators, the minimum mean square error (MSE) of
the estimators in these classes is found to be

(2) Muin(d;) = (1 — pg1)V(0o), j=1,2,3.

When there is a priori information about two parameters, another general class of estima-
tors was suggested by Tripathi et al. [6]. When two parameters (61, 62) of the auxiliary
variable are known they defined the following class of estimators for 6p:

(3) d; :g(éO7é1792)

Here, 0y is the estimate of the variable of interest, 6, and 0 are respectively, the estimates
of the parameters 6; and 62 of the auxiliary variable.

To study the properties of d, Tripathi et al. [6] assumed that

(i) t = (fo,6:,0:) assumes values in a closed subset, S, of three dimensional real
space containing the point T' = (6o, 01, 62).
(ii) g(-) is a function of ¢ such that g(t) |:=7 = 6o.
(iii) The function g(-) is continuous and bounded in S.
(iii) The first and second order partial derivatives of g(-) exist and are continuous
and bounded.

Expanding g(-) about the point T" in a second order Taylor’s series, they obtained
dy = 00 + (00 — 00)g1 (t) + (01 — 01)ga(t) + (02 — 02)gs(t)
5 {0~ 00 G (1) + (61 — 0000 (") +(02 — 0:)° 5 (+) )
+ (B0 — 00) (61 — 01)gr2(t) + (B0 — 00) (2 — 62)g1(1)
+ (01 — 01) (62 — 02)g23 (1)

for some t* € S, where g;, (i = 1,2, 3) denote the partial derivatives and gs;, (¢,7 = 1,2, 3)
the second order partial derivatives of the function g(-).

By considering the expectation of both sides and noting g1(7') = 1, the bias of the
estimator was obtained as:

Bias(d}) & Bias(f0)g1(T) + Bias(6:1)g2(T) + Bias(f2)gs(T).

If we take the square and expected value of Eq. (4) then the MSE of the estimator is
found as:

MSE (d) = MSE(fo) + MSE (él) g3(T) + MSE (é2> g3(T)
+2Cov(o, 01)g2(T) + 2Cov(fo, 62)gs(T) + 2Cov (61, 02)g2(T)gs(T)
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When the derivatives of Eq. (5) are taken with respect to g2(T"), g3(T") and set equal to
zero,

MSE(d* . . L
887(9) =0 = MSE(el)gz(T) + COV(Q(), 91) =+ Cov(01,92)g3(T) =0,
0g2(T)
%}igg) =0 = Cov(b,02)g2(T) + Cov(fo, B2) + MSE(#2)g3(T) = 0
3

Solving for g2(T") and g3(7T") one obtains:

(6) g2(T) = Cov (bo, éz)?OV(él, éz) - MSE(é%)CAOV(f(), 01)
MSE(61)MSE(0:) — [Cov (61, 62)]

0 ga(r) = S0 0)Cov(01,02) — MSE(01) Cov (0o, 0z)
MSE(01)MSE(62) — [Cov (61, 62)]

When the values of ¢g2(T") and g3(7') are included in Eq. (5), the minimum MSE can be
obtained as follows:

(8) MSEmin (i) = MSEumin (60) — M, i=1,...,9,
where

1 — MSE(0) [Cov (dy, 02)]* + MSE(62) [Cov(

MSE (61)MSE (62) — [Cov(01,62)]

0

bo.01)]"

2
QCOV(QA()7 é1)COV( A07 éz)COV(éh éz)
MSE (61)MSE(62) — [Cov (61,62)]

In case the population parameters (01,62) of the auxiliary variable are known, Tripathi
et al. [6] proposed the following estimators which are sub classes of dy:

2 2
(9) 61:Zwi{éo_)\i(éi_9i)}7 ZwizL
i=1 i=1

2
(10) 62Zéo+w1(é1—91)+w2(92—92)7 sz‘ZL
i=1
~ 2 ~
(11) 63:00—2)\2‘(0@—92‘)7 ’L':]~727
i=1
(12) e = OouS ulu; = 6;/0;, i =1,2,
(13) €5 = [éo — )\1 (é1 — 91)] (92/92)(17
o — A1 (61— 61) — A2(62— 6
(14) oo — 0 1(} 1) 2(? 2) 01),
61 — Xy (61 — 61) — X5(62 — 62)
. 1+(11(U1 —1)
(15) 67_001—&—042(1@—1)7
fo
16 = )
( ) es [1—|—6¥1(U1—1)—Oé2(UQ—1)]
(17) eo = o (w1u1 + wgug2), w; =1,

=1
where (A1, A2, AT, A3), (o, a1, a2), (wo, w1, ws2) are suitably chosen constants.
The MSE of these estimators is given by Eq. (8).
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2. The proposed estimators

We develop some estimators for the population variance by adapting the estimators
to the population variance.

First, when one parameter of the auxiliary variable is known, say S2, then from Eq. (1)
we propose the following estimators:

82— y(S2 -8

18 S 52y

(18) oS G 8 52)( )
N S2

(19)  S2,., =5Sin( 52)

(200 Si.. =h(S;,52,82)

The minimum MSE for all these estimators above is the same and given by:

MSEumin(proj) = (1 = pZ2 2)V (Sy)

(21) o
=AS,(By —1)(1—N*S282(0 - 1)%), j =1,2,3,

Where)\:%,f:—

The population mean X and the population variance S2 of the auxiliary variable can
be estimated.

Second, when two parameters 61, 02 of the auxiliary variable, say the population mean
X and the population variance Sz, respectively, of the auxiliary variable are known, then
in line with Triphati et al. [6], we propose the following estimators for the population
variance 0g:

(22) S’grlz’un{gz—)q(f} )}+w2{S —)\2 S —5'2 sz—l

2
=0
(24) SQT:;—S _)\1( X) _)\2<‘§2_Sz)7
@) Sa=S(F)" ()"

(26)  Sps =[S — (T - X)](S5/50)",

BN S = L oo x) Sz — )
(28) §%, =57 tranl(z) =1
T+aa((5%) - 1)
. 32
(29) S2s = - Y D ,
T 4an((£) - 1) —aa((F) - 1)]
42 &2 T S’% as 2
(30)  Spro = Sy(wl(f) +wz(55)"), Zwi =1

where (A1, A2, AT, A3), (o, a1, a2), (wo, w1, w2) are again suitably chosen constants.
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The minimum MSE of these estimators for the selected constants are the same as in
Eq. (8), and are given as follows:

(31)  MSEwmin(Spi) = MSEwmin(S2) — M,
where
MSE(z) [Cov (52, 52)]* + MSE($2) [Cov($2,7)]
MSE(z) MSE(S2) — [Cov(z, 52)]
2Cov($'2 z)Cov(S2, 82)Cov(z, S2)
MSE (#)MSE($2) — [Cov(z, 52)]

M =

Here, (see, Kadilar and Cingi [3]),

MSE(z) = /\Sﬁ,
MSE(82) = ASE (8. — 1),
(32)  Cov(S;,82) = As252 (6-1),
Cov( :Tc) = A\poi,
Cov(z,57) = Auos,

where (3, and (3, are the population kurtosis of the auxiliary variable and variable of
interest, respectively,

N \T v \S
Yoic (g = Y) (2 — X) Cand 0 — 22
N 420 402

Mrs =

(see, Kendall and Stuart [4]).

Using these definitions, we can write (31) as

S2[S552(6 = V)]* + 52 (B — 1) ]
52548 — 1) — [MOS]Z
_ 2u215755 (0 — 1) pos }
5254(Bs —1) — (pos)”

MSEmin(S;,,) = ASy (B, — 1) — A{

=AS, (B, — 1)
- A{ 885 (0=1)" + S3(Be = 1) (n21)” = 285 2 puarpuos (0 — 1) }
5(Be —1) — (po3)” '

Hence,

(33)  MSEmin(S5,..) = AS; 85 — {895,0" + SaBups — 25052 p21 030" },

I S
S$B% — uds
where 0" =0 -1, 8y = 0. — 1, B, =5y — 1.

Independently of the sampling method, if the mean and the variance of the auxiliary
variable are known, the minimum MSE of the population variance is as shown in Eq. (33).
Obtaining the MSE of the fourth proposed estimator by the classical method is presented
in the Appendix.
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3. Numerical Study

We use data in Unyazici’s PhD. Thesis [7] to find the minimum MSE of the proposed
estimators. This data base (see, Savel [5]) concerns the height of the flower Asteraceae
(z) as the auxiliary variate and the pappus height (y) of the Asteraceae as the variate
of interest. The pappus height of the flower is related to the flower’s height (p = 0,63).
Therefore, we can use ratio-type estimators.

Table 1. Data statistics of the population

N =450 n =281 p=0,63 Y =2291 | X =3,455 | S2=0,518
=0,012 | 6 =2,530 | poz = —0,19255 | p21 = 0,06208 | B, = 5,707 | 8. = 3,697

In Table 1, we observe the statistics about the population. We would like to remind the
reader that the sampling method has no effect on the MSE of the estimators.

The MSE values are computed as follows:

MSEmin(S2,..) = 0,013671

PToq

MSEmin (S5,:) = 0,010854

4. Discussion and Conclusion

From the theoretical discussion in Section 2 and the numerical example, we infer that
if one parameter of the auxiliary variable is known, the minimum MSE for the estimators
are the same. If the mean and variance of the auxiliary variable are known, the minimum
MSE of the population variance is the same for all of the proposed estimators. The
sampling method has no effect on the MSE of estimators. Using Eq. (33), the minimum
MSE can be found easily.

Also, knowing two parameters of the auxiliary variable is can be more advantageous
than knowing one parameter. This is shown in the numerical example:

MSEmin(Spri) < MSEmin(Sr,.,)

pri

Appendix
We give a classical deduction of the MSE of the proposed estimator
82 62/ T \a S’:% a
Spra = Sy(f) ' (S_%) :

by using the first degree approximation in Taylor Series method (see, Kadilar and Cingi
[2]) defined by

d = Oh(a,b,c) ’ Oh(a,b,c) dh(a,b,c) |
- da Sg,X,Sg ab S?/,X,Sg dc S?/,X,Sg

where h(a,b,c) = h(S‘g, X, S'g) The vector of first derivatives is therefore
2 2
A d=[1 w2 ]
The variance- covariance matrix is:
V(Sy) C(S55,7) C(55,5%)
(A2) XY= V(z) C(z, S%)
2
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The MSE of the proposed estimator is:
MSE(SPM) =dxd’

, S , Sk S
(A.3) = V() + af V(@) + a3 V() + 201 FC(5,9)
SﬁU 2 &2 84 _ A2
+ 200 =5 52 C(S Sy) +20n0e ==+ X5z C(z, Sy).

Here, V(S‘S) = AS}(By — 1), and the other values are as given in Eq. (28). When these
values are substituted in Eq. (A.3) we have:

o Sﬁ 2Sy 4 Sy
MSE(SPNL) =\s? ﬁy )\S + « 52 AS. By + 2(11?)\;1421
S2 54
(A.4) + 20055 AS;S260" + 20100 4= To3 Hos
4 [ % 2 Ho3
= )\Sy{ﬂy + Oélcm + a2ﬂx + 20(1 XS2 + 2&20 + 2a1 2 XS%}
Taking the derivatives of the MSE with respect to a1 and a2 and equating to 0 gives
&2 &2
BMS:;(pr) —0= awfs(;zoffpr4)7 and 5o
C? ,EL03 _ ,ﬁl21 7
S TR
Ho3 * *
OélXS% -|-052ﬂz = -0".

Solving for a1, a2 yields the optimal values as

X (55559*u03 - 5;15;#21)

A5 o] = =
(A8)or = se a2,

52 pospia1r — Sy Sa(0 — 1)
AB) ar=—= Y
o= sy

When these optimal values are put in Eq. (A.4) the minimum MSE of the proposed
estimator is obtained as follows:

A * * *
e {598,0" + S2 B u31 — 2S5 S5 a1 110s0” }
Sacﬁac - ,u‘03

This clearly takes some time and effort, whereas using Eq. (33) directly gives the minimum
MSE in one step.

MSEumin(52,4) = ASLB; —
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