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#### Abstract

In this study, a CAD system is recommended for the classification of mammographic images. The images are classified as normal-abnormal and benign-malignant. The proposed system consists of three basic steps: the feature extraction, determination of the distinguishing capabilities of the features and selection, and classification. The distinguishing capabilities of the features mean determining the best or optimal features. Thanks to this determination, mammograms could be put into classes with high accuracy. The determination process is carried out using thresholding and $t$-test statistics. Classification is performed repeatedly for all threshold values using support vector machine. Among the obtained results of the classification, the optimal feature set, which has the best classification performance, is selected. Finally, to evaluate the optimal feature set, classification carries out applying 5 -fold cross-validation.


Index Terms- Classification, CAD, Contourlet transform, Mammogram, SVM.

## I. Introduction

CANCER IS one of the most serious health problems globally. Of all the types of cancer, breast cancer is the most common type of cancer and threatens women (especially those over 40 years of age). It is stated that the number of new cases diagnosed as breast cancer is approximately 250,000 each year [1]. Struggling with cancer successfully, and reducing the mortality rates can only be achieved with early diagnosis and appropriate treatment [2,3]. In order to diagnose breast cancer at an early stage, mammography is the widely used and accepted methodology by radiologists [4]. Screening mammograms is a challenging and busy task, and some cases can be overlooked and misinterpreted. Studies show that $10 \%$ $30 \%$ of cases of cancer have been overlooked (false negative), and $20 \%-30 \%$ of cases sent to biopsy do not have cancer (false positives) [5, 6]. Development of automated systems is a requirement to support experts as the second opinion in reducing false negative and positive rates. Computer-aided
diagnosis (CAD) systems provide appropriate vision and orientation for diagnosis [7, 8].

The development of CAD systems is a progressive area and one of the most important stages in the system is the selection and extraction of features. There are different approaches to feature extraction in CAD studies [9, 10]. Spatial data can be used to obtain features directly, or a transform can be used to obtain the features via a different domain by transferring the data [11,12]. Gedik [13] proposes a feature extraction approach combining fast finite shearlet transform (FFST) and t-test statistics. FFST is employed to decompose mammograms and to get shearlet coefficients for building the feature matrix. To eliminate the redundant features, a feature selection process is performed using distinguishing capability values of features counting by t-test statistics and thresholding. Jadoon et al. [14] present a mammogram classification system consisting of discrete curvelet transform and multilayer perceptron algorithm. First of all, the images are filtered, and then the curvelet transform is applied to the filtered images. The dense scale invariant feature transform (DSIFT) is applied to the curvelet transform sub-bands to obtain scale-invariant features. Classification is carried out by using multilayer perceptron classifier. Chen et al. [15] present a system that uses wavelet energy entropy and linear regression classifiers to classify mammographic images for breast cancer detection. In the method, the images are segmented, and the regions of interests (ROIs) are obtained. Wavelet energy entropy is calculated applying the wavelet transform to the ROIs. Wavelet energy entropy values are used as features, and the classification process is performed with linear regression classifier. Eltoukhy et al. [16] compare wavelet and curvelet transform to classify the mammograms. Wavelet and curvelet transforms are applied to the images individually, and the feature matrixes are formed by using their coefficients. The features are listed depending on their ability of discriminating the classes using the $t$-test statistics. Eltoukhy et al. [17], in another study, also use wavelet and curvelet transform for feature extraction comparatively. The features are also sorted according to their ability to distinguish the classes, and then thresholding is applied to
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obtain the most effective features. In contrast to the previous study, the difference of class averages is used to determine the ability of features to distinguish the classes. The method proposed by Sehrawat et al. [18] for tumor detection includes wavelet transform and support vector machines. Mammographic images are preprocessed using Gaussian filter, and then the wavelet transform is applied to the images. Features are composed using wavelet coefficients. Classification is carried out by support vector machines.

In this study, an alternative feature extraction and selection method for the classification of mammograms by using modified contourlet transform (contourlet transform with sharp frequency localization, CTsFL) is presented. Initially, the images are decomposed and transformed into coefficients by CTsFL transform, then these coefficients are used to generate the feature matrix ( MxN ). In order to determine the most effective features, the ability of features to distinguish classes is determined by coherence coefficients using t -test statistics. By applying dynamic thresholding over coherence coefficients, the most effective feature set is assigned. The most effective features are the ones that provide maximum classification accuracy with the minimum number of features. To evaluate the most effective features, the classification process is performed using 5 -fold cross-validation with these features.

## II. CONTOURLET TRANSFORM WITH SHARP FREQUENCY LOCALIZATION

The method presented by Lu and Do in 2006 [19] improves the frequency domain localization, which is seen as the major disadvantage of the original contourlet transform. While the original contourlet transform uses Laplacian pyramid, Lu and Do use a new multi-scale decomposition defined in the frequency domain. The new pyramid structure generated by Lu and Do is shown in Figure 1.

In the block diagram, $L_{i}(\omega) i=0.1$ represents the low-pass filters and $D_{i}(\omega) i=0.1$ represents the high-pass filters. As a significant difference from the Laplacian pyramid, it can be used a different set of low-pass and high-pass filters with the new structure for the first level and all other levels. The lowpass filter $L_{i}(\omega) i=0.1$ is represented in frequency domain as $L_{i}(\omega)=L_{i}^{1 d}\left(\omega_{1}\right) \cdot L_{i}^{1 d}\left(\omega_{2}\right)$, where $L_{i}^{1 d}\left(\omega_{1}\right)$ is a 1-D low-pass filter with pass-band frequency $\omega_{p, i}$ and stop-band frequency $\omega_{s, i}$. A smooth transition band is defined as Eq.(1) [19].

$$
L_{i}^{1 d}(\omega)=\left\{\begin{array}{llr}
1 & \text { for } & |\omega| \leq \omega_{p, i}  \tag{1}\\
\frac{1}{2}+\frac{1}{2} \cos \frac{\left(|\omega|-\omega_{p, i}\right) \pi}{\omega_{s, i}-\omega_{p, i}} & \text { for } & \omega_{p, i}<|\omega|<\omega_{s, i} \\
0 & \text { for } & \omega_{s, i} \leq|\omega| \leq \pi
\end{array}\right.
$$

where $|\omega| \leq \pi$ and, $i=0.1$. The perfect reconstruction condition can be simplified as Eq. (2) for the multiscale pyramid [19]

$$
\begin{equation*}
\left|L_{i}(\omega)\right|^{2}+\left|D_{i}(\omega)\right|^{2} \equiv 1 \quad \text { for } \quad i=0,1 \tag{2}
\end{equation*}
$$



Fig. 1. The new pyramid structure generated by Lu and Do [19].

## III. Support Vector Machine

SVM is a supervised machine learning algorithm developed by Vapnik for the solution of classification problems [20, 21]. The algorithm is basically based on the Vapnik-Chervonenkis (VC) theory (statistical learning theory) [22]. It translates the input space to a higher dimensional feature space using selected nonlinear mapping. In this feature space, it creates a differential hyperplane and aims to maximize the distance of the closest vectors of different classes to the hyper plane. A training data containing two classes with N feature vectors are defined as follows.

$$
\begin{equation*}
X=\left\{x_{1}, x_{2}, \ldots, x_{N}\right\} \tag{3}
\end{equation*}
$$

The equations for the hyperplane that will separate these feature vectors are described as follows.

$$
\begin{align*}
& \omega \cdot x_{i}+b \geq+1  \tag{4}\\
& \omega \cdot x_{i}+b \leq-1
\end{align*}
$$

where $b$ the threshold parameter of the hyperplane, $\omega$ is the normal of the hyperplane. The distance between the two planes is $\frac{1}{\|\omega\|}$. In order to separate these two classes better, maximum distance must be provided. For the maximum distance, $\|\omega\|$ must be at a minimum value. This requires the solution of the $\min \left[\frac{1}{2}\|\omega\|^{2}\right]$ optimization problem using the Lagrange function [20]. The applied Lagrange function gives the most suitable hyper plane and is expressed as follows.

$$
\begin{equation*}
L(\omega, b, \alpha)=\frac{1}{2}\|\omega\|^{2}-\sum_{i=1}^{k} \alpha_{i} y_{i}\left(\omega \cdot x_{i}+b\right)+\sum_{i=1}^{k} \alpha_{i} \tag{5}
\end{equation*}
$$

where $\alpha_{i}$ are the Lagrange multipliers of the optimization problem. The resulting decision function is as follows.

$$
\begin{equation*}
f(x)=\operatorname{sign}\left(\sum_{i=1}^{k} \alpha_{i} y_{i}\left(\omega \cdot x_{i}+b\right)\right) \tag{6}
\end{equation*}
$$

## IV. PROPOSED METHOD

Initially, mammograms are decomposed using CTsFL transform and the feature matrix $(\mathrm{MxN})$ is generated from the CTsFL coefficients. Where $M$ (lines) corresponds to every image and N (columns) correspond to CTsFL coefficients (features).

The proposed method aims to identify those which have the best classification performance among the whole feature set. The flow chart of the proposed method is indicated in the Figure 2 step by step. In order to accomplish the objective, t-test statistics by using Eq. (7) [23] is applied to the feature set, and coherence coefficients corresponding to each feature (each column in feature matrix (N)) are obtained. Finally, the coherence coefficients (cc) vector is created.

$$
\begin{equation*}
\mathrm{cc}=\frac{\left|\mu_{1}-\mu_{2}\right|}{\sqrt{\frac{\left(\delta_{1}\right)^{2}}{\mathrm{~N}_{1}}+\frac{\left(\delta_{2}\right)^{2}}{\mathrm{~N}_{2}}}} \tag{7}
\end{equation*}
$$

where cc is the coherence coefficient, $\mu_{1,2}$ and $\delta_{1,2}$ are the mean and the standard deviations of the classes (subscript ${ }_{1-2}$ donates normal-abnormal or benign-malignant), and N is the number of images in each class.

By applying dynamic thresholding over cc values, the feature matrix is reconstructed by new dimension (MxD), and the classification is performed using it to find the most effective feature set, iteratively. The generated new feature set is formed from the values of columns of the initial feature matrix (MxN) correspond to cc values greater than the applied threshold. The operations are repeated for all threshold values, and then the optimum feature set, which has the minimum number of feature with maximum accuracy, is determined. To evaluate the optimum feature set, classification is carried out again using 5fold cross-validation with those features. All classification processes are performed using support vector machine (SVM).

## V. EXPERIMENTAL RESULTS

In the evaluation of the proposed method, mammograms obtained from MIAS database [24] are used. Totally 322 images, which consist of 207 normal, 64 benign and 51 malignant, obtained from 161 patients are examined and labeled by expert radiologists. The images are originally $1024 \times 1024$ pixels size and about $50 \%$ of an image is background and noise. In this paper, those unwanted parts of the images are eliminated by using manual cropping and the ROI set is created. ROIs are $128 \times 128$ pixels size, and in case of cropping of abnormal images, the center of ROIs are the center of abnormality. For normal images, the process is randomly made. The ROI set is composed of 228 images including 114 abnormal and 114 normal. In the experiment process, the ROI set is divided into two sets; training ( $70 \%$ ) and testing ( $30 \%$ ). The training set is used to train the classifier (SVM) and the system performance is evaluated by using the test set. These are illustrated in Figure 2. The image distribution of ROIs is shown in Table 1.


Fig. 2. The flow chart of the proposed method.

TABLE I
NUMERICAL DISTRIBUTION OF ROIs.

|  | Benign | Malignant | Total |
| :--- | :--- | :--- | :--- |
| Abnormal | 64 | 50 | 114 |
| Normal | - | - | 114 |
| Total |  |  | 228 |

Classification is performed in two-phases; normal-abnormal separation and benign-malignant separation. Figure 3a and 3b illustrate results of the normal-abnormal and benign-malignant classification according to the number of features and the thresholding steps. From the classification results made for all threshold values, maximum accuracies are $97.36 \%$ and $97.29 \%$ for normal-abnormal and benign-malignant classification respectively. For the maximum accuracies points, while the number of features in the normal-abnormal classification reduces from 21842 to 129 , it reduces from 21842 to 175 for benign-malignant classification. Because the goal is to get the maximum accuracy result with the minimum number of features, those points are selected as the optimum features point. To evaluate the result according to the optimum points, classification is performed using 5 -fold cross-validation. Figure 4 presents the average value of normal-abnormal and benignmalignant classification results via 5 -fold cross validation. Standard deviation values of different classification results obtained from different folds are shown with an error bar above the average classification accuracy bar.

Comparison of the proposed method with previous studies is shown in Table 2. The table contains closely related studies and contains the following comparisons: classification accuracy, number of feature data ensuring the best classification accuracy, feature extraction method, database and classifier. With a general evaluation on the accuracy values in the table, it is observed that the results are close to each other except for [17]. If the normal-abnormal and benign-malignant classification is
evaluated separately, the presented study has the highest accuracy value for the normal-abnormal classification. For benign-malignant classification, the results are almost the same value, except for [17] and for [13] with $98.8 \%$ accuracy value. If an evaluation is made in terms of the size of the feature data that used, because all the studies aim to obtain the most successful and the smallest size of feature data from the large feature data, the presented study shows the most successful result.


Fig. 3. Classifications results a) normal-abnormal separation b) benignmalignant separation.


Fig. 4. Average classification results obtained from 5-fold cross validation.

## VI. CONCLUSION

In the present study, a CAD system is represented via a new feature extraction approach to classify mammogram images, and its implementation is carried out. The proposed new feature extraction approach includes the contourlet transform and the $t$ test statistic. The main purpose is to purify the features that make the most contribution to a successful classification by eliminating redundant ones. Success criterion is to achieve maximum classification success by using the minimum number of features among the all obtained features. According to the experimental results, maximum classification rate is $98.68 \%$ for normal-abnormal classification using 129 features among 21842 features, while maximum classification rate is $97.35 \%$ for normal-abnormal classification using 175 features among 21842 features. Considering the results, the method has an acceptable success to classify mammogram images.
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