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 Stability Switches Of A Neural Field Model : An Algebraic Study On The 
Parameters 

 

 

Berrak Özgür*1 

Abstract 

In this paper, a special case for a delayed neural field model is considered. After constructing 
its characteristic equation a stability analysis is made. Using Routh-Hurwitz criterion, some 
conditions for characteristic equation are given for the stability of the system. 

Keywords: delay differential equations, characteristic equation, stability analysis 

 

 

1. INTRODUCTION 

Delay differential systems have an important role 
in applied mathematics. They are frequently used 
in lots of scientific field such as biology, 
engineering, medicine and economics etc. 
Stability analysis of these models is studied by 
scientists.  

To understand the activity of a large neuron 
populations in the brain, the scientists use neural 
field models. By use of integral equations or 
integro-differential equations, we can make their 
analysis. The studies by Wilson and Cowan [1] 
and  Amari [2] are very important in this area.  

Delay terms in these models have a great 
importance because some biological phenomena 
take time to occur.  After a delay term is seen in a 
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model, a stability analysis may be performed to 
see its effect and also one can investigate the 
existence and uniqueness of their solutions [3-8]. 

An integro-differential system including delay 
term is used to represent the relations between 
neural populations [7-9]. Using this model, a 
center manifold result is given in [9], the 
existence and uniqueness of their solutions is 
studied in [10]. Stability analysis of the same 
model for some special cases is made in [11-13] 
using their characteristic equations. The effect of 
the delay term on its stability is examined using 
D-curves. Also there are some papers in which 
numerical techniques are used to determine their 
stability [14].  

In this study, we consider a neural field model. By 
obtaining its characteristic equation, we get some 
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stability and unstability conditions considering 
parameters in this model. In Section 2.1, the 
conditions for the stability is given in case of a 
zero delay. In Section 2.2, the analysis is made to 
show under which conditions the sytem becomes 
unstable.  

2. STABILITY ANALYSIS OF THE MODEL 

In this study we consider the neural field model 
[7,8,9] for two neuron populations which is 
defined on a finite piece of cortex Ω ⊂ 𝑅. 

 ቀ
ௗ

ௗ௧
+ 𝑙௜ቁ 𝑉௜(𝑡, 𝑟)  = ∑ ∫ 𝐽௜௝(𝑟, 𝑟̅)𝑆ൣ𝜎௝൫𝑉௝൫𝑡 −

ஐ
ଶ
௝ୀଵ

𝜏௜௝(𝑟, 𝑟̅), 𝑟̅൯ − ℎ௝൯൧ 𝑑𝑟̅      ,     𝑡 ≥ 0  ,    𝑖 = 1,2 (1) 

𝑉௜(𝑡, 𝑟) = 𝜙௜(𝑡, 𝑟)    ,    𝑡 ∈ [−𝑇, 0] 

In this model, the functions 𝑉ଵ(𝑥, 𝑡) and 𝑉ଶ(𝑥, 𝑡) 
describe the synaptic inputs for a large group of 
neurons at position 𝑥 and time 𝑡. The synaptic 
connectivity functions 𝐽௜௝(𝑥, 𝑦) gives the relations 
between neurons on different populations. The 
constant delay is considered as 𝜏(𝑥, 𝑦) = 𝜏. We 

consider Ω = ቂ−
గ

ଶ
,

గ

ଶ
ቃ. In this research we assume 

the special case that   𝐽ଵଶ(𝑥, 𝑦) = 𝐽ଶଶ(𝑥, 𝑦) = 0 
i.e. , the neurons in the second population inhibit 
each other and the ones in the first population. 
Hence we have the following linearized system 
near (0,0) 

ௗ

ௗ௧
𝑈ଵ(𝑥, 𝑡) + 𝑙ଵ𝑈ଵ(𝑥, 𝑡) =

𝜎ଵ𝑠ଵ ∫ 𝐽ଵଵ(𝑥, 𝑦)𝑈ଵ൫𝑦, 𝑡 − 𝜏(𝑥 − 𝑦)൯𝑑𝑦
ഏ

మ

ି
ഏ

మ

            (2) 

ௗ

ௗ௧
𝑈ଶ(𝑥, 𝑡) + 𝑙ଶ𝑈ଶ(𝑥, 𝑡) =

𝜎ଵ𝑠ଵ ∫ 𝐽ଶଵ(𝑥, 𝑦)𝑈ଵ൫𝑦, 𝑡 − 𝜏(𝑥 − 𝑦)൯𝑑𝑦
ഏ

మ

ି
ഏ

మ

  

where the functions 𝑈ଵ(𝑥, 𝑡) and 𝑈ଶ(𝑥, 𝑡) are used 
instead of 𝑉ଵ(𝑥, 𝑡) and 𝑉ଶ(𝑥, 𝑡). In this model we 
have 𝑈ଵ(𝑥, 𝑡) = 𝑒௜௞௫𝑢ଵ(𝑡) and 𝑈ଶ(𝑥, 𝑡) =
𝑒௜௞௫𝑢ଶ(𝑡) as in Fourier method. Writing 𝑢ଵ(𝑡) =

𝑐ଵ𝑒ఒ௧ and 𝑢ଶ(𝑡) = 𝑐ଶ𝑒ఒ௧ we get the following  

𝜆𝑒௜௞௫𝑢ଵ(𝑡) + 𝑙ଵ𝑒௜௞௫𝑢ଵ(𝑡) −

𝐾ଵ𝑒ିఒఛ𝑢ଵ(𝑡) ∫ 𝐽ଵଵ(𝑥, 𝑦)𝑒௜௞௬
ഏ

మ

ି
ഏ

మ

𝑑𝑦 = 0               (3) 

𝜆𝑒௜௞௫𝑢ଶ(𝑡) + 𝑙ଶ𝑒௜௞௫𝑢ଶ(𝑡) −

𝐾ଵ𝑒ିఒఛ𝑢ଵ(𝑡) ∫ 𝐽ଶଵ(𝑥, 𝑦)𝑒௜௞௬
ഏ

మ

ି
ഏ

మ

𝑑𝑦 = 0  

where 𝐾ଵ = 𝜎ଵ𝑠ଵ [7] and considering that the 
solutions of the system are the functions 
𝑐𝑜𝑠(2𝑛𝑥) and 𝑠𝑖𝑛(2𝑛𝑥) [7], we have the 
following system of equations 

𝜆𝑢ଵ(𝑡) + 𝑙ଵ𝑢ଵ(𝑡) −

𝐾ଵ𝑒ିఒఛ𝑢ଵ(𝑡) ∫ 𝐽ଵଵ(𝑥, 𝑦)𝑒௜௞௬
ഏ

మ

ି
ഏ

మ

𝑑𝑦 = 0               (4) 

𝜆𝑢ଶ(𝑡) + 𝑙ଶ𝑢ଶ(𝑡) −

𝐾ଵ𝑒ିఒఛ𝑢ଵ(𝑡) ∫ 𝐽ଶଵ(𝑥, 𝑦)𝑒௜௞௬
ഏ

మ

ି
ഏ

మ

𝑑𝑦 = 0  

Assuming that  

𝐹ଵ = ∫ 𝐽ଵଵ(𝑥, 𝑦)𝑒௜௞௬
ഏ

మ

ି
ഏ

మ

𝑑𝑦                                   (5) 

𝐹ଶ = ∫ 𝐽ଶଵ(𝑥, 𝑦)𝑒௜௞௬
ഏ

మ

ି
ഏ

మ

𝑑𝑦  

we have the following system 

𝜆𝑢ଵ(𝑡) + 𝑙ଵ𝑢ଵ(𝑡) − 𝐾ଵ𝑒ିఒఛ𝑢ଵ(𝑡)𝐹ଵ = 0            (6) 

 𝜆𝑢ଶ(𝑡) + 𝑙ଶ𝑢ଶ(𝑡) − 𝐾ଵ𝑒ିఒఛ𝑢ଵ(𝑡)𝐹ଶ = 0 

To get the solution of the system we need the 
following equation derived by determinant of the 
system for 𝑢ଵ(𝑡) and 𝑢ଶ(𝑡) 

𝜆ଶ + 𝜆𝑙ଶ + 𝜆𝑙ଵ + 𝑙ଵ𝑙ଶ − 𝜆𝐾ଵ𝐹ଵ𝑒ିఒఛ −
𝐾ଵ𝐹ଵ𝑙ଶ𝑒ିఒఛ = 0                                                  (7) 

or 

𝜆ଶ + ൫𝑙ଵ + 𝑙ଶ−𝐾ଵ𝐹ଵ𝑒ିఒఛ൯𝜆 + 𝑙ଵ𝑙ଶ −  

𝐾ଵ𝐹ଵ𝑙ଶ𝑒ିఒఛ = 0                                                  (8) 

The stability analysis is done for this system 
regarding its characteristic equation with delay 
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term. To do this, we have to determine if there are 
some roots with positive real parts. The Routh-
Hurwitz criterion is used to find some conditions 
on the parameters of the system to classify the 
roots having positive or negative real parts.  

Here we make this analysis in two parts.  

2.1.  Case 1: 

Here, in the absence of the delay term, i.e., 𝝉 = 𝟎, 
the characteristic equation (8) becomes 

𝜆ଶ + (𝑙ଵ + 𝑙ଶ − 𝐾ଵ𝐹ଵ)𝜆 + 𝑙ଵ𝑙ଶ − 𝐾ଵ𝐹ଵ𝑙ଶ = 0    
(9) 

Since the leading coefficient in characteristic 
polynomial is positive,  if the coefficient of 𝜆  and 
the constant term are positive then all the roots of 
(9) have negative real parts. Hence we conclude 
the result for the stability of the system by the 
following theorem. 

Theorem 1: Consider the system (2) with a zero 
delay term, i.e., 𝜏 = 0. If  the conditions 

𝑙ଵ + 𝑙ଶ − 𝐾ଵ𝐹ଵ > 0                                                (10) 

and  

𝑙ଵ𝑙ଶ − 𝐾ଵ𝐹ଵ𝑙ଶ > 0                                               (11) 

are satisfied then all characteristic roots of the 
charateristic equation have negative real parts. 
Under these conditions, the system (2) is stable. 

Proof : Considering that the leading coefficient in 
characteristic polynomial of order two is positive, 
by Routh-Hurwitz criterion, it has roots with 
negative real parts if the coefficient of 𝜆  and the 
constant term are positive. Hence, if the 
conditions given above are satisfied then the 
system is stable. 

2.2. Case 2 : 

If 𝜏 ≠ 0 then considering the characteristic 
equation (8) we have the procedure given in [15].  

As the delay term increases, the roots of this 
equation may change. They may have positive or 
negative real parts. To talk about this case, we 
need a polynomial. To get it, we introduce a 
purely imaginary root for the characteristic 
equation given below 

𝜆 = 𝑖𝜎 , 𝜎 ∈ 𝑅                                                   (12) 

hence we have  

𝜆ଶ = −𝜎ଶ                                                           (13) 

Writing this into (8), we get the following 

−𝜎ଶ + 𝑖𝜎𝑙ଶ + 𝑖𝜎𝑙ଵ + 𝑙ଵ𝑙ଶ    −

𝑖𝜎𝐾ଵ𝐹ଵ൫𝑐𝑜𝑠(𝜎𝜏) − 𝑖𝑠𝑖𝑛(𝜎𝜏)൯ −

𝐾ଵ𝐹ଵ𝑙ଶ൫𝑐𝑜𝑠(𝜎𝜏) − 𝑖𝑠𝑖𝑛(𝜎𝜏)൯ = 0                   (14)        

or 

−𝜎ଶ + 𝑙ଵ𝑙ଶ + 𝑖𝜎(𝑙ଵ + 𝑙ଶ)

− (𝐾ଵ𝐹ଵ𝑙ଶ + 𝑖𝜎𝐾ଵ𝐹ଵ)൫𝑐𝑜𝑠(𝜎𝜏) − 𝑖𝑠𝑖𝑛(𝜎𝜏)൯

= 0                                                                          (15)    

Considering (15) in the form of 
𝑃ଵ(𝑖𝜎) + 𝑃ଶ(𝑖𝜎) 𝑒ି௜ఙ = 0 

or more clearly 

𝑅ଵ(𝜎) + 𝑖𝑄ଵ(𝜎)  

+൫𝑅ଶ(𝜎) + 𝑖𝑄ଶ(𝜎)൯  ൫𝑐𝑜𝑠(𝜎𝜏) − 𝑖𝑠𝑖𝑛(𝜎𝜏)൯ = 0 

and separating its real and imaginary parts, we get 
the followings 

𝑅ଵ(𝜎) = −𝜎ଶ + 𝑙ଵ𝑙ଶ  

𝑄ଵ(𝜎) = 𝜎(𝑙ଵ + 𝑙ଶ)                                          (16) 

𝑅ଶ(𝜎) = −𝐾ଵ𝐹ଵ𝑙ଶ  

𝑄ଶ(𝜎) = −𝜎𝐾ଵ𝐹ଵ  

Considering them we may write a new 
polynomial equation given below including no 
delay term 

𝑅ଵ(𝜎)ଶ + 𝑄ଵ(𝜎)ଶ = 𝑅ଶ(𝜎)ଶ + 𝑄ଶ(𝜎)ଶ             (17) 

i.e., 
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𝜎ସ − 2𝜎ଶ𝑙ଵ𝑙ଶ + 𝑙ଵ
ଶ𝑙ଶ

ଶ + 𝜎ଶ(𝑙ଵ + 𝑙ଶ)ଶ =

𝐾ଵ
ଶ𝐹ଵ

ଶ𝑙ଶ
ଶ + 𝜎ଶ𝐾ଵ

ଶ𝐹ଵ
ଶ                                                         

(18) 

With the new substitution 

𝜇 = 𝜎ଶ                                                              (19) 

we get the following equation 

𝜇ଶ − 2𝜇𝑙ଵ𝑙ଶ + 𝑙ଵ
ଶ𝑙ଶ

ଶ + 𝜇(𝑙ଵ + 𝑙ଶ)ଶ − 𝐾ଵ
ଶ𝐹ଵ

ଶ𝑙ଶ
ଶ −

𝜇𝐾ଵ
ଶ𝐹ଵ

ଶ = 0                                                    (20) 

Rewriting it the following is obtained. 

𝜇ଶ + ൣ(𝑙ଵ + 𝑙ଶ)ଶ − 𝐾ଵ
ଶ𝐹ଵ

ଶ − 2𝑙ଵ𝑙ଶ൧𝜇 + 𝑙ଵ
ଶ𝑙ଶ

ଶ −

𝐾ଵ
ଶ𝐹ଵ

ଶ𝑙ଶ
ଶ = 0                                                  (21) 

Now we can make an analysis for the stability of 
the system via coefficients of this equation. Here 
we have  

𝐴 = (𝑙ଵ + 𝑙ଶ)ଶ − 𝐾ଵ
ଶ𝐹ଵ

ଶ − 2𝑙ଵ𝑙ଶ                       (22) 

𝐵 = 𝑙ଵ
ଶ𝑙ଶ

ଶ − 𝐾ଵ
ଶ𝐹ଵ

ଶ𝑙ଶ
ଶ  

Regarding the Routh-Hurwitz criterion, there are 
two cases in which the equation (21) has positive 
real roots. 

i ) Since the leading coefficient is positive, if 𝐵 <
0 then there is one positive real root. 

ii ) If  𝐵 > 0 then the roots are given by 
ି஺±√஺మିସ஻

ଶ
. In this case, if 𝐴 < 0 and  

𝐴ଶ − 4𝐵 > 0 are satisfied then there is a positive 
real root. 

Now we give an important theorem about the 
stability considering the two cases above. 

Theorem 2: Consider the system (2) with  𝜏 ≠ 0. 
If   

 𝑙ଵ
ଶ < 𝐾ଵ

ଶ𝐹ଵ
ଶ  is satisfied 

or 

in case of   𝑙ଵ
ଶ − 𝐾ଵ

ଶ𝐹ଵ
ଶ > 0  , if the conditions 

(𝑙ଵ + 𝑙ଶ)ଶ − 𝐾ଵ
ଶ𝐹ଵ

ଶ − 2𝑙ଵ𝑙ଶ < 0  and 

൫(𝑙ଵ + 𝑙ଶ)ଶ − 𝐾ଵ
ଶ𝐹ଵ

ଶ − 2𝑙ଵ𝑙ଶ൯
ଶ

−

                          4൫𝑙ଵ
ଶ𝑙ଶ

ଶ − 𝐾ଵ
ଶ𝐹ଵ

ଶ𝑙ଶ
ଶ൯ > 0  are 

satisfied then the charateristic equation has 
positive root. Hence the system becomes 
unstable. 

Proof : For the system (2) we get equation (21) 
according its characteristic equation (8). 
Considering Routh-Hurwitz criterion, if the 
condition  𝑙ଵ

ଶ < 𝐾ଵ
ଶ𝐹ଵ

ଶ  is satisfied or in case of   
𝑙ଵ

ଶ − 𝐾ଵ
ଶ𝐹ଵ

ଶ > 0 , if the conditions 

(𝑙ଵ + 𝑙ଶ)ଶ − 𝐾ଵ
ଶ𝐹ଵ

ଶ − 2𝑙ଵ𝑙ଶ < 0  and 

൫(𝑙ଵ + 𝑙ଶ)ଶ − 𝐾ଵ
ଶ𝐹ଵ

ଶ − 2𝑙ଵ𝑙ଶ൯
ଶ

−

                          4൫𝑙ଵ
ଶ𝑙ଶ

ଶ − 𝐾ଵ
ଶ𝐹ଵ

ଶ𝑙ଶ
ଶ൯ > 0  are 

satisfied then we guarantee that there is a positive 
real root. Hence the system is unstable. 

 

3. CONCLUSION 

One of the important application of delayed 
models in neuroscience is the neural field model. 
The characteristic equation is the most important 
part in the stability analysis of these models. In 
this study, we consider a special case for the 
neural field model. The main aim of this study is 
to give some quick and important results for the 
stability of the model in an algebraic way. The 
method used here is to determine the 
characteristic equation first and then by means of 
Routh-Hurwitz criterion, to give the relation 
between the parameters of the system and the 
stability. As a conclusion, in case of the existence 
and nonexistence of the delay term, some detailed 
results are given for the stability of the neural field 
model considered. 
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