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Abstract—The electrical activity that occurs during the 

communication of neurons is recorded by a method called 

electroencephalography. Brain computer interfaces utilize 

various electrophysiological sources obtained from different 

regions of the brain. The electrophysiological source used in this 

study is the electrical activity seen in the occipital lobes as a result 

of visual stimuli that flicker at certain frequencies, and is called 

steady-state visual evoked potential. The main goal in this work is 

not to try to improve the classification performance but to 

investigate the effects of different digital filtering algorithms on 

classification performance. The effects of the high pass and low 

pass filtering on the classification performance in steady-state 

visual evoked potential based brain computer interfaces are 

investigated. As a result of this study, no significant change in the 

classification performances of designs with only high pass 

filtering, and high and low pass filtering, has been observed. In 

addition, it has been observed that only the designs include a 

high-pass filter implementation give better classification 

performance in many cases. Consequently, it is concluded that 

low-pass filtering in steady-state visual evoked potential based 

brain-computer interfaces does not provide the desired 

contribution to classification performance. 
 

Index Terms— Brain-Computer Interfaces, Machine Learning, 

Biomedical Signal Processing, Digital Filters, Intelligent Systems.  

 

I. INTRODUCTION 

VOKED ELECTRICAL signals, caused by a visual 

stimulus are called visual evoked potentials and are 

recorded from the occipital and parietal lobes of the brain. 

Stimuli of frequencies higher than 3.5 Hz are called steady-
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state visual evoked potentials (SSVEP) because they produce a 

quasi- sinusoidal oscillation at the same frequency as the 

stimulus due to overlapping of excited action potentials [1]. 

SSVEP is best observed when the stimulus frequency is 

approximately 15 Hz while a light source that stimulates the 

retina at any frequency between 3.5 Hz and 75 Hz generates a 

signal of the same frequency in the visual cortex[2]. 

Researchers studied on various classification problems 

using the SSVEP-based BCI systems. Lalor et al. showed that 

control of computer games can be performed using brain 

signals with a SSVEP-based BCI system [3]. They applied a 

binary classification on EEG acquired from O1 and O2 

electrodes, and used two stimuli with frequencies of 6 Hz and 

25 Hz. They applied a spectral power density (SPD)-based 

classification, and used the arithmetic mean of the SPD values 

obtained from O1 and O2 electrodes as features. Kelly et al. 

performed a left and right classification on EEG obtained from 

O1 and O2 electrodes using two stimuli at frequencies of 10 

Hz and 12 Hz [4]. They applied a SPD-based classification 

algorithm. Muller-Putz and Pfurtscheller demonstrated that a 

four-task classification of a biaxial hand prosthesis by using a 

SSVEP-based BCI that makes it possible the use of BCI based 

neuro-prosthesis in situations such as spinal cord injury [5]. 

Prueckl and Guger developed a four-task classification of 

forward, backward, right and left with a SSVEP-based BCI 

using four stimuli at 10 Hz, 11 Hz, 12 Hz and 13 Hz 

frequencies [1]. They used the first and second harmonics 

obtained from the frequency spectrum of the SSVEP. They 

acquired the EEG from O1, O2, Oz, PO3, PO4, PO7, PO8 and 

POz electrodes, and perform a SPD-based classification. Bin 

et al. designed a SSVEP-based BCI system by performing a 

canonical correlation based classification on EEG [6]. They 

acquired EEG from nine channels from occipital and temporal 

regions of the brain. Luo and Sullivan performed a four-task 

classification of SSVEP by using only the PO2 electrode [2]. 

They applied a SPD-based classification, and used four 

SSVEP stimuli at 9 Hz, 10 Hz, 11 Hz and 12 Hz frequencies. 

Volosyak developed a SSVEP-based spelling system with a 

classification of six tasks Based on the five different SSVEP 

stimuli at frequencies 6.67 Hz, 7.5 Hz, 8.57 Hz, 10 Hz and 12 
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Hz [7]. Long et al. performed a battery-powered chair control 

using a hybrid BCI approach [8]. While using the 

sensorimotor based EEG for the right-left rotation and 

deceleration of the chair, they used the SSVEP signals 

obtained from O1, O2 and Oz electrodes for acceleration. Lee 

et al. controlled a mobile robot using SSVEP stimuli at 13 Hz, 

14 Hz and 15 Hz frequencies, corresponding to three different 

orientations as forward, right and left [9]. Zhang et al. 

designed an SSVEP-based BCI using canonical correlation-

based classification, and stimuli at 6 Hz, 7 Hz, 8 Hz and 9 Hz 

frequencies. They obtained EEG from the electrodes O1, O2, 

Oz, P7, P8, P3, P4 and Pz [10].  

In general, stimuli that oscillate at frequencies higher than 

a certain threshold value are called critical vibration frequency 

(CVF). Frequencies in the range of 50 Hz to 60 Hz are 

perceived as not vibrating by the visual cortex. This situation 

results in less eye fatigue in subjects [11]. Sakurada et al. 

designed a BCI system in which stimuli were used at 

frequencies above the CVF [11]. The frequencies of 41 Hz, 43 

Hz and 45 Hz are used as stimuli that are below CVF, and 61 

Hz, 63 Hz and 65 Hz as stimuli above the CVF. They 

compared the classification results of the system. Although 

frequencies above the CTF had a slight decline in the 

classification performance of the BCI, subjects reported less 

visual fatigue in stimuli at these frequencies. They have shown 

that high frequency visual stimuli above the CVF can be used 

in the design of SSVEP-based BCI systems. In previous years 

several studies has also been conducted to show the 

connection of the classification performance of EEG and the 

volume of music, [12] the effect of stimuli frequencies on 

eyes[11] and the analysis of the performance of different age 

groups [13]. On the other hand, there is no study has been 

observed in the literature showing the connection between 

classification performance and digital filtering algorithms in 

SSVEP-based BCI applications. 

Brain-computer interface (BCI) design usually consists of 

signal processing, feature extraction and classification stages. 

In the signal processing stage, it is aimed to improve the signal 

quality through digital filtering. On the other hand, Widmann 

et al. have come to the conclusion that digital filtering should 

not be regarded as an essential step in EEG studies [14]. 

Vanrullen has reported that data associated with an event 

related activity can spread over hundreds of milliseconds on 

EEG due to filtering, and that can cause problems in assessing 

the timing and dynamics of brain activities [15]. He even 

advised not to apply low pass filtering when possible. The 

question in this case is the acceptability of decreasing 

classification performance, if any, versus decreasing time 

complexity of the filtering algorithm, since no digital filtering 

or only high pass filtering is applied. This study tries to answer 

this question by comparing the classification performances in 

cases where certain conventional digital filtering methods are 

used and not used. 

II. MATERIALS AND METHODS 

EEG recordings obtained from three subjects were used in 

this study. The stimulus frequencies, each corresponding to a 

separate task, are given in Table 1. A four-minute EEG was 

recorded for each task. Subjects were rested for three minutes 

between recordings. The user interface of the stimulus program 

is shown in Figure 1. The program consists of a maximum of 6 

stimuli flickering at the desired frequencies. The distances of 

the flickers to each other and to the edges of the monitor are 

shown in Figure 1. These distances were measured on a 21.5" 

monitor when the program was full screen. During the EEG 

recordings the distance from the monitor to the subjects is set 

to be approximately 60 cm. 

 

TABLE I 
FUNDAMENTAL FREQUENCIES AND HARMONICS OF STIMULI IN HERTZ 

Stimuli 1st 
Harmonic 

2nd 
Harmonic 

3rd 
Harmonic 

4th 
Harmonic 

1 
4 8 12 16 

2 
4.6 9.1 13.7 18.2 

3 
5.3 10.6 15.9 21.2 

4 
6.4 12.7 19.1 25.5 

 

A neuro-headset, manufactured by Emotiv, was used for 

EEG recordings. There are 16 electrodes on the headset, two of 

which are reference electrodes. The active electrodes in the 

neuro-headset are in fixed positions as AF3, F7, F3, FC5, T7, 

P7, O1, O2, P8, T8, FC6, F4, F8, AF4. P3 and P4 are used as 

reference electrodes. In this study, EEG signals obtained from 

occipital lobes were required because a SSVEP- based BCI 

design was analyzed. Therefore, only the data obtained from 

the channels O1 and O2 are used. 
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Fig. 1. User Interface of the Stimulus Program, and distances of the flickers to each other and to the edges of the monitor 

 

 

A. Digital Filter Characteristics 

Butterworth infinite impulse response (IIR) filters or finite 

impulse response (FIR) filters are usually applied in 

electrophysiology [14]. Generally, two parameters are taken 

into consideration in IIR or FIR filter design preference. These 

parameters are system stability and linear phase. IIR filters are 

not always stable due to feedback. On the other hand, FIR 

filters are always stable because their design does not include 

any feedback. In addition, symmetric FIR filters always have a 

linear phase. When evaluated in terms of system stability and 

linear phase, the superiority of FIR filters over IIR filters is 

evident. The advantage of IIR filters over FIR filters is that the 

desired filter characteristics can be achieved with low-order 

filters. In this study, FIR filters were applied to avoid possible 

signal distortions due to non-linear phase. In addition, FIR 

filter designs, which the filter length is usually relatively 

longer, are thought to serve better for the purpose of this study. 

For instance, a 40th-order filter causes more time delay than a 

5th-order filter. Thus, the effect of a significant time delay on 

the classification performance can be better observed by 

applying a 40th-order filter. Figure 2and Figure 3 show the 

frequency (black curve) and phase (grey line) spectra of high-

pass (HPF) and low-pass (LPF) filters applied on EEG signals 

in this study. 

 

 

 

 

 

 

 

Fig. 2. Frequency and phase spectra of high pass filter applied on EEG data 

 

 

Fig. 3. Frequency and phase spectra of low pass filter applied on EEG data 

 

As one approaches the ideal filter characteristics, the time 

delay resulting from filtering increases. The time delay of a 

filter is given by 

                  (1) 

where N is the filter length and T is the sampling period. The 

HP and LP filters applied in this study have 172 ms and 160 ms 

time delays respectively. 
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Filter length is an important parameter, especially when the 

time windows are relatively shorter. When a signal sampled at 

128 Hz is analyzed in two-second windows, each piece of data 

segment consists of 256 samples. Thus, the HPF with a length 

of 45 makes the first 22 samples invalid which is 8.6% of the 

data, as shown in Figure 4(a). This is the edge effect created by 

the filter on the edges of the data. The edge effect caused by 

two filters with lengths 79 and 171 can be observed in Figure 

4(b) and Figure 4(c), respectively. As one approaches the ideal 

filter characteristics, the edge effect due to the increase of the 

filter length causes a significant data loss which cannot be 

accepted especially in real time applications. 

 

 

Fig. 4. Edge effect due to filters with lengths of (a) 45, (b) 79 and (c) 171, 
respectively 

B. Classification 

In general, it is observed that the most widely used 

classification methods in the BCI literature are artificial neural 

networks (ANN), support vector machines (SVM) and Naive 

Bayes (NB) [16,17]. In this study, a three layered artificial 

neural network model was used for classification. 

SSVEP-based BCI users are best at modulating the spectral 

properties of the stimuli. Therefore, the spectral properties of 

EEG signals are mostly used as differentiating features for 

classification in SSVEP-based BCI applications [1,18-23]. For 

this reason the feature vector consists of the total and relative 

band power values of the first and second harmonics obtained 

from the frequency spectra of the SSVEPs. In this study, 

binary, ternary and quaternary classifications were performed. 

Three-layered perceptron network, trained by back- 

propagation algorithm, was used in classification. The input 

and the output layers contain neurons as many as the number 

of features and number of classes, respectively. Number of 

neurons in hidden layer is set to be the mean of the number of 

neurons in the input and the output layers. The learning rate of 

the network is 0.3 and the training iteration is 40. A 10-fold 

cross-validation model was used to evaluate the classification 

results. Each fold is composed of random samples with equal 

class distribution. 

III. RESULTS 

Four different cases were investigated in this study. 

These are cases which no digital filtering is applied, only HPF 

is applied, only LPF is applied, and HPF and LPF are applied 

sequentially. The applied HPF and LPF characteristics are 

given in Table 2. 

 
TABLE II 

 HPF AND LPF CHARACTERISTICS APPLIED IN FILTERING EEG SIGNALS 
 

 
HPF LPF 

Attenuation 37 dB 60.5 dB 

Passband Ripple 0.33 dB 0.1 dB 

Transition Bandwidth 4.6 Hz 12 Hz 

6 dB Point 2.48 Hz 38 Hz 

3 dB Point 3.22 Hz 36.7 Hz 

Filter Length 45 42 

 

 

The accuracy percentages of the binary, ternary and 

quaternary classifications using 2 and 4 second window 

lengths are given in Table 3. There are two important 

conclusions from Table 3. First, digital HPF increases 

classification performance by an average of 9.38% in all 

classifications of all subjects. The fact that the digital HPF 

improves classification performance in all cases, independent 

of time window, subject and number of classes, suggests that 

the electronic HPF on neuro-headset alone does not show 

adequate filtering performance for a BCI application. On the 
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other hand, it is observed that the digital LPF does 

nothaveasignificanteffectontheclassificationperformanceandin

mostcasesithasa negative effect. This can be explained by the 

fact that the electronic LPF in the neuro-headset is capable of 

providing adequate classification performance. Another 

explanation may be that the time delay and edge effect due to 

digital LPF have too much effect, while the low energy of high 

frequency noises has a less negative effect on classification 

performance. 

 

TABLE III 
 THE ACCURACY PERCENTAGES OF THE BINARY, TERNARY AND 

QUATERNARY CLASSIFICATIONS USING 2 AND 4 SECOND WINDOW LENGTHS 

 
  

2s 
  

4s 
 

2Tasks 3Tasks 4Tasks 2 Tasks 3 Tasks 4 Tasks 

 
No filtering 68.75 55.28 46.04 75.83 59.44 46.67 

Subject 1 Only LPF 66.25 56.94 45.00 69.17 58.33 51.25 

 
Only HPF 78.75 62.22 52.71 82.50 64.44 59.58 

 
LPF + HPF 78.75 57.78 49.17 78.33 67.22 60.83 

 
No filtering 92.08 70.83 53.54 90.00 71.11 57.92 

Subject 2 Only LPF 90.00 67.78 51.67 85.00 61.67 61.67 

 
Only HPF 96.67 85.83 66.46 94.17 82.22 55.42 

 
LPF + HPF 97.50 85.00 65.00 93.33 85.56 59.58 

 
No filtering 71.25 56.11 51.25 81.67 64.44 57.08 

Subject 3 Only LPF 73.33 54.17 51.46 79.17 59.44 55.83 

 
Only HPF 82.92 69.22 67.92 87.50 75.00 74.58 

 
LPF + HPF 80.83 70.56 67.29 87.50 73.89 70.83 

 
No filtering 77.36 60.74 50.28 82.50 65.00 53.89 

Mean Only LPF 76.53 59.63 49.38 77.78 59.81 56.25 

 
Only HPF 86.11 72.42 62.36 88.06 73.89 63.19 

 LPF + HPF 85.69 71.11 60.49 86.39 75.56 63.75 

 

 

The second important conclusion is understood when 

comparing analyzes that  includes applying only HPF and that 

includes applying HPF and LPF. Table 4 gives the average 

classification performances obtained from the aforementioned 

analyzes. It is seen that HPF and LPF together affected the 

classification performance at a range of 1.67% to -1.87%. 

Despite LPF-caused time delay, the classification performance 

increases up to 1.67% at most. In addition, it has been observed 

that the case which includes applying HPF and LPF together 

decreases the classification performance between 0.42% and 

1.87% in certain cases. Results obtained from this study verify 

that the digital filtering is not an absolute step in BCI analysis 

as well as concluded by Widmann et al. for EEG analysis. It 

also verifies that LPF should not be applied unless there is a 

significant necessity as Vanrullen proposes. 

 

TABLE IV 
COMPARISON OF CLASSIFICATION PERFORMANCES OF BCI DESIGNS 

  
2s 

  
4s 

 

2 Tasks 3 Tasks 4 Tasks 2 Tasks 3 Tasks 4 Tasks 

Only HPF 86.11 72.42 62.36 88.06 73.89 63.19 

HPF + LPF 85.69 71.11 60.49 86.39 75.56 63.75 

Difference -0.42 -1.31 -1.87 -1.67 1.67 0.56 

 

 

IV. CONCLUSION 

In this study, the effect of different digital filtering 

strategies on the classification performance of BCI 

applications is investigated. We have experimentally confirmed 

the conclusions and the suggestions with the adverse effects of 

the digital filtering in EEG analysis mentioned in previous 

publications. This study shows that low-pass filtering in BCI 

applications does not provide the desired contribution to 

classification performance. On the other hand when evaluating 

the results obtained from this study the characteristics of the 

EEG device and digital filters should not be overlooked. The 

neuro-headset has an HPF at cut-off frequency of 0.15 Hz and 

a LPF at cut-off frequency of 43 Hz. Different EEG recorders 

could probably contain electronic filters with different 

characteristics or no electronic filters at all. Therefore there 

should be no definite conclusion that LPF should not be 

applied in BCI applications. Instead, the effect of digital filters 

on the classification performance should be investigated and a 

digital filtering strategy should be determined according to the 

results in BCI applications. Another conclusion can also be 

deduced that the electronic filters contained in the EEG 

recording devices should not be relied upon. Although the 

neuro-headset used in this study have a HPF at a cut-off 

frequency of 0.15 Hz, an additional digital HPF has improved 

the classification results. 
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