Error estimates for a fully discrete $\varepsilon$–uniform finite element method on quasi uniform meshes
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Abstract

In this article, we analyze a fully discrete $\varepsilon$–uniformly convergent finite element method for singularly perturbed convection-diffusion-reaction boundary-value problems, on piecewise-uniform meshes. Here, we choose $L$–splines as basis functions. We will concentrate on the convergence analysis of the finite element method which employ the discrete $L$–spline basis functions instead of their continuous counterparts. The $L$–splines are approximated on the piecewise-uniform Shishkin mesh inside each element. These approximations are used as basis functions in the frame of Galerkin FEM on a coarse piecewise-uniform mesh to discretize the domain. Further, we determine the amount of error introduced by the discrete $L$–spline basis functions in the overall numerical method, and explore the possibility of recovering the order of convergence that are consistent with the classical order of convergence for the numerical methods using the exact $L$–splines.
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1. Introduction

In this article, we analyze a fully discrete $\varepsilon$–uniformly convergent finite element method (FEM) for the following singularly perturbed two-point boundary-value problem, on piecewise-uniform meshes:

$$\begin{cases} 
Lu = -\varepsilon u'' + b(x)u' + c(x)u = f(x), & x \in \Omega = (0,1), \\
u(0) = u(1) = 0,
\end{cases}$$

(1.1)

where $0 < \varepsilon \ll 1$ is the diffusion coefficient, $b(x) \in C^2(\Omega)$, $c(x) \in C^1(\Omega)$, $f(x) \in C^1(\Omega)$, and for $x \in \Omega$, we have

$$b(x) \geq \alpha > 0.$$  

(1.2)
We note that, by changing the variable in problem (1.1), in particular employing \( v = e^{-\sigma x} u \) with suitably chosen \( \sigma \), we may assume that there exists a constant \( C > 0 \) such that for \( x \in \Omega \) we have
\[
c(x) - \frac{1}{2} b'(x) \geq C,
\]
which means that, there is no essential loss in generality by assuming (1.3) rather than the condition (1.2). See [28] for more details.

It is well-known that the classical finite element methods (FEMs) using conforming piecewise polynomial basis functions for the numerical solution of singularly perturbed boundary-value problems (BVP) of the form (1.1) are not effective in the critical range when the parameter \( 0 < \varepsilon \ll 1 \) is considerably small compared to the mesh parameter \( h \) [27]. That deficiency disappears if we add a sufficient amount of artificial diffusion to the problem through an appropriate stabilized FEM and the resulting numerical method produces an approximation consistent with the physical configuration of the problem [1, 5, 9]. For other attempts to derive improved discretizations, we refer to the Residual-Free Bubbles (RFB) method [4, 10, 14, 15], the Variational Multiscale (VMS) method [11, 17, 18] and the Discontinuous Galerkin finite element method (DGFEM) [6, 8]. However, the numerical approximation may still not converge uniformly to the exact solution of the original problem in the layer region(s). Hence, it is important to construct \( \varepsilon \)-uniformly convergent methods ensuring the consistency of the numerical solutions with the exact solution of the problem in the whole range throughout the entire domain.

There are two major approaches for the construction of \( \varepsilon \)-uniformly convergent FEMs: The first of these involves the use of special piecewise-uniform meshes, such as Shishkin mesh which is adapted according to the singular perturbation nature of the problem [20, 22, 26, 29]. The Shishkin mesh consists of coupling two uniform meshes having different mesh parameters on each side of a transition point. It turns out that the Shishkin mesh applied in the frame of the Galerkin FEM is sufficient for the construction of \( \varepsilon \)-uniform method (see [24]). The use of equidistant subintervals on each side of the transition point and its simplicity can be considered as a major attraction of this approach. However, it requires prior information about the location and width of the layer.

Yet another approach for the construction of \( \varepsilon \)-uniform FEM is based on enriching the finite element space whose basis functions reflect the nature of the problem through a local differential equation. We will concentrate on the FEM whose basis functions are the so-called \( L \)-splines on piecewise-uniform meshes. This approach is closely related with the RFB method whose function space is enriched by the residual-free bubble functions. For more details about the applications, implementation and convergence properties of the RFB method one can refer [2–4, 13, 25]. FEMs using \( L \)-splines have the desired property that the method uses a coarse mesh and requires no \textit{a priori} information about the width and location of the boundary layer. However, the drawback of this methodology resides in that it requires to solve the locally defined differential equation which has similar characteristic behavior of the original one. Therefore, typical implementation of such methods is based on approximating the \( L \)-splines by an appropriate numerical method inside each element and using these approximations (let us call them the discrete \( L \)-spline functions) in place of the \( L \)-splines [7, 12, 13]. It is usual to expect that the use of the appropriate approximations to \( L \)-splines in the numerical method produces small errors that are negligible. However, it is not clear how much error the use of discrete \( L \)-spline contributes to the overall numerical method. On the other hand, that may be an important point to balance and optimize the number of nodes at the global level and the mesh used to approximate \( L \)-splines inside each element.

This work aims to reveal the convergence properties of the numerical method which uses discrete \( L \)-spline basis functions in place of \( L \)-splines on a piecewise-uniform mesh. To this end, we first consider a coarse, piecewise-uniform mesh and then partition each element
into a mesh of Shishkin type depending on the local flow regime. We use the Galerkin FEM with piecewise linears to approximate $L-$spline basis functions on the local mesh. Then we derive the error bounds between $L-$splines and their approximate counterparts. Finally, we employ the discrete $L-$splines as basis functions to solve the problem on the coarse mesh in the context of Galerkin FEM and prove that the resulting numerical method converges uniformly in the $\varepsilon-$weighted energy norm. Here, we confine our study to one-dimensional problem only, because it involves most of the major difficulties that can be confronted in higher dimensions, and also it is technically good enough.

The layout of the paper is as follows: We provide the bounds for the solution of the continuous problem (1.1) in Section 2. We introduce the proposed numerical method and all its ingredients, like the mesh, finite element space, basis functions, etc. in Section 3. Element-wise error bounds between $L-$splines and discrete $L-$splines are presented in Section 4.1. However, their proofs are shifted to and given in detail in Appendix for the sake of convenience. In Section 4.2, we recall some classical results from the interpolation theory and further derive some interpolation error estimates when the interpolation space is spanned by the discrete $L-$spline functions. Finally, we obtain the main result in Section 4.3 in which we prove that the approximate solution obtained by the proposed numerical method converges uniformly with respect to $\varepsilon$.

Throughout this article, $C$ denotes a generic positive constant which is independent of the parameter $\varepsilon$ and the number of mesh points.

2. Bounds for the solution of singularly perturbed problem (1.1)

The existence and uniqueness of the solution of the BVP (1.1) is well-known [16]. We recall some properties of (1.1) which we will need later for the analysis of the numerical method.

Lemma 2.1. The solution $u$ of the BVP (1.1) satisfies the following bounds:

$$
\|u\|_{\infty} \leq C, \quad |u^{(k)}(x)| \leq C (1 + \varepsilon^{-k} e^{-\alpha(1-x)/\varepsilon})
$$

(2.1)

for $0 < x < 1$ and $0 \leq k \leq 3$.

Proof. The proof of this lemma can be found in [19].

3. The numerical method

In this section, we introduce the numerical method along with all of its ingredients, like, mesh points, finite element space, basis functions, etc.

To begin with, we define a regular mesh $\Omega^N = \{x_i\}_{i=0}^N$, where $0 = x_0 < x_1 < \ldots < x_N = 1$ and set $h_i = x_i - x_{i-1}$ for $i = 1, \ldots, N$, with $h = \max_{1 \leq i \leq N} h_i$. For $i = 1, \ldots, N - 1$, set $\bar{h}_i = (h_i + h_{i+1})/2$. To proceed, we assume the quasi-uniformity of the grid, i.e., there exists a constant $C_0 > 0$ such that

$$
C_0 h \leq h_i \leq h = \max_{1 \leq i \leq N} h_i.
$$

We approximate $b(x)$ by piecewise constant function $\tilde{b}(x)$ which is defined by,

$$
\tilde{b}(x) = \bar{b}_i = \frac{b(x_{i-1}) + b(x_i)}{2} \quad \text{in} \quad \Omega_i = (x_{i-1}, x_i).
$$

In a similar way, we define $\tilde{c}$ and $\tilde{f}$.

Definitions and notations. We fix notation that will be used throughout the paper. Let $(\cdot, \cdot)$ denote the usual $L_2(\Omega)$ inner product and define $(\cdot, \cdot)_d$ to be its discrete counterpart, that is,

$$
(v, w)_d = \sum_{i=1}^{N-1} \bar{h}_i \, v(x_i) \, w(x_i).
$$
Similarly, let \( \| \cdot \| \) be the usual \( L_2(\Omega) \)-norm and define the discrete \( L_2(\Omega) \)-norm \( \| \cdot \|_d \) by
\[
\| w \|_d = \left\{ \sum_{i=1}^{N-1} \bar{h}_i w^2(x_i) \right\}^{1/2}.
\]
Then the corresponding energy norms are defined to be \( \| p \|_\varepsilon^2 = \varepsilon \| p' \|^2 + \| p \|^2 \) and \( \| p \|_{\varepsilon,d}^2 = \varepsilon \| p' \|^2 + \| p \|^2 \). We denote the \( \infty \)-norm of \( p \) over \( \Omega \) by \( \| \cdot \|_\infty \) and we also use the notations \( \| \cdot \|_{\varepsilon,\varepsilon} \), \( \| \cdot \|_{\varepsilon,K} \), \( \| \cdot \|_{\varepsilon,\infty} \), \( \| \cdot \|_{\varepsilon, \infty, K} \), \( \| \cdot \|_{\varepsilon,d} \) when the integrals in the definitions of \( \| \cdot \|_{\varepsilon}, (\cdot,\cdot)_\varepsilon, \| \cdot \|_{\varepsilon, \infty} \), \( \| \cdot \|_{\varepsilon, \infty, K} \), \( \| \cdot \|_{\varepsilon,d} \) are restricted to the interval \( K \). Set
\[
\bar{a}(p,q) = \varepsilon (p',q') + (\bar{b}p',q) + \sum_{i=1}^{N-1} \overline{h}_i (cpq)(x_i).
\]
A lumping process is used in (3.1) to simplify calculations without causing any loss of generality. We shall further say that a quantity \( q \) is \( O(z) \) when \( |q| \leq C z \) holds for any sufficiently small \( z \). We finally note that, we will use the following arithmetic-geometric mean inequality (Young’s inequality) repeatedly:
\[
yz \leq \gamma y^2 + \frac{z^2}{4\gamma}, \quad \gamma > 0.
\]

### 3.1. Standard FEM with \( L \)-spline basis functions

Now we can define \( L \)-spline basis functions \( \varphi_i \), which span the finite element space \( V_h \subset H^0_1(\Omega) \), for each \( i = 1, \ldots, N - 1 \), by
\[
\begin{cases}
-\varepsilon \varphi''_i + \bar{b} \varphi'_i + \bar{c} \varphi_i = 0, & \text{in } \Omega_i \cup \Omega_{i+1} \\
\varphi_i(x_j) = \delta_{ij},
\end{cases}
\]
where \( \bar{b} \geq a_i > 0 \), \( \bar{c} \geq \beta_i \) in \( \Omega_i \) and
\[
H^0_1(\Omega) = \{ u \in L_2(\Omega) : \bar{u}' \in L_2(\Omega) \text{ with } u(0) = u(1) = 0 \}.
\]

The standard Galerkin FEM for the BVP (1.1) is based upon the variational formulation. It consists of taking the finite dimensional subspace \( V_h \) of \( H^0_1(\Omega) \) associated with the partition \( \Omega_h \) of the domain \( \Omega \) and then solving the corresponding problem:
\[
\begin{cases}
\text{Find } u_h \in V_h, \text{ such that } \\
\bar{a}(u_h, v_h) = (f, v_h)_d, & \forall v_h \in V_h.
\end{cases}
\]
The error of the standard Galerkin FEM using \( L \)-spline functions satisfies the following estimate:

**Theorem 3.1.** Let \( u \) and \( u_h \) be respectively the solutions of the continuous and discrete problems (1.1) and (3.4), where \( V_h \) is the space of fully exponentially-fitted \( L \)-splines. Then the error satisfies the following uniform estimate:
\[
\| u - u_h \|_{\varepsilon,d} \leq C h^{1/2}.
\]

**Proof.** See [28] for details.

The convergence analysis of such numerical algorithms is also based on the exact solutions of \( L \)-spline basis functions [24]. However, in practical computations, either it is difficult to find the exact solution of (3.3) or it is not practical to solve it from the implementation point of view [7]. It is indeed reasonable to expect a qualitatively similar numerical results by employing convenient approximations \( \varphi_i^* \) to \( L \)-splines and using them as basis functions in lieu of \( \varphi_i \). However, it is not clear the cost of using the discrete counterparts of \( L \)-splines as basis functions to the overall numerical algorithm, which we will now investigate.
3.2. Standard FEM with discrete \(L\)-spline basis functions

For the counterpart of (3.4) which uses the discrete \(L\)-spline basis functions, we start by explaining how we get approximate solution \(\varphi_h^i\) of \(\varphi_i\) in an appropriate sense. Take the support of \(\varphi_i\), denote it by \(\operatorname{supp} \varphi_i = \overline{\Omega_i} \cup \overline{\Omega_{i+1}}\) and divide it into the four subintervals \([x_{i-1}, x_i - \tau_i], [x_i - \tau_i, x_i], [x_i, x_{i+1} - \tau_{i+1}], [x_{i+1} - \tau_{i+1}, x_{i+1}]\), each has \(M/2\) mesh elements, where

\[
\tau_i = \min \left\{ \frac{h_i}{2}, \frac{2\varepsilon}{\alpha_i} \ln \left( \frac{M}{h_i} \right) \right\}.
\]

The Shishkin’s mesh \(\Omega_{i,\tau_i}^M\) is defined inside each element \(\overline{\Omega_i}\) by

\[
x^*_i,0 = x_{i-1} \quad \text{and} \quad h_{k}^* = x_{i,k}^* - x_{i,k-1} = \begin{cases} 
\frac{2(h_i - \tau_i)}{M}, & 0 < k \leq M/2 \\
\frac{2\tau_i}{M}, & M/2 < k \leq M.
\end{cases}
\]

We shall assume that \(\tau_i = \frac{2\varepsilon}{\alpha_i} \ln (M/h_i)\), otherwise \(\varepsilon \geq \frac{\alpha_i}{4 \ln (M/h_i)}\) in which case the parameter \(\varepsilon\) is not so small and therefore the problem can be analyzed in the classical way, which is not of interest here.

![Figure 1. Shishkin mesh on \(\overline{\Omega_i}\)](image)

The discrete \(L\)-spline basis functions \(\varphi_h^i\) are used on the pair of \(\overline{\Omega_i}\) and \(\overline{\Omega_{i+1}}\) within the context of the standard Galerkin FEM. Here, the finite element spaces \(W_i^*(\Omega_{i,\tau_i}^M)\) and \(W_{i+1}^*(\Omega_{i+1,\tau_{i+1}}^M)\) are spanned by the continuous piecewise linear basis functions (see Appendix for details). Now we can define \(V_h^*\) to be the finite element space spanned by the discrete \(L\)-spline basis functions \(\varphi_h^i\). Thus the counterpart of the discrete problem (3.4) on \(\overline{\Omega_i}^N\) reads:

\[
\begin{align*}
\text{Find } u_h^* & \in V_h^*, \text{ such that } \\
\bar{a}(u_h^*, v_h^*) & = (f, v_h^*)_d, \quad \forall v_h^* \in V_h^*. 
\end{align*}
\]

Now, we shall prove that \(\bar{a}(\cdot, \cdot)\) is \(\varepsilon\)-uniformly coercive on the space \(V_h^*\) relative to \(||\cdot||_{\varepsilon,d}\).

**Lemma 3.2.** Let \(\bar{a}(\cdot, \cdot)\) be the bilinear form in (3.1). Then, there exists an \(h_0\), independent of \(\varepsilon\), such that for all \(h, 0 < h \leq h_0\) and for any function \(v_h^* \in V_h^*\)

\[
\bar{a}(v_h^*, v_h^*) \geq \beta ||v_h^*||_{\varepsilon,d}^2.
\]

where \(\beta\) is a positive constant that is independent of the parameter \(\varepsilon\) and of the number of mesh intervals \(N\).

**Proof.** Using the definition of the discrete bilinear form, \(\bar{a}(\cdot, \cdot)\), we have

\[
\bar{a}(v_h^*, v_h^*) = \varepsilon (v_h^{*'}, v_h^{*'}) + (\tilde{b}v_h^{*'}, v_h^{*'}) + \sum_{i=1}^{N-1} h_i c(x_i) v_h^{*2}(x_i)
\]
for any \( v_h^* \in V_h^* \). But the second term on the right hand side can be expressed in the following form
\[
(\tilde{b}v_h^*, v_h^*) = \sum_{i=1}^{N} \tilde{b} \sum_{k=1}^{M} \int_{x_{i,k-1}}^{x_{i,k}} \frac{1}{2} (v_h^*)^2 \, dx = \frac{1}{2} \sum_{i=1}^{N} \tilde{b}(v_h^2(x_i) - v_h^2(x_{i-1}))
\]
\[
= -\frac{1}{2} \sum_{i=1}^{N-1} \frac{b(x_{i+1}) - b(x_{i-1})}{2} v_h^2(x_i)
\]
\[
= -\frac{1}{2} \sum_{i=1}^{N-1} (\tilde{h}_i b'(x_i) + O(h_i^2 + h_{i+1}^2)) v_h^2(x_i).
\]
Thus, we have
\[
\tilde{a}(v_h^*, v_h^*) = \varepsilon(v_h^*, v_h^*) + \sum_{i=1}^{N-1} (\tilde{h}_i (c(x_i) - \frac{1}{2} b'(x_i)) + O(h_i^2 + h_{i+1}^2)) v_h^2(x_i).
\]
But condition (1.3) implies that for some \( h_0 \), independent of \( \varepsilon \), and for all \( 0 < h \leq h_0 \), we have
\[
\tilde{h}_i (c(x_i) - \frac{1}{2} b'(x_i)) + O(h_i^2 + h_{i+1}^2) \geq C_1 \tilde{h}_i.
\]
Therefore, for all \( h \in (0, h_0] \), we have
\[
\tilde{a}(v_h^*, v_h^*) \geq \beta\|v_h^*\|_{\varepsilon, d}^2.
\]
This completes the proof. \( \square \)

4. Convergence analysis

In this section, we study the convergence features of the proposed method (3.7) and show that \textit{a priori} error estimates of the method (3.4) continue to hold for the proposed algorithm. To do so, we first present some preliminary results on error estimates between \( L \)-spline basis function \( \varphi_i \) and its discrete counterpart \( \varphi_i^* \) in a typical element \( \Omega_i \). We will use these estimates to obtain the interpolation error bounds in Section 4.2 which will be our basic tools to prove the main convergence theorem in Section 4.3.

4.1. Error bounds on basis functions

The local convergence estimates will be obtained in two different norms. Their proofs are given in Appendix A for the sake of convenience. Denoting the restriction \( \varphi_i \) to the element \( \Omega_i \) by \( \varphi_{i, \Omega_i} \), we have the following:

**Lemma 4.1.** Let \( \varphi_{i, \Omega_i} \) be solution of problem (3.3), and \( \varphi_i^* \) be solution of problem (A.14). Then, we have
\[
\|\varphi_i^* - \varphi_{i, \Omega_i}\|_{\infty, \Omega_i} \leq h_i \gamma_{i, \infty}(M), \quad \text{where} \quad \gamma_{i, \infty}(M) = C M^{-\frac{1}{2}} (\ln(M/h_i))^2.
\]

The following lemma gives an \( \varepsilon \)-uniform estimate in the energy norm:

**Lemma 4.2.** Let \( \varphi_{i, \Omega_i} \) be solution of problem (3.3) and \( \varphi_i^* \) be solution of problem (A.14). Then, we have
\[
\|\varphi_i^* - \varphi_{i, \Omega_i}\|_{\varepsilon, \Omega_i} \leq h_i \gamma_{i, \varepsilon}(M) \quad \text{where} \quad \gamma_{i, \varepsilon}(M) = C M^{-1} (\ln(M/h_i))^2.
\]
4.2. Error estimates on interpolation

Here we recall some well-known results from the interpolation theory and derive new error estimates for the interpolation functions spanned by the discrete $L$–spline basis functions.

**Lemma 4.3.** Let $u_I$ denote the interpolation of $u$ in the space $V_h$, that is, $u_I(x_i) = u(x_i)$, $\forall x_i \in \Omega$, and $u_I \in V_h$. Then we have

$$ \|u - u_I\|_\infty \leq Ch, \quad \|u - u_I\|_{\epsilon, d} \leq C h^{1/2}. $$

**Proof.** See [23, 24] for the detailed proof.

An $\epsilon$–uniform error estimate for the interpolation function $u_I^*$ spanned by discrete $L$–spline basis functions in maximum norm is given in the next lemma.

**Lemma 4.4.** Let $u_I^*$ denote the interpolation of $u$ in the space $V_h^*$; that is, $u_I^*(x_i) = u(x_i)$, $\forall x_i \in \Omega$, and $u_I^* \in V_h^*$. Then we have

$$ \|u - u_I^*\|_\infty \leq C h (1 + \gamma^*_\infty(M)), \text{ where } \gamma^*_\infty(M) = M^{-\frac{1}{2}} \left(\ln(M/h)\right)^2. $$

**Proof.** In the light of Lemma 4.3, we have

$$ \|u - u_I^*\|_\infty \leq \|u - u_I\|_\infty + \|u_I - u_I^*\|_\infty \leq Ch + \|u_I - u_I^*\|_\infty. \quad (4.1) $$

On the other hand, for any $x \in \Omega$, we have

$$( u_I(x) - u_I^*(x) ) = ( u(x_{i-1}) \varphi_{i-1,\Omega}(x) + u(x_i) \varphi_{i,\Omega}(x) )$$

$$- ( u(x_{i-1}) \varphi_{i-1,\Omega}^*(x) + u(x_i) \varphi_{i,\Omega}^*(x) )$$

$$\leq |u(x_{i-1}) ( \varphi_{i-1,\Omega}(x) - \varphi_{i-1,\Omega}^*(x) ) + u(x_i) ( \varphi_{i,\Omega}(x) - \varphi_{i,\Omega}^*(x) ) |$$

$$\leq \max \{ |u(x_{i-1})|, |u(x_i)| \} ( \| \varphi_{i-1,\Omega} - \varphi_{i-1,\Omega}^* \|_{\infty, \Omega_i}$$

$$+ \| \varphi_{i,\Omega}^* - \varphi_{i,\Omega} \|_{\infty, \Omega_i} )$$

$$\leq \max \{ |u(x_{i-1})|, |u(x_i)| \} ( h_{i-1} \gamma^*_{i-1,\infty}(M) + h_i \gamma^*_\infty(M) ),$$

where we have used Lemma 4.1. Finally, we get

$$ \|u_I - u_I^*\|_\infty = \sup_i \|u_I - u_I^*\|_{\infty, \Omega_i} \leq Ch \sup_i \|u_I\|_{\infty, \Omega_i} \gamma^*_\infty(M) \leq C h \|u\|_{\infty} \gamma^*_\infty(M), $$

where $\gamma^*_\infty(M) = \max_{1 \leq i \leq N-1} \gamma^*_i(M)$. We get the desired estimate by combining (4.1) with the bound for $\|u_I - u_I^*\|_\infty$. 

The next lemma gives an $\epsilon$–uniform error estimate in the discrete energy norm:

**Lemma 4.5.** Let $u_I^*$ be the nodal interpolant of $u$ in $V_h^*$. Then we have

$$ \|u - u_I^*\|_{\epsilon, d} \leq C h^{1/2} (1 + \gamma^*_\epsilon(M)), \text{ where } \gamma^*_\epsilon(M) = M^{-1} \left(\ln(M/h)\right)^2. $$

**Proof.** Using the triangle inequality and Lemma 4.3, we have

$$ \|u - u_I^*\|_{\epsilon, d} \leq \|u - u_I\|_{\epsilon, d} + \|u_I - u_I^*\|_{\epsilon, d} \leq Ch^{1/2} + \|u_I - u_I^*\|_{\epsilon, d}. \quad (4.2) $$

To get a bound on $\|u_I - u_I^*\|_{\epsilon, d}$, observe that

$$ \|u_I - u_I^*\|_{\epsilon, d} = (u_I - u_I^*)_d = (u_I - u_I^*)_d = J + J. \quad (4.3) $$

The estimate of $J$ is straightforward:

$$ J = (u_I - u_I^*, u_I - u_I^*)_d = \sum_{i=1}^{N-1} \bar{h}_i (u_I - u_I^*)_d(x_i) = 0. $$
For the diffusive term, we have

\[ J = \varepsilon ((u_I - u_I^*)', (u_I - u_I^*)') = \varepsilon \sum_{i=1}^{N} \int_{x_{i-1}}^{x_i} (u_I - u_I^*)^2 \, dx \]

\[ = \varepsilon \sum_{i=1}^{N} \int_{x_{i-1}}^{x_i} \left[ u(x_{i-1}) (\varphi_{i-1,\Omega_i} - \varphi_{i-1,\Omega_i}^*)' + u(x_i) (\varphi_{i,\Omega_i} - \varphi_{i,\Omega_i}^*)' \right]^2 \, dx \]

\[ \leq 2\varepsilon \|u\|_\infty^2 \sum_{i=1}^{N} \int_{x_{i-1}}^{x_i} \left( \|\varphi_{i-1,\Omega_i} - \varphi_{i-1,\Omega_i}^*\|_{\varepsilon,\Omega_i}^2 + \|\varphi_{i,\Omega_i} - \varphi_{i,\Omega_i}^*\|_{\varepsilon,\Omega_i}^2 \right) \, dx \]

\[ \leq 2\|u\|_\infty^2 \sum_{i=1}^{N} \left( h_{i-1}^2 \gamma_{i-1,\varepsilon}^2(M) + h_i^2 \gamma_i^2(M) \right) \]

\[ \leq C h \|u\|_\infty^2 \gamma_{\varepsilon}^2(M), \]

where we have used the Cauchy-Schwarz inequality, Lemma 4.2 and \( \gamma_{\varepsilon}^2(M) = \max_{1 \leq i \leq N-1} \gamma_{i,\varepsilon}^2(M) \).

Substituting \( J \) and \( JJ \) in (4.3), we obtain that

\[ ||u_I - u_I^*||_{\varepsilon, d} \leq C h^{1/2} \|u\|_\infty \gamma_{\varepsilon}^2(M). \] (4.4)

Combining this estimate with (4.2) and Lemma 2.1, gives the desired result. \( \square \)

### 4.3. Convergence of the numerical method

In this section, we will prove that the approximate solution obtained through the proposed numerical method converges uniformly in \( \varepsilon \). We first deduce some inequalities which will be required for the proof of the main theorem.

**Lemma 4.6.** Let \( u \) be the solution of (1.1) and \( u_h^* \) be the solution of (3.7). Then, we have

\[ \bar{a}(u - u_h^*, v_h^*) \leq C h \|v_h^*\|_d, \] (4.5)

for any \( v_h^* \in V_h^* \).

**Proof.** Since \( v_h^* \in V_h^* \), it can be expressed in the following form:

\[ v_h^* = \sum_{i=1}^{N-1} v_i^* \varphi_{i,\Omega_i}^*, \]

where \( v_i^* = v_i^*(x_i) \). We have

\[ \bar{a}(u - u_h^*, v_h^*) = \sum_{i=1}^{N-1} v_i^* \bar{a}(u - u_h^*, \varphi_{i,\Omega_i}^*). \] (4.6)
Now observe that
\[
\varepsilon(u', \varphi^*_{i, \Omega_i}) = \varepsilon \sum_{j=1}^{N} \int_{x_{j-1}}^{x_j} u' \varphi^*_{i, \Omega_i} \, dx = \varepsilon \sum_{j=1}^{N} \sum_{k=1}^{M} \int_{x_{j-1}}^{x_{j,k}} u' \varphi^*_{i, \Omega_i} \, dx
\]
\[
= \varepsilon \sum_{j=1}^{N} \left( \left. u' \varphi^*_{i, \Omega_i} \right|_{x_{j-1}}^{x_{j,k}} - \int_{x_{j-1}}^{x_{j,k}} u'' \varphi^*_{i, \Omega_i} \, dx \right)
\]
\[
= \varepsilon \sum_{j=1}^{N} \left( u'(x_j) \varphi^*_{i, \Omega_i}(x_j) - u'(x_{j-1}) \varphi^*_{i, \Omega_i}(x_{j-1}) - \int_{x_{j-1}}^{x_j} u'' \varphi^*_{i, \Omega_i} \, dx \right)
\]
\[
= \varepsilon \left( u'(x_N) \varphi^*_{i, \Omega_i}(x_N) - u'(x_0) \varphi^*_{i, \Omega_i}(x_0) - \int_0^{1} u'' \varphi^*_{i, \Omega_i} \, dx \right)
\]
\[
= -\varepsilon \int_0^{1} u'' \varphi^*_{i, \Omega_i} \, dx = -\varepsilon(u'', \varphi^*_{i, \Omega_i}),
\]
(4.7)
and that
\[
(cu - f, \varphi^*_{i, \Omega_i}) = \sum_{j=1}^{N-1} \tilde{h}_j \left( c(x_j) u(x_j) - f(x_j) \right) \varphi^*_{i, \Omega_i}(x_j) = \tilde{h}_i \left( c(x_i) u(x_i) - f(x_i) \right)
\]
\[
= (c(x_i) u(x_i) - f(x_i), \varphi^*_{i, \Omega_i}),
\]
(4.8)
where we have used the fact that \((1, \varphi^*_{i, \Omega_i}) = \tilde{h}_i\). We note that, for each \(i, 1 \leq i \leq N - 1\), we have
\[
\bar{a}(u - u^*_h, \varphi^*_{i, \Omega_i}) = \bar{a}(u, \varphi^*_{i, \Omega_i}) - \bar{a}(u^*_h, \varphi^*_{i, \Omega_i}) = \bar{a}(u, \varphi^*_{i, \Omega_i}) - (f, \varphi^*_{i, \Omega_i}) \quad \text{(by (3.7))}
\]
\[
= \varepsilon(u', \varphi^*_{i, \Omega_i}) + (bu', \varphi^*_{i, \Omega_i}) + (cu, \varphi^*_{i, \Omega_i}) - (f, \varphi^*_{i, \Omega_i})
\]
\[
= (-\varepsilon u'', \varphi^*_{i, \Omega_i}) + (bu', \varphi^*_{i, \Omega_i}) + (cu - f, \varphi^*_{i, \Omega_i}) \quad \text{(by (4.7))}
\]
(1.1), (4.8)) \quad \text{(by (1.1), (4.8))}
\[
= (f - bu' - cu, \varphi^*_{i, \Omega_i}) + (bu', \varphi^*_{i, \Omega_i}) + (c(x_i) u(x_i) - f(x_i), \varphi^*_{i, \Omega_i})
\]
\[
= ((b - \tilde{b})u' + c(u - u(x_i)) + (c - c(x_i))u(x_i) + (f(x_i) - f), \varphi^*_{i, \Omega_i}).
\]

Since
\[
|u(x) - u(x_i)| = \left| \int_{x_i}^{x} u'(s) \, ds \right| \leq \int_{x_{i-1}}^{x_i} |u'(s)| \, ds =: J_i,
\]
it follows, from (4.9), that
\[
|\bar{a}(u - u^*_h, \varphi^*_{i, \Omega_i})| \leq C\tilde{h}_i(I_i + \tilde{h}_i).
\]
(4.9)
Assume for the moment that, for \(0 < i < N\)
\[
J_i \leq C\tilde{h}_i.
\]
(4.10)
Then using equation (4.6) and inequality (4.10), we get
\[
|a(u - u^*_h, v^*_h)| \leq C h \sum_{i=1}^{N-1} \tilde{h}_i^{1/2} |v^*_i| \tilde{h}_i^{1/2} \leq C h |v^*_h| d,
\]
where we have used the Cauchy-Schwarz inequality for the right hand side of the last inequality. It remains therefore to verify (4.10). It is clear that for \( 0 < i < N \)

\[
J_i \leq C \int_{x_{i-1}}^{x_{i+1}} (1 + \varepsilon^{-1} e^{-\alpha_i(1-x)/\varepsilon}) dx = C \tilde{h}_i + C(e^{-\alpha_i(1-x_{i+1})/\varepsilon} - e^{-\alpha_i(1-x_{i-1})/\varepsilon}) \\
= C\left( \tilde{h}_i + \frac{2\alpha_i h_i}{\varepsilon} e^{-\alpha_i(1-x_i)/\varepsilon} \right) + O(h_i^3).
\]

This proves the desired result. \( \square \)

The following lemma from [28] allows us to make a convenient transition from \( L_1 \)–norm to the \( L_2 \)–norm:

**Lemma 4.7.** Let \( V_h^* \) be the space of discrete \( L \)–splines. For any \( v_h^* \in V_h^* \), we have

\[
||v_h^*||_{L_1} \leq C \varepsilon^{1/2} h^{-1/2} ||v_h^*||_{L_2}.
\]

Now we are ready to state the main result.

**Theorem 4.8.** Let \( u \) be the solution of (1.1) and \( u_h^* \) be the solution of (3.7). Then we have,

\[
||u - u_h^*||_{\varepsilon, d}^2 \leq C h (1 + M^{-1/2} \ln^2(M/h_i)). \tag{4.11}
\]

**Proof.** Since the bilinear form \( \bar{a}(\cdot, \cdot) \) is coercive in \( H^1_0(\Omega) \), we have

\[
\beta||u - u_h^*||_{\varepsilon, d}^2 \leq \bar{a}(u - u_h^*, u - u_h^*) = \bar{a}(u - u_h^*, u_I - u_h^*) + \bar{a}(u - u_h^*, u - u_I^*). \tag{4.12}
\]

For the first term on the right hand side of (4.12), by exploiting Lemma 4.6, we obtain

\[
\bar{a}(u - u_h^*, u_I - u_h^*) \leq C h ||u_I^* - u_h^*||_{d} \leq C h (||u_I^* - u||_{\varepsilon, d} + ||u - u_h^||_{\varepsilon, d}) \leq C h ||u_I^* - u||_{\varepsilon, d} + C \left( \frac{h_I}{2} + \frac{h}{2} ||u - u_h^*||_{\varepsilon, d}^2 \right). \tag{4.13}
\]

To estimate the second term on the right hand side of (4.12), observe that

\[
\bar{a}(u - u_h^*, u - u_I^*) = \varepsilon((u - u_h^*)', (u - u_I^*)') + (\tilde{b}(u - u_h^*)', (u - u_I^*)) + (c(u - u_h^*), (u - u_I^*))_d \#
\]

\[
\text{Diffusion + Convection + Reaction}. \tag{4.14}
\]

For the reaction term, we have

\[
(c(u - u_h^*), (u - u_I^*))_d = \sum_{i=1}^{N-1} \tilde{b}_i c(x_i) (u - u_h^*)(x_i) (u - u_I^*)(x_i) = 0. \tag{4.15}
\]

To estimate the diffusion term in (4.14), we employ the Cauchy-Schwarz and Young’s inequalities (3.2), successively, to obtain that

\[
\varepsilon((u - u_h^*)', (u - u_I^*)') \leq \varepsilon^{1/2}||(u - u_h^*)'||_{L_2} \varepsilon^{1/2}||(u - u_I^*)'||_{L_2} \\
\leq \gamma_1 \varepsilon||u - u_h^*'||_{L_2}^2 + C(\gamma_1) \varepsilon||u - u_I^*'||_{L_2}^2 \\
\leq \gamma_1 ||u - u_h^*||_{\varepsilon, d}^2 + C(\gamma_1) ||u - u_I^*||_{\varepsilon, d}^2. \tag{4.16}
\]

Here, the constant $\gamma_1$ will be chosen later. Now, we are moving on to the convection term in (4.14). Since

$$
\bar{b}(u - u_I^h)'(u - u_I^h) = \frac{1}{2} \sum_{i=1}^{N} \int_{x_{i-1}}^{x_i} b((u - u_I^h)'(u - u_I^h)dx = \frac{1}{2} \sum_{i=1}^{N} \int_{x_{i-1}}^{x_i} \frac{d}{dx} (u - u_I^h)^2 dx
$$

we get

$$
\|b(u - u_I^h)'(u - u_I^h)\| = \|b(u^* - u_I^h)'(u - u_I^h)\| \leq C \|u - u_I^h\|_\infty \|u^* - u_I^h\|_1.
$$

Applying Lemma 4.7 to the last term in the above inequality, we get

$$
\|b(u - u_I^h)'(u - u_I^h)\| \leq C \varepsilon^{1/2} h^{-1/2} \|u - u_I^h\|_\infty \|u^* - u_I^h\|_1 L_2
$$

$$
\leq C \varepsilon^{1/2} h^{-1/2} \|u - u_I^h\|_\infty \|u^* - u_I^h\|_1 L_2 + C \varepsilon^{1/2} h^{-1/2} \|u - u_I^h\|_\infty \|u^* - u_I^h\|_1 L_2
$$

$$
= C \varepsilon^{1/2} h^{-1/2} \|u - u_I^h\|_\infty \|u - u_I^h\|_1 L_2 + C \varepsilon^{1/2} h^{-1/2} \|u - u_I^h\|_\infty \|u - u_I^h\|_1 L_2
$$

$$
\leq C h^{-1/2} \|u - u_I^h\|_\infty \|u - u_I^h\|_{\varepsilon,d} + C \varepsilon^{1/2} h^{-1/2} \|u - u_I^h\|_\infty \|u - u_I^h\|_1 L_2
$$

$$
\leq C h^{-1/2} \|u - u_I^h\|_\infty \|u - u_I^h\|_{\varepsilon,d} + C(\gamma_2) h^{-1/2} \|u - u_I^h\|_\infty + \gamma_2 \varepsilon \|u - u_I^h\|_1 L_2
$$

$$
\leq C h^{-1/2} \|u - u_I^h\|_\infty \|u - u_I^h\|_{\varepsilon,d} + C(\gamma_2) h^{-1/2} \|u - u_I^h\|_\infty + \gamma_2 \|u - u_I^h\|_{\varepsilon,d}
$$

(4.17)

where we have used the triangle inequality, the definition of discrete energy norm $\|\cdot\|_{\varepsilon,d}$ and Young’s inequality (3.2) at the second, fourth and fifth lines, respectively. By substituting equations (4.15)-(4.17) into equation (4.14) and then substituting equations (4.13)-(4.14) into equation (4.12) we get,

$$
(\beta - \gamma_1 - \gamma_2 - C h^{1/2} \|u - u_I^h\|_{\varepsilon,d}^2 \leq C(\gamma_1) \|u - u_I^h\|_{\varepsilon,d}^2 + C h^{-1/2} \|u - u_I^h\|_\infty \|u - u_I^h\|_{\varepsilon,d}
$$

$$
+ C(\gamma_2) h^{-1/2} \|u - u_I^h\|_\infty + C h \|u - u_I^h\|_{\varepsilon,d} + C h^{1/2},
$$

where $C(\gamma_i) = 1/(4\gamma_i), \ i = 1, 2$. The result follows by recalling Lemma 4.4 and Lemma 4.5.

We note that the error bound given in (4.11) is consistent with the bound of the numerical method using $L-$splines and one can recover the optimal convergence rates in (3.5) as the local mesh is refined.

5. Conclusion

The convergence properties of a numerical method in the context of standard Galerkin FEM for the numerical solution of singularly perturbed two-point boundary-value problems on piecewise-uniform meshes is investigated. Recently, it is quite a common practice.
that the polynomial finite element spaces are enriched by appropriate smooth functions to get improved approximations. However, the computer implementation of such approaches use their discrete counterparts. Here, the proposed numerical algorithm uses the discrete $L-$spline basis functions in place of their continuous counterparts, for which we tried to reveal how much error the use of discrete $L-$spline basis functions contributes to the overall numerical method. Consequently, the classical convergence rates with some modification representing the effect of the local discretization can be recovered.
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Appendix A.

The theoretical results described here are based on the techniques presented in [22, 28, 30]. Recall that we wish to solve (3.3) in Ωi, that is,

\[
\begin{aligned}
-\varepsilon \varphi''_{i, \Omega_i} + \bar{b}\varphi'_{i, \Omega_i} + \bar{c}\varphi_{i, \Omega_i} &= 0, \\
\varphi_{i, \Omega_i}(x_{i-1}) &= 0, \\
\varphi_{i, \Omega_i}(x_{i}) &= 1.
\end{aligned}
\] (A.1)

We solve ϕi in Ωi+1 in the same manner and obtain qualitatively similar estimates. Therefore, we skip the proof for Ωi+1. The following lemma gives information about the derivatives of ϕi, Ωi.

Lemma A.1. Let ϕi, Ωi be the solution of (A.1). Then, for all x ∈ Ωi, we have

\[
|\varphi^{(m)}_{i, \Omega_i}(x)| \leq C(1 + \varepsilon^{-m}h_{i}^{-m}e^{-\alpha_i(x_{i+1} - x)}) \quad 0 \leq m \leq 3.
\]

Proof. The estimate is obtained by following the steps given in [22].

\[\square\]
However, decomposing \( \varphi_{i,\Omega_i} \) into the smooth and singular components, we may obtain more refined bounds on the derivatives. They are given in the following lemma.

**Lemma A.2.** The solution \( \varphi_{i,\Omega_i} \) of (A.1) has the following decomposition

\[
\varphi_{i,\Omega_i} = v_{i,\Omega_i} + w_{i,\Omega_i}.
\]

Then, for all \( x \in \Omega_i \), the smooth and singular components satisfy the following bounds, respectively.

\[
|v_{i,\Omega_i}^{(m)}(x)| \leq C, \quad 0 \leq m \leq 3,
\]

\[
|w_{i,\Omega_i}^{(m)}(x)| \leq C, h_i^m \varepsilon^{-m} e^{-\frac{a_2}{\varepsilon}(x_i-x)} \quad 0 \leq m \leq 3.
\]

**Proof.** The estimate can be obtained by following the method of proof given in [22]. \( \square \)

Before moving on to the main estimates, some bounds for the interpolation error in the finite element spaces are required. The finite element trial and test spaces that we wish to work are the space of continuous piecewise linear polynomials on the piecewise-uniform mesh \( \Omega^M_{i,\tau_i} \), which are defined by

\[
W^*_i(\Omega^M_i) = \{ \psi_i^* \in H^1(\Omega_i) : \psi_i^*|_{\Omega^*_i} \in P_1(\Omega^*_i,k) \text{ with } \Omega^*_i,k \subset \Omega_i \text{ and } \psi_i^*(x_{i-1}) = 0, \psi_i^*(x_i) = 1 \},
\]

and

\[
W^*_{i,0}(\Omega^M_i) = \{ \psi_i^* \in H^1_0(\Omega_i) : \psi_i^*|_{\Omega^*_i} \in P_1(\Omega^*_i,k) \text{ with } \Omega^*_i,k \subset \Omega_i \},
\]

respectively, where \( \Omega^*_i,k = (x_{i,k-1}^*,x_{i,k}^*) \) and \( P_1(\Omega^*_i) \) is the space of linear functions on \( \Omega^*_i,k \).

**A.1. Interpolation estimates at element level**

The following lemma provides an \( \varepsilon \)-uniform estimate of \( (\varphi_{i,\Omega_i} - \varphi_{i,\Omega_i}) \) in the maximum norm, where \( \varphi_{i,\Omega_i} \) is the piecewise linear \( W^*_i(\Omega^M_i) \)-interpolant of \( \varphi_{i,\Omega_i} \). In the proofs of the following lemmas and theorems, we make intense use of the arguments given in [21,22].

**Lemma A.3.** Let \( \varphi_{i,\Omega_i} \) denote the \( W^*_i(\Omega^M_i) \)-interpolant of the exact solution \( \varphi_{i,\Omega_i} \) of (A.1). Then, we have

\[
\|\varphi_{i,\Omega_i} - \varphi_{i,\Omega_i}\|_{\infty,\Omega_i} \leq h_i^2 \gamma_{i,\infty}(M), \quad \text{where} \quad \gamma_{i,\infty}(M) = C M^{-2} (\ln(M/h_i))^2. \tag{A.2}
\]

**Proof.** The bound can be obtained on both sides of subinterval \( \Omega^*_i,k \) separately. We recall that for any function \( g \in W^*_i(\Omega^M_{i,\tau_i}) \)

\[
\bar{g} = g(x_{i,k-1}^*)\phi^*_{i,k-1} + g(x_{i,k}^*)\phi^*_{i,k} \quad \text{in } \Omega^*_i,k,
\]

where \( \{ \phi^*_{i,k} \}_{k=1}^{M-1} \) denotes the standard piecewise linear basis functions on \( \Omega^M_{i,\tau_i} \). So it is obvious that

\[
|\bar{g}| \leq \max_{\Omega^*_i,k} |g(x)|. \tag{A.3}
\]

Furthermore, let us recall the error bound in the Taylor’s expansion, i.e.,

\[
|g - \bar{g}| \leq Ch_k^2 \max_{\Omega^*_i,k} |g''(x)|. \tag{A.4}
\]

From (A.4) and Lemma A.1, on \( \Omega^*_i,k \), we have

\[
|\varphi_{i,\Omega_i} - \varphi_{i,\Omega_i}| \leq Ch_k^2 \max_{\Omega^*_i,k} |\varphi''_{i,\Omega_i}(x)| \leq Ch_k^2 \max_{\Omega^*_i,k} \left| 1 + \frac{h_i^2}{\varepsilon^2} e^{-\frac{a_2}{\varepsilon}(x_i-x)} \right|. \tag{A.5}
\]
Using Lemma A.2, (A.3) and (A.4), we also have
\[
|\varphi_{i,\Omega_i} - \varphi_{i,\Omega_i}| = |\varphi_{i,\Omega_i} + \varphi_{i,\Omega_i} - \varphi_{i,\Omega_i} - \varphi_{i,\Omega_i}| \leq |\varphi_{i,\Omega_i} - \varphi_{i,\Omega_i}| + |\varphi_{i,\Omega_i} + |w_{i,\Omega_i}|
\]
\[
\leq Ch_k^2 \max_{\Omega^*_k} \left| v_{i,\Omega_i}''(x) \right| + 2 \max_{\Omega^*_k} |w_{i,\Omega_i}|
\]
\[
\leq Ch_k^2 + 2 \max_{\Omega^*_k} |e^{-\frac{2\alpha_i}{\tau_i}(x_i-x)}|.
\]
(A.6)

We will make use of both (A.5) and (A.6) in different places, whichever is appropriate.

We shall assume that \( \tau_i = \frac{2\alpha_i}{\alpha_i} \ln (M/h_i) \), otherwise \( \varepsilon \geq \frac{\alpha_i h_i}{4 \ln (M/h_i)} \), in which case \( \varepsilon \) is not so small and therefore the problem can be analyzed in the classical way. That is, we will consider the case
\[
\tau_i = \frac{2\varepsilon \ln(M/h_i)}{\alpha_i} < \frac{h_i}{2}.
\]

Now suppose that \( k \) satisfies \( N \frac{h_i}{2} < k \leq M \) which contains a neighborhood of the boundary layer. Then \( h_k^* = \frac{2\tau_i}{M} \) and therefore
\[
h_k^* = \frac{2\tau_i}{M} \leq h_i M^{-1},
\]
for sufficiently small \( \varepsilon \). Moreover, we have,
\[
h_k^* h_i \varepsilon^{-\frac{2\alpha_i}{\tau_i}(x_i-x)} = \frac{2\tau_i h_i}{M} \varepsilon^{-\frac{2\alpha_i}{\tau_i}(x_i-x)} = \frac{2\varepsilon}{\alpha_i} \ln (M/h_i) \frac{h_i}{M} \varepsilon^{-\frac{2\alpha_i}{\tau_i}(x_i-x)} \leq Ch_i M^{-1} \ln (M/h_i).
\]
The result follows by combining these two inequalities with (A.5), i.e.,
\[
|\varphi_{i,\Omega_i} - \varphi_{i,\Omega_i}| \leq Ch_i^2 M^{-2} (\ln (M/h_i))^2.
\]
Now consider the coarse mesh points for \( 1 \leq k \leq M \frac{h_i}{2} \), which describe the outside of the boundary layer, then we have
\[
h_k^* = \frac{2(h_i - \tau_i)}{M} \leq Ch_i M^{-1}.
\]
(A.7)

Moreover, we have,
\[
e^{-\frac{2\alpha_i}{\tau_i}(x_i-x)} \leq e^{-\frac{2\alpha_i}{\tau_i}} = h_i^2 M^{-2},
\]
(A.8)
for sufficiently small \( \varepsilon \). Here we have used \( x - x_i \geq \tau_i \). The result follows by combining (A.7) and (A.8) with (A.6). \( \square \)

The following lemma provides an \( \varepsilon \)-uniform estimate of \( (\varphi_{i,\Omega_i} - \varphi_{i,\Omega_i}) \) in the energy norm.

**Lemma A.4.** Let \( \varphi_{i,\Omega_i} \) be the \( W^*_i(\Omega^M_{i,\tau_i}) \)-interpolant of the exact solution \( \varphi_{i,\Omega_i} \) of (A.1). Then, we have
\[
||\varphi_{i,\Omega_i} - \varphi_{i,\Omega_i}||_{\varepsilon,\Omega_i} \leq h_i \sqrt{\gamma_{i,\infty}(M)}.
\]
(A.9)

**Proof.** Using the definition of \( \varepsilon \)-weighted norm, we have
\[
||\varphi_{i,\Omega_i} - \varphi_{i,\Omega_i}||_{\varepsilon,\Omega_i}^2 = \varepsilon ((\varphi_{i,\Omega_i} - \varphi_{i,\Omega_i}'), (\varphi_{i,\Omega_i} - \varphi_{i,\Omega_i})')_{\Omega_i} + (\varphi_{i,\Omega_i} - \varphi_{i,\Omega_i}, \varphi_{i,\Omega_i} - \varphi_{i,\Omega_i})_{\Omega_i}.
\]
Each term on the right hand side is considered separately. We start the calculations with the second term, that is,
\[
(\varphi_{i,\Omega_i} - \varphi_{i,\Omega_i}, \varphi_{i,\Omega_i} - \varphi_{i,\Omega_i})_{\Omega_i} \leq h_i ||\varphi_{i,\Omega_i} - \varphi_{i,\Omega_i}||_{\infty,\Omega_i}^2.
\]
(A.10)
The first term can be bounded by using integration by parts and recalling that \((\overline{v}_t,\Omega_i - \varphi_{t,\Omega_i}) (x^i_{t,k}) = 0\) for each \(k, 0 \leq k \leq M\),

\[
\begin{align*}
\epsilon((\overline{v}_t,\Omega_i - \varphi_{t,\Omega_i}, (\overline{v}_t,\Omega_i - \varphi_{t,\Omega_i})')\Omega_i &= \epsilon \sum_{k=1}^{M} \int_{x^i_{t,k-1}}^{x^i_{t,k}} ((\overline{v}_t,\Omega_i - \varphi_{t,\Omega_i})')^2 dx \\
&= -\epsilon \sum_{k=1}^{M} \int_{x^i_{t,k-1}}^{x^i_{t,k}} (\overline{v}_t,\Omega_i - \varphi_{t,\Omega_i})' (\overline{v}_t,\Omega_i - \varphi_{t,\Omega_i}) dx \\
&= \epsilon (\varphi''_{t,\Omega_i}, \Omega_i - \varphi_{t,\Omega_i}) \Omega_i.
\end{align*}
\]

Here, we have used \((\overline{v}_t,\Omega_i = 0\) on each \(\Omega^*_t\). The estimate for the second derivative of \(\varphi_{t,\Omega_i}\) in Lemma A.1 yields

\[
|\epsilon(\varphi''_{t,\Omega_i}, \Omega_i - \varphi_{t,\Omega_i})\Omega_i| \leq ||\varphi_{t,\Omega_i} - \varphi_{t,\Omega_i}||_\infty,\Omega_i \int_{x^i_{t-1}}^{x^i_{t+1}} \epsilon |\varphi''_{t,\Omega_i}| dx \leq ||\varphi_{t,\Omega_i} - \varphi_{t,\Omega_i}||_\infty,\Omega_i. \tag{A.11}
\]

Combining (A.10) and (A.11) leads to

\[
||\varphi_{t,\Omega_i} - \varphi_{t,\Omega_i}||_\infty,\Omega_i \leq h_i ||\varphi_{t,\Omega_i} - \varphi_{t,\Omega_i}||_\infty,\Omega_i + ||\varphi_{t,\Omega_i} - \varphi_{t,\Omega_i}||_\infty,\Omega_i \leq 1 + h_i ||\varphi_{t,\Omega_i} - \varphi_{t,\Omega_i}||_\infty,\Omega_i.
\]

The proof is completed by applying the bound in (A.2).

**A.2. Approximation method for basis functions**

Let us recall the weak form of the problem (A.1):

\[
\left\{ \begin{array}{l}
\text{Find } \varphi_{t,\Omega_i} \in H^1(\Omega_i), \text{ such that } \\
\ a^*(\varphi_{t,\Omega_i}, \psi) = 0, \ \forall \psi \in H_0^1(\Omega_i),
\end{array} \right. \tag{A.12}
\]

where \(a^*(\cdot, \cdot)\) is given by

\[
a^*(u, v) = \epsilon (u', v')_{\Omega_i} + (\overline{b}u', v)_{\Omega_i} + (\overline{c}u, v)_{\Omega_i}. \tag{A.13}
\]

The standard Galerkin approximation of problem (A.12) on \(\Omega_{t,i}^*\) reads:

\[
\left\{ \begin{array}{l}
\text{Find } \varphi_{t,\Omega_i}^* \in W^*_{t,0}(\Omega_{t,i}^*), \text{ such that } \\
\ a^*(\varphi_{t,\Omega_i}^*, \psi^*) = 0, \ \forall \psi^* \in W^*_{t,0}(\Omega_{t,i}^*). 
\end{array} \right. \tag{A.14}
\]

**A.3. Convergence analysis**

Here, we shall obtain the error estimates between \(L\)–spline basis functions \(\varphi_i\) and its finite element approximation \(\varphi_i^*\). Before proving these estimates, we need some preliminary results.

**A.3.1. Preliminary results.** For the convergence analysis, we will first show that \(a^*(\cdot, \cdot)\) is \(\epsilon\)–uniformly coercive on \(W^*_{t,0}(\Omega_{t,i}^*)\) with respect to \(||\cdot||_{\epsilon,\Omega_i}\), which is given in the next lemma.

**Lemma A.5.** For any function \(\psi^*_t \in W^*_{t,0}(\Omega_{t,i}^*)\), we have

\[
a^*(\psi^*_t, \psi^*_t) \geq \beta_1 ||\psi^*_t||^2_{\epsilon,\Omega_i}.
\]
From the definition of the bilinear form, for any \( \psi_i^* \in W_{i,0}^*(\Omega^M_{i,\tau_i}) \), we have
\[
a^*(\psi_i^*, \psi_i^*) = \varepsilon (\psi_i^*, \psi_i^*)_{\Omega_i} + (b \psi_i^{**,}, \psi_i^*)_{\Omega_i} + (c \psi_i^*, \psi_i^*)_{\Omega_i}.
\]
But the second term on the right hand side is
\[
(b \psi_i^{**,}, \psi_i^*)_{\Omega_i} = \frac{b}{2} \int_{x_{i-1}}^{x_i} \psi_i^{**2}(x_{i}) - \psi_i^{**2}(x_{i-1})) = 0.
\]
Thus, there exists a positive constant \( \beta_i = \min\{\bar{c}, 1\} \), which is not depending on the parameter \( \varepsilon \), such that
\[
a^*(\psi_i^*, \psi_i^*) \geq \beta_i ||\psi_i^*||^2_{\varepsilon, \Omega_i}.
\]
\[
\square
\]
We further need next two lemmas. The first of these is about the Galerkin orthogonality:

**Lemma A.6 (Galerkin Orthogonality).** Let \( \phi_{i,\Omega_i} \) be the solution of (A.1) and \( \phi_{i,\Omega_i}^* \) be the solution of (A.14). Suppose that \( \psi_i^* \in W_i^*(\Omega^M_{i,\tau_i}) \). Then we have
\[
a^*(\psi_i^*, \phi_{i,\Omega_i}^*) = 0.
\]
\[
\text{Proof.} \text{ From (A.12) and (A.14) we can obtain the Galerkin orthogonality property.} \quad \square
\]

**Lemma A.7.** Let \( \phi_{i,\Omega_i} \) be the solution of (A.1) and \( \phi_{i,\Omega_i}^* \) be the solution of (A.14). For any \( \psi_i^* \in W_i^*(\Omega^M_{i,\tau_i}) \), we have
\[
a^*(\overline{\phi}_{i,\Omega_i} - \phi_{i,\Omega_i}^*, \psi_i^*) \leq h_i^{3/2} M \tau_i, \infty(M) ||\psi_i^*||_{\varepsilon, \Omega_i}.
\]
\[
\text{Proof.} \text{ From (A.13), we have}
\]
\[
a^*(\overline{\phi}_{i,\Omega_i} - \phi_{i,\Omega_i}^*, \psi_i^*) = \varepsilon ((\overline{\phi}_{i,\Omega_i} - \phi_{i,\Omega_i}^*), \psi_i^*)_{\Omega_i} + (\bar{b}(\overline{\phi}_{i,\Omega_i} - \phi_{i,\Omega_i}^*), \psi_i^*)_{\Omega_i}
\]
\[
+ (\bar{c}(\overline{\phi}_{i,\Omega_i} - \phi_{i,\Omega_i}^*), \psi_i^*)_{\Omega_i}.
\]
Integrating by parts and using the facts that
\[
\overline{\phi}_{i,\Omega_i} (x_i^*, k) = \phi_{i,\Omega_i} (x_i^*, k) \text{ and } \psi_i^* = 0 \text{ on each } \Omega_i^*,
\]
It is easy to see that
\[
((\overline{\phi}_{i,\Omega_i} - \phi_{i,\Omega_i}^*), \psi_i^*)_{\Omega_i} = 0,
\]
\[
(\bar{b}(\overline{\phi}_{i,\Omega_i} - \phi_{i,\Omega_i}^*), \psi_i^*)_{\Omega_i} = - (\bar{b}(\overline{\phi}_{i,\Omega_i} - \phi_{i,\Omega_i}^*), \psi_i^*)_{\Omega_i},
\]
\[
(\bar{c}(\overline{\phi}_{i,\Omega_i} - \phi_{i,\Omega_i}^*), \psi_i^*)_{\Omega_i} \leq C h_i^{1/2} ||\overline{\phi}_{i,\Omega_i} - \phi_{i,\Omega_i}^*||_{\infty, \Omega_i} ||\psi_i^*||_{L^2, \Omega_i}.
\]
\[
\text{Therefore, we have}
\]
\[
\left| (\bar{b}(\overline{\phi}_{i,\Omega_i} - \phi_{i,\Omega_i}^*), \psi_i^*)_{\Omega_i} \right| = \sum_{k=1}^{M} (\bar{b}(\overline{\phi}_{i,\Omega_i} - \phi_{i,\Omega_i}^*), \psi_i^*)_{\Omega_i} \leq |\bar{b}| ||\overline{\phi}_{i,\Omega_i} - \phi_{i,\Omega_i}^*||_{\infty, \Omega_i} \int_{x_{i-1}}^{x_i} |\psi_i^* (s)| ds.
\]
The integral on the right hand side is now divided into two parts
\[
\int_{x_{i-1}}^{x_i} |\psi_i^* (s)| ds = \int_{x_{i-1}}^{x_i-\tau_i} |\psi_i^* (s)| ds + \int_{x_{i-\tau_i}}^{x_i} |\psi_i^* (s)| ds.
\]
Using the Cauchy-Schwarz inequality in the first integral of the right hand side of the above equation and \( h_i^k \geq h_i / M \) for \( 1 \leq k \leq M / 2 \), we get

\[
\int_{x_{i-1}}^{x_i} |\psi_i^{*'} (s)| ds = \frac{M}{2k-1} \sum_{k=1}^{M/2} |\psi_i^{*}(x_i^{*} k) - \psi_i^{*}(x_i^{*} k-1)| \leq 2 \sqrt{h_i} \sum_{k=1}^{M/2} h_i^{1/2} |\psi_i^{*}(x_i^{*} k)|
\]

\[
\leq \frac{2M}{\sqrt{h_i}} \|\psi_i^{*}\|_{L_2,d,\Omega_i} \leq \frac{2M}{\sqrt{h_i}} \|\psi_i^{*}\|_{L_2,\Omega_i}.
\]

(A.19)

Here we used the equivalence of the continuous and discrete \( L_2 \)-norms, on the space of \( W_i^*(\Omega_i^M) \). On the other hand, applying the Cauchy-Schwarz inequality for the second integral in the right hand side of (A.18), yields

\[
\int_{x_{i-1}}^{x_i} |\psi_i^{*'} (s)| ds \leq \sqrt{\gamma_i} \left( \int_{x_{i-1}}^{x_i} |\psi_i^{*'} (s)|^2 ds \right)^{1/2} \leq \sqrt{\gamma_i} \|\psi_i^{*'}\|_{L_2,\Omega_i} \leq \sqrt{\gamma_i} \|\psi_i^{*}\|_{\epsilon,\Omega_i}.
\]

Combining these two results, we obtain that

\[
\int_{x_{i-1}}^{x_i} |\psi_i^{*'} (s)| ds \leq \max_{\Omega_i} \left\{ \frac{2M}{\sqrt{h_i}}, \sqrt{\gamma_i} \right\} \|\psi_i^{*}\|_{\epsilon,\Omega_i}.
\]

From (A.17) and (A.18), it follows that

\[
|a^*(\tilde{\varphi}_i,\tilde{\varphi}_i, \psi_i^{*'})| \leq \left( |\tilde{\beta}| \max_{\Omega_i} \left\{ \frac{2M}{\sqrt{h_i}}, \sqrt{\gamma_i} \right\} + |\varepsilon| h_i^{1/2} \right) \|\tilde{\varphi}_i,\tilde{\varphi}_i, \psi_i^{*'}\|_{\epsilon,\Omega_i},
\]

which proves the desired result.

To get the error bounds, we need the following final estimate between \( W_i^*(\Omega_i^M) \)–interpolant of \( \varphi_i,\Omega_i \) and its finite element approximation.

**Lemma A.8.** Let \( \tilde{\varphi}_i,\Omega_i \) be the \( W_i^*(\Omega_i^M) \)–interpolant of \( \varphi_i,\Omega_i \) and \( \varphi_i^{*},\Omega_i \) be the solution of (A.14). Then

\[
\|\varphi_i^{*},\Omega_i - \tilde{\varphi}_i,\Omega_i\|_{\epsilon,\Omega_i} \leq h_i^{-3/2} M \gamma_i,\epsilon(M). \tag{A.20}
\]

**Proof.** Since \( \varphi_i^{*},\Omega_i - \tilde{\varphi}_i,\Omega_i \in W_i^{*}(\Omega_i^M) \), using the coercivity of \( a^*(\cdot,\cdot) \) and the Galerkin orthogonality, we have

\[
|a^*(\tilde{\varphi}_i,\tilde{\varphi}_i, \varphi_i^{*})| \leq \beta_i \|\varphi_i^{*},\Omega_i - \tilde{\varphi}_i,\Omega_i\|_{\epsilon,\Omega_i} \leq a^*(\varphi_i^{*},\Omega_i, \varphi_i^{*},\Omega_i) - a^*(\varphi_i^{*},\Omega_i, \varphi_i^{*},\Omega_i)\]

\[
\leq a^*(\varphi_i^{*},\Omega_i - \varphi_i^{*},\Omega_i, \varphi_i^{*},\Omega_i - \varphi_i^{*},\Omega_i) + a^*(\varphi_i^{*},\Omega_i - \varphi_i^{*},\Omega_i, \varphi_i^{*},\Omega_i - \varphi_i^{*},\Omega_i)\]

\[
\leq \left( \max_{\Omega_i} \left\{ \frac{2M}{\sqrt{h_i}}, \sqrt{\gamma_i} \right\} + h_i^{1/2} \right) \|\varphi_i^{*},\Omega_i - \varphi_i^{*},\Omega_i\|_{\epsilon,\Omega_i},
\]

where we let \( \psi_i^{*} = \varphi_i^{*},\Omega_i - \tilde{\varphi}_i,\Omega_i \) in Lemma A.7. \( \Box \)

**A.3.2. Error bounds.** Now we are ready to get the \( \epsilon \)–uniform estimate in the energy norm.

**Theorem A.9.** Let \( \varphi_i,\Omega_i \) be the solution of (A.1) and \( \varphi_i^{*},\Omega_i \) be the solution of (A.14). Then

\[
\|\varphi_i^{*},\Omega_i - \varphi_i,\Omega_i\|_{\epsilon,\Omega_i} \leq h_i \gamma_i,\epsilon(M) \quad \text{where} \quad \gamma_i,\epsilon(M) = M^{-1}(\ln(M/h_i))^2. \tag{A.21}
\]

**Proof.** Since

\[
\|\varphi_i^{*},\Omega_i - \varphi_i,\Omega_i\|_{\epsilon,\Omega_i} \leq \|\tilde{\varphi}_i,\Omega_i - \varphi_i,\Omega_i\|_{\epsilon,\Omega_i} + \|\varphi_i^{*},\Omega_i - \tilde{\varphi}_i,\Omega_i\|_{\epsilon,\Omega_i}.
\]

the result can be obtained by combining Lemmas A.4 and A.8. \( \Box \)

The next theorem gives an \( \epsilon \)–uniform estimate of \( (\varphi_i,\Omega_i - \varphi_i^{*},\Omega_i) \) in the maximum norm.
Theorem A.10. Let \( \varphi_{i,\Omega_i} \) be the solution of (A.1) and \( \varphi_{i,\Omega_i}^* \) be the solution of (A.14). Then
\[
\| \varphi_{i,\Omega_i}^* - \varphi_{i,\Omega_i} \|_{\infty,\Omega_i} \leq h_i \gamma_{i,\infty}^*(M), \text{ where } \gamma_{i,\infty}^*(M) = M^{3/2} \tau_{i,\infty}(M). \tag{A.22}
\]

**Proof.** First, consider the fine mesh points \( \{x_{i,k}^*\}_{k=1}^M \) which contains a neighborhood of the boundary layer. Using the Cauchy-Schwarz inequality with some rearrangements, we have
\[
\begin{align*}
| (\varphi_{i,\Omega_i}^* - \varphi_{i,\Omega_i}) (x_{i,k}^*) | &= | (\varphi_{i,\Omega_i}^* - \varphi_{i,\Omega_i} \pm \varphi_{i,\Omega_i}) (x_{i,k}^*) | \\
&= \int_{x_{i,k}^*}^{x_i} (\varphi_{i,\Omega_i}^* - \varphi_{i,\Omega_i})'(s) ds \\
&\leq \sqrt{\frac{M}{h_i}} \| \varphi_{i,\Omega_i}^* - \varphi_{i,\Omega_i} \|_{\infty,\Omega_i}.
\end{align*}
\]

For the coarse mesh points \( \{x_{i,k}^*\}_{k=1}^M \), i.e., outside of the boundary layer, we have \( h_i^k \geq h_i \), which implies that \( 1 \leq \frac{h_i}{h_i^k} \) and so that,
\[
| (\varphi_{i,\Omega_i}^* - \varphi_{i,\Omega_i}) (x_{i,k}^*) | \leq \frac{M}{h_i} h_i^k | (\varphi_{i,\Omega_i}^* - \varphi_{i,\Omega_i}) (x_{i,k}^*) |^2 \leq \frac{M}{h_i} \sum_{k=1}^{M-1} h_i^k | (\varphi_{i,\Omega_i}^* - \varphi_{i,\Omega_i}) (x_{i,k}^*) |^2
\]
\[
= \frac{M}{h_i} \| \varphi_{i,\Omega_i}^* - \varphi_{i,\Omega_i} \|_{L^2,\Omega_i}^2 \leq \frac{2M}{h_i} \| \varphi_{i,\Omega_i} - \varphi_{i,\Omega_i}^* \|_{L^2,\Omega_i}^2. \tag{A.23}
\]

Here we have used the following inequality,
\[
\| \varphi_{i,\Omega_i} - \varphi_{i,\Omega_i}^* \|_{L^2,\Omega_i}^2 \leq 2 \| \varphi_{i,\Omega_i} - \varphi_{i,\Omega_i}^* \|_{L^2,\Omega_i}^2 + \| \varphi_{i,\Omega_i} - \varphi_{i,\Omega_i}^* \|_{L^2,\Omega_i}^2
\]
\[
= 2 \| \varphi_{i,\Omega_i} - \varphi_{i,\Omega_i}^* \|_{L^2,\Omega_i}^2 \leq 2 \| \varphi_{i,\Omega_i} - \varphi_{i,\Omega_i}^* \|_{L^2,\Omega_i}^2 \leq 2 \| \varphi_{i,\Omega_i} - \varphi_{i,\Omega_i}^* \|_{L^2,\Omega_i}^2. \tag{A.24}
\]

Combining (A.23) and Lemma A.8, we obtain the required result. \( \square \)