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Abstract 

In this work, we suggest reliable iterative methods to solve the Falkner-Skan problem to obtain 

new approximate solutions. The suggested methods. are Tamimi-Ansari method.(TAM), 

Daftardair-Jafari. method.(DJM) and Banach countraction method.(BCM). We compare the 

obtained numerical results with other numerical methods like the Runge-Kutta (RK4) and Euler 

methods. The fixed point theorm is presented to test the convergence of the suggested methods. 

Moreover, the results of the remaining maximum error values showing that the suggested methods 

are reliable and effective. The Software used in our calculations for this work is Mathematica® 

10. 
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1. INTRODUCTION 

 

The Falkner-Skan problem was first studied in 1931 by Falkner and Skan [1]. The Falkner-Skan equation 

has many important applications in industrial iprocesses, such as drawing of plastice films, metal spinning, 

coolinge of a metallic plate in a coolinge bath, an aerodynamic extrusion of plastic sheets, metallic plates and 

others [2]. There are many methods used to solve the Falkner-Skan problem, like Adomian decompositionn 

methods.(ADM) [2], Variationall iteration method.(VIM) [3,4], Optimal  homotopy asymptotic 

method(OHAM) [5]. An iterative finite deference method(IFDM) [6], Homotopy Perturbation 

methods.(HPM) [7], Homotopy analysiss method (HAM) [8], Runge-Kutta 4 (RK4) with shooting 

techniques [9] and collocation method [10]. In addition, there are many methods that give an approximate 

solution of the ordinary differentiall equations and partiall equations such as variational methods (VIM)[11], 

Spline approximation method [12] and modified picard iteration method [13] and others.   

 

A newe iterative method was suggested by Daftardar-Gejji and Jafarii (DJM) [14]. The aDaftardar-Gejji 

method has been usede to solve many nonlinear problems. Like application to partial differential equations 

[15], fractional boundary value problems, wither Dirichlet boundary conditions [16], Duffing equations [17], 

exact solutions of Laplace equation[18], Korteweg-de Vries equations [19], nonlinear ordinary differential 

equations (ODE) [20], and Volterra integro-differential equations [21]. 

 

Also, Temimi and Ansari (TAM) [22] have suggested a new semi-.analyticaly iterative technique to solved 

the nonlinear equations. The Temimi and Ansarii methods used to solve many differential problems, such 

as Duffing equation [23], solving chemistry problems [24], differential algebraic equations [25], nonlinear 

thin films flows equations [26], and Fokker-Planck’s equations [27].  
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Moreover, another iterative method called the Banache Contractions Principle.(BCP) is suggested by 

Daftardar-Gejjii and Sachin Bhalekar [28]. The method has been used to solve variouse kinds of differential 

and integral equations [29].  

 

The main goal of this paper is to implement the three iterative methods TAM, DJM and BCM to find 

approximate solutions for Falkner-Skan equation.  

 

The work iorganized as followse: In section 2, the standard formulas of Falkner-Skan equation is provided. 

In section 3, shows the basic concepts of the reliable proposed methods are presented. In section 4, The 

Adomiani decompositions method(ADM). In section 5, convergence analysiss of the suggested methods is 

given.  In section 6, clarify and discuss the numerical simulation. Finally, in section. 7 the conclusions is 

given. 

  
2. THE FORMULATION OF THE FALKNER-SKAN EQUATION 

 
The Falkner-Skane equation is classified as one of the nonlinear third-order ordinary differential equations. 

It has modeled a variety of important physical applications, such as insulating materials,  applications of 

glass and polymer studies[9]. How to deal with the infinite boundary condition to solve this equation is one 

of the main problems of numerical methods. This equation has an important roles in developments of the 

boundary layers theory in fluids mechanics. Also, it has provided many good sources of information about 

the behavior of incompressible boundary layers [22]. In the current work, the Falkner-Skan problem will 

be solved which is given by the following formula: 

 
2 2( ) ( ) ( ) ( ( )) ] 0                                     y x y x y x y x                               (1) 

with the following boundary conditions. 

 

(0) 0, (0) 1 , ( ) .y y y       

 

where   is the pressures gradients parameter and 𝜖 is velocity ratios parameter. Also, when the value of the 

parameter  0   ,  then Eqution (1) reduces to the Blasius problem which have been studied recently in 

[30], when 1   , Eqution (1)  reduces to the Hiemenz flow problem and when 
1
 
2

   , Eqution (1)  

reduces to the Homann flow problem [31]. 

  
3.THE THREE ITERATIVE METHODS TAM, DJM AND BCM 

 
In this part, the basic idea of the TAM, DJM and BCM will be introduced. 

3.1. The Basic Concepts of the TAM  

Let use introduced the following nonlinear differential equation [22]: 

( ( )) ( ( )) ( ) 0,  L y x N y x g x                                                                                                                    (2) 

with boundary conditions 

, 0,  
dy

B y
dx

 
 

 
                                                                                                                             (3)    
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where 𝑥 is the independente ivariable, y(x)  is an unknown functions ( )g x is a known function, 𝐿 is a 

lineare operator and N  is a nonlinear operators and B  is the boundary operator. The main condition here 

in ODE is that L  is the lineary part. Possible take some lineary parts and add them to N as needed. 

We first begine by assuminge that  0y x   is an initial guesse to solve the problems y(x) and is the solution 

of the equation 

0
0 0( ( )) ( )=0,   ( , ) 0.

dy
L y x g x B y

dx
                                                                                                    (4) 

The other approximate solution by solving the next problem 

1
1 0 1( ( )) ( ) ( ( )) 0,     ( , ) 0. 

dy
L y x g x N y x B y

dx
                                                        (5) 

Thus, we have the following iterative procedure., whiche is the solutions of a linear set of problems 

1
1 1( ( )) ( ) ( ( )) 0,        ( , ) 0.n

n n n

dy
L y x g x N y x B y

dx


                                                        (6) 

Its is importanttto note that each  iy x are solutions of the Eqution (2). We take more iterations to solve 

the problem.  

3.2.Solution of Falkner-Skan problem by the TAM 

We will apply TAM to solve the Falkner-Skan problem given in Eqution (1) with the following boundary 

conditions: 

 

(0) 0, (0) 1 , ( ) . y y y       

 

Applying  the TAM, by first distributing the problem as follows: 

 
2 2( ) ( ),  ( ) ( ) ( ) ( ( )) ,  ( ) . L y y x N y y x y x y x g x                                          (7) 

 

According with the steps previously presented, we begin to solve the equation 

 

2

0 0 0 0( ) ,  (0) 0,  (0) 1 ,  (0) .   y x y y y a                                                                      (8) 

 

Therefore, the initial problem will be:. 

2

0 0 0 0( ) ,  (0) 0,  (0) 1 ,  (0) . L y y y y a                                                                                         (9) 

The following problems can be obtained by the general relationship 

1 1 1 1( ( )) ( ) ( ( )) 0, (0) 0, (0) 1 , (0) . n n n n nL y x g x N y x y y y a   
               (10) 

Then, 

2

0 ( )  y x                                                                                                                                          

(11) 
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By integration the Eqution (11) from 0  to x  three times and using the boundary conditions

0 0(0) 0, (0) 1y y     and 0 (0) ,y a  we get 

2
3 2

0

1
( ) .  

2 6

ax
y x x x x                                                                                                       (12) 

The first iteration can be given as follows 

 
2 2

1 0 0 0( ) ( ) ( ) ( ( ))y x y x y x y x        with 1 1(0) 0, (0) 1y y    and 1 (0) . y a    (13) 

By solving the equation (13) ,we get 

 
2 4 2 5 3

4 2 5 4 3 4

1

1 1 1 1 1

2 24 120 6 12 60 24 3 12

ax ax a x x
y x x ax a x x ax x ax


               

7 2 4
5 2 6 2 5 2 2 6 2 2 5 3 5 2 3 7 3 41 1 1 1 1 1 1

.
60 180 60 120 60 60 1260 840

x
x ax x ax x x x


               

We obtain the second iteration  
2

y x  by solving the following  

2 2

2 1 1 1( ) ( ) ( )  ( ( ))y x y x y x y x        with 2 2(0) 0, (0) 1y y    and 2 (0) .y a     (14) 

Then, by solving the Eqution (14),  we get: 

 
2 4 2 5 6 2 7 3 8 2 9 3 10 4 11 3

2

11 11

2 24 120 240 5040 40320 24192 64800 712800 6

ax ax a x ax a x a x a x a x a x x
y x x


            

5 8 15 5 8
4 2 5 6 2 71 1 1 2

12 60 60 60 315 2688 24766560

x ax x
ax a x ax a x

  
           

15 6 8 15 7 823
 .

412776000 39312000

x x 
   

We will continue to get the other approximations tille 5,n  for  ny x . but not all terms are listed, for the 

sake of brevity.  

After finding the approximate solution of the series  5( )y x which contains the value of the missing 

condition 5(y (0)=a), then to find the numerical value of (a), we use  the Padé approximation to  y(x),

which is the division between two polynomials are Q ( )m x   and R ( ) n x of degrees m  and n  

respectively and given by the following relationship[32]. 
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2

0 0 1 2

2

0 1 2

0

....( )
( ) .

( ) 1 ....
1

m
i

mi

i mm

n n
jn n

j

j

a x
a a x a x a xQ x

p x
R x b b x b x b x

b x





   
  

    





 

Now, by applying the Padé approximation for 
5

(y ( )) x (since the third used boundary condition 

( )y     ) with ( 0.5,  0.1),    we get [2]  

 

  
     

 

2

2

2 5 2

0.9 0.9 0. 0.375 0.2675 0. 0.375
  ' ,   

1 0. 0.375 0.075

a a x a a x
P y x

a x x

     


  
 

    

 2

2  By taking lim , 
x

P x


 we obtain 

 2 2

2   3.56667 5 ,  P x a   

By applying the condition value ( ) 0.1,y      we get 

23.56667 5 0.1,a   

 

Then, the value of a will be a= 832666   this means a dual solution of equation. Thus, we will use the 

value that achieves better convergence, when   0. 832666a  , i.e. . y (0)=832666  

3.3.The Basic Concepts of the DJM  

In this part, we considerd the nonlineary functional equation as follows [33]: 

     , y N y f                                                                                                                             (15) 

where N  is a nonlinear operators and f is knowne function. 

Therefore, the solution of Equation (15) takes the following series formula 

0

 = .   i

i

y y




                                                                                                                                                           (16) 

Now,  the nonlinear operator 𝑁 in Eqution  15  is decomposed as:  

 
1

0

0 0 0 0

,
i i

i j j

i i j j

N y N y N y N y
  

   

       
       

       
                                                                       (17) 

From Equtions. (16)  and  17 , the Eqution  15   is equivalents to 

 
1

0

0 0 0 0

  .  
i i

i j j

i i j j

y f N y N y N y
  

   

     
       

     
                                                                    (18) 

Moreover, the recurrences relations can be defined as:  

0 ,   y f                                                                                                                                          (19) 
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1 0( ),y N y                                                                                                                                  (20) 

 

1

1

0 0

                         1,2,3 , 
m m

m i i

i i

y N y N y m




 

   
      

   
                                                              (21) 

and 

 
1

0 0

  ,                                                 1,2,   . 
m m

i i

i i

y N y m


 

 
   

 
                                                   (22) 

Then, 

0

. i

i

y f y




                                                                                                                                   (23) 

 

3.4.Solution The Falkner-Skan Equation by the DJM 

To solve the problem of the Falkner-Skan given in Eqution (1) by the DJM, withe boundary conditions: 

(0) 0,  y (0)=1-  , y ( )y     . 

The following steps will be used: 

       2 2    (  ) . y x y x y x y x                                                                                 (24) 

Integration both sides of Eqution    24 three times from 0  to x  with boundarye conditions when               

( (0)y a  ) .  According the reducing of multiple integrals [34], the functional Equation(25) become 

as: 

       
2

3 2 2

0 0 0

1
y   ( ) .

2 6

x x xax
x x x x y t y t y t dtdtdt                                     (25) 

          
2

23 2 2

0

1 1
y (     ) . 

2 6 2

xax
x x x x x t y t y t y t dt                             (26) 

Then 

 
2

3 2

0

1
 ,

2 6

ax
y x x x x      

          2 2

1
0

1
  (     ) ,              0,1  , 2,    .          
2

x

n n n nN y x t y t y t y t dt n

        

Applying the DJM, we obtain  

 
2

3 2

0

1
 ,

2 6

ax
y x x x x      

 
4 2 5 3

4 2 5 4 3 4 3 2

1

1 1 1 1 1 1

24 120 6 12 60 24 3 12 6

ax a x x
y x ax a x ax x ax x


              
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5 2 6 2 5 2 2 6 2 2 5 3 5 2 31 1 1 1 1 1

60 180 60 120 60 60
x ax x ax x x            

7 2 4
7 3 41

,  
1260 840

x
x


   

6 2 7 3 8 2 9 3 10 4 11 5 8
6 2 7

2

11 11 1 2

240 5040 40320 24192 64800 712800 60 60 315 2688

ax a x a x a x a x a x x ax
y ax a x

 
            

3 8 2 9 13 6 7 15 4 8 15 5 8 15 6 8 15 7 853 23
 .

1260 181440 1235520 103194000 24766560 412776000 39312000

a x a x x x x x x      
        

Since, that 
0

                  1, 2, 3,   
n

n i

i

y y n


     

Continue to find other approximations up to till 5n  , for, ( )ny x . but are not listed for brevity the 

terms. 

We got the same value of 𝑎  as in subsection 3.2, because the approximate solution is the same. 

3.5. The Basic Concepts of the BCM  

Lets us the nonlinear functionall equation [28]: 

        ,  y x N y x f x                                                                                                                               (27) 

when   y x is an unknown functions which is the main goal, N  is nonlineary operator and ( )f x  is 

known function. 

Now, we will define some successive approximations as follows: 

0 ,y f                                                                                                                                                     (28) 

 

 

1 0 0

2 0 1

,

    ,     

y y N y

y y N y

 

 
 

 

 0 1  ,        1  , 2,     . n ny y N y n                                                                                                                (29) 

A solution 𝑦 of Eqution    27 with boundary conditions given by the following  

lim .n
n

y y


  
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3.6. Solution The Falkner-Skan Equation by the BCM 

In this part, the BCM will be implemented to solved the Falkner-Skan equation, to get an approximate 

solutions. 

Followed similar steps as in subsection 3.4, we get an Eqution (26). 

Now, 

            22 3 2

0 1 1 1 1
0

1
let  0.9 0.5 0.000833333 (         ) ,    

2
,   

x

n n n ny x x ax x N y x t y t y t y t dt n N

             

We will applying the BCM, we get: 

 
2 4 2 5 3

4 2 5 4 3 4

1

1 1 1 1 1

2 24 120 6 12 60 24 3 12

ax ax a x x
y x x ax a x x ax x ax


               

7 2 4
5 2 6 2 5 2 2 6 2 2 5 3 5 2 3 7 3 41 1 1 1 1 1 1

,
60 180 60 120 60 60 1260 840

x
x ax x ax x x x


               

 

 
2 4 2 5 6 2 7 3 8 2 9 3 10 4 11 3

2

11 11

2 24 120 240 5040 40320 24192 64800 712800 6

ax ax a x ax a x a x a x a x a x x
y x x


            

 
5 8 15 5 8 15 6 8 15 7 8

4 2 5 6 2 71 1 1 2 23
 .

12 60 60 60 315 2688 24766560 412776000 39312000

x ax x x x
ax a x ax a x

    
               

We continue to get other iterations till 5n  , for  ny x  but are not all listed for brevity, we got the 

same value of a as for the previous methods: TAM and DJM, since the approximate solutions are the 

same. 

4 .THE ADOMIAN DECOMPOSITION METHOD (ADM) 

  
In this section the ADM will be introduced to solve the Falkner-Skan equation in a simpler procedure 

than the work given in [2].  

 
4.1. The Basic Concepts of the ADM    

We first considerd the nonlinear functional equation given in this part [35]   

,y N f                                                                                                                                      (30) 

where 𝑁 is a nonlinear operator, f  is a given function. 

The solution 𝑦 is represented as. the infinite sum of series 

0

.n

n

y y




                                                                                                                                                 (31) 

The nonlinear function ( )N y is decomposed as follows:  

 
0

( ) , n

n

N y A




                                                                                                                                 (32) 

where 
nA   are Adomiane polynomials and calculated by the formulae 
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λ 0,  

0

1
   [ ( λ )]         1  ,  2,  3,  . 

!  λ

n
i

n in
i

d
A N A n

n d







                                                                  (33) 

By substituting Equtions (31) and (32) into Eqution (30), we get 

0 0

,  n n

n n

y A f


 

                                                                                                                                    (34) 

Thus, the terms of the ADM chain are created as follows: 

 
0

1

, 

,    1, 2, 3,   n n

y f

y A n




  
                                                                                                                                (35) 

 4.2.  Solution For Falkner-Skan Equation by the ADM     

The ADM will be applied to get the approximate solution for Falkner-Skan problem given in Eqution (1), 

with boundary conditions, directly without making changes to the equation formula. 

 

While Bakodah et al. [2] suggested transform the problem (1) into the system of  differential equation. 

Let use integrate bothe sides of Eqution (24)  three times from 0   to x  with the use the given boundary 

conditions with (0)y a  , we get   

   
2

3 2

0 0 0

1
y     . 

2 6

x x x

n n

ax
x x x x A B dtdtdt                                                         (36) 

where
nA   and 

nB   are the Adomian  polynomials , that represent the nonlinear terms 1 1( ) ( )y t y t   and 

respectively.
2

1( ( ))y t   

By reducing of multiple integrals, the Eqution  36   becomes: 

     
2

23 2

0

1 1
y (     .

2 6 2

x

n n

ax
x x x x x t A B dt          

By applying the ADM, we get  

2
3 2

0

1

2 6

ax
y x x x      

4 2 5 3
4 2 5 4 3 4 3 2

1

1 1 1 1 1 1

24 120 6 12 60 24 3 12 6

ax a x x
y ax a x ax x ax x


               

7 2 4
5 2 6 2 5 2 2 6 2 2 5 3 5 2 3 7 3 41 1 1 1 1 1 1

,
60 180 60 120 60 60 1260 840

x
x ax x ax x x x


               

6 2 7 3 8 5 3 8 5 2
6 2 7 6 2

2

11 11 1 2 1

240 5040 40320 60 60 315 1260 60 72

ax a x a x x a x x
y ax a x ax

  
            

3 8 2 2 7
2 7 2 6 5 61 1 11 1 1

252 2016 120 5040 20 30

a x a x
a x ax x ax


         
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9 3 5 9 4 5 11 3 6 11 4 6 11 5 6
6 2 2 7 21 1 13 19

.
36 252 30240 5040 155925 1247400 118800

x x x x x
ax a x

    
         

 

We will continue to obtain other iterations till 5,n   for  (x)ny but all are not, listed for brevity, when

( 0.5,  1),    can be find value of  (a= 832666) in the same way used in previous methods. 

 

 

5. CONVERGENCE ANALYSIS OF THE SUGGESTED METHODS 

  

In this part, we prove the convergence analysis for the suggested methods, for nonlinear ordinary 

differential equations by Eqution(1) with boundary conditions, let us define new iterations as follows. 

 

 

 

 

0 0

1 0

2 0 1

1 0 1

,           

,         

,                                                                                             

.n n

f y x

f F f

f F f f

f F f f f





 

  

                        (37) 

Where 𝐹 is the operator,e which is defined as follows  

   
1

0
,   1,2,....

k

k k ii
F f S f x k




                                                                                               (38) 

 

The term 𝑆𝑘 represents the solution of the following equation 

  1

0
( ( )) ( )   0 

k

k ii
L f x g x N f x




     with  , 0. k

k

df
B f

dx

 
 

 
                                        (39)  

So, in this way, we get    
0

.lim n nnn
y x y x f




  . Hence, the solution of the problem represented, 

we can access it by Equtions (37) and (38) in the resulted series 

   
0
 . ii

y x f x



                                                                                                                              (40) 

The following theorems provide the main results and basic conditions for convergence for the proposed 

methods [36,37,38]. 

 

Theorem 5. 1. Let 𝐹 be an operator “which is the same operator defined in Eq. 38"  from some Hilbert 

space H to the same space. The solution in a series formula    
0

n

n i

i

y x f x


 converges if 

 0 1m    such that    0 1 1 0 1 i iF f f f mF f f f      ( that 1 )i if m f   

0,1,2,3,...i   

This theory is not only a private case of Banach’se Fixed-Points theorems, but it is sufficientt conditions to 

study the convergent of the TAM, DJM and BCM .  

Proof. : See [ 36 ]. 

Theorem. 5.2. Let the series solutions    
0

i

i

y x f x




  be convergent, this series will represented the 

exact solutions of the current nonlineary equations. 
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Proof :. See [ 36 ]. 

Theorem 5.3. Assume that the series solution  
0

i

i

f x




  whiche is defined in  40  be convergents to the 

solution  .y x  If the finite truncated series  
0

n

i

i

f x


  has been used as an approximations for the solutions 

of the current equation, then the maximum error  nE x ,can be evaluated as 

 

  1

0

1
.  

1

k

nE x m f
m




                                                                                                                                      

(41) 

Proof : See [ 36 ]. 

 

Theorems 5.1.and 5.2 states that the iterative methods solution for the current nonlinear problem. The 

obtained approximate solutions by any one of the proposed methods converge to the exact solutions under 

the condition  0 1m    such that    0 1 1 0 1 i iF f f f mF f f f      ( that is

1 )i if a f  for each 0,1,2 .i ,3,.. . i.e, i ,  if we define the parameterse as follows 

1
,      0

   

0,                 0

i

i

ii

i

f
f

fP

f




 
 

                                                                                                                              (42) 

where the 
2L -norm uses in Eqution (42) and in section 5, which is define for the vector  1 , ,  nx x x

by: 

2 2

12 nx x x  

Therefore, the infinite series solution obtained  
0

  i

i

f x




 of the current problem, which convergent to 

the exact solution ( )y x , when 0 1,  0,1,2, . iP i      . Also, just like in Theorem 5.3. The 

maximum truncation error can be estimated to be   ( 1)

0

0

1

1

n
n

i

i

y x f P f
P





 


 where 

 max , 0,1, , .iP P i n    

 
5.1. The Convergence of the TAM 

In this part, we will prove the convergence of the TAM by solving the Falkner-Skan problem, and the 

convergence condition will be examined as given in Equtions (37) -(38) . We get iterative scheme for 

Eqution (1)  given as follows: 

  2 3

0 0.9 0.416333 0.000833333 .f x x x x    

We will applyaing the TAM and the operatore  kF f  as defined in Eqution (38)  with the terms
kS  

which represents the solutions ofs the equation 

          
2

1 1 12

0 0 0
   ' ,  

k k k

k i i ii i i
f x f x f x f x

  

  

        
   with   0 0,kf   
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 ' 0 1  kf   and  0 0.832666 kf                                                                                                (43) 

By applying the above steps, we can get the following terms: 

3 5 6 9 7

1 0.0675 0.0000375 0.0000057824 4.96031746032 10 ,f x x x x     

5 6 7 7 8

2 0.0030375 0.000468375 0.0000341518 9.29315 10 1.49785f x x x x       

7 9 9 10 12 11 12 1210 9.55129 10 1.63465 10 3.28546 10x x x x           

13 13 16 14 19 152.30893 10 3.93991 10 1.57723 10 .x x x         

Now, we see that the obtained solution by the TAM which satisfies the convergents conditions by 

assessment the 
iP  values, for this case, where 0.5,   0.1     we get 

     

     

2 2 2

1 1 11

0
2 2 2

0 2
0 0

2

0

0 0.1 1
0.03937809 1,

0 0.1 1

f f ff
P

f
f f f

 
   

 

 

     

     

2 2 2

2 2 22 2

1
2 2 2

1 2
1 1 1

0 0.1 1
0.0452157 1,

0 0.1 1

f f ff
P

f
f f f

 
   

 

 

     

     

2 2 2

3 3 33 2

2
2 2 2

2 2
2 2 2

0 0.1 1
0.07468906 1,

0 0.1 1

f f ff
P

f
f f f

 
   

 

 

     

     

2 2 2

4 4 44 2

3
2 2 2

3 2
3 3 3

0 0.1 1
0.0772255 1,

0 0.1 1

f f ff
P

f
f f f

 
   

 

 

     

     

2 2 2

5 5 55 2

4
2 2 2

4 2
4 4 4

0 0.1 1
0.0730672 1,

0 0.1 1

f f ff
P

f
f f f

 
   

 

 

where, the
iP  values, for   0i   and 0 1x   are less than1 . So the solution for the TAM is convergent. 

Since, the approximate solutions for the all suggested methods are equal, therefore, the values of  iP  are 

the same, then DJM and BCM approaches are convergent. 

5.2. The Convergence of the ADM 

In this part, we will demonstrate the convergence procedure of the ADM by solving the Falkner-Skan 

problem.  The iterative scheme for Eqution (1) can be written by the following 

 

  2 3

0 0.9 0.416333 0.000833333 ,                                      f x x x x    

3 5 6 9 7

1( ) 0.0675 0.0000375 0.0000057824 4.96032 10 ,f x x x x x     

  5 6 7 7 8

2 0.0030375 0.00046837 0.00000160714 9.29315 10f x x x x x       

8 9 10 10 13 119.45399 10 2.06514 10 1.12734 10 .x x x         
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The solution obtained  
2

0

i

i

f x


  satisfies the convergent conditions by assessment the
iP  values for this 

case, where 0.5,   0.1,    we obtain 

 

where, the 
iP values   0i  and 0 1x   are less than 1,so the ADM is convergent. 

     

     

2 2 2

1 1 11 2

0
2 2 2

0 2
0 0 0

0 0.1 1
0.0836778 1,

0 0.1 1

f f ff
P

f
f f f

 
   

 

 

     

     

2 2 2

2 2 22 2

1
2 2 2

1 2
1 1 1

0 0.1 1
0.0333195 1,

0 0.1 1

f f ff
P

f
f f f

 
   

 

 

     

     

2 2 2

3 3 33 2

2
2 2 2

2 2
2 2 2

0 0.1 1
0.0346158 1,

0 0.1 1

f f ff
P

f
f f f

 
   

 

 

     

     

2 2 2

4 4 44 2

3
2 2 2

3 2
3 3 3

0 0.1 1
0.00837697 1,

0 0.1 1

f f ff
P

f
f f f

 
   

 

 

     

     

2 2 2

5 5 55 2

4
2 2 2

4 2
4 4 4

0 0.1 1
0.204828 1,

0 0.1 1

f f ff
P

f
f f f

 
   

 

 

 

6. NUMERICAL SIMULATION 

To study the accuracy of the approximate solutions of the Falkner-Skan problem by the TAM, DJM, and 

BCM, it is clear that the exact solution is unknown. The error remainder for the Falkner-Skan problem we 

can be calculated by 

         2 2  [    ) .nER x y x y x y x y x         

And the maximal error remainder for the Falkner-Skan equation as follows 

 
0   1
max   .n n

x
MER ER x

 
                                                                                                                                 In 

the Figure 1, can be see the analysis of the logarithmics plots of the maximum error reminders of the 

approximate solutions obtained by the suggested methods for the .nMER  As well, by increasing the 

number of iterations, then the errors will be reducing, this indicates the efficiency of the proposed methods.  
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Figure  1.  Logarithmics plots for the 𝑀𝐸𝑅𝑛 versus n from 1 to  5 when 0.5   and 0.1  for Falkner- 

Skan equation by using the proposed methods (TAM, DJM and BCM) 

When fixed  0.5   and change  0.1, 0.2, 0.3, 0.4,0.5  , we note that the errors will be decreasing 

and convergence is increasing. When fixed the value of 0.1   and change the value     

2,  3 ,  4,  5,  6    the convergence will decrease by the proposed methods. 

 

Figure 2. Logarithmics plots for the 
nMER versus 𝑛 from 1 to 5 when 0.5   a 0.1, 0.2, 0.3 ,0.4,0.5   

for Falkner-Skan equation 

 

 
Figure 3. Logarithmics plots for the 

nMER versus n from 1 to 5 when 0.1  and 2,3,4,5,6    for 

Falkner-Skan problem 
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The rate of convergence for the Falkner-skan equation can be estimated by the following formula 

34

3 2

log / log    1.
MERMER

MER MER

   
   

  
  (44)                     

Moreover, the comparison between approximate solution of the proposed methods with the solution 

obtained by ADM [23] and VIM [24] is given in Figure 4.  

 

 

Fiqure 4. Plots for the numerical solution  y x  obtained by each method, versus 𝑥, when 0.1   and 

0.5  for Falkner-Skan equation 

Furthermore, the numerical solutions of Falkner-Skan problem by using two numerical methods that are 

Runge-Kutta 4 (RK4) and Euler (Eul) methods are compare with proposed method is given in Figure 5 and 

good agreement has been acheived. In Figurs. 6 and 7, we have plotted all the numerical solutions for 

different values of and   . 

 

Figure 5. Plots for the numerical solution  y x obtained by each method, versus x,when 0.1  and

0.5   for Falkner-Skan equation 
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Figure 6. Plots for the numerical solution  y x  obtained by the proposed methods versus 𝑥,when 

0.5   and 0.1, 0.2, 0.3 ,0.4,0.5   for Falkner-Skan equation 

 
Figure 7. Plots for the numerical solutions  y x obtained by the proposed methods, versus x,when 

0.1  and  2,3,4,5,6  for Falkner-Skan equation 

 
7. CONCLUSION 

 
In this work, we have implemented three iterative methods namely TAM, DJM and BCM to solve Falkner-

Skan equation. Also, we used another iterative method  whichis ADM to solve the problem. We have used 

Padé approximate method to get the numerical value of the missing boundary conditions. Then we solved 

the problem by using two numerical methods which are RK 4  and Euler methods, the numerical results of 

the suggested methods were compared with approximate solutions and good agreement  have been 

achieved. 
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