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ABSTRACT 
 

In this paper, to improve image performance of biomedical data, Markov Random Field (MRF) and 
Cellular Neural Network (CNN) structures are combined and a new approach, Markov Random 
Field-Cellular Neural Networks (MRF-CNN) is introduced.  MRF-CNN structure can be applied to 
biomedical data for various image processing problems such as noise filtering, edge detecting, blank 
filing etc., with noise variance up to 9 dB   and better results are obtained according to MRF and 
CNN schemes.  In training of MRF-CNN, Recursive Perceptron Learning Algorithms (RPLA) is 
studied.  
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1. INTRODUCTION 
 
Markov Random Field (MRF) models have been 
successfully applied to many fundamental issues 
of image analysis and computer vision such as 
image restoration, edge detection, image 
segmentation, computed tomography, surface 
reconstruction, and motion analysis or scene 
interpretation. The mathematical framework of 
MRF is a statistical models and Bayesian 
estimation theory is used to extract the relevant 
information from the observed images. By 
defining comprehensive global statistical models, 
MRF theory leads to significant improvement 
over local methods.  Recently the MRF has been 

successfully in corporate into various image 
algorithms by converting the image processing 
into Bayesian estimation with some appropriate 
constraints [1].    
 
Cellular Neural Network (CNN)  is a large-scale 
non-linear analog circuits which processes 
signals in real time.  CNN is an analog parallel  
computing paradigm defined in space and 
characterized by locality of connections between 
processing elements (cells or neurons) [2].  Like 
cellular automata, it is made of massive 
aggregate of regularly spaced circuits clones, 
called cells, which communicate with each other 
directly only through its nearest neighbors.  The 
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adjacent cells can interact directly with each 
other.  Cells not directly connected together may 
affect each other indirectly because of the 
propagation effects of the continous-time 
dynamics of cellular neural networks [3].    
  
In this paper,  to enhance 2-Dimensional 
images, we have combined MRF and CNN 
schemes and introduced Markov Random Field-
Cellular Neural Network (MRF-CNN).  We have 
compared MRF-CNN performance of image 
enhancement with MRF and CNN.  We have 
found satisfactory results.     
 
In Section II we have presented MRF-CNN 
model.  In Section III, we have discussed 
enhancement performance of our scheme with 
MRF and CNN.  
 
2. MRF-CNN MODEL 
 
2.1. MARKOV RANDOM FIELD 
MODEL 
We are able to formulate the image segmentation 
as a Bayesian estimation problem. It was shown 
in refs. [4-6] that image can be modeled as a 
Gibbs random field and image segmentation can 
be acomplished through a maximum a posteriori 
(MAP) probability estimation process. If we 
denote a given image by y and a segmentation of 
this this image by x, then a Bayesian formulation 
of the image segmentation can be obtained by 
relating the a posteriori probability densty 
function P(x/y) with the conditional probability 
density function P(y/x) a priori probability 
density function P(x). According to Bayesian 
theorem those probability density function are 
related as; 
 
P(x/y)=P(y/x).P(x)        (1) 
 
It is clear from the defination of the conditional 
probability density function that P(y/x) represent 
the image data given the orginal well-defined 
regions. This probability density function is 
closely related to an imaging process whose 
parameters can be estimated from the given 
image. The a priori probability density function 
P(x) is also related to the given image and 
represent the relationship between region as well 
as pixels within each region. 
 The conditnional density is modeled as a with 
gaussian process, with mean i

s
µ  and variance 

2σ . Each region i is characterized by a different  
i

s
µ  which is a slowly varying function of s. 
This the intensity of each region is modeled as a 
signal i

s
µ  plus white Gaussian noise whith 

varience 2σ . 
 
The combined probability density has the form 
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We observe that the probability density fonction 
has two components . One contraints the region 
intensity  to be close the data. The other imposes 
spatial continuity. If we assume the noise 
variance 2σ are known, the we must estimate 
both the distribution of regions x and the 
quantisation level qm’.  This will be done using 
histogram technique. 
 
2.2 ESTIMATING OF PAREMATER OF 
A GIBBS DISTRIBUTION 
Our objective is to estimate the parameters of a 
Gibbs distribution a realization from this 
distribution. Using similar optimization approach 
of Derin and  Elliot (1987) [5], we present the 
formulation in terms of a second order 
neighborhood system  2η , although its 
extension to any order is possible. Consider a site 
(i,j) and its neighborhood ijη at  residual map of 
X. Let qm

’ is the transient quantization level of 
biomedical image during optimization at ),( ji  
pixel and t’ represent the vector of neighboring 
values of qm

’  at ),( ji .  

[ ]43214321
' ,,,,,, vvvvuuuut =                    (3)                             

where the location of ui’s and vi
’s with respect to 

qm
’ .  

We define indicator functions, 

    

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 ≈−

=
           otherwise     ,       1   

zz      ,      1
)z,...,z,z(I 21

k21 (4)   

 is the approximation  defined as, 

 ε≤−≡≈ ++ 11 kkkk zzzz                         (5)                              

where ε  is a small value given regarding to 
optimization tolerance. 
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Another indicator )( '
mm qJ is defined as, 





 ≈−=

otherwise      ,      1   
qq      ,      .1)q(J m

'
m'

mm     (6)                                          

Using these indicators we can express the 
potential function Eq. (4) of all cliques that 
contain ),( ji , the site of  '

mq  . That is 
 

∑
∈
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' )(),',( θ           (7)                                                                                          

where θ  is the parameter vector.  Thus both Eq. 
(3) and Eq. (4) are defined as a function of '

mq , 
resulting common optimization which improves 
the MRF performance greatly.  θ  is defined as 
(Ucan et. al, 2000a) [7],  
 

T
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                                                                          (8)                                                                      

The clique potentials associated with 2η are 
defined as, 

θφθ )',(),',( '' tqtqV m
T
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Suppose )',( ' tqP m is the joint distribution of 

random variables on 33x  block centered at 
),( ji and ( )' tP is the joint distributions on ijη  

only.  Then the conditional  probability, using 
Bayes rule can be written as, 
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where 
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Rearranging  
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is obtained. Considering only left hand side of 

Eq. (16), for two distinct values of  

kqjq mm == '' ,  values we have, 
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Taking the natural logarithm of (17) and 

replacing (12), we obtain, 

)
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2.3. COMBINED MRF-CNN 
STRUCTURE 

 
This section we presents a novel combined 
structure. In this proposed model, by cascade 
connecting MRF and CNN, we developed new 
structure. The main target of this new model is to 
remove disadvantage of MRF and CNN. For 
example MRF model cannot make the process of 
fullfill blank very well and CNN model cannot 
filtering high noise from image. Howover, with 
this proposed structure, both it can filtering high 
noise from image and gets nearly orginal image.  
 

Combined MRF-CNN structure can be shown 

fig.1, 

 
      (b) 

Figure 1. MRF-CNN Scheme 
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The CNN is a dynamical system  

In our model shown above, input of CNN (Ukl) is 
output of MRF (lj). 
Then,  

Ukl= ∑ ∑∑
∈ = =

−−−=
Cc

M

m

N

i
mscj qyxVl ))(

2
1()( 2

1 1

'
2

1

σ
, (18)  

And 
 
Xi,j(n+1)= ∑

),(),(
,,;, )(.

jiENlk
lklkji

r

nyA + ∑
),(),(

,;, .
jiENlk

ilkji
r

lB +Ii,j    

(19) 
is obtained.  
 
In combined MRF-CNN model; the output of 
MRF which has obtained before, is used for the 
input of CNN. Weights (w) are calculated by 
training the input data using the RPLA 
algorithm. This weights are calculated, are used 
in test algorithm and results are obtained for the 
other data. 
 
3. ENHANCEMENT 
PERFORMANCE of MRF-CNN 
MODEL 

 
The proposed MRF-CNN model is applied to 
synthetic biomedical images which has  gray-
scale range is 0 to 255. 
 
First image is enamel image which has a 
resolution of  279×392 pixels and it has been 
added white gauss noise (µ =0 (mean) , σ =9 
(variance) ). Parameter vector is calculated as 
θ =[0 0 0 0 0 0 0 0 0.1075 0.02855 0.06855 
0.1284 0 0 0 0 0]. 
 

 
Figure 2. a) Orginal image, b) Noisy image    
(σ =9) , c) Segmented image with MRF 
d) Segmented image with MRF-CNN 

Second image is mre image which has a 
resolution of 128×128 pixels and it has been 
added white gauss noise (µ =0 (mean) , σ =4 
(variance) ). Parameter vectors is calculated as 
θ =[0 0 0 0 0 0 0 0 –0.0188 0.1354 0.0543 
0.2139 0 0 0 0 0]. 
 

 
Figure 3. a) Orginal image, b) Noisy image 
(σ =4) , c) Segmented image with MRF 
d) Segmented image with MRF-CNN 
  
 
CONCLUSIONS 
 
In this paper, we mentioned a new technique, 
combined MRF-CNN model.  Its simulation 
results are shown figure 2 and figure 3.  As seen 
figures, results of  MRF-CNN model beter than 
only MRF results. With this proposed technique, 
both it can filtering high noise from image and 
gets nearly orginal image. 
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