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Abstract: CNN Universal Machines that contain two different processors working interactively with each other, have 

an important impact for image processing applications with their advanced computing features. These processors are 

named as ACE16k processor which is the hardware implementation of cellular neural networks and Digital Signal 

Processor (DSP). Bio-inspired (Bi-i) Cellular Vision System is also a CNN Universal Machine and its standalone 

architecture is built on CNN-type (ACE16k) and DSP-type microprocessors. In this study, certain objects in moving 

images are detected and their features are extracted. By using these features, an algorithm that finds out the path of 

moving objects is implemented on the Bi-i Cellular Vision System. Finally, the output images obtained as a result of this 

implementation are evaluated. 
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1. Introduction 
 

Image processing is one of the most important 

research topics in recent years. It is widely used in 

areas such as military, security, health, biology, 

astronomy, archeology and industry [1, 2]. For an 

image to be processed, it should first be presented in a 

format that a computer can understand, this means it 

should be converted into its related digital form. In the 

digital form, each of its pixel is expressed by means of 

the corresponding element of a matrix. 

Algorithms that are developed for digital image 

processing require fast systems due to their processing 

load. Although conventional computer systems are in 

an increasing trend in terms of their speed, they are 

insufficient when image dimensions are getting larger, 

because they can process transactions in a serial 

manner. These computers cannot satisfy the need for 

speed, when we especially consider the implementation 

of real-time moving image processing algorithms that 

require at least 15-25 frames to be processed in a 

second.         

Cellular Neural Network (CNN) theory that was 

proposed by Chua and Yang in 1988, is an analog, 

nonlinear and a real-time processing neural network 

model [3]. CNNs also have advanced features for 

image processing applications. In 1993, Roska and 

Chua have presented the CNN Universal Machine [4]. 

This analogical array computer has cellular processors 

(ACE4k, ACE16k, etc. [5, 6]) which are the hardware 

implementation of CNNs and it is very suitable for 

image processing applications with its advanced computing 

capabilities. Bi-i Cellular Vision System is a CNN 

Universal Machine that can process high-speed and real 

time transactions and can be defined as a compact, 

independent and intelligent camera. This system has high-

resolution sensors and two different processors named as 

CNN (ACE16k) and Digital Signal Processor (DSP) that 

can communicate with each other [7, 8].    

In this study, firstly, an algorithm that finds out the path 

of certain objects in moving images is proposed. This 

algorithm initially recognizes certain objects in moving 

images and extracts their features. Then, it detects the path 

of these objects which they are tracking all along the image 

by using these extracted features. Secondly, an 

implementation of this algorithm is presented on the Bi-i 

Cellular Vision System and finally, the output images 

which are obtained as a result of this study are evaluated.  

Moving target tracking is an important research field 

that is frequently used in robotics, video surveillance, 

traffic control, etc.  Generally, there are two kinds of 

approaches adopted for target tracking [2]. 

 

• Recognition-based target tracking  

• Motion-based target tracking 

 

Recognition-based target tracking methods extract 

features and match them between image frames to fit the 

global motion model of moving image sequence. On the 

other hand, motion-based methods track image features 

over a sequence of images by using the difference between 
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each frame. Although the latter one has an approved 

theory foundation, the former one is more popular.     

In recent years, there are numerous applications in 

the literature that use different methods for tracking 

moving objects. Kalman filtering is a widely used 

method for target tracking systems [2]. Some different 

approaches were also presented in [9] and [10] for 

traffic control and target tracking. [11] and [12] 

proposed different systems that detected moving 

objects on a mobile robot. In [13], Yilmaz et al. 

presented a detailed survey on object tracking and 

discussed and classified various related algorithms. 

The remainder of this letter is organized as follows. 

Section 2 introduces fundamental concepts about CNN 

architecture, CNN Universal Machine, ACE16k 

processor, Bi-i Vision System and Bi-i programming, 

respectively. In Section 3, an algorithm that detects the 

path of certain objects in moving images is proposed 

and in Section 4, this algorithm is implemented on the 

Bi-i Vision System. Section 5 evaluates the obtained 

results and finally the paper is summarized in Section 

6.  

 

2. CNN Architecture and Bi-i Cellular 

Vision System 
 

This section provides fundamental concepts about 

CNN architecture and Bi-i Cellular Vision System. 

 

2.1. Architecture of the Cellular Neural 

Networks 
 

Cellular Neural Networks (CNNs) derived from 

Hopfield Neural network is introduced in [3]. The two 

most fundamental components of the CNN paradigm 

are the use of analog processing cells with continuous 

signal values, and local interaction within a finite radius.  

The structural design of CNN is formed with basic 

circuits called cells. Each cell containing a linear 

capacitor, a non-linear voltage controlled current source, 

and a few resistive linear circuit elements is connected 

to its neighboring cells; therefore direct interactions take 

place only among adjacent cells. Mathematical 

expression of the standard CNN model is described by 

the set of linear differential equations given by (1) 

which are associated with the cells in the circuit. The 

activation function of the CNN cell can be expressed by 

the set of nonlinear equation (2). 
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where, 

 

Rxij  ; State variable of cell C(i,j),  

Rykl  ; Outputs of cells,  

 Rukl  ; Inputs of cells, 

 Rzij  ; Threshold,                            

A(i, j ; k, l) ; Feedback operator, 

B(i, j ; k, l) ; Control operator. 

ijy
 
; Output equation. 

 

Without loss of generality, linear resistor (R) and linear 

capacitor (C) values can be set to 1. The block diagram of a 

cell C(i, j ) is shown in the Figure 1. 

 

 

 

 

 

 

 
 

Figure 1. The block diagram of a cell C(i, j) 

 

In this way CNNs have provided an ideal framework for 

programmable analog array computing. It means that the 

CNN can be used as a programmable device where the 

instructions are represented by the templates which define 

the connections between a cell and its neighboring cells. In 

general, the CNN templates consists of the feedback 

template (B), control template (A) and bias value. Basically, 

three different images can describe a CNN layer, that is, the 

input U, the state X and the output Y. 

Let us assume a CNN with MxN cells are arranged in M 

rows and N columns and the cell in row i and column j is 

denoted as C(i,j)[3]. r-neighborhood of a C(i,j) cell is 

defined with the following definition (3) provided that r is a 

positive value. 
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2.2. CNN Universal Machine 
 

 
 

Figure 2. The architecture of the CNN-UM 
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The hardware implementation of CNN is easier 

compared to the Artificial Neural Networks as there is 

only connection between the neighbor cells and the cell 

structure. Analogical Cellular Engines (ACE4k, 

ACE16k etc. [6]) are based on CNN Universal Machine 

architecture. CNN Universal Machine(CNN-UM) 

architecture has been called by Roska and Chua as 

analogical computation since it can both perform the 

analog array operations and the logical operations 

together [4]. 

Figure 2 denotes the CNN-UM architecture which is 

based on the dynamic computing of a simple CNN. This 

figure shows the elements in the complex CNN Nucleus 

and the functional blocks of the Global Analogic 

Programming Unit[8]. 
 

2.3. ACE16k Processor 
 

ACE16k, is a CNN based processor of CNN 

Universal Machine which can perform analog 

operations. ACE16k which is used to perform various 

image processing operations contain low resolution (128 

x 128) CMOS gray level image sensor and analog 

processor arrays. This processor array is much faster 

(30000 frames per second) than the conventional 

processors in image processing applications since it can 

processes the whole image in parallel. 
 

2.4. Bi-i Cellular Vision System 
 

The Bi-i Cellular Vision System which contains two 

different processors, a CNN based ACE16k and a DSP 

that can be defined as a compact, standalone and 

intelligent camera capable of real time operations at 

very high speed [7, 8]. The images are stored in local 

memories with the help of two different sensors as a 

(1280x1024) color CMOS sensor, and a (128x128) 

ACE16K sensor. 
 

 
 

Figure 3. The block diagram of the Bi-i V2 Cellular Vision 

System 

 

The block diagram of the Bi-i V2 Cellular Vision 

System is given in Figure 3. As seen from the figure, 

this system has a color CMOS sensor array (IBIS 5-C) 

and two high-end digital signal processors (TX C6415 

and TX C6701).  This system runs an embedded Linux 

on the communication processor and has complex external 

interfaces like USB, FireWire and a general digital I/O in 

addition to the Ethernet and RS232[8]. 

 

2.5. Bi-i Programming 
 

CNN Universal Machine has two different programming 

methods. One of them is AMC (Analogical Macro Code) 

language which is a conventional Bi-i programming method. 

The codes written in AMC language are converted to binary 

basis and run on Bi-i. Another method is the Bi-i (Software 

Development Kit - SDK) which is used to develop more 

complex applications. Bi-i SDK, consists of the C++ 

programming library which is a group used to develop 

applications. These libraries can also used for the Digital 

Signal Processor (DSP) with the development unit Code 

Composer Studio and they contain many functions to control 

the whole ACE16k circuit [7]. 

 

3. An Algorithm that Detects the Path of 

Objects in Moving Images 
 

In this section, we will present an algorithm that detects 

the path of shifted objects in moving images. The moving 

image we consider is a traffic flow taken on a highway. 

This algorithm has been successfully implemented on 

traffic scenes and it has detected the path of certain objects 

such as cars, trucks, etc. The colored moving image we 

consider, is first preprocessed so that it is transformed in a 

format that the functions can process to detect certain 

objects and the path of each object in the image. We will 

discuss these preprocessing operations in the Preprocessing 

Section in detail.  
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Figure 4. An algorithm that detects the path of moving objects 
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After preprocessing phase, the moving image can 

be an input to a function that finds out the objects and 

extracts their features from the image. This function 

produces an output of extracted features of the detected 

objects. These features will then be an input to another 

function that detects moving objects in the image. 

Then, using these extracted features, locations of 

each moving object are marked in each frame. When 

this process is complete for all frames, the path that a 

certain moving object is tracking all along the image 

will be plotted.   

Figure 4 denotes the steps of the algorithm that is 

used for this implementation. As clearly seen from the 

algorithm, preprocessing phase is run on the ACE16k 

processor and other operations run on the DSP 

processor. Therefore, the algorithm is implemented on 

both processors interactively for different phases which 

makes the processing of images faster. 

 

4. Implementation of the Algorithm on the 

Bi-i Vision System 
 

In this section, the algorithm that detects the path of 

shifted objects in moving images will be implemented 

on the Bi-i Cellular Vision System. The phases of this 

implementation is given in detail as follows: 

 

4.1. Preprocessing Phase 
 

The moving image we consider for our 

implementation, first undergoes a series of 

enhancement operations to get better results in 

detection of objects. 

 Because the moving image is colored, we first 

transform it into a gray level image by using 

RGB2ByteMatrix function and then apply the 

preprocessing operations. To increase the success of 

detecting objects in a moving image, we use a 

Laplacian based image enhancement technique so that 

the edges in the image have been made more apparent 

[2]. 

Image enhancement technique based on Laplacian 

can be implemented by using a Laplace template or a 

Laplace function that is defined in Bi-i SDK [7]. 

Laplacian is a second order differential operator and it 

enhances gray level discontinuous points of an image, 

this means the edges of the image become much clearer 

by using this technique. It also reduces the importance 

of slowly changing gray level areas. The resulting 

image after we obtain by applying the Laplace 

function, is subtracted from the base image pixel by 

pixel. In this manner, the image is enhanced to get 

better edges in the next step. 

The Laplace function and the Subtract function that 

is used to subtract the resulting image from the original 

input are both ran on the ACE16k processor. 

In Figure 5, original images and gray level images 

that is obtained during the preprocessing phase of the 

implementation for different frames are given. 
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Figure 5. Original images and gray level images for different 

frames 
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Figure 6. The resulting images that are obtained after the 

Laplacian and Substraction phases 
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Figure 6 shows the Laplaced and the substracted 

images of the original images which are obtained 

during the implementation of the Laplacian-based 

image enhancement procedures for different frames. 

After the enhanced moving image is converted into 

a binary image with the ByteMatrix2BitMatrix, it 

undergoes a 3 iteration erosion and a 2 iteration 

dilation, respectively. With these operations, the 

objects become more apparent. Figure 7 shows the 

resulting images that are obtained after the erosion and 

dilation phases. 
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Figure 7. The resulting images that are obtained after the 

Erosion and Dilation phases 

 

After the preprocessing phase is completed, the 

moving image is now ready for the CalcFeatures 

function to be an input image which will detect the 

objects and extract the features of these objects. 

 

4.2. Extracting the Objects and their Features 
 

The CalcFeatures function in the Instant Vision 

library is used to detect the objects in each frame and 

extract the features of these objects from the 

preprocessed binary image. This function can output 

the features like area, boundary values, extremes, 

orientation, centeral point,  eccentricity, diameter, etc. 

that belong to each object in the image. 

Binary Image

CalcFeatures(BinImg)

CENTROID of Binary Image
 

 

Figure 8. Feature extraction scheme 

FEAT_CENTROID parameter of the CalcFeatures 

function indicates that the this function should only 

calculate the central point of the objects. It is very 

important in our implementation to know the central point 

of the objects in each frame to find out the path that these 

objects are tracking. We’ve just used FEAT_CENTROID 

Feature Selection parameter because there is no need to 

calculate the other features. Figure 8 shows the basic steps 

of the feature extraction phase. 

The objects which their central points are calculated are 

now ready for the operations that will detect the path of 

these objects. The functions that can perform these 

operations are defined in MTT (Multi Target Tracking) 

which is located under the Instant Vision library.  

Meas vector variable which contains the central point 

information of an object is given as an input parameter of a 

function that will track the moving objects in the image. By 

using this vector, this function also checks all the objects 

that are in the path tracer of the Tracker function. If a specif 

object is detected as a moving object, the function that is 

written in C++ programming language, will mark the 

central point of this object. After this operation is 

performed for every object in each frame, the path of each 

object will be plotted in the moving image. 

 

5. Experimental Results 
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Figure 9. Sample output images showing the path of the object 

one 

 

For this implementation, the moving image we consider 

is a traffic flow taken on a highway. Therefore, each 

moving object in the image corresponds to a vehicle such as 

cars, trucks, etc. When the central point of the moving 
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objects in each frame is marked, it will give us the path 

that they are tracking all along the highway. 

When the algorithm which is detailed in Section 3, 

is implemented on the Bi-i Vision System, some 

sample output images can be obtained as given in 

Figure 9 and 10 for object one and object two, 

respectively. 

In the original images that are given in Figure 9 and 

Figure 10, the red car which is going along the leftmost 

traffic lane is named as the object one and the truck 

which is going along the central traffic lane is named 

as object two. In  each frame, the central points of all 

objects are marked. As clearly seen from both figures, 

the central points of object one and object two are 

marked for the 7th, 18th and 29th frames. After this 

operation is complete for all frames that contain the 

moving object, we obtain the path plotted in the image. 
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Figure 10. Sample output images showing the path of the 

object two 

 

6. Conclusion 
 

In this paper, we have presented an algorithm that 

detects certain objects and extracts their features in 

moving images and with these features, this algorithm 

finds out the path of the moving objects. We have also 

implemented this algorithm by using the Bi-i Cellular 

Vision System which offers an ultra high speed 

processing in image processing applications. The 

preprocessing operations of the algorithm which are 

Laplacian image enhancement, subtraction, dilation 

and erosion are implemented on the ACE16k 

processor, respectively. The other operations that are 

converting the image into a gray level image, extracting 

features of the objects, detecting moving objects by using 

the extracted features and detecting the path of these objects 

in the image are all implemented on the Digital Signal 

Processor (DSP). When tested in traffic scenes, the 

algorithm successfully detects the path of each moving 

object in the moving image by generating different image 

files. 

This study shows that the Bi-i Vision System which is 

successfully used in image processing applications, can also 

give very fruitful results for moving and multi-target 

tracking applications. 

For a future work, the algorithm that we proposed for 

path detection can be improved to determine the traffic 

faults like lane violation of the vehicles in a traffic flow on 

a highway. 
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