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KEYWORDS of subsets (30%, 40%, 50%, 70%) from the full-test. In total, 16 different study
Standard-setting, conditions (4 methods X 4 subsets) were investigated.l Ip data ana}ysis part,
Angoff. ANOVA analysis was conducted to examine whether minimum passing scores

(MPSs) for the subsets were significantly different from the MPSs of the full-
length test. As a follow-up analysis, RMSE and SEE (Standard Error of
Estimation) values were calculated for each study condition. Results indicated
that the estimated Angoff MPSs were significantly different from the full-test
Angoff MPS (45.12) only in the study conditions of 30%-C-SRS, 40% C-SRS,
30% D-SRS and 30%-CD-SRS. According to RMSE values, the C-SRS
method had the smallest error while the SRS method had the biggest one.
Moreover, SEE examinations revealed that to achieve estimations similar to
the full-test Angoff MPS (within one SEE), it is sufficient to get 50% of items
with the C-SRS method. C-SRS method was the more effective one compared
to the others in reducing the number of items rated by judges in MPS setting
studies conducted with the Angoff method.
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1. INTRODUCTION

Defined as the process of determining one or more passing scores in a test, standard setting has
recently become necessary in order to make important decisions in many areas. These decisions
include selection, classification, licensing or certification decisions in the fields such as health,
law, and especially education. The accuracy of these decisions depends on the accurate
specification of the measure (standard). The correct setting of the standard also depends on the
selection and use of appropriate standard setting methods, in other words, it depends on
effective monitoring of the process (Downing, 2006; Kane, 2001). There are more than 50
methods in the literature to set standards (Smith, 2011). Many studies have examined whether
different methods give similar standards for the same exam and concluded that method selection
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has an effect on passing scores, and that different methods may produce different passing scores
on the same exam (Berk, 1996; Cetin, 2011; Irwin, 2007; Jaeger, 1989; Kane, 1998; Mehrens,
1995). For this reason, the simultaneous use of multiple methods has been proposed in standard
setting studies. While similar results support the acquired passing score, different results
provide a suggestion to review the results (Cizek, 2001; Irwin, 2007).

In addition, Behuniak, Archambault, and Gable (1982) detected in their study comparing the
Angoff and Nedelsky methods that standards do not only vary between methods but also
between judges who use the same method. This result can be interpreted as that the same
method can give different results on the same exam when standard setting methods based on
judge opinion are used. In addition, Smith (2011) stated that standard setting methods that
require judges to make judgments about a hypothetical individual can be cognitively exhausting
for these individuals. The cognitive effort expected from judges has been an important source
of criticism especially for the Angoff method (Lewis, Green, Mitzel, Baum, & Patz, 1998).
Judges are expected to estimate the performance of the individual at the minimum competence
level for each item and do the same thing for each performance level. Therefore, the procedures
expected from judges can become time consuming, exhausting and cognitively challenging. As
a result, if the number of questions to be assessed by anjudge can be reduced, the judges will
be able to make more accurate evaluations because they will evaluate less questions, resulting
in less time consuming and tiring procedures (Ferdous & Plake, 2007; Smith, 2011).

Reducing the number of questions that judges will evaluate is possible in two different ways.
The first one is to reduce the number of items in a standard setting study in a way which will
form a subtest representing the whole test, thereby reducing the total number of items reviewed
by judges (Buckendahl, Ferdous, & Gerrow, 2010; Ferdous & Plake, 2005; 2007). The second
is to divide the test into smaller subtests representing the whole test and allocate an equal
number of judge subgroups to evaluate these subtests (Norcini, Shea, & Ping, 1988; Plake &
Impara, 2001; Sireci, Patelis, Rizavi, Dillingham, & Rodriguez, 2000). In the studies conducted
in this way, the total number of items considered does not change while the number of items to
be considered by each judge reduces.

In the light of the above given information, it is observed that standard setting is important in
terms of forming the basis for decisions taken in education and that the accuracy of the decisions
given depends on setting the right standard. Item reduction is recommended to be used,
especially given that the standard setting processes using the Angoff and similar methods are
very time consuming, very exhausting and require more cognitive effort. When the related
literature is examined, it is seen that there are studies on reducing the number of items in
standard setting studies using the Angoff method (Ferdous & Plake, 2005; Ferdous & Plake,
2007; Kannan, Katz, Sgammato, & Tannenbaum Katz, 2015; Plake & Impara, 2001; Smith,
2011); however, it was detected that in terms of reducing the number of items, studies which
analyze the effectiveness of stratified random sampling methods (content stratified [C-SRS],
difficulty stratified [D-SRS], content-difficulty stratified [CD-SRS], content-difficulty-
discrimination stratified [CDD-SRS] etc.) are limited in number. Within the scope of the
research, passing scores related to the Math sub-test of Placement Test were tried to be
determined by using the Angoff method. Because of the low number of items, in this study, the
sub-tests were created by considering only item difficulty indexes and content areas and it was
analyzed to determine what percentage of test items could be sufficient to obtain similar
predictions for the passing score of the whole test.

In this study, it is aimed to analyze the effectiveness of random sampling methods which can
be used to reduce the total number of items evaluated in standard setting studies using the
Angoff method and to compare different random sampling methods (simple random sampling
[SRS], content stratified [C-SRS], difficulty stratified [D-SRS], content-difficulty stratified
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[CD-SRS]) with each other. The subtests were created by considering only content categories
in C-SRS method; considering only difficulty categories in D-SRS method; and both content
and difficulty categories in CD-SRS method.

In the process of standard setting, the recommended minimum passing scores are generally
obtained in two rounds (Hambleton, 1998; Reckase, 2001). It may take a lot of time for judges
to think of the student with the minimum qualification level and make individual estimates for
each item in each round. This challenging and long process can prevent judges from making
decisions in a healthy way. Therefore, it is thought that reducing the number of items to be
evaluated by each judge will improve the scoring quality of judges (Ferdous & Plake, 2005).
One of the methods of reducing the number of items is to create subtests which represent the
whole test using random item sampling methods. In the scope of this study, Placement Test
2012 and Placement Test 2013 math tests were combined and a whole test containing 40 items
were created and the subtests were derived from this test by using different random sampling
methods. Minimum passing scores (MPS) for all tests and the subtests were determined and
compared according to the Angoff method. In this way, effectiveness of different random
sampling methods was also analyzed. From this point of view, it is thought that the study will
provide important information to standard setting institutions and individuals about which
method can be used especially in large scale exams. In addition to this, the study may give an
idea as to what percentage of test items would be sufficient to obtain estimates similar to the
passing score of a test; in this way, it is thought that reducing the number of questions will help
judges to make healthier decisions by reducing their workloads.

To accomplish this purpose, the research questions are as follows:

1. Is there any significant difference between the Angoff passing scores for the whole test
and the different subtests generated from the whole test, with respect to;

a. simple random sampling (SRS),

b. content stratified random sampling (C-SRS),

c. item difficulty stratified random sampling (D-SRS), and

d. content and item difficulty stratified random sampling (CD-SRS) method?

2. How do the average Angoff passing scores differ for each subtest generated by different
random sampling methods?

2. METHOD

Research models which do not have any intervention affecting variables and analyze the
relationship between two or more variables are relational type of research models (Fraenkel,
Wallen, & Hyun, 2012). In this research, a variety of random sampling methods that can be
used to reduce the number of items in a standard setting study are compared. In this respect, the
research is one of relational research models. At the same time, this study is a descriptive study
in terms of obtaining descriptive statistics related to the Angoff method.

2.1. Research Population and Sample

The research population consisted of 1,075,533 and 1,112,604 8" grade students who took the
Placement Test in 2011-2012 and 2012-2013 academic years, respectively. The sample of the
study consisted of two different groups as being students and judges. In the student group, a
total of 20611 students were selected by random sampling method among the students who
entered the Placement Test 2012 and Placement Test 2013 as being 10,187 and 10,424 students
respectively; and in the judge group, a total of 28 judges including 12 academicians and 16
secondary school math teachers were included. In this study, goal-oriented sampling method
was used to determine the judges and voluntariness was taken as the basis for their selection.
In goal-oriented sampling method, researchers can use their personal evaluations to form a
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sample according to the prior knowledge of the study group and the purpose of the research
(Fraenkel, Wallen, & Hyun, 2012). The academicians in the judge group were selected among
the academicians who graduated from the undergraduate programs of Elementary Mathematics
Education and have postgraduate education in the fields of Educational Sciences or
Mathematics Education; and the teachers in the judge group were selected among the secondary
school mathematics teachers with at least five years of experience in the profession. Within the
scope of the study, each judge evaluated 40 items in accordance with the Angoff method, and
the Angoff passing scores were calculated by considering these evaluations.

2.2. Data Collection Process

Student answers to the Placement Test 2012 and Placement Test 2013 math subtests used in the
study were obtained from the Directorate General for Measurement, Assessment and
Examination Services of the Ministry of National Education. The evaluations of the judges on
the items were collected with the data collection form prepared by the researcher. Data
collection from judges was conducted by the researchers herself.

2.3. Data Collection Tools

Two different data were used in this research. Student data used in the research are the data
about the results of the exams (Placement Test 2012 and Placement Test 2013) applied by the
Directorate General for Measurement, Assessment and Examination Services of the Ministry
of National Education; the other data were obtained from 28 judges through the “Volunteer
Participation Form for Judge Opinions” which was prepared by the researcher.

Placement test. The exams conducted by the Ministry of National Education for the transition
to secondary education have varied in terms of method and content over the years. These exams,
which were held under different names until 2008, were conducted under the name of
Placement Test for the 6™, 7% and 8" grades from the 2008-2009 academic year to the 2013-
2014 academic year. Between these years, it was gradually implemented in all classes and was
gradually abolished in the following years. In this study, student answers to the 8" grade math
subtests (20 questions for each test) of Placement Tests which were conducted in 2011-2012
and 2012-2013 academic years were used.

Volunteer Participation Form for Judge Opinions. Volunteer Participation Form for Judge
Opinions was prepared in order to set the passing score. In this form, the definition of
“minimum proficiency level” is clearly defined based on level 2 (PISA, 2007) in mathematics
proficiency levels of International Student Assessment Program. The judges were asked to
carefully examine the multiple-choice test questions before starting the assessment, consider
what percentage of students with minimum qualification would answer the question correctly,
and estimate a percentage value for each item separately. The individual passing score of each
judge was calculated by converting the scores obtained by adding the difficulty estimations
determined by the judges for each item to the 100-point scale, and the final passing score of the
test was determined by the average of the individual passing scores.

2.4. Data Analysis

The whole test which includes 40 items was formed by combining math subtests of the
Placement Tests 2012 and 2013. Considering that the items in both tests measure the same gains
and that they are equivalent in terms of skill levels of the group that took the exam in two years,
it was not inconvenient to combine the two tests. During the analysis of data, firstly, the student
answers for the items of the two different tests (the Placement Tests 2012 and 2013) were
converted to 1-0 data by coding “1” for correct answers and “0” for incorrect and blank answers,
and then the test and item statistics were calculated. Passing score of the whole test was
calculated in accordance with the Angoff method.
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Four different subtests, which are considered to represent the whole test in terms of passing
score, (30%, 40%, 50%, and 70% of the total item number) were created by using four different
random sampling methods (simple random sampling [SRS], content stratified [C-SRS], item
difficulty stratified [D-SRS], content-item-difficulty stratified [CD-SRS]). In other words, 4x4
pattern including four different random sampling methods and four different subtests were used,
and 16 study cases were examined in total. During the creation of the subtests, 1000 replications
were done for each study case. For example, for the 30% subtest, which consists of 30% of 40
items with simple random sampling method, item selection procedures were repeated 1000
times and 1000 different subtests and passing points were obtained. Thus, the results obtained
were tried to be more consistent and reliable.

One-way analysis of variance (ANOVA) was performed to determine whether there was a
significant difference between the passing score of the whole test and the mean passing scores
of the subtests. Assumptions of normality and homogeneity of variances were checked for each
ANOVA analysis. It was observed that normality assumption was provided for each case. The
kurtosis and skewness values of all cases were within the range of (-2, 2), and Shapiro-Wilk p
value was greater than .05. The assumption of homogeneity of variances was checked by
Levene test and it was found that the assumption could not be provided for any case (p<.05). In
this case, the results of Welch test which was suggested to be used (Pallant, 2005) were applied.

Root Mean Square Error (RMSE) and SEE values were used in order to make more detailed
analyses. While interpreting SEE values, it was examined that what percentage of passing
scores of the 1000 subtests created remained within the total test passing score = 1 SEE. At this
point, 95% was taken as the similarity criterion and it was interpreted that if more than 5% of
1000 passing scores were out of range, no result similar to the whole test passing score was
obtained.

Test and item statistics. Descriptive statistics of the Placement Test 2012 and Placement Test
2013 Math subtests are presented in Table 1. The statistics were calculated considering the
answers of 10187 and 10424 students who took the exam in 2011-2012 and 2012-2013
academic years, respectively.

Table 1. Descriptive statistics of the math subtests
Placement Test 2012 Placement Test 2013

Math Subtest Math Subtest

Number of Items 20 20
Number of students 10187 10424
Mean 6.41 4.97
Variance 19.35 16.89
Standart Deviation 4.40 4.11
Reliability (KR20) .84 .83
Average Difficulty 32 25

Values in the table show that the Placement Test 2012 Math subtest (X=6.41) and Placement
Test 2013 Math subtest (X=4.97) are difficult. Average difficulty of the math subtests was
calculated as .32 and .25, respectively. The reliability of the tests whose results are used to make
important decisions, should be .80 and over when the number of items is low (Ozgelik, 2013).
The reliability coefficients of the mathematics subtests were .84 and .83. Accordingly, it can be
stated that the scores for these tests are reliable.

Difficulty values (p) of 40 items in total, as being items between 1 and 20 are from the
Placement Test 2012 Math subtest and items between 21 and 40 are from the Placement Test
2013, are given in Table 2.
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Table 2. Item difficulty indices for the whole test

Item No. p Item No. p Item No. p Item No. p
1 .28 11 24 21 .20 31 20
2 .39 12 .30 22 43 32 22
3 41 13 23 23 22 33 .19
4 .63 14 17 24 22 34 41
5 18 15 .53 25 32 35 21
6 25 16 .53 26 13 36 .20
7 40 17 .34 27 27 37 23
8 .34 18 .20 28 .30 38 .14
9 .30 19 43 29 18 39 .49
10 13 20 15 30 25 40 19

Mean .29

Item difficulty values for 40 items of the whole test formed by combining the Placement Test
2012 and 2013 Math subtests ranged from .13 to .63. Accordingly, it is observed that the test
has difficult and moderately difficult items but not easy items. While the most difficult items
(p = .13) of the test were items 10 and 26, the easiest item is item 4 (p = .63). The overall
average difficulty of the whole test was calculated as .29 and it can be said to be a difficult test.

Formation of the subtests. Simple random and stratified random sampling methods were used
to create the subtests which were considered to represent the whole test in terms of passing
score. For each sub-problem, 30%, 40%, 50% and 70% of the total 40 items were selected, and
four separate subtests containing 12, 16, 20, 28 items were created with 1000 replications,
respectively.

Simple random item sampling method. In the subtests created using this method, the items
were randomly selected from 40 items.

Stratified random item sampling. In the stratified random sampling method, the items were
selected according to content and item difficulty categories when the subtests were created. In
this context, content-stratified random sampling (C-SRS), item difficulty stratified random
sampling (D-SRS), and content and item difficulty stratified random sampling (CD-SRS) were
used.

All test items are divided into 5 categories according to their contents by the field judge before
the item selection for the subtests by C-SRS method; learning areas (numbers, geometry,
measurement, probability and statistics, algebra) in secondary school mathematics curriculum
were taken into consideration while determining the categories (MEB, 2009). In the selection
of the items for the subtests, content categories were used as strata, and the items selected for
the subtests were randomly selected from each category, proportional to the total number of
items in each content category of the test. The categories of all test items which were classified
with regard to their contents, and the figures and number of the items in each category are
presented in Table 3.

According to Table 3, 22.5% of all test items are in numbers, 25% in geometry, 17.5% in
measurement, 12.5% in probability and statistics, and 22.5% in algebra category. In the light of
this information, it was ensured that the items selected for the subtests were also in the same
proportions in each category. For example, in order to create a 20-item subtest, 5 items from
numbers, 5 items from geometry, 3 items from measurement, 2 items from probability and
statistics, and 5 items from algebra were randomly selected. The number of items that are
expected to be selected for the subtests according to content categories is given in Appendix-J.
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Table 3. Figures and number of items in content categories of the whole test

Content Categories No. of Items Item No.

Numbers 9 (%22.5) 10, 18, 26,33, 1,2,25,3,22
Geometry 10 (%25) 21,36,6,7,9,23,28,35,4,39
Measurement 7 (%17.5) 14,38, 11,12, 13, 30, 32
Probabilityandstatistics 5(%12.5) 17,24, 15, 16, 34

Algebra 9 (22.5) 5,20, 29, 31, 40, 8, 27,37, 19

In the item difficulty stratified random sampling (D-SRS) method, firstly, all the test items were
divided into 3 categories according to their difficulty values; the items with difficulty
parameters in the range of .00-.20 were included in Category 1, the items in the range of .20-.40
were included in Category 2, and the items in the range of .40-.63 were included in Category 3.
Difficulty categories were used as strata in subtest item selection, and the items selected for the
subtests were randomly selected from each category as being proportional to the total number
of items in each difficulty category of the whole test. The item parameter value ranges of the
categories and the figures and number of the items in each difficulty category of the whole test
are given in Table 4.

Table 4. Figures and number of items in difficulty categories of the whole test

Difficulty Categories No. of Items Item No.

Category 1 (.00<p<.20) 13 (%32.5) 5,10, 14, 18, 20, 21, 26, 29, 31, 33, 36, 38,
40

Category 2 (.20<p<.40) 19 (%47.5) 1,2,6,7,8,9, 11, 12, 13, 17, 23, 24, 25,
27,28, 30, 32, 35, 37

Category 3 (.40<p<.63) 8 (%20) 3,4,15,16, 19, 22, 34, 39

When Table 4 is examined, it is observed that 32.5% of the items are in Category 1, 47.5% are
in Category 2, and 20% are in Category 3 according to item difficulty values. In this case, the
difficulty distribution of the selected items to a sub-test which was desired to be formed is also
ensured to be the same as the whole test. For example, to create a 20-item subtest, 6 items from
Category 1, 10 items from Category 2, and 4 items from Category 3 were randomly selected.

In the content and item difficulty stratified sampling method (CD-SRS), the items were selected
considering both content areas and difficulty values. The items were first divided into 5
categories according to their content, then the items in each content category were divided into
3 groups according to their difficulties and 15 strata were formed in total. The items selected
for the sub-tests were randomly selected from each content-difficulty stratum in proportion to
the total number of items in each stratum of the whole test. The figures and number of the items
in each content-difficulty stratum of the whole test are given in Table 5.

In Table 5, each content category was divided into groups according to difficulty values and 15
separate strata were formed. When the distribution of the items in the table is examined, it is
seen that the highest number of items is found in Geometry-Group2 (6 items) and the least
number of items is found in Algebra-Group3 (1 item). In addition, no items were included in
Measurement-Group3 and Probability and Statistics-Group1 levels. It was attempted to ensure
that the items selected for the sub-tests were proportional to represent the distribution of items
in these 13 strata of the whole test. For example; since 4 (10%) of the 40 items in the whole test
are in Numbers-Group1, 10% of the total number of items to be selected for each subtest was
selected randomly from the items in the Numbers-Group! stratum.
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Table 5. Figures and number of items in content-difficulty strata of the whole test

Content Categories Difficulty Categories No. of Items Item No.
Group 1 (.00<p<.20) 4 (%10) 10, 18, 26, 33
Numbers Group 2 (.20<p<.40) 3 (%7.5) 1,2,25
Group 3 (.40< p<.63) 2 (%5) 3,22
Group 1 (.00<p £.20) 2 (%5) 21, 36
Geometry Group 2 (.20<p<.40) 6 (%15) 6,7,9,23,28,35
Group 3 (.40<p<.63) 2 (%5) 4,39
Group 1 (.00<p<.20) 2 (%5) 14, 38
Measurement Group 2 (.20<p=<.40) 5(%12.5) 11,12, 13, 30, 32
Group 3 (.40<p<.63) 0
Group 1 (.00<p<.20) 0
Probability and statistics ~ Group 2 (.20<p<.40) 2 (%5) 17,24
Group 3 (.40<p<.63) 3 (%7.5) 15, 16, 34
Group 1 (.00<p<.20) 5(%12.5) 5,20, 29,31, 40
Algebra Group 2 (.20<p<.40) 3 (%7.5) 8,27,37
Group 3 (.40<p<.63) 1 (%2.5) 19

Setting and interpretation of passing scores. A whole test consisting of 40 items was created
by combining the Placement Test2012 and Placement Test 2013 Mathematics subtests, and
during the process of setting the passing score for the whole test through the Angoff method,
firstly, whether there was a concordance between judges were analyzed by Kendall’s W
coefficient of concordance. In this non-parametric technique, Kendall's coefficient of
concordance is calculated by the following formula (Siegel, 1956).

_ 12ZR} - 3k*N(N +1)?
B k2N(N2 — 1)

In the equation;

k: represents the number of raters, N: represents the number of items rated, R: represents the
sum of the scores given by all raters for each item.

For the cases in which the number of raters is equal to seven or more, x? is used; and)((zN_l) =
k(N — 1)W value shows the distribution of y? in N-1 degree of freedom (Siegel, 1956).

Afterwards, the passing score was calculated for the whole test by the Angoff method. The
individual passing score of each judge was calculated by converting the scores obtained by
summing the difficulty estimations determined by the judges for each item to the 100-point
scale, and the final passing score of the test was obtained by averaging the individual passing
scores. The final passing score of the test was determined by taking the average of the individual
passing scores. Passing score for each subtest with regard to the Angoff method was calculated
by following the above given steps and placed on the same scale with the whole test. One-way
ANOVA was carried out in order to determine whether there was a significant difference
between the scores of the whole test and the scores of the sub-tests.

In the light of the above analyzes, RMSE and SEE reviews were performed with the aim of
analyzing the generalizability of the results. In this way, the effectiveness of different sampling
methods in reducing the number of items was examined and more systematic and stable findings
were tried to be obtained about the generalizability of the results.
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SEE for each passing score is calculated with the following formula.

SS
TSH = —

=

In this formula;

SEE: Standard error

SS: Standard deviation of individual passing scores of judges

N: The number of judges.

RMSE values which were analyzed in addition to SEE were calculated with the help of the

following formula.
RMSE = j X = %)

N

In this formula;

X: Minimum passing score of the whole test, Xj : Passing score of j. replication, N: Total
replication number (=1000).

3. RESULT

According to the Angoff method, 28 judges made assessments for each item in the test. Before
calculating the minimum passing scores (MPS) of the whole test, the consistency between the
judges was analyzed by Kendall's coefficient of concordance. According to conducted analyses,
Kendall's coefficient of concordance was found to be .30 (,2=322.99, sd=39, p<.05). This result
shows that there is a significant concordance among the judges.

Is there a significant difference between the Angoff passing scores of the whole test and the
different subtests generated from the whole test according to the SRS method?

In the analyses of this sub-problem, first of all, the minimum passing score (MPS) of the entire
test consisting of 40 items was calculated. Later on, 1000 replications were performed for each
subtest (30%, 40%, 50% and 70%). Thus, it was aimed to increase the consistency and
reliability of the MPS values obtained from the subtests. Descriptive statistics of the MPSs of
1000 replications for each subtest by simple random sampling (SRS) method are given in Table
6.

Table 6. Descriptive statistics of the Angoff MPSs of the subtests formed by SRS

SRS No. of tems MPS Mean Stal,ld%rd Minimum Maximum
deviation
%30 12 45.03 2.47 38.38 52.94
%40 16 45.15 1.96 38.94 51.36
%50 20 45.15 1.51 40.76 49.76
%70 28 45.16 1.02 41.82 48.13
Whole Test 40 45.12

As observed in Table 6, the MPS for the whole test (40 items) was calculated as 45.12 according
to the Angoff method. When the values related to the subtests were examined, the mean MPS
of the 1000 different subtests, which were formed through the selection of 30% (12 items) of
the items by simple random method, was found to be 45.03 and the standard deviation was
found to be 2.47. It was observed that MPSs of these tests ranged between 38.38 and 52.94
points. While MPSs of the 16-item subtests formed by selecting 40% of the items varied
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between 38.94-51.36, the mean was found to be 45.15 and standard deviation was found to be
1.96. When 50% of the items were randomly selected 1000 times according to the SRS method,
the mean of the subtests was calculated as 45.15 and the standard deviation was calculated as
1.51. The MPSs of these 20-item subtests ranged from 40.76 to 49.76 points. In addition, when
70% of the whole test items were selected, the mean of the sub-tests was found to be 45.16 and
the standard deviation was found to be 1.02. MPSs of these subtests including 28 items ranged
from 41.82 to 48.13. Considering the standard deviation and minimum-maximum values of the
subtests of different sizes, as the number of items increased, MPSs of the subtests approximated
the MPS of the whole test.

The normality and homogeneity assumptions of variances were tested before the ANOVA
analyses were carried out to determine whether MPS means for all tests and the subtests differ
significantly from each other. It was observed that the assumption of normality was achieved
but the assumption of homogeneity of variances was violated; therefore, Welch test results were
examined. The acquired results showed that there was no significant difference between the
MPSs of the subtests (F (4,1998) = 0.824, p = .510).

SEE and RMSE values were reviewed in order to conduct a more detailed analysis and to
determine the subtest that best represents the whole test in terms of MPS.

Table 7. RMSE and subtest percentages of the Angoff MPSs of the subtests formed by SRS

Subtest Percentages

SRS RMSE
Mean+1SEE Mean+2SEE
%30 2.47 %70.1 %96.4
%40 1.96 %381.3 %99.3
%50 1.51 %91.5 %100
%70 1.02 %98.6 %100
Whole Test SEE = 2.58

Mean+1SEE= (42.54 - 47.70)
Mean+2SEE = (39.96 — 50.28)

As observed in Table 7, the value of standard error of the estimate (SEE) for the whole test was
calculated as 2.58. The values given in the percentage of subtest column give information about
what percentage of MPSs of 1000 different subtests generated for each subtest remained within
the specified limits. According to this information, the percentages of MPS remained in 1 SEE
and 2 SEE values of the passing score of the whole test were the lowest for the 30% test and
the largest for the 70% test.

When RMSE values were analyzed, as expected, error value decreased with the increase in the
number of items. The lowest error was obtained from the 70% subtest (1.02) and the most error
was obtained from the 30% subtest (2.47). Additionally, only the Angoff MPSs of the 70%
subtests remained within the desired criteria (within 1 SEE of the final passing score with at
least 95% possibility). Absolute values of the difference between MPSs of the subtests formed
by 70% of the items and the MPS of the whole test were less than 1 SEE in 98.6% of the 1000
subtests. As a result, the use of at least 70% of the test items can be suggested through SRS
method in order to obtain a passing score similar to the MPS of the whole test.

Is there a significant difference between the Angoff passing scores of the whole test and the
different subtests generated from the whole test according to the C-SRS method?

In Table 8, descriptive statistics related to 1000 replications generated for each subtest by
content stratified random sampling (C-SRS) are given.
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Table 8. Descriptive statistics of the Angoff MPSs of the subtests formed by C-SRS

C-SRS No. of tems MPS Mean Stal.ld&.lrd Minimum Maximum
deviation

%30 12 4481 2.05 37.92 50.93

%40 16 45.43 1.66 40.25 49.89

%50 20 45.08 1.37 41.42 49.11

%70 28 45.20 0.86 42.63 48.16

Whole Test 40 45.12

When Table 8 is analyzed, it is seen that the average of the 1000 different subtests created by
selecting 30% of the items according to the C-SRS method is 44.81 and the standard deviation
1s 2.05. It was observed that the MPSs of these tests ranged from 37.92 to 50.93 points. While
the MPSs of the 16-item sub-tests formed by selecting 40% of the items ranged between (40.25-
49.89), the mean was found to be 45.43 and standard deviation was found to be 1.66. When
50% of the test items were selected 1000 times, the mean of the generated subtests was 45.08
and the standard deviation was 1.37. The MPSs of these subtests ranged from 41.42 to 49.11
points. In addition, when 70% of the test items were selected, the mean of the generated sub-
tests was 45.20 and the standard deviation was 0.86. The MPSs of these subtests varied between
42.63 and 48.16 points. Considering the standard deviation and minimum-maximum values of
the subtests of different sizes, the MPSs of the subtests approximated the MPS of the whole test
as the number of items increased.

Whether all tests and the subtests differed significantly in terms of passing score means was
analyzed by one-way ANOVA. According to the assumption controls made before ANOVA
analysis, normality assumption was provided, but homogeneity of variances was violated.
Therefore, the Welch test results were interpreted, and the analysis results showed that the
means of MPS differed significantly between the tests (F (4,1998) = 16.866, p=.000).

Multiple comparison (Post-Hoc) was performed to determine which subtests’ MPS means
differed significantly from the means of MPS of the whole test. According to the comparison
results, MPS means of both the 30% (X= 44.81) and the 40% X =45.43) subtests were
significantly different from the MPS of the whole test (X=45.12) (p <.05). Therefore, it cannot
be interpreted that 30% and 40% subtests formed by the C-SRS method represent the whole
test in terms of passing score. In addition, the percentage values and RMSE values of the sub-
tests remaining within the limits determined for each subtest (mean + 1SEE; mean + 2SEE)
were calculated and the values obtained are presented in Table 9.

Table 9. RMSE and subtest percentages of the Angoff MPSs of the subtests formed by C-SRS

Subtest Percentages

C-SRS RMSE
Mean+1SEE Mean+2SEE
%30 2.07 %78.9 %99.3
%40 1.69 %86.8 %100
%50 1.37 %95.0 %100
%70 0.86 %99.9 %100
Whole Test SEE = 2.58

Meant1SEE = (42.54 - 47.70)
Mean+2SEE = (39.96 — 50.28)
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According to Table 9, the percentages of MPS in the 1 SEE and 2 SEE values of the passing
score of the whole test were the lowest for the 30% test and the largest for the 70% test. In
addition to this, the Angoff MPSs for only the 50% and 70% subtests were within the desired
criterion (within 1 SEE of the MPS of the whole test with at least 95% possibility). MPSs of
95% and 99.9% of the 1000 different subtests, including 50% and 70% of the test items
respectively, were within 1 SEE of the MPS of the whole test. In addition, the MPSs of almost
all sub-tests of different sizes was within 2 SEE values of the MPS of the whole test. When
RMSE values were analyzed, as expected, error value decreased with the increase in the number
of items. Error value was found to be 1.37 for the 50% test and 0.86 for the 70% subtest. In the
light of this information, it is recommended to use at least 50% of the test items with C-SRS
method in order to obtain a passing score similar to the MPS of the whole test.

Is there a significant difference between the Angoff passing scores of the whole test and the
different subtests generated from the whole test according to the D-SRS method?

In Table 10, descriptive statistics related to 1000 replications generated for each subtest by
item-difficulty stratified random sampling (D-SRS) are given.

Table 10. Descriptive statistics of the Angoff MPSs of the subtests formed by D-SRS

D-SRS No. of Items ~ MPS mean Stal.ld%rd Minimum Maximum
deviation

%30 12 44.85 2.20 38.50 51.16

%40 16 45.00 2.19 39.79 50.10

%50 20 45.13 1.43 40.36 49.81

%70 28 45.32 0.94 42.32 48.04

Whole Test 40 45.12

When Table 10 is analyzed, it is seen that the average of the 1000 different subtests created by
selecting 30% of the items (12 items) according to the D-SRS method is 44.85 and the standard
deviation is 2.20. It was observed that MPSs of these tests ranged between 38.50 and 51.16.
While MPSs of the 16-item subtests created by selecting 40% of the items ranged between
(39.79-50.10), the mean was found to be 45.00 and the standard deviation was found to be 2.19.
When 50% of the test items were selected 1000 times in accordance with D-SRS method, the
mean of the generated subtests was 45.13, and the standard deviation was 1.43. MPSs of these
20-item subtests ranged between 40.36 and 49.81. Also, when 70% of the whole test items were
selected, the mean of the generated subtests was found to be 45.32 and the standard deviation
was found to be 0.94. MPSs of these 28-item subtests ranged between 42.32 and 48.04.
Considering the standard deviation and minimum-maximum values of the subtests of different
sizes, the MPSs of the subtests approximated the MPS of the whole test as the number of items
increased.

Whether all tests and the subtests differed significantly in terms of passing score means was
analyzed by one-way ANOVA. In the assumption controls made before ANOVA, it was seen
that homogeneity of variances was not provided; for this reason, the results of Welch test were
interpreted. Analysis results revealed that the means of MPS differed significantly between the
tests (F (4.1998)=16.110, p=.000).

Multiple comparison (Post-Hoc) was performed to determine which subtests’ MPS means
differed significantly from the means of MPS of the whole test. According to the comparison
results, only MPS mean of the 30% subtests (X = 44.85) was significantly different from the
MPS of the whole test (X= 45.12, p< .05). Therefore, it cannot be interpreted that the 30%
subtests formed by the D-SRS method represent the whole test in terms of passing score.
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In addition to above given analyses, the percentage values and RMSE values of the sub-tests
remaining within the limits determined for each subtest (mean + 1SEE; mean = 2SEE) were
calculated and the values are presented in Table 11.

Table 11. RMSE and subtest percentages of the Angoff MPSs of the subtests formed by D-SRS

Subtest Percentages

D-SRS RMSE

Meant+1SEE Mean+2SEE
%30 2.21 %74.5 %98
%40 1.67 %387.8 %99.9
%50 1.43 %93.5 %100
%70 0.96 %99.1 %100
WholeTest SEE =2.58

Mean+1SEE = (42.54 - 47.7)
Mean+2SEE = (39.96 — 50.28)

According to Table 11, the percentages of MPS of the whole test remaining within 1 SEE value
increased as the number of items increased. However, only the Angoff MPSs of 70% subtests
provided the desired criterion (within 1 SEE of the MPS of the whole test with at least 95%
possibility). The absolute value of the difference between MPSs of 1000 subtests formed by
70% of the items and the MPS of the whole test was less than 1 SEE in 99.1% of subtests. In
addition to this, MPSs of almost all subtests with different sizes differed by no more than 2 SEE
from the MPS of the whole test. As expected, RMSE error value decreased as the number of
items increased. The least error was acquired in 70% subtest (0.96), and the most error was
acquired in 30% subtest (2.21). As a result, the use of at least 70% of the test items can be
suggested through D-SRS method in order to obtain a passing score similar to the MPS of the
whole test.

Is there a significant difference between the Angoff passing scores of the whole test and the
different subtests generated from the whole test according to the CD-SRS method?

In Table 12, descriptive statistics related to 1000 replications generated for each subtest by
content and item-difficulty stratified random sampling (CD-SRS) are given.

Table 12. Descriptive statistics of the Angoff MPSs of the subtests formed by CD-SRS

CD-SRS No. of Items MPS Mean Star.lde.lrd Minimum Maximum
deviation

%30 12 44.66 2.14 39.02 51.07

%40 16 45.12 1.64 40.67 50.02

%50 20 45.13 1.44 41.57 49.81

%70 28 45.16 0.93 41.93 48.05

WholeTest 40 45.12

According to Table 12, the average of the 1000 different subtests created by selecting 30% of
the items (12 items) according to the CD-SRS method was found to be 44.66 and the standard
deviation was found to be 2.14. It was observed that MPSs of these tests ranged between 39.02
and 51.07. While MPSs of 16-item subtests created by selecting 40% of the items ranged
between 40.67-50.02, the mean was found to be 45.12 and the standard deviation was found to
be 1.64. When 50% of the test items were selected 1000 times in accordance with CD-SRS
method, the mean of the generated subtests was found to be 45.13, and the standard deviation
was found to be 1.44. MPSs of these 20-item subtests ranged between 41.57 and 49.81. Also,
when 70% of the whole test items were selected, the mean of the generated subtests was found
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to be 45.16 and the standard deviation was found to be 0.93. MPSs of these 28-item subtests
ranged between 41.93 and 48.05. Considering the standard deviation and minimum-maximum
values of the subtests of different sizes, the MPSs of the subtests approximated the MPS of the
whole test as the number of items increased.

Whether all the tests and subtests differed significantly in terms of passing score means was
analyzed by one-way ANOVA. It was observed that the assumption of normality was achieved
but the assumption of homogenity of variances was violated. Therefore, the interpreted Welch
test results revealed that MPS means significantly differed between tests (F (4.1998) = 12.133
p=.000).

According to the results of the conducted multiple comparison (Post-Hoc), only the MPS mean
of 30% (X= 44.66) subtests was significantly different from the MPS of the whole test (X =
45.12) (p<.05). Therefore, it cannot be interpreted that 30% subtests formed by the CD-SRS
method represent the whole test in terms of passing score.

With the aim of having a more detailed analysis, the percentage values and RMSE values of the
sub-tests remaining within the limits determined for each subtest (mean + 1SEE; mean & 2SEE)
were calculated and the values are presented in Table 13.

Table 13. RMSE and subtest percentages of the Angoff MPSs of the subtests formed by CD-SRS

Subtest Percentages

CD-SRS RMSE

Mean+1SEE Mean+2SEE
%30 2.19 %84.9 %98.3
%40 1.64 %88.3 %100
%50 1.44 %93.0 %100
%70 0.93 %99.5 %100
Whole Test SEE =2.58

Meant1SEE = (42.54 - 47.7)
Mean+2SEE = (39.96 — 50.28)

According to the table given above, only the Angoff MPSs of 70% subtests provided the desired
criterion (within 1 SEE of the MPS of the whole test with at least 95% possibility). The MPSs
of almost all 1000 different subtests, each containing 70% of the total number of items, differed
by no more than 1 SEE from the MPS of the whole test. In addition, almost all the MPSs of
different size subtests were within 2 SEEs of the MPS of the whole test. When RMSE error
values were checked, RMSE error value decreased as the number of items increased. The lowest
error was obtained from 70% subtest (0.93) and the most error was obtained from 30% subtest
(2.19). Accordingly, the use of at least 70% of the test items can be suggested through CD-SRS
method in order to obtain a passing score similar to the MPS of the whole test.

How do the Angoff passing scores differ from each other for subtests generated by different
random item sampling methods?

In order to compare different random sampling methods, 50% and 70% subtests which gave
results similar to the passing score of the whole test were chosen. The percentage of passing
scores and RMSE values which are within the 1 SEE difference from the average for different
sampling situations are given in Table 14. As can be understood from the above given table, as
expected, RMSE error value decreased as the number of items increased in each sampling
method. Apart from that, it is seen that RMSE error values are lower for SRS (Stratified
Random Sampling) method compared to SRS (Simple Random Sampling) methods. The lowest
error values (1.37;0.86) for subtests with the size of 50% and 70% of test items were acquired
through C-SRS method.
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Table 14. RMSE and subtest percentage values of sampling status of the Angoff MPSs

Subtest Percentage

RMSE Mean £1SEE
SRS C-SRS D-SRS CD-SRS SRS C-SRS D-SRS  CD-SRS
%50 1.51 1.37 1.43 1.44 %91.5  9%95.0  %93.5 %93.0
%70 1.02  0.86 0.96 0.93 %98.6  9%99.9  %99.1 %99.5

WholeTest SEE =2.58
Mean+1SEE= (42.54 - 47.7)

When the percentage rates of the MPS of the whole test within 1 SEE (42.54 - 47.70) are
analyzed, it is seen that the lowest one was acquired through SRS (Simple Random Sampling)
and the highest rate was acquired through C-SRS (Stratified Random Sampling). Therefore, it
can be stated that C-SRS method is more effective in acquiring the passing score which is the
closest to the MPS of the whole test. Considering the additionally applied similarity criterion
(within 1 SEE of the MPS of the whole test with at least 95% possibility), it is observed that
again C-SRS method is more effective.

In order to obtain a cut-off score that is similar to the MPS of the whole test, it is enough to
select 50% of the total number of the items with C-SRS method while at least 70% should be
selected with SRS (Simple Random Sampling), D-SRS and CD-SRS methods. As a result,
content stratified random sampling method (C-SRS) can be a more effective method in the
selection of the items for subtest/tests which are expected to represent the whole test in terms
of MPS.

4. DISCUSSION and CONCLUSION

In this study, the effectiveness of random sampling methods which can be used to reduce the
total number of items evaluated in standard setting studies using the Angoff method was
analyzed and different random sampling methods (simple random sampling [SRS], content
stratified [C-SRS], item-difficulty stratified [D-SRS], content-and-item-difficulty stratified
[CD-SRS]) were compared with each other. Within the scope of the study, four different item
sampling methods (SRS, C-SRS, D-SRS and CD-SRS) were used to create sub-tests with
different sizes (30%, 40%, 50% and 70%) from the whole test, and 16 study status (4 methods
X 4 subtest) were evaluated in total.As a result of this study, the mean Angoff passing scores of
the 30% and 40% subtests formed by the C-SRS method, and the 30% subtests formed by the
D-SRS and CD-SRS methods, differed significantly from the whole test. In contrast, no
significant level of difference was observed in the other 12 cases. These results comparatively
support the findings of Kannan, Sgammato, Tannenbaum and Katz (2015). Kannan et al. (2015)
reported that the predicted mean Angoff MPSs did not change much for different sampling
methods or different subtests. In his study, only the mean Angoff MPS of the subtest containing
30 items (approximately 30%) and generated by the CD-SRS method differed from that of the
whole test.

In addition, this study indicated that stratified random sampling methods are more effective
than simple random sampling method in terms of giving similar MPS estimations. This finding
was in agreement with the similar studies (Ferdous & Plake, 2005, 2007; Kannan et al., 2015,
Smith, 2011). However, the finding that the content stratified method (C-SRS) is more effective
than the other methods contradicts with the finding of Ferdous and Plake (2005) and Kannan et
al. (2015) studies. They found that content-difficulty stratified method (CD-SRS) is more
effective than content stratified method (C-SRS) and difficulty stratified method (D-SRS).
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More importantly, the results of this study suggest that it is sufficient to select 50% of the items
with C-SRS method to obtain very similar estimates (at least 95% probability within 1 SEE) to
the Angoff MPS of the whole test. This finding is also consistent with previous research results
(Ferdous & Plake, 2005, 2007; Kannan et al., 2015; Smith, 2011). Ferdous and Plake (2005,
2007) and Smith (2011), argued that approximately 50% of the items would be sufficient to
obtain estimates similar to the MPS of the whole test. Similarly, Kannan et al. (2015) indicated
that about 45 items were sufficient to obtain generalizable MPS for the whole test containing
about 100 items.

In summary, this study suggests using 50% of the items with the C-SRS method to obtain
estimates similar to the Angoff MPS of the whole test. When setting the passing score,
educators may be advised to reduce the number of items considering this information. Thus,
both time and money and workload can be saved. However, the fact that the number of the
items used in the study was limited to 40 items and as a result, the number of the items in some
cells formed in the strata was very low or not at all may have negatively affected the results. A
future study may include more items. In addition, the fact that the difficulty parameters of the
items in the test were very low and close to each other may have reduced the effect of the
difficulty stratum. A future research may be carried out with tests with a wider range of item
difficulties and more content areas, such as proficiency tests. Also, the fact that difficulty and
content classifications were carried out in different ways may have had an effect on results, too.
A future study may focus on using different sampling methods and different classification
techniques (various number of difficulty / content strata) such as multiple matrix sampling and
balanced incomplete block design. Moreover, the effect of stratification according to content,
item difficulty and item discrimination may be examined in different educational practices, and
the other standard setting methods may be used.
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