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Abstract: The problems encountered in the analysis of data sets with undersized sample mainly arise from the singular 

covariance structure. As a solution to this problem, non-singular Hybrid Covariance Estimators (HCEs) have been proposed in 

the literature. Several multivariate statistical techniques where HCEs are used continue to be developed and introduced. One 

of these is the Hybrid Regression Model (HRM). Thanks to HCEs, since there is no longer the rank problem in covariance 

matrix, in HRM analysis the regression coefficients can be estimated as many as the number of variables. However, determining 

the best predictors in regression model is one of the biggest problems for researchers since the number of variables increases 

and there is insufficient knowledge about the model. Therefore, some numerical optimization techniques and strategies are 

required to explain such a wide solution space where the number of alternative subsets of candidate models of predictors can 

reach millions. In this paper, we introduced a new and alternative approach to variable selection for undersized sample data by 

using the Genetic Algorithm (GA) and Information Complexity Criteria (ICOMP) as a fitness function in the HRM analysis. 

To demonstrate the ability of proposed method, we carried out the Monte Carlo simulation study with correlated and undersized 

data sets. We compared our method with Elastic Net (EN) modeling. According to results, the proposed method can be 

recommended as an alternative approach to select variable in undersized sample data. 

 

Key words: Genetic algorithm, hybrid regression model, information complexity criteria, variable selection, 

undersized sample problem 
 

Cılız Örneklem Problemine Sahip Veri Setlerinde Hibrit Regresyon Modellemesi Kullanarak 

Değişken Seçimine Alternatif Bir Yaklaşım   

 
Öz: Cılız örneklem problemine sahip veri setlerinin analizinde karşılaşılan problemler temel olarak singüler kovaryans 

matrisinden kaynaklanmaktadır. Bu probleme bir çözüm olarak literatürde Hibrit Kovaryans Tahmin Edicileri (HCE) 

önerilmiştir. HCE’lerin kullanıldığı bazı çok değişkenli istatistiksel yöntemler geliştirilmeye ve tanıtılmaya devam etmektedir. 

Bunlardan biri Hibrit Regresyon Modeli’dir (HRM). HCE sayesınde kovaryans matrisinde artık singülerlik problemi olmadığı 

için, HRM ile değişken sayısı kadar regresyon katsayısı tahmin edilebilir. Bununla birlikte, değişken sayısı çok fazla olduğu 

ve model hakkında yetersiz bilgiye sahip olunduğu için, regresyon modelindeki en iyi tahmin edicileri belirlemek araştırmacılar 

için en büyük problemlerden biridir. Bu nedenle tahmin edicilerin alternatif modellerinin alt küme sayısının milyonları 

bulabildiği böyle geniş bir çözüm uzayını açıklamak için bazı nümerik optimizasyon tekniklerine ve stratejilerine ihtiyaç vardır. 

Bu çalışmada, ICOMP’ın uygunluk fonksiyonu olarak kullanıldığı bir Genetik Algoritma yapısı ile HRM analizi yapılarak cılız 

örneklemli veri setleri için değişken seçimine alternatif bir yaklaşım önerilmiştir. Önerilen yaklaşımın kullanılabilirliğini 

göstermek için korelasyonlu ve cılız örneklemli veri setlerinin kullanıldığı bir Monte Carlo simulasyon çalışması yapılmıştır. 

Karşılaştırma amacıyla Elastik Net modellemesi kullanılmıştır. Elde edilen sonuçlara göre, önerilen yaklaşımın cılız örneklemli 

veri setlerinde değişken seçimi için alternatif bir yaklaşım olarak kullanılabileceği söylenebilir.  

 

Anahtar kelimeler: Genetik algoritma, hibrit regresyon modeli, bilgi karmaşıklığı kriterleri, değişken seçimi, cılız örneklem 

problemi 

 

1. Introduction 

 

According to statistical viewpoint, if inferences about data are required, it is expected that the number of 

samples should increase exponentially against the number of variables. Nowadays, even if there are many 

observations, the number of variables may increase radically. In this case, a single observation can have thousands 

or even millions of dimensions whereas the number of observations that can be reached for the study is expressed 

as ten or hundred. The traditional techniques in statistics are not capable for analyzing such data sets [1].  

Statisticians sometimes say “Big p, Small n” for this problem. Another definition is “the undersized sample 

problem” or “extremely small sample problem” [2,3].  

 

* Corresponding author: epamukcu@firat.edu.tr ORCID: 0000-0002-5778-9626 
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The problems encountered in the analysis of data sets with undersized sample mainly arise from the singular 

covariance structure. As a solution of this problem, for the first time by [4], non-singular Hybrid Covariance 

Estimators (HCEs) is proposed by hybridizing the Maximum Likelihood Estimator (MLE) with smoothed 

covariance structures after the stabilization stage of eigenvalues.  

Since HCEs overcome the singularity in covariance matrix, the analysis of undersized or high-dimensional 

data sets with multivariate statistical methods for 𝒏 <<  𝒑 problem has become possible. Several multivariate 

statistical techniques in where HCEs are used continue to be developed and introduced [4,5,6]. One of these is the 

Hybrid Regression Model (HRM) in which HCEs is used as covariance input [7]. When the HRM is performed in 

case 𝒏 <<  𝒑, the regression coefficients can be obtained as many as the number of variables even if they are 

hundreds or thousands. The next stage is to determine the best predictors that have the most effect on the response 

variable, i.e. the variable selection stage. This is one of the biggest problems for researchers when the number of 

predictors increases and there is insufficient or no prior knowledge about the model.  

Model selection is basically a process of finding the best model from the subset of competing or candidate 

models by revealing which variables are effective on the response variable. Since the early 1970s, it has been 

possible to come across many studies on the model selection algorithm and criteria. These include classical 

methods for the model selection and the methods based on information criteria. The classical methods are generally 

performed by hypothesis testing. An arbitrary level of confidence is selected in a hypothesis testing process by the 

researcher to decide whether the variables are included in final model or not. However, most statisticians and other 

scientists have emphasized that the level of confidence used in the selection of classical models is baseless [8]. 

Some scientists have stated that the hypothesis testing approach does not have a theoretical accuracy and it is 

generally insufficiently valid [9]. Although almost all popular statistical packages have many classical model 

selection procedures based on hypothesis testing, such as Forward Selection, Backward Elimination, and Stepwise 

techniques, these selection methods do not deal with the dependency structure between variables. Also, since they 

contain the limitations of the hypothesis testing, these methods are criticized by Boyce et al. (1974, p:16) with the 

following words “These approaches do not guarantee optimal results”. Therefore, the selection of the best 

predictors involves randomness. He mentioned that also “An exhaustive search would examine 𝟐𝒑 possible 

equations” [10]. 

The shortcomings in the classical procedures for model selection impose limitations on the selection of the 

best or near-best model subsets. Although some statisticians and researchers propose to choose from all possible 

subsets, in many cases this method is not producible in terms of calculation and is also not possible in terms of 

time and cost [11]. For example, if we have p=20, the number of the subsets of the candidate models are             

𝟐𝟐𝟎 = 𝟏𝟎𝟒𝟖𝟓𝟕𝟔. Therefore, some numerical optimization techniques and strategies are required to explain such 

a wide solution space.  

In general, two components are needed to use numerical techniques in a subset selection problem. 

 An algorithm to effectively scan wide solution space 

 A measure for comparison of candidate models 

In this study, for the HRM, it is constructed a Genetic Algorithm (GA) structure where the variables in the 

model assigned as ‘1’ and the others variables assigned as ‘0’. By using ICOMP criterion as the fitness function, 

it is compared the candidate regression models in population for transferring to the next generation.  

The sketch of paper is given by following orders. In Section 2.1, HRM and its background will be introduced. 

In Section 2.2, the GA structure will be presented in order to explain how to determine the variables exist in the 

model by using the GA in the HRM. In Section 2.3, we briefly introduce the Elastic Net (EN) modeling. In Section 

3, we provide our Monte Carlo simulation study.  The last part is divided to conclusion and brief discussion. 

 

2. Material and Methods  

 

2.1. Hybrid regression model (HRM) with information complexity and hybrid covariance estimators  

 

 Let us consider the multiple linear regression model in matrix form given by  

 

𝑦 = 𝑋𝛽 + 𝜀 (1) 
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where 𝑦𝑛𝑥1 is vector of observaitons on a response variable, 𝑋𝑛𝑥𝑝 is full rank matrix of variable, 𝛽𝑝𝑥1 is regression 

coefficient vector and 𝜀𝑛𝑥1~𝑁(0, 𝜎2) is random error vector. The maximum likelihood estimates of 𝛽𝑝𝑥1 are given 

by 

 

�̂�𝑀𝐿𝐸 = (𝑋′𝑋)−1𝑋′𝑦 (2) 

  

As is seen in equation (2), the Gram matrix (𝑋′𝑋) must be non-singular and invertible in order to obtain the 

estimate of �̂�𝑀𝐿𝐸. In case of undersized sample, i.e. 𝑛 ≪ 𝑝, it is clear that the 𝑋𝑛𝑥𝑝 is not full rank matrix and the 

Gram matrix is not invertible. As a solution to this problem, in the framework of the regression analysis it has been 

proposed Hybrid Covariance Estimators (HCEs) as a well-conditioned and non singular covariance estimate 

instead of using Gram matrix [4]. In the following section, HCEs will be introduced. 

 

2.1.1. Smoothed covariance structures  

 

For a covariance matrix, the Condition Number (CN) defined as the largest eigenvalue 𝜆𝑚𝑎𝑥  divided by the 

smallest eigenvalue 𝜆𝑚𝑖𝑛 is given by 

 

𝐶𝑁 = 𝜆𝑚𝑎𝑥/𝜆𝑚𝑖𝑛 (3) 

 

The inverse of CN can be used for the definition of singularity of covariance matrix [12] and it is defined as follow,  

 

𝜅(𝛴) =
1

𝐶𝑁
   

(4) 

 

If 𝜅(Σ) is near to zero, the covariance matrix is close to the singularity. As a solution to singularity, shrinkage 

estimators that will shrunk eigenvalues of Σ to a central value have been developed. The main idea of these 

estimators is to take the convex combination of the maximum likelihood estimation of the sample covariance, i.e. 

Σ̂𝑀𝐿𝐸, and a target diagonal matrix �̂� (i.e., taking the weighted average). Then, the shrinkage or smoothed 

covariance estimator is given by 

 

�̂�𝑆 = (1 − �̂�)�̂�𝑀𝐿𝐸 + �̂��̂�    (5) 

 

where, �̂� ∈ [0,1] is estimate of the optimal shrinkage coefficient 𝜌, The �̂�  matrix is called as shrinkage target 

matrix and its naive form is as follow, 

 

 �̂� =
𝑡𝑟(�̂�𝑀𝐿𝐸)

𝑝
𝐼𝑝 = (

1

𝑝
∑𝜆𝑗

𝑝

𝑗=1

) 𝐼𝑝 = 𝜆̅𝐼𝑝  (6) 

 

where 𝑡𝑟(. ) represents the trace of matrix, 𝜆𝑗, 𝑗 = 1,2, … , 𝑝 are eigenvalues of sample covariance matrix and 𝜆̅ =

∑ 𝜆𝑖/𝑝
𝑝
𝑖=1  is arithmetic mean of eigenvalues. By using the weighted average in equation (5), it is placed to a lower 

weight on extremely large or small eigenvalues. Thus, the effect of these eigenvalues is reduced and a smoothed 

estimator is obtained.  

The smoothed or regularized covariance estimators under linear or quadratic loss functions have been 

introduced in the literature. Some of them: Empirical Bayes Estimator (EB)[13], Stipulated Ridge Estimator 

(SRE)[14], Stipulated Diagonal Estimator (SDE)[14], Convex Sum Estimator (CSE)[15,16], Bozdogan’s Convex 

Sum Estimator (BCSE)[17], Oracle Approximation (OAS)[18], Ledoit-Wolf Estimator (LW)[19] are given in 

Table 1.  
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Table 1. Smoothed or regularized covariance estimators 

Σ̂𝑆 Form* �̂� 

Σ̂𝐸𝐵 Σ̂𝑀𝐿𝐸 + �̂�𝐸𝐵𝐷𝑝 
𝑝 − 1

𝑛(Σ̂𝑀𝐿𝐸)
 

Σ̂𝑆𝑅𝐸  Σ̂𝑀𝐿𝐸 + �̂�𝑆𝑅𝐸𝐷𝑝 𝑝(𝑝 − 1)[2𝑛𝑡𝑟(Σ̂𝑀𝐿𝐸)]
−1

 

Σ̂𝑆𝐷𝐸 (1 − �̂�𝑆𝐷𝐸)Σ̂𝑀𝐿𝐸 + �̂�𝑆𝐷𝐸𝐷𝑝 𝑝(𝑝 − 1) [2𝑛𝑡𝑟 (Σ̂𝑀𝐿𝐸
−1

) − 𝑝]
−1

 

Σ̂𝐶𝑆𝐸 �̂�𝐶𝑆𝐸Σ̂𝑀𝐿𝐸 + (1 − �̂�𝐶𝑆𝐸)𝐷𝑝 

𝑛

𝑛+𝑚
 where 0 < 𝑚 <

2[𝑝(1+𝛽)−2]

𝑝−𝛽
,          

𝛽 =
𝑡𝑟(Σ̂)

2

𝑡𝑟(Σ̂2)
   for 𝑝 ≥ 2 dimensions. 

Σ̂𝐵𝐶𝑆𝐸  �̂�𝐵𝐶𝑆𝐸Σ̂𝑀𝐿𝐸 + (1 − �̂�𝐵𝐶𝑆𝐸)𝐷𝑝 
1

𝛼
 , where 𝛼 =

1

𝑛−1
∑ 𝜎𝑗𝑗

𝑝
𝑗=1  

Σ̂𝑂𝐴𝑆 (1 − �̂�𝑂𝐴𝑆)Σ̂𝑀𝐿𝐸 + �̂�𝑂𝐴𝑆𝐷𝑝 𝑚𝑖𝑛 (
(1 −

2
𝑝
) 𝑡𝑟(Σ̂2) + (𝑡𝑟Σ̂)2

(𝑛 + 1 −
2
𝑝
) [𝑡𝑟(Σ̂2) −

(𝑡𝑟Σ̂)2

𝑝
]

, 1) 

Σ̂𝐿𝑊 (1 − �̂�𝐿𝑊)Σ̂𝑀𝐿𝐸 + �̂�𝐿𝑊𝐷𝑝 𝑚𝑖𝑛 (
∑ ‖𝑥𝑖′𝑥𝑖 − 𝑆‖2

𝐹
𝑛
𝑖=1

𝑛2 [𝑡𝑟(Σ̂2) −
(𝑡𝑟Σ̂)2

𝑝
]

, 1) 

*: n is number of observations, 𝑝 is number of variables in data, 𝐷𝑝 is target matrix 

 

2.1.2. Hybrid covariance estimators (HCEs) 

 

Since the problem of interest of this study is able to perform regression analysis in data sets with undersized 

sample, it is clear that the maximum likelihood estimates of covariance matrices of these data sets is singular 

and/or ill conditioned. It is important to obtain a well-conditioned and non-singular covariance structure. From 

this point, Pamukcu et al. (2015) [4] developed Hybrid Covariance Estimators-HCEs by using following 

eigenvalue stabilization algorithm defined by Thomaz [20] 

 Step-1: Calculate the eigenvalues  𝜆𝑗 and their eigenvectors  𝑣𝑗 of Σ̂𝑀𝐿𝐸, where  𝑗 = 1,2, … , 𝑝 and 𝑝 is the number 

of variables of the data. Σ̂𝑀𝐿𝐸 represents the maximum likelihood covariance estimator. 

 Step-2: Calculate the arithmetic mean of eigenvalues by using: 𝜆̅ =
1

𝑝
∑ 𝜆𝑗

𝑝
𝑗=1  

 Step-3: Produce the following matrix of eigenvalues based on largest dispersion values:  

 

 𝛬∗ = [
𝑚𝑎𝑥(𝜆1, 𝜆̅)  0 ⋯ 0

⋮ ⋱ ⋮
           0         0 ⋯ 𝑚𝑎𝑥 (𝜆𝑝, 𝜆̅)

] (7) 

 

 Step-4: The new stabilized covariance matrix is given by: 

 

�̂�𝑀𝐿𝐸_𝑆𝑇𝐴 = 𝑉𝛬∗𝑉 (8) 

 

where 𝑉 is matrix of eigenvectors 𝑣𝑗 of Σ̂𝑀𝐿𝐸. As is seen, the algorithm stabilizes eigenvalues by expanding only 

the smaller and consequently less reliable eigenvalues of the covariance matrix and by keeping its larger 

eigenvalues unchanged. Then, one can obtain HCEs by following two stage process: 

 

 Stage-1: Perform the stabilization algorithm above 

 Stage-2: Produce the stabilized-smoothed covariance estimators in Table 1. 
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For example, Σ̂𝐻𝐶𝐸 = Σ̂𝑀𝐿𝐸_𝑆𝑇𝐴_𝐵𝐶𝑆𝐸  is defined as follow 

 

�̂�𝑀𝐿𝐸_𝑆𝑇𝐴_𝐵𝐶𝑆𝐸 = (1 − �̂�𝐵𝐶𝑆𝐸)�̂�𝑀𝐿𝐸_𝑆𝑇𝐴 + �̂�𝐵𝐶𝑆𝐸𝐷𝑝 (9) 

  

For more on this we refer the readers to [4,21]. 

The logical and mathematical theme of using Stabilization + Regularization is to achieve positive definition 

with respect to shrunk and to expand the less appropriate and smaller eigenvalues by using stabilizing. Considering 

Table 1, there are several forms of HCEs which can be used. It is an important problem which one is optimal 

covariance for a researcher who wants to use them. For this reason, it is investigated for the choosing optimal 

covariance structure by [4,5,6,21] especially in the framework of regression analysis and observed that 

Σ̂𝑀𝐿𝐸_𝑆𝑇𝐴_𝐶𝑆𝐸  and Σ̂𝑀𝐿𝐸_𝑆𝑇𝐴_𝐵𝐶𝑆𝐸  have superior performance on the others. Therefore, in our simulation study, we 

use Σ̂𝑀𝐿𝐸_𝑆𝑇𝐴_𝐶𝑆𝐸  and Σ̂𝑀𝐿𝐸_𝑆𝑇𝐴_𝐵𝐶𝑆𝐸 covariance structures and their model are represented by HRM1 and HRM2, 

respectively.  

 

2.1.3. Information complexity criteria (ICOMP) for model selection 

 

In the literature, Akaike [22,23] Information Criterion (AIC) is widely used for statistical model selection. 

This is given by 

 

𝐴𝐼𝐶 = −2𝑙𝑜𝑔𝐿(𝜃) + 2𝑘        (10) 

 

where 𝑙𝑜𝑔𝐿(𝜃) is log likelihood function of 𝜃 parameter in a probability density function, 𝑘 is the number of 

parameters. ICOMP (I; Information-COMP; Complexity) are criteria developed by Bozdogan (1988) for the model 

selection in multivariate linear and nonlinear models [24]. Wheras the AIC is only intended to strike a balance 

between the lack of fit and the penalty terms, ICOMP aims to establish this balance by taking into account a 

complexity measure that measures how the parameters in the model relate to each other. Therefore, instead of 

directly penalizing the number of parameters, it penalizes the covariance complexity of the model introduced by 

[24]. ICOMP is given by 

  

𝐼𝐶𝑂𝑀𝑃 = −2𝑙𝑜𝑔𝐿(𝜃) + 2𝐶1(𝛴)       (11) 

 

The second part of equation 11 is called the measure of complexity of model. It is given as follow:  

 

𝐶1(𝛴) =
𝑝

2
𝑙𝑜𝑔 [

𝑡𝑟(𝛴)

𝑝
] −

1

2
𝑙𝑜𝑔|𝛴|        (12) 

 

where |Σ| represents determinant of Σ and 𝑝 is dimension of Σ. As seen, 𝐶1(Σ) include two simplest scales of 

multivariate scattering called determinant and trace in a single function. There are several forms ICOMP criteria, 

for more about this we refer the reader to [11,25,26,27]. For these criteria, the model which has minimum value 

of criteria is called as the best model.  

 

2.1.4 Hybrid regression model 

 

In the case of undersized sample, i.e. 𝑛 << 𝑝, where the sample variance covariance matrix is singular, we 

can analyze the data with HRM by using following steps: 

 

 Step-1: Σ̂𝐻𝐶𝐸𝑠 = Σ̂𝑀𝐿𝐸_𝑆𝑇𝐴_𝐶𝑆𝐸  and Σ̂𝐻𝐶𝐸𝑠 = Σ̂𝑀𝐿𝐸_𝑆𝑇𝐴_𝐵𝐶𝑆𝐸  are estimated for the data set  

 Step-2: Σ̂𝐻𝐶𝐸𝑠 are used instead of Gram matrix in multiple regression analysis 

 Step-3: The model which has minimum value of information criteria is determined as the best model among the 

candidate models created with different Σ̂𝐻𝐶𝐸𝑠. 

 

Indeed, AIC, BIC [28] and Consistent Akaike Information Criterion (CAIC) [29] may be used as information 

criteria for model selection tool. Specifically, we prefer to use ICOMP in our computations since it is demonstrated 
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that ICOMP has superior performance on the other criteria. Also, it has been demonstrated that they tend to select 

more variables that may be related to each other since their penalty terms are not deal with correlation structure 

between variables [11,17,21,26,27]. The derived form of ICOMP in HRM is defined as follows: 

 

𝐼𝐶𝑂𝑀𝑃𝑀𝑖𝑠𝑠(𝐻𝑅𝑀) = 𝑛𝑙𝑜𝑔(2𝜋) + 𝑛𝑙𝑜𝑔(�̂�2) + 𝑛 + 2𝐶1 (𝐶𝑜𝑣(�̂�𝐻𝑅𝑀)
𝑀𝑖𝑠𝑠𝑠𝑝𝑒𝑐

)        (13) 

 

where  𝐶𝑜𝑣(�̂�𝐻𝑅𝑀)
𝑀𝑖𝑠𝑠𝑠𝑝𝑒𝑐

= ℱ̂−1ℛ̂ℱ̂−1is called the “sandwiched covariance” estimator. ℱ̂−1 and ℛ̂ represent the 

inverse of Fisher information matrix and outer-product form of Fisher information matrix, respectively. These are 

given by 

 𝐶𝑜𝑣(�̂�𝐻𝑅𝑀)
𝑀𝑖𝑠𝑠𝑠𝑝𝑒𝑐

=

[
 
 
 
�̂�2

𝑛
0

0
2�̂�4

𝑛 ]
 
 
 

[

𝑛

�̂�2

𝑛𝑆𝑘

2�̂�3

𝑛𝑆𝑘

2�̂�3

𝑛(𝐾𝑡 − 1)

4�̂�4

]

[
 
 
 
�̂�2

𝑛
0

0
2�̂�4

𝑛 ]
 
 
 

       (14) 

 

is called Sandwich covariance matrix and where  

 𝑆𝑘 = 𝑆𝑘𝑒𝑤𝑛𝑒𝑠𝑠 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 =
(
1
𝑛

∑ 𝜀�̂�
3𝑛

𝑖=1 )

�̂�3
        

(15) 

𝐾𝑡 = 𝐾𝑢𝑟𝑡𝑜𝑠𝑖𝑠 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 =
(
1
𝑛

∑ 𝜀�̂�
4𝑛

𝑖=1 )

�̂�4
      

(16) 

 

where �̂�2 =
1

𝑛
∑ (𝑦𝑖 − �̂�𝑖)

2𝑛
𝑖=1 and 𝑛 is the number of observations. When the model is correct we get ℱ̂−1 = ℛ̂ and 

the formula reduces to the usual inverse Fisher information matrix 

 

2.2. Genetic algorithm for hybrid regression model 

 

After performing HRM to undersized sample data, since the regression coefficients are obtained as many as 

the number of variables, many of these could be irrelevant or redundant variables. So, the performance of the HRM 

can be evaluated after they are detected and sorted.  

Let 𝑝 be the number of variables in HRM. If the 𝑝 increases, the number of subsets of candidate models can 

reach millions or even billions. Therefore, an effective algorithm is necessary to effectively scan the such a wide 

solution space. For this purpose, we prefer to use the principles of GA in order to select best predictors in HRM.  

The GA is an evolutionary search algorithm that borrows concepts from biological evolution and is a 

stochastic optimization method inspired by the principles of evolution in nature. The search method is based on 

the principle of survival of the best. To this end, we begin to work with a community of potential solutions to the 

problem to be solved. It is called as initial population. Each individual in a population is a potential solution and 

is coded as chromosomes in accordance with the nature of the problem being studied. 

For the variable selection problem in HRM analysis with GA, our implementation basically follows 

Goldberg’s GA (1988) [30]. For a detailed information we refer the readers to [30,31]. 

Considering in the framework of the regression analysis, the length of the chromosomes is equal to the 

number of all the variables in data set. Let 𝑘 be the number of the variables. Assuming that there are 10 variables 

in the data set, i.e. 𝑘 =  10. In this case, a chromosome is a sequence of 𝑘 units. Each unit on the chromosome is 

called a “gene” and each unit can have a value of ‘0’ or ‘1’. ‘0’ on the chromosome represents that the 

corresponding variables are not included in the regression model and ‘1’ represents the included variables in the 

regression model. A chromosome sample is given below for the regression model in which the variables 1,2,4,5,6,8 

and 10 are included [11,27]. 

Variables    1 2 3 4 5 6 7 8 9 10 

   Chromosome                  1 1 0 1 1 1 0 1 0 1 

The general procedure in the GA is straightforward and it is summarized as follow:   

1. Generate the initial population of chromosomes 

2. Calculate the fitness value for each chromosome in the population: The fitness value of the ith member is 

𝑓 (𝑖𝑡ℎ) which is the value of the objective function 𝑓 at that point [32]. For each chromosome, there is a 
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numerical fitness value that is proportional to the use or ability of the solution represented by the 

chromosome. This information guides the selection of more appropriate solutions for each generation. In this 

study, ICOMP is our fitness function. Firstly, a chromosome will be modeled by using HRM and the 

performance of the model will be measured by ICOMP. Since the model which has minimum value of ICOMP 

is defined as probably good model, the chromosomes will be transferred to the next generation. 

3. Determine how current population is matched for the next generation: Firstly, it is sorted current population 

according to the values of fitness function. In our case, the most popular chromosomes which has minimum 

ICOMP values come to in the beginning of the list. Chromosomes in the list are mated by using a sequential 

pairs (pair (1,2), pair (3,4)...etc.). 

4. Perform the GA operations: By changing the structure of chromosomes with the genetic processes such as 

mutation and crossover, it is provided to investigate the space of all possible solutions. There are three 

crossover techniques such as single, multiple and uniform crossover. However, these are related to the 

processing of the GA and no further details will be given.  

5. Pass on offspring to new generation.  

6. Loop back to step 2 until stopping criteria met: These steps given above are performed only for one 

generation. After we reach to a certain number of generations or to optimal value of fitness function, the 

process is terminated. In our case, there is no an optimal value for the fitness function, i.e. ICOMP, therefore 

the algorithm continue until the number of generations is reached. 

Note that, each iteration in the GA is called as generation. The chromosome with the highest fitness in the 

final generation is proposed as a solution to the problem. It is expected that this proposed solution is optimal or 

near to the optimal solution. 

 

2.3 Elastic net modeling 

 

Let us recall the multiple regression model in matrix form given equation (1). The objective function of the 

vanilla matrix representation of EN is defined by 

 

𝐿(𝛽, 𝜆1, 𝜆2) = ‖𝑦 − 𝑋𝛽‖2 + 𝜆1‖𝛽‖1 + 𝜆2‖𝛽‖2      
2     (17) 

 

where ‖𝛽‖1 = ∑|𝛽| is the 𝐿1 norm penalty (the LASSO penalty) and ‖𝛽‖2 
2 = ∑𝛽2 is the 𝐿2 norm penalty (the 

ridge penalty) To avoid the double shrinkage in equation (17), one can undo the penalty by scaling up the estimates 

from the vanilla matrix representation of EN. Then an improved estimator is 

 

 �̂� = √1 + 𝜆2𝛽    (18) 

 

Further, one can show that the improved estimates in matrix form are given by [33] 

 

�̂�𝐸𝑁 = 𝑎𝑟𝑔min
𝛽

[𝛽′ (
𝑋′𝑋 + 𝜆2𝐼

1 + 𝜆2

) 𝛽 − 2𝑦′𝑋𝛽 + 𝜆1‖𝛽‖1]          (19) 

 

It is clear that 

 

(
𝑋′𝑋 + 𝜆2𝐼

1 + 𝜆2

) =
1

1 + 𝜆2

𝑋′𝑋 +
𝜆2

1 + 𝜆2

𝐼 (20) 

 

We can write the equation (20) equivalently as 

 

(
𝑋′𝑋 + 𝜆2𝐼

1 + 𝜆2

) = (1 − �̂�𝐸𝑁)𝑋′𝑋 + �̂�𝐸𝑁𝐼 (21) 

 

where �̂�𝐸𝑁 =
𝜆2

1+𝜆2
 𝜖 (0,1) is shrinkage coefficient and 𝑋′𝑋 is the Gram matrix. 
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3. Results 

 

3.1. Monte Carlo simulation study 

 

 In this part, we present a Monte Carlo simulation study on correlated data sets with undersized sample. 

According to explanations about HCEs performance in Section 2.1.2, we study two different HCEs in HRM to 

able to select the best predictors by using GA and ICOMP. For comparison, we study EN modeling with different 

three 𝜆2 tuning parameters as grid values. These are given in Table 2. 

 

Table 2. Compared Models in Simulation Study 

 

Models     With 

HRM1 Σ̂𝑀𝐿𝐸_𝑆𝑇𝐴_𝐶𝑆𝐸 

HRM2 Σ̂𝑀𝐿𝐸_𝑆𝑇𝐴_𝐵𝐶𝑆𝐸  

EN1 𝜆2 = 0.001 

EN2 𝜆2 = 0.01 

EN3 𝜆2 = 0.1 

   

The simulation protocol for generating correlated data sets with undersized sample is below: 

 𝑝  : Number of variables=30, 40, 50, 60 

 𝑛   : Number of observations=10, 20, 30 

 𝑋(𝑛𝑥𝑝) : The data set 

 𝑟   : Correlation between the correlated variables = fixed as 0.5 

 𝜎  : Error variance = fixed as 0.01 

 𝜀  : Error 

Note that the data sets are derived from the multivariate normal distribution with zero mean and Σ covariance 

matrix, i.e. 𝑀𝑉𝑁(0, Σ).For 𝑟 = 0.5  and 𝑝 = 5,  an example to calculate the variance-covariance matrix Σ is as 

follow: 

 

 𝛴 =

[
 
 
 
 
 
 
 
 
 1 𝑟

𝑟

2

𝑟

4

𝑟

8

𝑟 1 𝑟
𝑟

2

𝑟

4
𝑟

2
𝑟 1 𝑟

𝑟

2
𝑟

4

𝑟

2
𝑟 1 𝑟

𝑟

8

𝑟

4

𝑟

2
𝑟 1]

 
 
 
 
 
 
 
 
 

=

[
 
 
 
 
1 0.500 0.250 0.125 0.062
0.500 1 0.500 0.250 0.125
0.250 0.500 1 0.500 0.250
0.125 0.250 0.500 1 0.500
0.062 0.125 0.250 0.500 1]

 
 
 
 

 (22) 

 

As is seen, the covariance structure in equation (22) provides correlation between sequential variables.  We 

generate the data sets with different samples and variables size. After having the data sets, we use following steps 

in order to show the performance of detection of true variables of proposed method and EN modeling, for 

comparison.  

 We generate the response variable by using   𝑦 = 5 + 3𝑋1 − 2𝑋2 + 6𝑋3 + 𝜎𝜀.  So, the variables 
{𝑋0, 𝑋1, 𝑋2, 𝑋3} are important variables which have effect on response variable.  

 ‘elasticnet’ module in MATLABR2015a  is used to perform EN modeling. It can be easily found in 

https://in.mathworks.com/matlabcentral/mlcdownloads/downloads/submissions/58182/versions/2/previews/

elasticnet.m/index.html 

 To perform GA with HRM and ICOMP, a graphical user interface GUI is written by the author following the 

steps in Section 2.2. 

 In order to compare the performance of detection of true variables of models, we use the average value of 

True Positive Rate (TPR) [34] given by  
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𝑇𝑃𝑅 =
1

𝑟
∑ 𝑇𝑃𝑅𝑞     

𝑟

𝑞=1

 (23) 

  

where 𝑇𝑃𝑅𝑞 =
#𝑡𝑟𝑢𝑙𝑦 𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠

#𝑡𝑜𝑡𝑎𝑙 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠
  for the models in 𝑞𝑡ℎ run and 𝑟 is replication number.  

We note that the 𝑇𝑃𝑅 value is equal to 1, if the list of total selected variables is  {𝑋0, 𝑋1, 𝑋2, 𝑋3}, otherwise 

𝑇𝑃𝑅𝜖[0,1). If it is added an unimportant variable to model, then the 𝑇𝑃𝑅 value is equal to 4/5=0.8. 

Additionally, we use following GA parameters in Table 3 in our simulation study. This process for all data 

sets with different size is repeated 100 times. The simulation results are given in Table 4:  

 

Table 3. GA parameters 

 

Parameter Value 

Generation number 10 

Population size 50 

Generation seeding Sorted 

Probability of crossover 0.75 

Type of crossover Two-points 

Probability of mutation 0.1 

Objective functions ICOMP  

 

Table 4. The Simulation results according to 𝑇𝑃𝑅 values 

 

Data size HRM1 HRM2 EN1 EN2 EN3 CPU time (sec) 

10x30 0.1723 0.2643 0.1664 0.1697 0.1814 42.1 

10x40 0.1116 0.1582 0.0994 0.1017 0.1373 44.5 

10x50 0.0862 0.1283 0.1003 0.0933 0.1323 47.9 

20x30 0.2748 0.2054 0.1067 0.1040 0.1575 42.9 

20x40 0.2423 0.1776 0.1165 0.1151 0.1242 47.1 

20x50 0.1333 0.1478 0.0895 0.0911 0.0946 48.2 

30x40  0.2078 0.1712 0.0837 0.0848 0.0875 45.4 

30x50 0.1396 0.1475 0.0894 0.0861 0.0921 52.5 

30x60 0.0330 0.0541 0.0727 0.0742 0.0740 52.1 

 

We note that the highest 𝑇𝑃𝑅 value the models are indicated as bold in the Table 4. According to results, we 

observe that our proposed method has superior performance against EN modeling. It is clear that the performance 

of EN modeling depend on the 𝜆2 tuning parameter. How to choose the 𝜆2 tuning is an important problem in EN. 

In practice, it is difficult to assign which value of the 𝜆2  tuning parameter is appropriate. Often the 𝜆2 tuning 

parameter is fixed arbitrarily at the beginning. In the literature cross-validation (CV) (5-fold, or 10-fold) has been 

used which is a time consuming operation. To avoid time consuming operation, we used some grid values for 

𝜆2 tuning parameter. Otherhand, the computation of the HCEs covariance matrix and to perform HRM analysis 

with GA is fast in terms of the CPU time and it is not heavy. We should emphasize the values of CPU time in 

Table 4 are belong to whole simulation study. Compared to EN modeling, which is current and frequently used 

method, the HRM yields better results and it can be suggested as an alternative approach in variable selection for 

undersized sample data. 

 

4. Conclusion and Brief Discussion 

 

The variable selection is important as much as modeling. In the literature, GA has been proposed in different 

ways for variable selection in regression analysis [33-37]. But none of them is related to the solution of the 
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undersized sample problem, i.e. 𝑛 <<  𝑝. As mentioned before, if the number of the variable is equal to 𝑝, the 

number of subset of candidate model is 2𝑝 − 1. For example, if we have 𝑝 = 20, the number of the subset of 

candidate models are equal to 220 = 1048576. Therefore it is difficult to determine which model is the best among 

these models without an effective search tool such as GA.  

In this paper it was proposed a new andalternative approach to variable selection for undersized data by using 

HRM with HCEs and GA. We introduced the GA structure where ICOMPMiss used as a fitness function in order to 

select the best model from such a wide solution space.  To demonsrate the effectiveness and utility of the proposed 

method, the Monte Carlo simulation study was performed on correlated and undersized data sets. The results were 

compared with Elastic Net (EN) modeling. 

EN is a hybrid regression model between Ridge Regression (RR) and Least Absolute Shrinkage and Selection 

Operator (LASSO) [38]. It is claimed that it can be used for simultaneous modeling and variable selection in high 

dimensional or undersized data in [38]. However, in our simulation study ,we observed that EN modeling has poor 

performance to detect true variables when compared with our method. This has demonstrated the success of HCEs 

covariance matrices used in HRM analysis. 

Nowadays, data sets can have radically increasing dimensions. In order to cope with these data sets, it is 

necessary dimension reduction or feature selection or to increase the number of samples. It may not always be 

possible to reach the number of samples required to be able to perform classical statistical methods. Therefore the 

methods that work well are required even if the sample size is too small. According to the results, it can be 

recommended that the proposed approach based on HRM and GA can be used in the analysis of these data sets. 
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Abbreviations: The following abbreviations are used throughout the text:  

AIC   Akaike Information Criterion  

BCSE   Bozdogan’s Convex Sum Estimator  

BIC   Bayesian Information Criterion  

CAIC    Consistent Akaike Information Criterion 

CN   Condition Number  

CSE   Convex Sum Estimator  

EB   Empirical Bayes Estimator 

EN   Elastic Net  

GA   Genetic Algorithm  

HCEs   Hybrid Covariance Estimators  

HRM   Hybrid Regression Model  

HRM1   HRM model with MLE_STA_CSE covariance matrix 

HRM2   HRM model with MLE_STA_BCSE covariance matrix 

ICOMP   Information Complexity Criteria  

ICOMPMiss   Information Complexity Criterion under misspecification 

LASSO   Least Absolute Shrinkage and Selection Operator 

LW   Ledoit-Wolf Estimator  

MLE   Maximum Likelihood Estimator   

MLE_STA_BCSE Maximum Likelihood Stabilized Bozdogan’s Convex Sum Estimator  

MLE_STA_CSE  Maximum Likelihood Stabilized Convex Sum Estimator  

OAS   Oracle Approximation Estimator  

RR   Ridge Regression 

SRE   Stipulated Ridge Estimator 

SDE   Stipulated Diagonal Estimator  

TPR   True Positive Rate 
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Abstract: Statistical randomness is a critical requirement for many applications. Generally, it is common to use a generator 

algorithm for statistical randomness. In this study, a generator algorithm proposed benefiting from chaotic systems. This 

proposed approach is based on chaotic maps with a simpler mathematical model compared to other chaotic system classes. So 

the generator has high practical applicability. In addition, optimization algorithms to guarantee statistical properties of 
generator.  

 

Key words: Randomness, chaos, optimization. 

 

Ayrık Zamanlı Kaotik Sistemlerin Doğrusal Olmayan Davranışını Temel Alan İstatistiksel 

Rasgelelik Üreteç Algoritması 
 

Öz: İstatistiksel rasgelelik birçok uygulama için kritik bir gereksinimdir. Genellikle istatistiksel rasgelelik için bir üreteç 

algoritması kullanılması yaygın bir yaklaşımdır. Bu çalışmada kaotik sistemlerden yararlanılarak bir üreteç algoritması 

önerilmiştir. Önerilen bu yaklaşım diğer kaotik sistem sınıflarına göre daha basit matematiksel model sahip kaotik haritaları 

temel almaktadır. Bu yüzden üretecin pratik uygulanabilirliğinin yüksektir. Ek olarak optimizasyon algoritmaları üretecin 
istatistiksel özelliklerini garanti etmektedir. 

 
Anahtar kelimeler: Rasgelelik, kaos, optimizasyon. 
 

1. Introduction 

 

Statistical randomness based on chaos theory is a hot topic  [1-3]. A raw literature review shows that over the 

last decade, the number of studies related to chaos-based random number generators has been over 15,000. At this 

point, a question comes to mind. Have chaotic systems been used with the most appropriate approach? The aim of 

this study is to search for answers to this question and to determine the chaotic system parameters which can 

produce the deterministic random numbers required by various applications with the using of optimization 

algorithms.  

The rest of the study has been organized as follows. In the second section, the general characteristics of 

chaotic systems are shortly explained. In the third section, randomness and deterministic random number 

generators are briefly introduced. In the fourth section, the details of the proposed method which show how to 

select of the chaotic system parameters to be used to provide the best randomness requirements by using 

optimization algorithms well-known in the literature are presented. The obtained results are discussed and the 

study is summarized in the last section. 

 

2. Chaotic Systems 

 

The relationship between the causes and consequences of real-world events is very complex. Chaotic systems 

is precisely based on this complex relationship. Irregular and unpredictable behavior of nonlinear systems is called 

chaos [1]. A small change in the initial conditions and control parameters of chaotic systems leads to very different 

outputs. This phenomenon is known as the butterfly effect and indicates that a very small change in a butterfly's 

flapping can trigger a hurricane. It is stated that the estimation of outputs in chaotic systems is impossible. In other 

words, a chaotic system is similar to a probabilistic system. But the source of the disorder is not the unpredictable 

external influences but the real dynamics of the system.  

There are various classes of chaotic systems such as discrete-time, continuous-time, time-delayed, spatial and 

hyper-chaotic. These chaotic system classes are ranked from simple to complex considering the mathematical 
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models they possess. This study has been based on discrete-time chaotic systems. Because these systems have a 

simpler structure than others. The most important reason for this preference is to ensure effectiveness by keeping 

the complexity of the deterministic-random number generator as low as possible. Two different discrete-time 

chaotic systems have been used in the study. The mathematical models of these chaotic systems are given in Table 

1 [1]. 

 

Table 1. Properties of some discrete time chaotic systems 

 
Chaotic Map Mathematical Model Initial Condition Control Parameters 

Logistic Map 𝑥𝑛+1 = 𝑎 ∗ 𝑥𝑛 ∗ (1 − 𝑥𝑛) 𝑥𝑛 ∈ [0,1] 𝑎 ∈ [3.5, 4] 
Circle Map 𝑥𝑛+1 = 𝑥𝑛 + 𝑎 −

𝑏

2𝜋
sin(2𝜋𝑥𝑛) mod1 𝑥𝑛 ∈ [0,1] a ∈ [0, 1], 𝑏 ∈ [0, 4𝜋] 

 
3. Random Number Generators 

 

Randomness is a fundamental characteristic required in many applications such as statistics, game theory, 

simulation, numerical analysis, entertainment and cryptology. Real world Random Number Generators (RNG) are 

divided into two basic classes. These classes are Deterministic RNG (also known as pseudo random number 

generators) and True RNG [3, 4]. 

Figure 1 shows the general design architecture of the Deterministic RNG (DRNG). In this general design 

architecture, 𝑟1, 𝑟2,… , 𝑟𝑛 ∈ 𝑅 shows random numbers, and 𝑠𝑛 ∈ 𝑆, shows the internal state. Here the S and R finite 

sets are called the state space and output space of the DRNG, respectively. The 𝜓: 𝑆 → 𝑅 output function generates 

the 𝑟𝑛 random number from the current 𝑠𝑛   internal state. The 𝑠𝑛 status is then updated to 𝑠𝑛+1: = 𝜑(𝑠𝑛)  using 

the 𝜑 state transition function. The initial internal state value 𝑠1  is updated using the seed value 𝑠0 in 𝑠1: = 𝜑(𝑠0)  
format or by using more complex designs. It is clear from 𝑠0 seed value that all 𝑠1, 𝑠2,… , 𝑠𝑛 inner states and 

𝑟1, 𝑟2, … , 𝑟𝑛 random numbers can be estimated. Therefore, the seed value must be selected randomly in safety-

priority applications and the state transition function and the output function must be sufficiently complex.  The 

disadvantage of DRNG is that the output values can be fully determined by the seed value and that future random 

numbers are only dependent on the current internal state. Therefore, the internal state must be protected even if 

the device is not activated. The advantages of DRNG are that they are cheaper since they do not need any dedicated 

hardware [3, 4]. 

 

 
 

Figure 1. General design architecture of DRNG 
 

One of the important sources for design and analysis of DRNG is Knuth's classic work called “The Art of 

Programming” [5]. Since the publication of this study, many RNG algorithms have been proposed and many 

researchers have continued to work on this hot topic. Ripley addressed the problems faced by personal computer 

users in order to produce random numbers in his study published in 1983 [6]. Ripley was developed effective 

methods of generating exponential, normal and Poisson distribution arrays. In 1990, L'Ecuyer solved the problem 

of generating uniform random variables for a user with a moderate computer use knowledge [7]. In a 1990 study 

by James, pseudo-random number generators for Monte Carlo calculations were addressed [8]. In another study 

conducted in 1990, Lagarias identified pseudo-random number generators based on number theory, one way 

functions and secret-key encryption systems [9]. Lagarias also summarizes the results of these generators on 

cryptanalysis. A comprehensive evaluation study on random number generators was performed by Ritter [10].  
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When the current literature is examined, it is seen that another important topic used in RNG design is chaos 

based randomness [11-18]. The close similarities between the two disciplines led the researchers to focus their 

attention on this subject. Because the complex relationship between the causes and consequences of real world 

events is one of the basic requirements expected from a RNG and is based on this complex relationship in chaotic 

systems. 

 

4. Proposed Method  

 

In the literature, a study was carried out to determine the optimal starting conditions and control parameters 

for the Logistic map using the brute force approach [19]. The pseudo-code of the algorithm is given in Figure 2. 

In the study proposed by Ozkaynak, it was very difficult to determine the most suitable values in infinite space 

and only an analysis study has been carried out using the 3 values after the comma. The complexity of the algorithm 

is O(n3), as can be easily seen from the pseudo-code. In other words, the problem is computationally difficult. 

Therefore, optimization algorithms are needed to find an approximate solution. 

 

 
 

Figure 2. The pseudo-code of the brute force algorithm in Ref [19] 

 

The optimization process tries to obtain the best solution among all solutions under the given conditions when 

a problem is solved. The variables that affect the performance of optimization and have values under our control 

are called decision variables. The objective function is created by analytically demonstrating the effects of decision 

variables on the objective. In most cases, only certain values of decision variables should be used. These limitations 

on the values of decision variables are called constraints. In other words, the goal of optimization is to find the 

best combination of objective functions. providing all constraints given among all possible combinations of 

decision variables. 

The unique aspect of the study is to realize RNG designs by determining the initial conditions and control 

parameters of chaotic systems using optimization algorithm. Objective function of optimization algorithm is 

randomness requirements. As a result of the literature review, it was determined that there was no study aiming at 

reaching this goal before. Although there are studies in the literature that use optimization algorithms for chaos 

control or chaotic parameter estimation, these studies are very different from the purpose of the proposed method. 

In the study, the initial conditions and control parameters of two different chaotic systems have been selected with 

seven well-known meta-heuristic optimization algorithms. The optimization algorithms [20. 21]: 

• Optimization algorithms based on Biological: Differential Evolution (DE), Particle Swarm Optimization 

(PSO), Symbiosis Organisms Search (SOS) Algorithm, 

• Optimization algorithms based on Physics and Chemistry: Gravitational Search Algorithm (GSA), 

Harmony Search Algorithm (HS), 

• Optimization algorithms based on Mathematics: Golden Sine Algorithm II (GoldSA-II). 

 

The parameters used in the comparison algorithms are given as follow: 

 

• PSO: Inertia Weight Damping Ratio = 0.99, Inertia Weight = 1, Global Learning Coefficient = 2.0, 

Personal Learning Coefficient = 1.5. 

• GSA: Rnorm = 2, Rpower = 1, Elitist Check = 1. 
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• HS: Harmony Memory Consideration Rate= 0.9, Fret Width Damp Ratio= 0.995, Fret Width = 0.02*( 

Upper Bound - Lower Bound), Pitch Adjustment Rate=0.1. 

• DE: Upper Bound of Scaling Factor=0.8, Lower Bound of Scaling Factor =0.2, Crossover 

Probability=0.2. 

• SOS: Benefit factor (BF): random number either 1 or 2. 

• ACO: Sample Size:40, Intensification Factor (Selection Pressure)= 0.5, Deviation-Distance Ratio=1. 

• GoldSA-II : Gold section constant=[-pi*rand, pi*rand], Golden ratio (τ)= 0.618033     

Analysis has been realized for 1,000,000 bits have been produced by using two discrete chaotic map outputs. 

After the generation of random number sequences, properties of statistical randomness have been checked using 

two different tests. First statistical randomness test is known as the monobit (frequency) test [22]. Definition of 

this test is that “Monobit test measures whether the number of 0s and 1s produced by the generator are 

approximately the same as would be expected for a truly random sequence.” Monobit test results are given in 

Table 2. Chaotic maps in Table 1 shows as F1 and F2 symbols, respectively. 

 

Table 2. Monobit test results for 1,000,000 random bit  

 
 PSO ACO DE GSA HS SOS GoldSA-II 

F1 258 68 238 1.484 592 416 212 

F2 88 132 624 14.854 9.220 15.604 670 

 

Another statistical randomness test is the chi-square test. Definition of this test is that “A chi-square statistic 

compares these substring proportions to the ideal 1/2. The statistic is referred to a chi-squared distribution with the 

degrees of freedom equal to the number of substrings. The chi-squared distribution is used to compare the 

goodness-of-fit of the observed frequencies of a sample measure to the corresponding expected” [22, 23]. In this 

test, the produced 1,000,000 bit has been divided into 4-bits lengths to produce 250,000 decimal numbers ranging 

from 0 to 15. In this case, according to the chi-square test, the expected frequency values are 15,625. Observed 

values for seven different optimization algorithms are given in Table 3. 

 

Table 3. Observed values for produce 250,000 decimal numbers ranging from 0 to 15 

 
 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

PSO 
F1 15576 15653 15521 15667 15613 15591 15674 15594 15724 15612 15584 15720 15631 15603 15599 15638 

F2 15710 15486 15621 15893 15540 15480 15900 15442 15414 16006 15362 15419 15856 15468 15610 15793 

ACO 
F1 15616 15566 15623 15747 15594 15674 15685 15605 15659 15584 15552 15637 15623 15667 15605 15563 

F2 15613 15352 15710 15790 15758 15469 15787 15442 15504 15768 15719 15639 15553 15788 15469 15639 

DE 
F1 15706 15656 15555 15657 15592 15671 15568 15619 15566 15637 15595 15693 15538 15682 15624 15641 

F2 15720 15540 15698 15679 15838 15466 15793 15537 15482 15727 15415 15523 15673 15643 15549 15717 

GSA 
F1 14983 15631 15952 15416 15862 15661 15659 15664 15720 15477 15617 15589 15685 15689 15859 15536 

F2 14647 17172 16044 15831 17128 14118 16436 15185 17396 15205 15216 15376 15148 16189 14961 13948 

HS 
F1 15615 15553 15607 15681 15524 15648 15730 15712 15541 15615 15678 15642 15615 15703 15578 15558 

F2 16483 16125 16536 15322 16163 15417 13897 16233 16105 15603 14937 14923 15587 14756 16453 15460 

SOS 
F1 15671 15606 15597 15592 15576 15628 15622 15618 15785 15665 15563 15643 15607 15624 15593 15610 

F2 17135 16118 16168 15578 16398 14913 15510 15085 16209 15254 14847 15484 15593 15312 15312 15084 

GoldSA-II 
F1 15671 15660 15624 15577 15554 15653 15623 15684 15643 15582 15561 15610 15565 15687 15664 15642 

F2 15707 15627 15699 15567 15649 15659 15850 15263 15391 15704 15639 15746 15632 15829 15469 15569 

 

In the case study 1, random numbers have been generated between 0 and 15. Therefore, degree of freedom 

(DF) of chi-square test is 16. All confidence values are given in Table 4 for the degree of freedom 16. 

 

Table 4. Confidence values for degree of freedom 16 

 
 Confidence Values 

DF 0.995 0.975 0.20 0.10 0.05 0.025 0.02 0.01 0.005 0.002 0.001 

16 5.142 6.908 20.465 23.542 26.296 28.845 29.633 32.000 34.267 37.146 39.252 

 

In order to be able to say that the random numbers produced are statistically random, the calculated chi-square 

value should be smaller than the values in the Table 4. The calculated chi- square values for the seven different 

optimization algorithms are given in Table 5. The best, worst, average and standard deviation values are given in 
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the Table 5. The most appropriate chi square values are shown in bold font for the best and mean values, in the 

Table 5. Among the optimization algorithms, GoldSA-II algorithm has been found to have better results than other 

algorithms. However, it should not be overlooked that other algorithms meet the randomness requirements for 

many confidence values. 

 

Table 5. The chi- square test results for 1.000.000 random bit 

 
  PSO ACO DE GSA HS SOS GoldSA-II 

F1 

Best 2.7180 2.5686 2.5702 46.4393 3.9171 2.5446 1.9651 

Mean 3.9958 2.8057 3.5108 1.7950e+03 4.4168 3.7470 2.6258 

Worst 4.7456 3.1441 4.8901 6.4223e+03 4.7971 4.5102 3.0024 

Std 0.9422 0.2278 0.9242 2.6923e+03 0.3338 0.7433 0.4048 

F2 

Best 41.1837 19.9224 14.9336 1.0426e+03 528.8125 372.6726 22.0122 

Mean 251.3002 241.4392 205.3796 1.6048e+03 872.4748 482.8232 139.4131 

Worst 551.7382 507.1160 354.7210 2.4460e+03 1.5448e+03 664.1293 334.8357 

Std 188.6843 227.7812 150.2168 756.5389 419.9311 108.5574 122.3634 

 

In the above analysis, all optimizers have been run independently 5 times in equal population and iterations 

and the results have been recorded. The number of populations for chaotic system functions is 10 and the maximum 

number of function evaluations is 1.000. Table 6 shows the determined initial conditions and control parameters 

using seven optimization algorithm. Numerical deterioration is an important problem for chaotic systems [24, 25]. 

In order not to be affected by this problem, the highest precision provided by the computer where the analyzes 

have been performed has been used. Therefore, in order to show the numerical values in the best way, Table 6 is 

given in two parts. 

 

Table 6. Most Suitable System Parameters for for 1,000,000 random bit 

 
 Logistic Map (F1) 

 Xn a 

PSO 0.583587285455663 4 

ACO 0.747882339784262 4 

DE 0.312955856922984 4 

GSA 0.438200825697660 3.99647848943457 

HS 0.603238510606358 4 

SOS 0.269877194226175 4 

GoldSA-II 0.805314780517318 4 

 
 Circle Map (F4) 

 Xn a b 

PSO 0.765111672245320 1 11.502628728405833 

ACO 0.717488331494669 0.999999826893032 11.502276826049323 

DE 0.251024684144349 1 11.5022593721011 

GSA 0.589147901804019 0.707607013522381 10.313736784726066 

HS 0.492349236734390 0.978890082799524 11.718949046051932 

SOS 0.181617966853290 0.732578163414611 10.1026142685088 

GoldSA-II 0.100001102537958 1 11.5022370468944 

 
5. Conclusion and Discussion 

 

The purpose of this study is to determine the optimal initial conditions and control parameters of the chaotic 

systems to be used in the chaos based DRNG designs. Optimization algorithms have been used to achieve this 

purpose. The optimal initial conditions and control parameters for discrete-time chaotic systems have been 

obtained. All these results draw attention to the problems of doing various studies on the theoretical similarities 

between chaos and randomness. Therefore, in chaos-based RNG designs, the initial conditions and control 

parameters of the chaotic system should be selected in the most appropriate way. RNG design architecture and 

application specific randomness requirements must be taken into account when making this selection. In this study, 

a method has been proposed to make these choices in the most appropriate way. The parameters used in the analysis 

are given. Researchers who wish to work in this area can adapt the proposed method according to their 
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requirements. Therefore, after successful implementation of the proposed method, the outcomes are expected to 

contribute significantly to the literature of chaos-based randomness. 
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Abstract: The world's population is increasing rapidly and consequently, urban areas are also expanding and developing 

rapidly. This growth and development in cities leads to the differentiation of urban transportation systems and, in particular, 

the increase in the number of motor vehicles. This increase in the number of motor vehicles in order to provide transportation 

leads to many problems (air pollution, traffic congestion, carbon gas emission etc.). In order to prevent these problems, many 

researchers and decision makers state that sustainable transportation systems such as public transportation, walking and cycling 

should be used. The objective of the research is to develop a sustainable bike path proposal for cities through GIS-based 

multicriteria decision-making analysis, taking into account physical, environmental and visual factors of medium-sized cities. 

In this context, the physical, environmental and visual factors of the city of Nigde, Turkey, which is considered to be a medium-

sized city, were evaluated with GIS-based multicriteria decision-making analysis, and a sustainable bike path proposal was 

developed for Nigde according to the zoning plans.  

 

Key words: Transportation system, bicycle, gis, multicriteria decision-making, ahp. 

 

Gis Tabanlı Çok Kriterli Karar Verme Analizi Kullanarak Orta Ölçekli Kentlere Yönelik 

Sürdürülebilir Bisiklet Yolu Planlaması: Türkiye Örneği   
 

Öz: Dünya nüfusu hızlı bir şekilde artmakta ve buna bağlı olarak kentsel alanlar da hızlı bir şekilde büyümekte ve 

gelişmektedir. Kentlerde yaşanan bu büyüme ve gelişme kent içi ulaşım sistemlerinin farklılaşmasına ve özelliklede motorlu 

taşıtlarda artış yaşanmasına neden olmaktadır. Ulaşımın sağlanması amacıyla motorlu taşıtlarda yaşanan bu artış beraberinde 

birçok sorunun (hava kirliliği, trafik sıkışıklığı, karbon gazı emisyonu vb.) ortaya çıkmasına sebep olmaktadır. Bu sorunları 

engellemek amacıyla çok sayıda araştırmacı ve karar verici toplu taşıma aracı kullanma, yürüyüş yapma, bisiklet kullanımı gibi 

sürdürülebilir ulaşım sistemlerinin kullanılması gerektiğini ifade etmektedir. Araştırmanın amacı, orta ölçekli kentlere ait 

fiziksel, çevresel ve görsel faktörler dikkate alınarak CBS tabanlı çok kriterli karar verme analizi ile bu kentlere yönelik 

sürdürülebilir bisiklet yolu önerisi geliştirmektir. Bu kapsamda orta ölçekli kent olarak değerlendirilen Niğde/Türkiye kentinin 

sahip olduğu fiziksel, çevresel ve görsel faktörler CBS tabanlı çok kriterli karar verme analizi ile değerlendirilmiş ve imar 

planlarına göre Niğde kentine yönelik sürdürülebilir bisiklet yolu önerisi geliştirilmiştir. 

 

Anahtar kelimeler: Ulaşım sistemi, bisiklet, gis, çok kriterli karar verme, ahp. 
 

1. Introduction 

 

There has been a significant increase in the urban population in recent years due to an increase in the world 

population and migration from rural areas to city centers. The global urbanization rate was calculated as 29% in 

1950, 37.4% in 1975 and 47.1% in 2000 [1,2]. Today, more than half of the world's population living in societies 

that are increasingly globalized and interacting with each other lives in urban areas. In this context, it is estimated 

that this increase in the urban population will continue steadily, and this rate is expected to be approximately 60% 

by 2030 [3,4]. In light of this worldwide development, the urban population in Turkey, particularly with post-1950 

migration from rural areas to cities, has increased significantly. According to 2019 data from the Turkish Statistical 

Institute [5], 92.3% of the country's population lives in cities, while 7.7% lives in villages.  
With the increase in the population, urban settlements have expanded, and consequently vehicle use has 

increased [6]. This increase in the number of motor vehicles to provide transportation has caused many problems. 

These problems arising from the existing transportation system necessitate the planning of different transportation 

systems. For example, the increase in global problems, such as climate change, the increase in oil production and 

use, traffic congestion and road safety, encourages the use of sustainable transportation systems, such as walking, 
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cycling and public transportation [7,8]. In this context, these alternatives should also be considered in spatial 

planning studies. 

Sustainable transport, defined by Black [9] as "meeting the current transportation and mobility needs without 

compromising the ability to meet the transportation and mobility needs of future generations," has recently become 

an important target in transport planning and research [10]. Sustainable bike path planning requires a systematic 

approach that takes into account the planning criteria of the zoning plans that are effective in the development of 

the city, and it necessitates the use of Geographic Information Systems (GIS) in conjunction with Multicriteria 

Decision-Making Methods (MCDM). In this context, the integration of GIS and Analytic Hierarchy Process (AHP) 

greatly simplifies the decision-making process [11,12,13,14]. It is possible to evaluate multicriteria decision-

making analysis based on GIS, in two different sections. The first one is geographic information systems, and the 

other is a multicriteria decision-making analysis method. 

GIS are used in many different fields (agriculture, geology, urban planning, etc.). One of these areas is 

research conducted for the planning of bike paths. For example, analyses such as determining the most suitable 

routes for bikes, analyzing the most cost-effective route, and estimating the demand for bike paths can be evaluated 

in this context [15,10]. 

Decision making is defined as the process of determining the best choice among all possible alternatives. 

However, there is no single method used by decision makers facing many different problems and alternatives to 

determine the best option [16]. In this context, the Multicriteria Decision-Making Method (MCDM) is one of the 

most important decision-making methods and serves to determine the best option among all existing solutions 

[17,18]. Despite debates in the academic field, the Analytic Hierarchy Process (AHP) method is one of the most 

preferred multicriteria decision making methods. Originally introduced by Saaty in the 1970s, this method has 

been updated, with changes made by different researchers to date [19]. 

In the field of transportation systems, the AHP method is used in fields such as planning traffic, planning 

transportation, prioritizing urban transportation options, planning the most appropriate rail network, and selecting 

light rail corridors and routes [20,21,22,23]. In addition, this method is also preferred for tasks such as evaluating 

the public transport fare system, classifying the sustainability of transportation investments, performing quality 

analysis of public transport service, and prioritizing public transport companies [24,25,23]. 

The objective of the research is to develop a sustainable bike path proposal for cities through GIS-based 

multicriteria decision-making analysis, taking into account physical, environmental and visual factors of medium-

sized cities. In this context, the physical, environmental and visual factors of the city of Nigde, Turkey, which is 

considered to be a medium-sized city, were evaluated with GIS-based multicriteria decision-making analysis, and 

a sustainable bike path proposal was developed for Nigde according to the zoning plans. 

 

2. Materials and Methods 

 

2.1. Study area 

 

Nigde, which is a medium-sized city in the Central Anatolia region of Turkey, was selected as the research 

area. Nigde is adjacent to the Adana, Kayseri, Konya and Mersin provinces, which are important major cities of 

Turkey. Located between 37°25′-38°58′ north latitude and 33°10′-35°25′ east longitude, Nigde Province has a 

surface area of 7.795,22 km² and an altitude of 1.229 meters [26,27]. In the city, which has a continental climate, 

agricultural and animal husbandry activities are carried out at a high rate (Figure 1). 

According to the data obtained from the zoning plan reports, the city of Nigde was generally established on 

flat and near-flat areas around the hill where Nigde Castle is located and to its west. Since the first settlements 

were located on the hill and around the castle, today, the densest settlement area is also located in this area. 

Moreover, due to the influence of the municipality and government offices, which are located in the immediate 

vicinity of the hill, public institutions and organizations are located in this region. Thus, this region, where 

education, trade, administrative, health and cultural buildings coexist, forms the city center of Nigde [28]. 

The research area, which connects Bor Plain and Misli Plain, located between Melendiz Mountain and the 

Aladağlar and Bolkar Mountains, is currently being developed in a linear manner along a southwest-northeast line 

[14]. According to the zoning plans in force, dense residential areas were planned north of the city center. With 

the urban transformation project carried out in this region, the population density has shifted to this region. 
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Figure 1. Location of the research area 

 

2.2. Methods 

 

This research was carried out in five stages in order to plan sustainable bike paths for medium-sized cities. 

The first stage of the research consisted of obtaining the data related to the subject and field of the research. 

In this context, the social, cultural and physical data that will be used for the planning of sustainable bike paths for 

the research area were obtained from field studies, interviews with related institutions and organizations, and the 

extant literature. The existing plans for the research area were provided by the Municipality of Nigde, the Special 

Provincial Administration of Nigde and the Provincial Directorate of Environment and Urbanization. 

The second stage of the research consisted of determining factors, subfactors and suitability values for 

sustainable bike path planning. A model for determining the route of a bicycle path was created in the Inner City 

Bike Paths Guide, prepared by the Turkish Republic Ministry of Environment and Urbanization. In this context, 

the criteria included in the determination of the bicycle path route are grouped under three main headings: physical 

(slope, roadway width, physical condition), environmental (land use type, user density, integration to 

transportation system, traffic density) and visual (building height, proximity to green spaces, building status) 

criteria. Physical criteria determine the effect of the physical conditions of the road on the model; the 

environmental criteria determine the effect of the number of users, usage type differences, the connection of the 

route with the transportation system to be determined, the status of ownership, and the traffic density in the model; 

and visual criteria determine the effect of the users’ driving quality, feeling of safety, and the effect of the 

relationship with the items around him or her in the model. 

Suitability values for the evaluation subfactors were determined from the most important to the least important 

using a 4-point likert scale. In the event that the evaluation subfactors affected the potential use of the settlement 

equally, both subfactors were given the same value as the slope and land use type factors included in the evaluation 

factors. 

The third stage of the research consisted of calculating binary comparison matrices. To determine the 

suitability coefficients of the factors for the planning of a sustainable bike path by taking physical, environmental 

and visual criteria into account by expert groups, a questionnaire including binary comparison questions was 

prepared. The questionnaire was applied to 16 experts in the disciplines of architecture (3), urban and regional 

planning (4), landscape architecture (6) and civil engineering (3) on a voluntary basis. Binary comparison matrices 

were created according to comparisons made by experts. In this context, a relative importance scale (1-9) 

developed by Saaty (1983) was used to assign values to binary comparison matrices [14,28,29]. If one factor is 

more important than another, it receives values such as 1, 3, 5, and 9 (Table 1). If it is unimportant, it receives the 

values that are the opposite of these values (1/3, 1/5 et al.) [30,31]. 
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Table 1. Description of the fundamental scale of values [32,33] 

 
Intensity of 

importance 
Definition Explanation 

1 Equal importance Two activities contribute equally to the objective 

3 Weak importance of one over another 
Experience and judgement slightly favour one activity over 

another 

5 Essential or strong importance 
Experience and judgement strongly favour one activity over 
another 

7 Demonstrated importance 
An activity is favoured very strongly over another; its dominance 

demonstrated in practice 

9 Absolute importance 
The evidence favouring one activity over another is of the highest 

possible order or affirmation 

2,4,6,8 
Intermediate values between adjacent 
judgments the two 

 

Reciprocals of 
above non-zero 

If activity (i) has one of the above non-zero 

numbers assigned to it when compared with 
activity (j), then (j) has the reciprocal value 

when compared with (i) 

A reasonable assumption 

Rationals Ratios arising from the scale 
If consistency were to be forced by obtaining n numerical values 
to span the matrix 

 

Once the binary comparison matrix is prepared, the matrix must be normalized. To normalize the matrix, the 

sum is taken for each column in the matrix, and the elements of the matrix are divided into the sum of the columns 

with which it is related. Then, the sum of the rows created for each alternative or criterion is taken in the normalized 

matrix. The resulting values are the priority values for the criteria or alternatives. The matrix formed by the priority 

values is defined as the "priority vector matrix." 

For each criterion/alternative in the priority vector matrix, the priority value is multiplied by all of the 

elements in the column in the binary comparison matrix of that criterion/alternative, and the weighted total matrix 

is obtained. The row total values in the weighted total matrix are divided into priority vector matrix row values 

and the eigenvalue (λmax) is calculated by taking the arithmetic mean of the values in the last matrix created. 

The following formulas were used to calculate the consistency ratio and consistency index of the generated 

matrix. In this context, the matrix is considered to be consistent if the consistency ratio is 10% or less [34,35]. In 

this research, the consistency ratio was calculated as 0.03. 

 

CI= (λmax-n) / (n–1)      CR= CI / RI   (1) 

 

CR: Consistency Ratio, CI: Consistency Index, RI: Random Index, λmax: The largest eigenvalue of the 

matrix, n: Number of elements in the matrix.  

 

Table 2. Random Index (36) 

 
n 1 2 3 4 5 6 7 8 9 10 

RI  0,00 0,00 0,58 0,90 1,12 1,24 1,32 1,41 1,45 1,49 

 

The fourth stage of the research consisted of the preparation of the data infrastructure for the physical (slope, 

roadway width, physical condition), environmental (land use type, user density, integration to transportation 

system, traffic density) and visual (building height, proximity to green spaces, building status) criteria included in 

the process of determining the sustainable bicycle path route. In this context, data obtained from Nigde 

Municipality, Nigde Special Provincial Administration, the Provincial Directorate of Environment and 

Urbanization and field studies were digitized in shapefile format in the ArcGIS environment in accordance with 

the evaluation factors determined for sustainable bike path planning. This format was then converted to a raster 

data format after preliminary operations. 

In the fifth stage of the research, specified evaluation factors and evaluation subfactors were grouped within 

themselves, and their suitability values were determined according to their relative importance values. Suitability 

values given to evaluation subfactors were multiplied by coefficients determined as a result of expert opinions, 

and the total weight of each factor was determined. Data were obtained by using the 'multi-layer weighted overlay 

method,' a spatial analysis method in the ArcGIS spatial analyst tools module. As such, routes for the sustainable 

bike path proposal were obtained (Figure 2).  
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Figure 2. The structure of GIS-based multicriteria decision-making [37] 

 

3. Results and Discussion 

 

Research on the use of bicycles as a means of transport has shown that there are many environmental factors 

affecting the use of bicycles.  In studies conducted by different researchers, it has been determined that factors 

such as the width of roads, type of land use (commercial, residential, public space etc.), population density, traffic 

density, and presence of open and green space affect individuals' bicycle use [38,39,40].  

In addition, adverse conditions in topography/terrain conditions (steep slopes), road surface (uneven 

surfaces), traffic conditions (presence of heavy vehicles), and problems with the connection of roads are factors 

that negatively affect the use of bicycles. These factors need to be taken into consideration in order to increase the 

use of bicycles and to ensure more comfortable and safe travel for individuals who ride bicycles [41,42]. 

In the study conducted for sustainable bike path planning in the city of Nigde, when the weight values of the 

revealed groups and factors were calculated, it could be seen that physical criteria had the highest weight value 

(0.751). This was followed by environmental factors (0.178) and visual factors (0.070). When the weight degrees 

of the factors in these groups were calculated, it could be seen that slope had the highest weight level (0.731) 

among physical factors, traffic density (0.551) had the highest weight among environmental criteria, and closeness 

to green areas (0.691) had the highest weight among visual criteria. Similarly, in a study conducted by Habibian 

et al. (2017) in Shiraz, Iran, experts stated that the slope factor was the most important factor in the planning of 

bike paths (Table 3).  

The slope criterion, road width criterion and physical condition of the roads criterion, which were included 

in the physical criteria for the research area, were examined under 5, 4, and 3 subcriteria, respectively. 

The city has developed along a southwest/northeast axis due to the mountainous areas to the north and 

southeast of the research area. In this context, the slope is flat and close to flat in the central areas of the city. 

However, it is seen that the slope increases as we progress towards the north and southeast of the city. Especially 

in the north of the research area, the areas planned as residential areas in the zoning plans are the areas with the 

greatest slope. 

The roads around the residential areas in the zoning plans have a width of over 30 m. The road widths are 

narrow at many points of the city due to the historical areas within the existing residential area of the city center 

and the unplanned development in previous periods. However, the width of the main arteries connecting the 

existing residential areas in the city center with the planned residential areas in the north and south of the city 

varies between 20 and 30 m. It can also be seen that there is no continuity of road widths at some points. 

The physical condition of the existing roads was examined in the field studies carried out within the scope of 

the research. The roads in the research area are generally in good physical condition. However, deterioration in 

the coating of the roads in the south of the city has reduced the physical quality of the road. Since new roads will 

be built within the project determined in the zoning plans, their physical condition has been evaluated as good for 

this reseach (Figure 3). Land use type criterion, user density criterion, integration into transportation system 

criterion and traffic density criterion, which were included in the environmental criteria for the research area, were 

examined under 5, 4, 3, and 3 subcriteria, respectively. When the research area was evaluated in terms of land use 

type, there was not much forest area around and within the area.  

 

 

 

Factors/ Subfactors Standardization 

Weighting 

AHP 

Weighted Overlay  

Suitability Map 

A1 

A2 

A… 

A… 

A… 

An 

% 



Sustainable Bicycle Path Planning for Medium-Sized Cities by Using GIS-Based Multicriteria Decision-Making Analysis: A Case Study 

From Turkey 

24 
 

Table 3. The evaluation factors used in the determination of sustainable bicycle path 

 
Groups Group 

priority 

Main Criteria Subcriteria Score Local 

Weight 

Percent 

(%) 

Consistency ratio (CR) 

 Local Global 

P
h

y
si

ca
l 

C
ri

te
ri

a 

0.751 

Slope (%) 

0-2 4 

0.731 73.1 0.06 0.03 

2.1-5 3 

5.1-8 2 

8.1-11 1 

11< 1 

Roadway Width 

0-10 m 1 

0.188 18.8 

 

 

10.1-20 m 2 

20.1-30 m 3 

30 <… m 4 

Physical Condition 

Good 4 

0.081 
8.1 

 
Middle 3 

Bad 1 

E
n
v

ir
o

n
m

en
ta

l 
C

ri
te

ri
a 

0.178 

Land Use Type 

Housing Zone 1 

0.131 13.1 

0.09 

UrbanWork- 
Commerce Space 

2 

Public Space 4 

Forest-Agricultural 

Space 
3 

Green Space 4 

User Density (person/ha) 

0-40  1 

0.274 27.4 
41-80  2 

81-150  3 

151<…  4 

Integration to 

Transportation System 

0-300 m 4 

0.044 4.4 300-1000 m 3 

1000<… m 2 

Traffic Density 

Intensive 120 4 

0.551 55.1 
Medium Density 

40-120 
3 

Not Intense 0-40 2 

V
is

u
al

 C
ri

te
ri

a 

0.070 

Building Height 

0-10.5 m 4 

0.091 9.1 

0.05 

10.5-30.5 m 3 

30.5-50.5 m 2 

Free Height 1 

Proximity to Green Spaces 

0-200 m 4 

0.691 69.1 
201-500 m 3 

501-800 2 

800<… m 1 

Building Status 

Detached Building 4 

0.218 21.8 

Attached 

Buildings 
2 

Semi-Detached 

Buildings 
3 

 

As the research area is located between the Bor Plain and the Misli Plain, there are fertile agricultural lands 

in the northeast and southwest of the area. There are many active (park, sports field, children playground) and 

passive green spaces (cemetery, refuge, traffic island etc.) in the research area. In the study carried out by Olgun 

[28] for the city of Nigde, it was determined that there were 177 active green spaces with an area of 589,276.01 

m2 in the current state and 4.09 m2 of active green spaces per capita. In the application zoning plan prepared in 

accordance with the 2035 projection, 647 active green spaces with an area of 2,717,293.15 m² were identified. 

Urban working areas and commercial areas are densely located to the east of the city center. The residential areas 

are densely located on flat and nearly flat areas to the west and around the hill where Nigde Castle, the first 

settlement of the city, is located. In the zoning plans, the areas located to the north of the city center were planned 

for residential areas. Therefore, it was observed that the population density in the areas to the north of the city 

center is high in the zoning plans. In addition, there is an intense population increase in the western region, where 

there has been rapid construction activity recently. In areas where the population density is high, it was observed 
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that the traffic density is also high. Traffic along the main artery in particular is more intense than it is on other 

roads. 

 

   
 

Figure 3. Analysis of physical criteria for sustainable bicycle path proposal 

 

Research conducted in Turkey and in many countries around the world emphasize that bike routes should be 

integrated with the public transportation system. However, it is not possible to ensure safe and appropriate bike-

public transport system integration in many cities in Turkey [43]. In terms of its transportation system, there is an 

intercity bus terminal to the south of the city center and a train station in the city center. There are also public 

transportation stops, which provide transportation within the city. Within this scope, the areas where the public 

transportation vehicles are densely located in the city have been taken into consideration in the integration of bike 

paths into the transportation system (Figure 4). 

 

 
 

Figure 4. Analysis of environmental criteria for sustainable bicycle path proposal 

 

Building height criterion, proximity to green spaces criterion, and building regulation status criterion, which 

were included in the visual criteria for the research area, were examined under 4, 4, and 3 subcriteria, respectively. 

According to the zoning plans, there are buildings with different height values within the research area. However, 

it can be seen that there are a large number of buildings with a height of 50.50 m in the whole research area. 

According to the zoning plans, there are many green spaces in different regions within the research area. 

Some of these green spaces are at the level of a neighborhood park, while others are the size of a city park. When 

the influence area of the green spaces planned in the zoning plans was examined, the majority of the research area 

remained within 200 m of the influence area of the green spaces. 

When the research area was examined in terms of the building regulation status, it can be seen that the overall 

research area was planned in the separate building order. However, it can also be seen that there is an adjacent and 

block building system in the city center and in the regions to the east of the city center (Figure 5).  
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Figure 5. Analysis of  visual criteria for sustainable bicycle path proposal 

 

According to the results of the analyses, the land structure of the city, which is currently developed along a 

southwest-northeast axis in a linear manner stemming from the city center, does not have a high degree of slope. 

An integrated, sustainable bike path was determined in line with the city’s axis of development, with the analyses 

taking into account the effect of slope and other factors/subfactors. However, due to the high slope of the planned 

settlement areas, particularly in the north of the city, inadequate road widths, user density and the effects of other 

factors in accordance with expert opinions, a bike path could not be proposed in this area in the current zoning 

plans (Figure 6). 

 

  
 

Figure 6. Sustainable bicycle path proposal map for the research area 

 

Urban growth and an increase in housing and population, which emerge with the implementation of zoning 

plans prepared according to a specific projection, affect the transportation system of cities, necessitating the 

creation of new alternatives. Examining the relationship between urban growth and motor vehicle traffic density 
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in their study, Polat et al. [44] reported that an increase in the number of houses affected traffic density. In this 

context, the urbanization movements that gained momentum in the city of Nigde, especially in recent times, have 

caused the urban environment to change rapidly. Buildings constructed with developing technology, differentiated 

and proliferating transportation lines, an increasing number of vehicles, and decreasing green areas constitute the 

new face of the city of Nigde. Furthermore, the inability of the city center to handle the increasing population has 

led to the establishment of new residential areas outside of the city [28,45]. This necessitates the creation of new 

roads and transportation systems. Scientific research conducted by different researchers in various cities around 

the world has concluded that the presence of bike paths in cities increases the use of bicycles [46]. In this context, 

the implementation of sustainable bike paths that will be planned in the zoning plans of the research area will lead 

to an increase in the bicycle usage rate among individuals living in the city. Also developing the necessary 

infrastructure, raising the awareness of the local administrations and public will increase the use of bicycles [47]. 

 

4. Conclusions 

 

Problems related to the transportation system are growing constantly due to an increasing population and 

urbanization. In this context, researchers are developing different suggestions for solving these problems. In this 

research, a sustainable bike path was proposed for the city of Nigde, a medium-sized city. The proposed bike path, 

which was designed by using AHP together with Geographic Information Systems and Multi-Criteria Decision-

Making analysis methods, in line with the determined factors and subfactors, will have a sustainable structure, as 

it was created taking into account the natural and cultural values of the city. Due to the bicycle paths that will be 

integrated with the transportation system of the city, the use of bicycles will increase, and this will provide many 

benefits, both to individuals (fuel costs, health, road safety, social activities, etc.) and to the city (air pollution, 

natural and cultural assets, etc.). In addition, this study will guide planners and decision makers in sustainable bike 

path planning for medium-sized cities. 
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Abstract: Many studies have been conducted in recent years to solve the Shortest Route Problem, and the solutions produced 

as a result of these studies are used in all aspects of everyday life. Package distribution of cargo companies, school services 

leaving students home, bank branches collecting money and forwarding it to the central bank, municipalities collecting wastes, 

and bread companies distributing bread to bakery markets, and similar transportation services in which vehicle routing is needed 

make use of these solutions. Some algorithms related to the Shortest Route Problem were examined in this article, and among 

these, the Dijkstra Algorithm was applied to a real example problem. In this example, 75. Yıl Neighborhood of Yunus Emre 

District of Manisa Province was modeled with the Graph Data Model, and the best road destination for solid waste collection 

vehicles was determined. Based on the results obtained, it was determined that the Dijkstra Algorithm identified the shortest 

route successfully. 

 

Key words: Shortest road, vehicle routing, shortest path algorithm, graph model. 

 

Katı Atık Toplama Araçlarının Güzergâh Tespitinde En Kısa Yol Algoritması Yaklaşımı: 

Manisa 75.Yıl Mahallesi Örneği 
 

Öz: Son yıllarda en kısa yol probleminin çözümüne yönelik birçok çalışma yapılmakta ve bu çalışmalar neticesinde üretilen 

çözümler hayatın her alanında kullanılmaktadır. Kargo şirketlerinin paket dağıtımı, okul servislerinin öğrencileri evine 

bırakması, banka şubelerden paraların toplanıp merkez bankaya iletilmesi, belediyelerin atıkları toplaması ve ekmek fırının 

marketlere ekmek dağıtımı gibi araç rotalamanın gerekli olduğu her türlü taşımacılık hizmeti bu çözümlerden 

faydalanmaktadır. Bu makalede en kısa yol problemine ilişkin bazı algoritmalar incelenmiş ve incelenen algoritmalardan 

Dijkstra algoritması gerçek bir örnek problem üzerinde gerçekleştirilmiştir. Ele alınan örnekte Manisa ili Yunus Emre İlçesi 

75. Yıl Mahallesinin belirlenen bir kesiti graf veri modeli ile modellenmiş ve katı atık toplama araçları için en uygun yol 

güzergâhı tespit edilmiştir. Elde edilen sonuçlardan Dijkstra algoritmasının en kısa yolu oldukça başarılı bir şekilde tespit ettiği 

görülmüştür. 

 

Anahtar kelimeler: En kısa yol, araç rotalama, en kısa yol algoritması, graf modeli. 

 

1. Giriş 

 

Parallel to the developing technology, the solutions that are produced as a result of the Shortest Route Problem 

are widely used in all areas of everyday life. Package distribution of cargo companies, school services leaving 

students home, bank branches collecting money and forwarding it to the central bank, municipalities collecting 

wastes, bread companies distributing bread to bakery markets, and similar transportation services in which 

Navigation and GPS are needed make use of these solutions. There might be many ways to travel from a source 

point to a specific destination. Shortcut discovery algorithms target to find the shortest road to navigate between 

these two points [1]. 

The logic of shortcut discovery algorithms is based on reaching the target from different nodes with the 

shortest route, and this algorithm constitutes the basis of vehicle routing problems. Because, in Shortest Route 

Problems, the purpose is to calculate the shortest route from a specific node or to all other nodes [2]. 

 

Vehicle Routing Problem (VRP) has been applied in many fields. Vehicles need to be routed especially in 

the transportation business. Some of the transportation works in which VRP can be used are listed as follows [3]: 

1- Routing student or worker employee vehicles, 
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2- Collection solid wastes, 

3- Package collection and distribution of cargo companies, 

4- Distribution of the food and beverage products of companies to grocery stores or dealers, 

5- Collection of the money from bank branches at the end of the day, 

6- Food distribution of food companies to institutions like workplaces and schools, 

7- Distribution of the milk produced in dairies. 

 

Solid waste is defined as the production of unwanted items littered after use. In addition, it can also be defined 

as unwanted solid items after any activity discarded by the community [4]. In general, solid wastes can be collected 

in three groups. The first group consists of materials that are now unwanted like scrap metal, glass, cans, paper, 

plastic, wood and similar materials, which can be useful objects that may be recycled or accumulated [5]. The 

second group consists of wastes that can be separated for destruction or burned for energy recovery [6]. The third 

group consists of abandoned and naturally-discarded waste-like materials that are unwanted [4]. 

The fast increase in solid wastes is a critical problem not only in our country but also in most countries all 

around the world because this poses serious risks for human health. For this reason, effective solid waste 

management must be planned; and for this, it is necessary to design and develop appropriate collection route plans 

[7]. For municipalities, the collection and transportation of solid wastes have a high share among many other costs 

[8]. 

In cities, solid wastes are usually produced in residential areas and commercial and industrial facilities. For 

this reason, the collection of solid wastes is requested because of the density of the population and human activities. 

As the distribution and quantity of waste production increases, collection logistics becomes more complex. 

Although these problems always exist, 50-70% of the total amount of the money spent to collect, transport and 

dispose of solid wastes is used in the collection step [9]. For this reason, the collection process must be improved 

as it may affect the total costs and durations of solid waste management. One of the ways of improving waste 

collection is to guide garbage collectors for choosing the shortest routes during collection [7]. For this purpose, 

the routes of solid waste collection vehicles must be examined, and collection and transport routes must be created 

with the lowest cost and minimum time and distance. In our present day, many municipalities and waste collection 

companies perform waste collection operations with intuitive behaviors of their employees completely at their 

initiatives considering relevant studies [8].  

The shortest route problem within the vehicle routing problem was dealt with in the present study, and the 

Dijkstra Algorithm, which is among the algorithms used to solve this problem, was explained with a real example. 

The shortest road was found among the solid waste containers located in a pre-defined section of 75. Yıl 

Neighborhood of Yunus Emre Municipality of Manisa Province.  

The continuation of the present study is organized as follows. Similar studies in the literature were mentioned 

in the second part of the study. The area where the study was carried out, the data used, the analysis of the data 

used in the graph model, and the process of determining the solid waste collection routes are explained in the third 

part. Finally, the results of the study were evaluated, and what can be done in future studies are mentioned in the 

fourth part. 

 

 

2. Relevant Studıes 

 

Many studies were conducted in the past to model and solve the Shortest Route Problem. Some algorithms 

were developed by Dijkstra [10], Bellman-Ford [11], Floyd-Warshall [12], Johnson [13], Martin [14], Bhandari 

[15], and Dreyfus [16]. On the other hand, Ramakrishna and Wook proposed a genetic algorithm to solve this 

problem [17]. Singh, Rathi and Haris used the Dijkstra algorithm to carry out solid waste management. The method 

proposed in this study was applied to Kanpur Province of India, and the shortest path algorithm was performed by 

using the C programming language for the collection of solid wastes [18]. In the study conducted by Bayzan, he 

performed the simulation of the vehicle routing problem in a geographic area adapted to the graph data model with 

C# programming language. With the help of this application, the effect of the waiting times of the vehicles on the 

cost of solid waste management was examined [3]. In their study, Büke and Erturaç conducted the shortest route 

analysis, service analysis and optimal location analysis for Sakarya University Esentepe Campus by using Dijkstra 

Algorithm, and mapped it. They also prepared a web-based page to enable users to easily access the prepared 

database [19]. Selim determined a trekking route by conducting the most appropriate route analysis based on 

Dijkstra Algorithm by working with the logic of graph theory. The trekking route of Güllük Mountain National 

Park, which hosts the Termessos Ancient City, was determined to find the shortest route and the lowest slope [20]. 



Ali Osman GÖKCAN, Resul ÇÖTELİ, Erkan TANYILDIZI 

 

31 

 

Gene and Lin made use of a genetic algorithm with random key-based encryption to find a solution to the shortest 

route problem. In addition, they also developed a new algorithm by using arithmetic crossover, mutation and 

transition operator [21]. In the study conducted by Tomis, Martinovic, Slaninova, Rapant and Vondrak, they 

planned a time-based route for the highways of Czech Republic. They calculated the dynamic travel route and 

duration with the algorithm they used. Alternative routes were developed against possible traffic problems [22]. 

In the study that was conducted by Norhafezah, Nurfadzliana and Megawati, they simulated solid waste collection 

paths with a mathematical model of Dijkstra Algorithm. With the algorithm that was applied to Shah Alam, which 

is the capital of Selangor Province of Malaysia, they provided route optimization by shortening the distance 

traveled by solid waste collection vehicles [7]. In their study, Cooke and Halsey brought a solution to the shortest 

route problem by creating a modified form of Bellman’s Iteration Scheme [23]. Cowen, Jensen, Hendrix, Hodgson 

and Schill worked on an econometric route detection model, which explored potential railway routes. They showed 

that the results with approximate values from Geographic Information Systems could be balanced with the data 

that had high resolution and accuracy by using the high-accuracy numerical height model [24]. 

 

3. MATERIAL AND METHOD 

 

With the fast increase in the population of the world, urbanization also increased, and new settlements came 

into being. With this development, transportation networks among settlements and transportation alternatives that 

can be used in the transportation network also increased. The target was not only to reach another point from one 

point but also to reach it as soon as possible and with the lowest cost. Several methods were made use of and 

modeling was made to find the distance among settlements and to determine the shortest route between them. One 

of these models is Graph Theory [3].  

Many sciences and social sciences problems can be solved with Graph Theory. Problems like mapping, 

traveler vendor, widest independent cluster, distribution, central placement, shortest route, and network flow 

problem are some of the problems, which might be solved with the Graph Theory [25]. Especially some problems 

can be modeled by adapting them to graphs. Transportation networks among settlements can be solved easily when 

modeled with Local Area Networks (LAN), Wide Area Networks (WAN) and similar networks [3].  

Modeling a problem with edge and nodes and showing this model in the form of a diagram refers to the basic use 

of the Graph Theory. In real life, settlements, intersections, warehouses, shops, and schools show the node points 

on the graph; and the roads connecting these to each other show the edges of the graph. One of the first problems 

to which the Graph Theory was applied was the Königsberg Bridge problem that was solved by Leonhard Euler 

in 1736. The Königsberg Bridge and the Graf Model are given in Figure 1. 

 
Figure 1. Königsberg Bridge and Graph Model 

 

Yunus Emre District was established as a result of the separation of the provincial center to two districts when 

Manisa Province has the metropolitan status [26]. The Dijkstra Algorithm, which is used to solve the vehicle 

routing problem, or in other words, to detect solid waste collection route, was applied to 75. Yıl Neighborhood 

among the 87 neighborhoods of this district. The necessary data on the solid waste collection system of the 

neighborhood was obtained from the Sanitation Works Directorate of Yunus Emre Municipality. This 

neighborhood has 3 sub-districts. The solid waste collection sub-districts of the 75. Yıl Neighborhood are shown 

in Figure 2. The first district was the Sanayi Sub-District. Here, solid wastes are collected here every weekday 
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except Sunday. The second sub-district is the area where the main artery is located. The third sub-district is the 

residential area where household solid wastes are found, and solid wastes are collected every weekday. Although 

the route designated for the collection of solid wastes in this area was developed and improved every period, it is 

generally determined according to the initiative of the driver of the waste collection vehicle and other staff. 

 
Figure 2. 75. Yıl Neighborhood Sub-Districts (Manisa/Yunus Emre) 

 

The locations of the containers and the digital data of the street are given in Figure 3. Here, the containers 

form the nodes of the graph structure; and are named in letters like A, B, C, and D. The roads between are the 

edges of the graph. In the present study, the data on the distances of the streets were obtained from Google Maps. 

The raw data that contained the distance was converted into a graph data type. The graph data were applied as a 

weighted neighboring matrix with a traffic direction among the nodes. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Solid Waste Container Locations and Digital Data 

 

When the nodes given in Figure 3 are evaluated, it is seen that there might be many alternatives to reach the 

CA node from BM. It is possible to denote some of these as follows: 
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Preference:  BM > BE > CA, 

Preference: BM > AU > AN > CA, 

Preference: BM > AN > CA, 

Preference: BM >  AU > AT > AM > CA, 

Preference: BM > BL > BO > BE > CA  

 

A person who chooses No. 1 will reach his/her target in the shortest way with the lowest cost; however, a 

person who chooses routes 4 or 5 will reach his/her target in the longest way. Another example may be given in 

the section in Figure 4. As shown in Figure 4, a vehicle can follow different routes to reach AO from AL. However, 

with the help of the algorithm used, the vehicle will use the shortest way by selecting the fifth option. 

 

 
  

Figure 4. Route Choices between AL - AO Nodes 

 

 
 

Figure 5. The Shortest Route Determined 

 

The destination obtained by using the Dijkstra Algorithm to collect domestic solid wastes is given in Figure 

5. According to this result, if a vehicle starting from A Point follows a route by visiting all knots as follows A > B 
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> E > C > D > U > AA >> CB > CC > AC > AB > AD > AG > AF > AE > AH > AI > AJ > AK > AL > AO > AS 

> AY > AV > AZ > BG > BD > BF > BH > BI >  BR > BP > BL > BK > BJ > AU > AT > AM > AN > BM > BE 

> CA > BZ > BY > Y > O > N > M > L > V > BV >BU > BS > BO > BN > BT > Z > J > K > H> I > F > G > P 

> S > T, it will have followed the shortest route.  

 

4. Results 

 

The Dijkstra Algorithm, which is among the algorithms used to solve the shortest route problem, was applied 

to a real example in this article. In the study, the purpose was to find the shortest route among the solid waste 

containers located in a predefined section of 75. Yıl Neighborhood of Yunus Emre Municipality. The study was 

conducted with the help of real data from the residential area defined in the study. Firstly, the identified settlement 

was adapted to the graph model. Then the Dijkstra Algorithm was applied to solve the shortest route problem on 

a 66-node graph. In addition, the data like slope, traffic density, instant road status, and vehicle capacity were 

neglected in this study.  

In case the solid waste collection and transportation operations were carried out by using the routs that were 

at the initiatives of vehicle drivers without depending on a specific route, the total road traveled was 3348 km; 

however, this value was reduced to 2016 km as a result of the optimization study. In this case, approximately 40% 

of fuel and time were saved. As a result, it is seen that if municipalities use route determination algorithms in solid 

waste collection and transport operations, the time spent on collecting solid wastes, workforce, and expenses will 

decrease. In addition, it is also considered that the savings will increase with route optimization, less vehicle use, 

reduced usage-related costs like maintenance, repair, spare parts and labor costs. This study was conducted for a 

limited area with a single algorithm and with some omissions. In future studies, routing for an entire district or 

city will be done by using different shortest route algorithms and considering the omissions. In addition, interactive 

route applications may be developed by using Geographic Information Systems and instant road data. 
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Abstract: In this study, the total lengths of the smaller mirror carp, that could not be caught, were estimated with the back-

calculation methods using the scale and otolith lengths of larger fish. For this purpose, 50 fish samples were captured from 

Keban Dam Lake during October-November 2017 and October-December 2018. They were 4-9 in ages, 31.2-47.2 cm in total 
length and 442.5-1497.8 g in weight. The age of fish and the lengths of each age ring on scale and otolith were determined by 

using LAS V4.8 image analysis program attached to Leica S8APO microscope. The total lengths of fishes were calculated 

using Fraser-Lee and Dahl-Lea back-calculation equations for scale and otolith respectively. The mean total lengths calculated 

for all age groups from scale radius lengths and otolith lengths were L1:16.1, L2:21.3, L3:27.3, L4:30.5, L5:35.7, L6:36.7, L7:42.9, 

L8:45.3 ve L9: 45.9 cm and L1:14.2, L2:17.8, L3:22.8, L4:25.5, L5:33.1, L6:36.0, L7:41.0, L8:41.4 ve L9:44.0 cm respectively. In 
all age groups, total lengths of fish calculated from otolith lengths were found lower than total lengths of fish calculated from 

scale lengths. 

 

Key words: Mirror carp, Cyprinus carpio, back calculation, fish length, scale, otolith 

 

Geri Hesaplama Yöntemleri Kullanılarak Aynalı Sazanın (Cyprinus carpio L., 1758) Daha 

Önceki Yaşlardaki Toplam Boylarının Tahmini  
 
Öz: Bu çalışmada, büyük boy aynalı sazanların (Cyprinus carpio Linnaeus, 1758) pul ve otolit ölçümlerinden geri hesaplama 

yöntemleriyle yakalanamayan küçük balıkların toplam boyları hesaplandı. Bu amaçla, yaşları 4-9, toplam boyları 31.2-47.2 cm 

ve ağırlıkları 442.5-1497.8 g arasında olan 50 adet balık örneği (20 adet Ekim-Kasım 2017 ve 30 adet Ekim-Aralık 2018 

aylarında) Keban Baraj Gölünden yakalandı. Balıkların yaşı ile her bir yaş halkasına ait pul ışın boyları ve otolit boyları 

bilgisayar destekli Leica S8APO mikroskop yardımıyla LAS V4.8 imaj analiz programı kullanılarak belirlendi. Balık boyları 
pul için Fraser-Lee, otolit için ise Dahl-Lea geri hesaplama yöntemleri kullanılarak hesaplandı. Tüm yaş grupları için pul ışın 

boyları kullanılarak hesaplanan toplam balık boyu ortalama değerleri L1:16,1; L2:21,3; L3:27,3; L4:30,5; L5:35,7; L6:36,7; 

L7:42,9; L8:45,3 ve L9: 45,9 cm olarak, otolit boyları kullanılarak hesaplanan toplam balık boyu ortalama değerleri ise L1:14,2; 

L2:17,8; L3:22,8; L4:25,5; L5:33,1; L6:36,0; L7:41,0; L8:41,4 ve L9:44,0 cm olarak hesaplandı. Tüm yaş gruplarında otolit 

boylarından hesaplanan toplam balık boyları, pul ışını boylarından hesaplananlara göre daha düşük bulundu. 
 

Anahtar Kelimeler: Aynalı sazan, Cyprinus carpio,  geri hesaplama, balık boyu, pul, otolit 

 

1. Introduction 

 

There are many resources on the determination of age and growth in fish [1-9]. In fishery studies, it is 

important to have a sufficient number of fish samples at different sizes for accurate estimation of age and growth. 

However, sometimes it is not always possible to catch smaller fishes depending on the fishing method used and 

preferring a different habitat by the smaller fishes. Furthermore, fisheries legislation prohibits the capture of 

smaller fishes in order to protect the fish stocks. These situations make it difficult to obtain information about the 

age and growth of smaller fishes in a population. For this reason, the age and growth of smaller fishes, that cannot 

be sampled, are scientifically estimated from the measurements of some bony structures of the larger size 

individuals of the same species by using a suitable back-calculation method [10-15]. The critical comparison of 

back-calculation methods used for estimation of fish growth have been done [16-20]. 

Mirror carp is the most common species of the carp family in the inland waters of Turkey. The various aspects 

of mirror carp population in Keban Dam Lake were investigated by researchers [21-24]. Some studies have been 

done using the back-calculation methods to estimate fish lengths at previous ages on Capoeta trutta [7], Barbus 

rajanorum mystaceus [25], Acanthobrama marmid [26] and Luciobarbus mystaceus [27] from Keban Dam Lake 
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and on Capoeta umbla from Hazar Lake [28]. However, there is no any research on the estimation of fish lengths 

at previous ages the back-calculation methods. Therefore, the main aim of this study estimates the total lengths of 

mirror carp (Cyprinus carpio) species from Keban Dam Lake at previous ages by using two different back 

calculation methods for scale and otolith measurements. In addition, it will be determined that which bony structure 

is more reliable for back-calculation in the mirror carp. 

 

2. Materials and Methods 

 

In this study, 50 bigger mirror carp species (20 in the October-November 2017 and 30 in the October-

December 2018) from Keban Dam Lake were caught from the area close to the dam embankment (Figure 1) by a 

commercial fisherman.  

 

 
Figure 1. Fish sampling area in Keban Dam Lake 

 

Fish samples were brought to the fish systematics laboratory of Fisheries Faculty of Firat University and the 

following procedures were applied. 

 Total lengths and body weights were determined nearest ± 1 mm and 0.1 g precision respectively. 

 Sagittal otoliths and some scales from just under the first dorsal fin were removed, cleaned and kept in 96% 

alcohol for microscopic examination. 

 The ages of fishes were determined from both sagittal otoliths and scales. 

 The lengths of each age ring (annulus) were measured nearest 0.001 mm precision by using image analysis 

software (LAS V4.8) connected to Leica S8APO microscope. 

 The total lengths of fish at previous ages were calculated using Fraser-Lee back-calculation equation [29, 30] for 

scale and Dahl-Lea back-calculation equation [31, 32] for otoliths given below. 

 

Fraser-Lee back-calculation equation: Ln = a + (L-a) x (Sn/S) 

Dahl-Lea back-calculation equation: Ln = L x (Sn/S) 

Where; 

Ln= back-calculated length of the fish at age “n” 

L= total length of fish at the time of capture 

Sn= length of scale radius or otolith at age “n” 

S= length of scale radius or otolith of fish at the time of capture 

a= intercept from the regression of body length on mean scale length 

The results were statistically examined by means of SPSS Ver.22 programme (IBM Cooperation). 

 

3. Results 

 

In this study, 50 mirror carp species from Keban Dam Lake were used. They were 4-9 in age group, 31.2-

47.2 cm in total length and 442.5–1497.8 g in body weight. The “a” value in Fraser-Lee back-calculation equation 

was found as 22.7 mm by using the regression analysis between total length and scale radius length of fish. This 

Fish sampling area 
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value indicates the first formation of scale started while the fish were 22.7 mm in total length. The total fish lengths 

of the previous ages estimated by using the back calculation methods from the scales and otolith measurements 

are given in Table 1 and Figure 2. The total fish lengths at previous ages calculated from scale and otolith 

measurements were found smaller for all age groups compared with the observed total lengths (Figure 3). 

 

Table 1. The distribution of 50 fish samples according to age groups, measured total lengths (TL) and total 

lengths (L1-L9) calculated using back-calculation methods from scale and otolith measurements. 

 

Age 

groups N 

TL 

(cm) 

Total lengths calculated from scale Total lengths calculated from otolith 

L1 L2 L3 L4 L5 L6 L7 L8 L9 L1 L2 L3 L4 L5 L6 L7 L8 L9 

IV 5 32.1 16.7 19.0 24.7 26.9      12.1 15.5 19.3 24.7      

V 9 37.9 16.9 21.9 25.2 27.8 35.9     13.2 16.3 20.4 25.1 32.6     

VI 17 41.6 16.5 22.1 27.7 30.2 35.8 37.0    14.5 18.0 24.1 26.0 32.4 35.0    

VII 10 43.2 15.7 21.1 28.4 32.1 34.6 36.2 43.6   13.6 17.4 22.9 24.7 33.4 35.6 40.6   

VIII 6 45.8 15.4 22.3 29.1 32.8 35.8 37.5 42.8 44.9  15.2 20.0 24.1 26.6 32.8 36.0 41.5 41.6  

IX 3 47.2 15.2 21.5 28.9 33.1 36.2 35.9 42.2 45.6 45.9 16.5 19.8 26.2 26.1 34.5 37.4 40.9 41.2 44.0 

Mean 16.1 21.3 27.3 30.5 35.7 36.7 42.9 45.3 45.9 14.2 17.8 22.8 25.5 33.1 36.0 41.0 41.4 44.0 

SD 0.7 1.2 1.9 2.6 0.6 0.7 0.7 0.5 - 1.6 1.8 2.6 0.8 0.8 1.0 0.5 0.3 - 

 

 

 
Figure 2. Observed and back-calculated total lengths of mirror carp from Keban Dam Lake. Different letters 

above the columns indicate significant differences (P < 0.05; ANOVA Duncan’s Multiple Range Test). 

 

As can be seen in Figure 3, while the gap between the measured values line and the calculated values lines is 

wider in the first early ages, this gap decreases in the older ages (Figure 3). 
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Figure 3. The comparison of total lengths (L1-L9) observed and calculated from scale and otolith measurements 

in mirror carp from Keban Dam Lake. 

 

4. Discussion 

 

In this study, 50 samples belong to mirror carp with 4-9 in age, 31.2-47.2 cm in length and 442.5-1497.8 g in 

weight were examined to estimate the total lengths of fish at earlier ages by using back-calculation methods from 

scale and otolith measurements.  The total lengths of mirror carp at earlier ages calculated from scale and otolith 

measurements were found to be very close to each other. However, the measured total lengths of mirror carp for 

all age groups were always determined to be higher than the total lengths of mirror carp calculated from both scale 

and otolith measurements. Some studies have also been showed that measured total lengths were always higher 

than calculated lengths using back-calculation methods [7, 25, 26, 28]. In addition, they were showed that the gap 

between calculated and measured lengths increased when earlier annuli measurements of scales and otoliths 

obtained from older fishes were used for back-calculation. The reason for this is that the bony structures measured 

do not show the same growth rate as the fish during the life of fish. In addition, there is a difficulty in the age 

readings and measurements of annuli lengths of bony structures taken from the older individuals. 

In conclusion, back-calculation methods provide an important advantage to estimate the length of smaller 

fishes that cannot normally be captured. 
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Abstract: Subatomic particles are continuously studied by researchers parallel to developing detectors and theories. In 

experiments, accelerated particles penetrate the considered target and even shielding. Thus, the protection of researchers and 

equipment from high energy particles is an important problem in the field of high energy physics. Because of the need, 
researchers are looking for new materials to be used for shielding (besides detectors, dosimeters, and many other applications). 

In this study, we have tested the interaction of proton, electron, and neutron for various energy levels with XSO4 (X= Ba, Be, 

Ca, Mg, and Sr) targets. XSO4 is in the powder structure, so it is mobile unlike concrete. We show the energy deposition of 

particles in the defined geometry. The simulation results show MgSO4 is significantly less responsive to proton and neutron 

beams. Thus, it is less likely a shielding material between the considered molecules. The other important conclusion, the most 

of the proton beams energy is absorbed by the listed molecules show similar responsiveness as concrete which makes these 

molecules possible alternatives as a shielding material in the high energy experiments. 

 

Key words: Monte Carlo, SO4, Shielding, High Energy 

XSO4 (X= Ba, Be, Ca, Mg, ve Sr)’ün Bilinen Parçacıklara (Proton, Elektron, ve 

Nötron)Tepkisinin Monte Carlo Çalışması: Bir Zırh Uygulaması 

 
Öz: Detektörlerdeki ve teorilerdeki gelişmelere paralel olarak atom altı parçacıklar çalışılmaya devam edilmektedir. 

Deneylerde hızlandırılmış parçacıklar çalışılan hedeflerin ve hatta zırh içine bile nüfuz etmektedir. Bu sebepten dolayı 

araştırmacıları ve ekipmanları yüksek enerjili parçacıklardan korumak yüksek enerji araştırmalarında önemli bir problemdir. 

Bu ihtiyaçtan dolayı, araştırmacılar (detektör, dozimetre, ve diğer uygulamaların yanı sıra) zırh olarak kullanılabilecek yeni 

malzemeler arayışındadır. Bu çalışmada proton, elektron ve nötron ışınlarına maruz bıraktığımız XSO4 (X= Ba, Be, Ca, Mg, 
ve Sr) moleküllerini çeşitli enerji seviyeleri için inceledik. XSO4 pudra yapısındadır, böylece betonun aksine taşınabilirdir. 

Tanımlanan geometride enerji dağılımları incelendi. Yapılan analizler gösterdi ki MgSO4 diğer moleküllere kıyasla proton ve 

nötron ışınımlarına belirgin bir şekilde daha az tepki göstermiştir. Diğer bir önemli sonuç ise proton ışınımın enerjisinin büyük 

bir kısmı analiz konusu olan moleküller tarafından tutulmuştur, bu davranış referans noktası olarak kullandığımız beton ile 

benzerlikler göstermesi deney düzeneklerinde bu moleküllerin alternatif zırh malzemesi olarak kullanılabileceğini 
düşündürmektedir. 

 

Anahtar kelimeler: Monte Carlo, SO4, Zırh, Yüksek Enerji 

 

1. Introduction 

 

Irradiation of molecules by subatomic particles studied by many researchers [1-3]. Accelerators are 

propagating high energy particles to a specific target(s) for various reasons such as generate particles which have 

a short lifetime or to simulate an event at the establishment of the universe [4]. In experimental studies, sensitive 

and high technology devices are necessary. For example, the latest detectors collect more reliable data in shorter 

times since information about the short-lived particles could be captured with relatively fast detectors [5]. 

However, one approach to design better detectors requires that various combinations of elements to be tested. 

These tests could be done by the well-developed models with an appropriate package program such as FLUKA. 

We have used FLUKA Monte Carlo package for our simulations [6, 7]. FLUKA is a comprehensive tool to 

study interactions of high energy particles with matter [8]. Thus, it has a wide variety of applications that are 

continuously studied such as shielding, detector design. It is continuously developed and used for simulations of 

experimental research in CERN (Conseil Européen pour la Recherche)[9]. The experimental researches investigate 

highly energized dense particles. The particles which have the potential to harm the around of the experimental 

setup are stoped by shielding [10]. We have investigated the molecules (XSO4 (X= Ba, Be, Ca, Mg, ve Sr)) respect 

to portland concrete which is a highly utilized shielding material. 
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The main objective in this investigation is the show the relational energy deposition of XSO4 (X= Ba, Be, Ca, 

Mg, and Sr) targets with Portland concrete for different energy levels of subatomic particles (proton, electron, and 

neutron) [11]. 

Simulation details have been explained in Materials and Method section. After Materials and Method section, 

we summarize results and give a brief discussion of the outputs. Lastly, we conclude this study with the conclusion 

of the findings with future studies. 

 

2. Materials and Method 

 

Geometry is a combination of a target, environment and black hole (Figure 1). The environment is defined as 

a vacuum. Outside of the vacuum is surrounded by a black hole. Target is a rectangular prism (40 cm x 40 cm x 

100 cm) which is relatively thin for shielding applications, but it is enough big to extract response of the material 

under the common subatomic particles [12]. Geometry is used in the simplest form possible to obtain the pure 

response of the targets’ molecules. Target materials are made of by the following molecules, XSO4 (X= Ba, Be, 

Ca, Mg, and Sr) and concrete Portland (which is made of Hydrogen: 0.01, Carbon: 0.001, Oxygen: 0.529107, 

Sodium: 0.016, Magnesium: 0.002, Aluminum: 0.033872, Silicon: 0.337021, Potassium: 0.013, Calcium: 0.044, 

Iron: 0.014).  

Beam gun is placed 10 cm away from the target. It is a Gaussian wave and pointed to positive z-direction for 

all particles. Also, full width at half maximum of beam wave is 1 cm by 1 cm for x and y directions respectively 

and energy levels change between 1 MeV- 120 MeV. This beam setup allows us to imitate experimental designs. 

 

 
Figure 1. The simulation setup shows the beam and the target prism. 

 

We use FLUKA Monte Carlo package for our simulations. Monte Carlo method randomly generates the 

beams with the limit of given properties (Shape: Gaussian, Energy: 1MeV- 120MeV, and Particle: e-, p+, n). 

Propagation and focus of Gaussian beam are well known,  and a relatively lower diffraction rate are some of the 

advantages [13]. Utilized energy range corresponds to the energy of traditional laser-plasma accelerators [14, 15]. 

The well-studied charged and neutral particles are selected for the beam to broaden the effect of the study. Lastly, 

5000 primaries produced a smoother distribution of the beam. 

Targets are made out of alkaline earth metals with SO4 for shielding applications. Specifically, BaSO4 had 

been doped to cement with various concentrations to improve shielding [16, 17]. BeSO4 is been investigated 

experimentally against high energy irritation to estimate the “age” of cosmic rays by means of 10Be isotopes [18, 

19]. CaSO4, also, has been subject to radioactivity studies [20, 21]. MgSO4 is effectively used as a drug component 

[22]. SrSO4 is a promising candidate for a dosimeter [23, 24]. 

Structural properties are given in Table 1. The density of the target is an effective parameter for the simulations. 

The selected molecules highly durable with respect to the high temperatures. 

 

Table 1. Densities of examined molecules are shown [25]. 

MOLECULE DENSITY (GR/CM3) MELTING POINT (OC) 

BaSO4  4.49 1580 

BeSO4 2.5 1127 

CaSO4 2.96 1460 

MgSO4 2.66 1137 

SrSO4 3.96 1606 
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3. Results and Discussion 

 

Five sulfate-based molecules` and concrete Portland’s responses have been measured against three well-

studied particles (e-, p+, n). The beams send to target from 6 different angles which are between the target surface 

and incoming beam ( Figure 2). 

 

 

 
 

Figure 2. 6 different beam angles used to irritate targets 

 

There is only one study for the considered molecules which is related to the dosimeters [26].  We have 

collected the information about deposited total energy in the material after every particle hits the specified target. 

Although, there is no significant difference between the responses of the molecules; MgSO4 shows distinguishable 

behavior respect for the other molecules. It is described with detail in the following paragraphs. 

In Figure 3, BaSO4 target is irritated by e-, p+, and n. Electron beams’ energies are stored in the target for 

relatively higher energies. Low energy beams are bounced from the surface of the target based on the energy 

decomposition. Proton beams have a linear relation with the beams’ energies regardless of the beam angles. Proton 

energy residue is lower than electron energy because of the higher mass. Neutron beams behave differently than 

the other particles. Its energy is the least captured for 40 MeV. For the higher energy levels, angles’ effect becomes 

more visible. 

In Figure 4, BeSO4 target’s responses shown against various energy levels. Electron beams are deposited 

lesser for 10 MeV since relatively lower energy electrons scattered from the surface. Closer beams’ angles to 

perpendicular have higher momentum respect to the surface normal caused higher interaction with the target. 

Neutron beams are less capable of escaping from the target for 10 MeV. However, the neutron beams with higher 

energies bounce from the surface by leaving 2% of their energies. Moreover, for 90 MeV and higher energies, the 

effect of the incoming beam angle becomes more visible.  

In Figure 5, the response of MgSO4 is presented. MgSO4 stores lesser energy for the higher energized electron 

beams. For the lower energy, less than 10 MeV, the molecular mass of the molecules plays a crucial role in energy 

absorption. Diverse characteristics of MgSO4 is also visible for the neutron beams. Beam angle becomes more 

visible for higher energy beams. The beams that are perpendicular to the surface and closer to the perpendicular 

angle are captured relatively higher level.  

In Figure 6, the energy deposition for CaSO4 target is shown for electron, proton, and neutron beams. The 

beams that come from lower angles are stored relatively lower. 10 MeV is a pivot point for storing energy in the 

target. Electron beams reach their highest ratio, but neutron beams reachest their lowest ratio. Additionally, 

electron beams reach their highest (~100%) for the perpendicular positions.  

In Figure 7, SrSO4 target’s responses are presented for the beams which are released from the various angles. 

Electron is the most stored beam between all three beams. The stored proton beam energies are directly related to 

the energy of the beams regardless of the angle.  
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Figure 3. Stored energy ratio of  BaSO4 target  (a) 

for an electron beam, (b) for a proton beam, and (c) 

for a neutron beam 

Figure 4. Stored energy ratio of BeSO4 target  (a) for 

an electron beam, (b) for a proton beam, and (c) for a 

neutron beam 

 

  
Figure 5. Stored energy ratio of MgSO4 target  (a) 

for an electron beam, (b) for a proton beam, and (c) 

for a neutron beam 

Figure 6. Stored energy ratio of CaSO4 target  (a) for 

an electron beam, (b) for a proton beam, and (c) for a 

neutron beam 
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In Figure 8, the Energy deposition behavior of Portland Concrete is shown as the reference point for the rest 

of the study. The concrete is commonly used as the shielding material. There is no result fully fits with the reference 

study. Thus, they are not equivalent to the concrete. However, the electron behavior of BeSO4 and CaSO4 

resembles better for higher energy beams. The stored proton beams change from ~0% to ~6% for all the targets 

including the Portland Concrete. The closest neutron beams’ depositions are detected in BeSO4.  

 

  

Figure 7. Stored energy ratio of SrSO4 target  (a) for 

an electron beam, (b) for a proton beam, and (c) for a 

neutron beam 

Figure 8. Stored energy ratio of Portland Concrete 

target  (a) for an electron beam, (b) for a proton 

beam, and (c) for a neutron beam 

 

4. Conclusion 

 

In this work, we have examined the reaction of XSO4 (X= Ba, Be, Ca, Mg, and Sr) against to e-, p+, n beams 

(1MeV- 120MeV and from 15o to 90o). The deposition of energy shows us how much energy stored in the target. 

Deposited energy in the targets shows the measurable quantity about the intensity of the interactions. MgSO4 

shows distinguishable behavior with respect to the other targets. For the higher energies, the beam angle plays a 

crucial role by the means of storing energy. 

In future studies, we are planning to broaden this study to different particles and ions as the high energy 

beams. Additionally, we will test more promising molecules to be used in high energy experiments. 
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