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Some properties of ordered 0-minimal
(0, 2)-bi-Γ-ideals in po-Γ-semigroups

M. Y. Abbasi∗ and Abul Basar †

Abstract
In this paper, we introduce ordered (generalized) (m,n)-Γ-ideals in po-
Γ-semigroups. Then we characterize the po-Γ-semigroup through or-
dered (generalized) (0, 2)-Γ-ideals, ordered (generalized) (1, 2)-Γ-ideals
and ordered (generalized) 0-minimal (0, 2)-Γ-ideals. Also, we inves-
tigate the notion of ordered (generalized) (0, 2)-bi-Γ-ideals, ordered
0-(0, 2) bisimple po-Γ-semigroups and ordered 0-minimal (general-
ized) (0, 2)-bi-Γ-ideals in po-Γ-semigroups. It is proved that a po-Γ-
semigroup S with a zero 0 is 0-(0, 2)-bisimple if and only if it is left
0-simple.

2000 AMS Classification: 06F99, 06F05.

Keywords: po-Γ-semigroup, ordered bi-Γ-ideal, ordered (m,n)-Γ-ideal, ordered
(0, 2)-Γ-ideal.
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1. Introduction and Preliminaries
The notion of the Γ-semigroup was introduced by M. K. Sen in [9] as a generalization

of semigroups and ternary semigroups and the concept of the po-Γ-semigroup was given
by Y. I. Kwon and S. K. Lee in [5]. Thereafter different aspects of ideal-theoretic results
have been extensively studied in semigroups and po-Γ-semigroups in [1-4, 6].

The concept of the (m,n)-ideal in semigroups was given by S. Lajos in [8] as a gen-
eralization of one-sided ideals of semigroups. Thereafter, the notion of the generalized
bi-ideal [(or generalized (1,1)-ideal] was introduced in semigroups by S. Lajos in [7] as
a generalization of bi-ideals of semigroups. In this paper, we define and use the notion
of ordered (generalized) (m,n)-Γ-ideals in po-Γ-semigroups to examine some important
classical results and properties in po-Γ-semigroups. As an application of the results of

∗Department of Mathematics, Jamia Millia Islamia, New Delhi-110 025, India.
Email: yahya_alig@yahoo.co.in

†Department of Mathematics, Jamia Millia Islamia, New Delhi-110 025, India.
Email:basar.jmi@gmail.com Corresponding Author.



this paper, the corresponding results of Γ-semigroups (without order) and semigroups
(without order) can also be obtained.

Let S and Γ be two nonempty sets. Then a system (S,Γ, ·) is called a Γ-semigroup,
where · is a ternary operation S×Γ×S → S such that (x ·α ·y) ·β ·z = x ·α · (y ·β ·z), for
all x, y, z ∈ S and all α, β ∈ Γ. Let A be a nonempty subset of (S,Γ, ·). Then A is called
a sub-Γ-semigroup of (S,Γ, ·) if a · γ · b ∈ A, for all a, b ∈ A and γ ∈ Γ. Furthermore, a
Γ-semigroup S is said to be commutative if a · γ · b = b · γ · a, for all a, b ∈ S and γ ∈ Γ.

A po-Γ-semigroup is an ordered set (S,≤) at the same time a Γ-semigroup (S,Γ, ·)
such that a ≤ b⇒ a ·α ·x ≤ b ·α ·x and x ·β ·a ≤ x ·β · b, for all a, b, x ∈ S and α, β ∈ Γ.

Notation 1: For subsets A, B of a po-Γ-semigroup S, the product set A ·B of the pair
(A,B) relative to S is defined as A · Γ · B = {a · γ · b | a ∈ A, b ∈ B and γ ∈ Γ} and for
A ⊆ S, the product set A ·A relative to S is defined as A2 = A ·A = A · Γ ·A.

Notation 2: For M ⊆ S, (M ] = {s ∈ S | s ≤ m, for some m ∈ M}. Also, we write (s]
instead of ({s}] for s ∈ S.

Notation 3: Let B ⊆ S. Then for a non-negative integer m, the power of Bm =
BΓBΓBΓB · · · , where B occurs m times. Note that the power is suppressed when
m = 0. So B0ΓS = S = SΓB0.

In what follows we denote the po-Γ-semigroup (S,Γ, ·,≤) by S unless otherwise spec-
ified. Throughout the paper, for the sake of brevity, we denote a · γ · b by aγb.

1.1. Example. Let S be the set of allm×nmatrices with entries from a field, wherem,
n are positive integers. Let P (S) be the power set of S. Then it is easy to see that P (S)
is not a semigroup under multiplication of matrices because for A, B ∈ P (S), the product
AB is not defined. Let Γ be the set of n×m matrices with entries from the same field.
Then for A, B, C ∈ P (S) and P , Q ∈ Γ, we have APB ∈ P (S), AQB ∈ P (S) and since
the matrix multiplication is associative, we get that S is a Γ-semigroup. Furthermore,
define A ≤ B if and only if A ⊆ B for all A,B ∈ P (S), then P (S) is a po-Γ-semigroup.

Suppose A and B are two nonempty subsets of S. Then we have the following (see [3]).

(1) (A]Γ(B] ⊆ (AΓB];

(2)A ⊆ B ⇒ (A] ⊆ (B];

(3) ((A]] = (A].

Suppose S is a po-Γ-semigroup and I is a nonempty subset of S. Then I is called an
ordered right (resp. left) Γ-ideal of S if

(i) IΓS ⊆ I(rep. SΓI ⊆ I),

(ii) a ∈ I, b ≤ a for b ∈ S ⇒ b ∈ I.

Equivalent definition:
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(i) IΓS ⊆ I (resp. SΓI ⊆ I).

(ii) (I] = I.

An ordered Γ-ideal I of S is both a right and a left ordered Γ-ideal of a po-Γ-semigroup
S. A right, left or (two-sided) ordered Γ-ideal I of S is called proper if I 6= S.

Let S be a semigroup and A be a nonempty subset of S then A is called a generalized
(m,n)-ideal of S if AmSAn ⊆ A, where m, n are arbitrary non-negative integers. Note
that if A is a subsemigroup of S, then A is called an (m,n)-ideal of S. We now introduce
the following definition.

1.2. Definition. Suppose B is a sub-Γ-semigroup (resp. nonempty subset) of a
po-Γ-semigroup S. Then B is called an (resp. generalized) (m,n)-Γ-ideal of S if (i)
BmΓSΓBn ⊆ B and (ii) for b ∈ B, s ∈ S, s ≤ b⇒ s ∈ B.

Note that in the above Definition 1.2, if we set m = n = 1, then B is called a (gen-
eralized) bi-Γ-ideal of S. Moreover, if m = 0 and n = 2, then we obtain an ordered
(generalized) (0, 2)-Γ-ideal of S. In a similar fashion, we can obtain an ordered (general-
ized) (1, 2)-Γ-ideal and an ordered (generalized) (2, 1)-Γ-ideal of S.

If B is a nonempty subset of S, then to see that (B2 ∪ BΓSΓB2] is an ordered
(generalized) bi-Γ-ideal of S, we present the verification of it as follows:

((B2 ∪BΓSΓB2]] = (B2 ∪BΓSΓB2] and(B2 ∪ BΓSΓB2]ΓSΓ(B2 ∪ BΓSΓB2]

= (B2 ∪BΓSΓB2]Γ(S]Γ(B2 ∪BΓSΓB2]

⊆ (B2ΓSΓB2 ∪B2ΓSΓBΓSΓB2 ∪BΓSΓB2ΓSΓB2 ∪BΓSΓB2ΓSΓBΓSΓB2]

⊆ (BΓSΓB2]

⊆ (B2 ∪BΓSΓB2].

2. Main Results
We now develop ideal theory for po-Γ-semigroups. We begin our study with proving

the following Lemma.

2.1. Lemma. The following assertions are equivalent for a subset B of a po-Γ-semigroup
S.

(i) B is an ordered (generalized) (0, 2)-Γ-ideal of S;

(ii) B is an ordered left Γ-ideal of some ordered left Γ-ideal of S.

Proof. (i)⇒ (ii). SupposeB is an ordered (generalized) (0, 2)-Γ-ideal of a po-Γ-semigroup
S. Then we obtain (B ∪ SΓB]ΓB = (B2 ∪ SΓB2] ⊆ (B] = B and ((B]] = (B] and so B
is an ordered left Γ-ideal of the ordered left Γ-ideal (B ∪ SΓB] of S.
(ii) ⇒ (i). Suppose L is an ordered left Γ-ideal of S and B is an ordered left Γ-ideal
of L. Then, SΓB2 ⊆ SΓLΓB ⊆ LΓB ⊆ B. Suppose b ∈ B and s ∈ S are such that
s ≤ b. As b ∈ L, we get s ∈ L and so s ∈ B. Consequently, B is an ordered (generalized)
(0, 2)-Γ-ideal of S.
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2.2. Theorem. Suppose B is a subset of a po-Γ-semigroup S. Then the following
results are equivalent:

(i) B is an ordered (generalized) (1, 2)-Γ-ideal of S;

(ii) B is an ordered left Γ-ideal of some ordered (generalized) bi-Γ-ideal of S;

(iii) B is an ordered (generalized) bi-Γ-ideal of some left ordered Γ-ideal of S;

(iv) B is an ordered (generalized) (0, 2)-Γ-ideal of some ordered right Γ-ideal of S;

(v) B is an ordered right-Γ-ideal of some ordered (generalized) (0, 2)-Γ-ideal of S.

Proof. (i)⇒ (ii). Suppose B is an ordered (generalized) (1, 2)-Γ-ideal of S. This means B
is a sub-Γ-semigroup (nonempty subset) of S and BΓSΓB2 ⊆ B. So (B2∪BΓSΓB2]ΓB =
(B2 ∪ BΓSΓB2]Γ(B] ⊆ (B3 ∪ BΓSΓB3] ⊆ (B2 ∪ BΓSΓB2] ⊆ (B] = B. Obviously, if
b ∈ B, s ∈ (S2 ∪BΓSΓB2] so that s ≤ b then s ∈ B. Hence, B is an ordered left Γ-ideal
of the ordered (generalized) bi- Γ-ideal (B2 ∪BΓSΓB2] of S.
(ii)⇒ (iii). Suppose B is an ordered left Γ-ideal of some ordered (generalized) bi-Γ-ideal
A of S. Recall that (B ∪ SΓB] is an ordered left Γ-ideal of S. According to our hypoth-
esis, BΓ(B ∪ SΓB]ΓB ⊆ (B]Γ(B ∪ SΓB]Γ(B] ⊆ (B3 ∪ BΓSΓB2] ⊆ (B ∪ AΓSΓAΓB] ⊆
(B ∪AΓB] ⊆ (B] = B. Suppose b ∈ B, s ∈ (B ∪ SΓB] such that s ≤ b. As b ∈ B, b ∈ A.
So s ∈ A and therefore, s ∈ B. Hence, B is an ordered (generalized) bi-Γ-ideal of the left
ordered Γ-ideal (B ∪ SΓB] of S.
(iii) ⇒ (iv). Suppose B is an ordered (generalized) bi-Γ-ideal of some left ordered
Γ-ideal L of S. This implies that B ⊆ L, BΓL1ΓB ⊆ B and SΓL ⊆ L. There-
fore (B ∪ BΓS]ΓB2 ⊆ (B ∪ BΓS]Γ(B2] ⊆ (B3 ∪ BΓSΓB2] ⊆ (B ∪ BΓSΓLΓB] ⊆
(B ∪ BΓLΓB] ⊆ (B] = B. Furthermore, suppose that b ∈ B, s ∈ (B ∪ BΓS] such
that s ≤ b, so b ∈ L. Then s ∈ L, therefore s ∈ B. Hence, B is an ordered (generalized)
(0, 2)-Γ-ideal of the ordered right Γ-ideal (B ∪BΓS] of S.
(iv)⇒ (v). Suppose B is an ordered (generalized) (0, 2)-Γ-ideal of some ordered right Γ-
ideal R of S. This implies that B ⊆ R, RΓB2 ⊆ B and RΓS ⊆ R. Then BΓ(B∪SΓB2] ⊆
(B]Γ(B ∪ SΓB2] ⊆ (B2 ∪ BΓSΓB2] ⊆ (B ∪ RΓSΓB2] ⊆ (B ∪ RΓB2] ⊆ (B] = B. Let
b ∈ B, s ∈ (B ∪ SΓB2] such that s ≤ b. Then b ∈ R, so s ∈ R, thus s ∈ B. Hence, B is
an ordered right Γ-ideal of the (generalized) (0, 2)-Γ-ideal (B ∪ SΓB2] of S.
(v) ⇒ (i). Suppose B is an ordered right Γ-ideal of an ordered (generalized) (0, 2)-Γ-
ideal R of S. This further implies that B ⊆ R, BΓR ⊆ B and SΓR2 ⊆ R. Then
BΓSΓB2 ⊆ BΓSΓR2 ⊆ BΓR ⊆ B. Suppose b ∈ B, s ∈ S such that s ≤ b. As b ∈ R, so
s ∈ B. Hence B is an ordered (generalized) (1, 2)-Γ-ideal of S. Hence, B is an ordered
(generalized) bi-Γ-ideal of S.

2.3. Lemma. A sub-Γ-semigroup (nonempty subset) A of a po-Γ-semigroup S such
that A = (A] is an ordered (generalized) (1, 2)-Γ-ideal of S if and only if there exists an
ordered (generalized) (0, 2)-Γ-ideal L of S and an ordered right Γ-ideal R of S so that
RΓL2 ⊆ A ⊆ R ∩ L.

Proof. Suppose A is an ordered (generalized)(1, 2)-Γ-ideal of S. We know that (A∪SΓA2]
and (A ∪ AΓS] are an ordered (generalized) (0, 2)-Γ-ideal and an ordered right Γ-ideal
of S, respectively. Furthermore, assume L = (A ∪ SΓA2] and R = (A ∪ AΓS]. Then
RΓL2 ⊆ (A3 ∪ A2ΓSΓA2 ∪ AΓSΓA2 ∪ AΓSΓAΓSΓA2] ⊆ (A3 ∪ AΓSΓA2] ⊆ (A] = A.
Hence, R ⊆ R ∩ L.

250



Conversely, suppose R is an ordered right Γ-ideal of S and L is an ordered (generalized)
(0, 2)-Γ-ideal of S so that RΓL2 ⊆ A ⊆ R∩L. Then AΓSΓA2 ⊆ (R∩L)ΓSΓ(R∩L)Γ(R∩
L) ⊆ RΓSΓL2 ⊆ RΓL2 ⊆ A. Hence, A is an ordered (generalized) (1, 2)-Γ-ideal of S.

2.4. Definition. An ordered (generalized) (0, 2)-bi-Γ-ideal B of S is called 0-minimal if
(i) B 6= {0} and (ii) {0} is the only ordered (generalized) (0, 2)-bi-Γ-ideal of S properly
contained in B.

2.5. Lemma. Suppose L is an ordered 0-minimal left Γ-ideal of a po-Γ-semigroup S
with 0 and I is a sub-Γ-semigroup (nonempty subset) of L such that I = (I]. Then I is
an ordered (generalized) (0, 2)-Γ-ideal of S contained in L if and only if (IΓI] = {0} or
I = L.

Proof. Suppose I is an ordered (generalized) (0, 2)-Γ-ideal of S contained in L. As
(SΓI2] is an ordered left Γ-ideal of S and (SΓI2] ⊆ I ⊆ L, we obtain (SΓI2] = {0} or
(SΓI2] = {L}. If (SΓI2] = L, then L = (SΓI2] ⊆ (I]. So I = L. Suppose (SΓI2] = {0}.
As SΓ(I2] ⊆ (SΓI2] = {0} ⊆ (I2], then (I2] is an ordered left Γ-ideal of S contained in
L. By the minimality of L, we obtain (I2] = {0} or (I2] = L. If (I2] = L, then I = L.
Therefore, I2 = {0} or I = L.
The converse part is straightforward.

2.6. Lemma. SupposeM is an ordered 0-minimal (generalized) (0, 2)-Γ-ideal of a po-Γ-
semigroup S with a zero 0. Then (M2] = {0} or M is an ordered 0-minimal left Γ-ideal
of S.

Proof. As M2 ⊆ M and SΓ(M2]2 = SΓ(M2]Γ(M2] ⊆ (SΓM2]Γ(M2] ⊆ (M ]Γ(M2] ⊆
(M2]. Then we obtain (M2] is an ordered (generalized) (0, 2)-Γ-ideal of S contained in
M . Therefore (M2] = {0} or (M2] = M . Suppose (M2] = M . As SΓM = SΓ(M2] ⊆
(SΓM2] ⊆ (M ] = M , it follows that M is an ordered left Γ-ideal of S. Suppose B is an
ordered left Γ-ideal of S contained in M . Therefore, SΓB2 ⊆ B2 ⊆ B ⊆M . Hence, B is
an ordered (generalized) (0, 2)-Γ-ideal of S contained in M and so B = {0} or B = M .

2.7. Corollary. Suppose S is a po-Γ-semigroup without a zero 0. Then M is an or-
dered minimal (generalized) (0, 2)-Γ-ideal of S if and only if M is an ordered minimal
left Γ-ideal of S.

Proof. It follows by Lemma 2.5 and Lemma 2.6.

2.8. Lemma. Suppose S is a po-Γ-semigroup without a zero 0. Further suppose that
M is a nonempty subset of S. Then the following results are equivalent:

(i) M is an ordered (generalized) minimal (2, 1)-Γ-ideal of S;

(ii) M is an ordered (generalized) minimal bi-Γ-ideal of S.

Proof. Suppose S is a po-Γ-semigroup without zero and M is an ordered minimal (gen-
eralized) (2, 1)-Γ-ideal of S. Then (M2ΓSΓM ] ⊆ M and so (M2ΓSΓM ] is an ordered
(generalized) (2, 1)-Γ-ideal of S. Therefore, we obtain (M2ΓSΓM ] = M .
As MΓSΓM = (M2ΓSΓM ]ΓSΓM ⊆ (M2ΓSΓMΓSΓM ] ⊆ (M2ΓSΓM ] = M , we have
that M is an ordered (generalized) bi-Γ-ideal of S. Let there exist an ordered (general-
ized) bi-Γ-ideal B of S contained in M . Then B2ΓSΓB ⊆ B2 ⊆ B ⊆M , therefore, B is
an ordered (generalized) (2, 1)-Γ-ideal of S contained in M . Applying the minimality of
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M , we obtain B = M .
Conversely, suppose M is an ordered minimal (generalized) bi-Γ-ideal of S. Then M is
an ordered (generalized) (2, 1)-Γ-ideal of S. Suppose T is an ordered (generalized) (2, 1)-
Γ-ideal of S contained in M . As (T 2ΓSΓT ]ΓSΓ(T 2ΓSΓT ] ⊆ (T 2Γ(SΓTΓSΓT 2ΓS)ΓT ] ⊆
(T 2ΓSΓT ], we obtain (T 2ΓSΓT ] is an ordered (generalized) bi-Γ-ideal of S. This shows
that (T 2ΓSΓT ] = M . As M = (T 2ΓSΓT ] ⊆ (T ] = T , M = T . Hence, M is an ordered
minimal (generalized) (2, 1)-Γ-ideal of S.

2.9. Definition. A sub-Γ-semigroup (nonempty subset) B of a po-Γ-semigroup S is
called an ordered (generalized) (0, 2)-bi-Γ-ideal of S if B is an ordered (generalized) bi-
Γ-ideal of S and also an ordered (generalized) (0, 2)-Γ-ideal of S.

2.10. Lemma. Suppose B is a subset of a po-Γ-semigroup S. Then the following con-
ditions are equivalent :

(i) B is an ordered (generalized) (0, 2)-bi-Γ-ideal of S;

(ii) B is an ordered Γ-ideal of some ordered left Γ-ideal of S.

Proof. (i) ⇒ (ii). Suppose B is an ordered (generalized) (0, 2)-bi-Γ-ideal of S. This
implies that BΓSΓB ⊆ B and SΓB2 ⊆ B. Then SΓ(B2 ∪ SΓB2] ⊆ (SΓB2 ∪ S2ΓB2] ⊆
(SΓB2] ⊆ (B2 ∪ SΓB2] Therefore, (B2 ∪ SΓB2] is an ordered left Γ-ideal of S. As
BΓ(B2∪SΓB2] ⊆ (B3∪BΓSΓB2] ⊆ (B] = B, (B2∪SΓB2]ΓB ⊆ (B3∪SΓB3] ⊆ (B] = B.
Hence B is an ordered Γ-ideal of the left Γ-ideal (B2 ∪ SΓB2] of S.
(ii) ⇒ (i). Suppose B is an ordered Γ-ideal of some ordered left Γ-ideal L of S. By
Lemma 2.1, B is an ordered (generalized) (0, 2)-Γ-ideal of S and hence B is an ordered
(generalized) bi-Γ-ideal of S.

2.11. Theorem. Suppose B is an ordered 0-minimal (generalized) (0, 2)-bi-Γ-ideal of a
po-Γ-semigroup S with a zero 0. Then exactly one of the followings cases arises:

(i) B = {0, b}, (bΓS1Γb] = {0};

(ii) B = ({0, b}], b2 = 0, (bΓSΓb] = B;

(iii) (SΓb2] = B for all b ∈ B \ {0}.

Proof. Suppose B is an ordered 0-minimal (generalized) (0, 2)-bi-Γ-ideal of a po-Γ-
semigroup S. Furthermore, suppose b ∈ B \ {0}. Then (SΓb2] ⊆ B and (SΓbΓb] is
an ordered left Γ-ideal of S, therefore (SΓb2] is an ordered (generalized) (0, 2)-bi-Γ-ideal
of S. Hence (SΓb2] = {0} or (SΓb2] = B.
Let (SΓb2] = {0}. As b2 ∈ B, we obtain either b2 = b or b2 = 0 or b2 ∈ B \ {0, b}. If
b2 = b, then b = 0. This is a contradiction. Let b2 ∈ B \ {0, b}. Then S1Γ({0, b2}]2 ⊆
({0, SΓb2}] = ({0}] ∪ (SΓb2] = {0} ⊆ ({0} ∪ b2], ({0} ∪ b2]ΓSΓ({0} ∪ b2] ⊆ (b2ΓSΓb2] ⊆
(SΓb2] = {0} ⊆ {0, b2}. So ({0} ∪ b2] is an ordered (generalized) (0, 2)-bi-Γ-ideal of S
contained in B and we notice that ({0} ∪ b2] 6= {0}, ({0} ∪ b2] 6= B. This is too not
possible since B is an ordered 0-minimal (generalized) (0, 2)-bi-Γ-ideal of S. So b2 = {0}
and hence by Lemma 2.10, B = ({0, b}]. Now since we have (bΓSΓb] is an ordered (gen-
eralized) (0, 2)-bi-Γ-ideal of S contained in B, we get (bΓSΓb] = {0} or (bΓSΓb] = B.
So, (SΓb2] = {0} and it follows that either B = {0, b} and (bΓS1Γb] = {0} or B = {0, b},
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b2 = {0} and (bΓSΓb] = B. If (SΓb2] 6= {0}, then (SΓb2] = B.

2.12. Corollary. Suppose B is an ordered 0-minimal (generalized) (0, 2)-bi-Γ-ideal of
a po-Γ-semigroup S with a zero 0 so that (B2] 6= {0}. Then B = (SΓb2], for every
b ∈ B \ {0}.

2.13. Definition. A po-Γ-semigroup S with a zero 0 is called 0-(0, 2)- bisimple if (i)
(S2] 6= {0} and {0} is the only ordered proper (generalized) (0, 2)-bi-Γ-ideal of S.

2.14. Corollary. A po-Γ-semigroup S with a zero 0 is 0-(0, 2)-bisimple if and only if
(SΓs2] = S, for every s ∈ S \ {0}.

Proof. If S is 0-(0, 2)-bisimple, then (SΓS] 6= {0} and S is an ordered 0-minimal (gener-
alized) (0, 2)-bi-Γ-ideal. By Corollary 2.12, we have S = (SΓs2], for every s ∈ S \ {0}.
Conversely, suppose S = (SΓs2], for every element s ∈ S \ {0} and further suppose
that B is an ordered (generalized) (0, 2)-bi-Γ-ideal of S such that B 6= {0}. Sup-
pose b ∈ B \ {0}. Then S = (SΓb2] ⊆ (SΓB2] ⊆ (B] = B, therefore, S = B. As
S = (SΓb2] ⊆ (SΓS] = (S2], we obtain {0} 6= S = (SΓS] = (S2]. Hence S is 0-(0, 2)-bi-
simple.

2.15. Theorem. A po-Γ-semigroup S with a zero 0 is 0-(0, 2)-bisimple if and only if S
is left 0-simple.

Proof. We recall that every ordered left Γ-ideal B of a po-Γ-semigroup S is an ordered
0-(0, 2)-bi-Γ-ideal of S. So B = {0} or B = S. Therefore, if S is 0-(0, 2)-bisimple then S
is left 0-simple.
Conversely, if S is left 0-simple then (SΓs] = S, for every s ∈ S\{0} from which it follows
that S = (SΓs] = ((SΓs]Γs] ⊆ ((SΓs2]] = (SΓs2]. Therefore, using Corollary 2.14, S is
0-(0, 2)-bisimple.

2.16. Theorem. Suppose B is an ordered 0-minimal (generalized) (0, 2)-bi-Γ-ideal of a
po-Γ-semigroup S. Then either (BΓB] = {0} or B is left 0-simple.

Proof. Suppose (BΓB] 6= {0}. Then, by Corollary 2.12, we obtain (SΓb2] = B, for every
b ∈ B \ {0}. As b2 ∈ B \ {0}, for every b ∈ B \ {0}, we obtain b4 = (b2)2 ∈ B \ {0}.
Suppose b ∈ B \ {0}. As (BΓb2]ΓS1Γ(BΓb2] ⊆ (BΓBΓb2] ⊆ (BΓb2] and SΓ(BΓb2]2 ⊆
(SΓBΓb2ΓBΓb2] ⊆ (SΓB2Γb2] ⊆ (BΓb2], we get that (BΓb2] is an ordered (generalized)
(0, 2)-bi-Γ-ideal of S contained in B. Therefore, (BΓb2] = {0} or (BΓb2] = B. As
b4 ∈ BΓb2 ⊆ (BΓb2] and b4 ∈ B \ {0}, we obtain (BΓb2] = B. By Corollary 2.14 and
Theorem 2.15, it follows that B is left 0-simple.
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1. Introduction
Let

∑
p be the class of functions of the form:

(1.1) f(z) = z−p +

∞∑

k=0

akz
k (p ∈ N = {1, 2, ...}),

which are analytic and p-valent in the punctured unit disk U∗ = U\{0}, where U =
{z : z ∈ C , |z| < 1} . If f and g are analytic functions in U , we say that f is subordinate
to g, written f ≺ g if there exists a Schwarz function w, which (by definition) is analytic
in U with w(0) = 0 and |w(z)| < 1 for all z ∈ U, such that f(z) = g(w(z)), z ∈ U.
Furthermore, if the function g is univalent in U, then we have the following equivalence
( [5] and [10]):

f(z) ≺ g(z)⇔ f(0) = g(0) and f(U) ⊂ g(U).

For functions f , g ∈ Σp, Aouf et al. [3] defined the linear operator Dn
λ,p(f ∗ g)(z) :

Σp −→ Σp (λ ≥ 0, p ∈ N, n ∈ N0 = N ∪ {0}) by
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D0
λ,p(f ∗ g)(z) = (f ∗ g)(z),

D1
λ,p(f ∗ g)(z) = Dλ,p(f ∗ g)(z) = (1− λ)(f ∗ g)(z) + λz−p (zp+1(f ∗ g)(z))′

= z−p +

∞∑

k=0

[1 + λ(k + p)]akbkz
k (λ ≥ 0; p ∈ N),

D2
λ,p(f ∗ g)(z) = Dλ,p(Dλ,p(f ∗ g))(z)

= z−p +

∞∑

k=0

[1 + λ(k + p)]2akbkz
k (λ ≥ 0; p ∈ N)

and ( in general )

Dn
λ,p(f ∗ g)(z) = Dλ,p(D

n−1
λ,p (f ∗ g)(z))

= z−p +

∞∑

k=0

[1 + λ(k + p)]nakbkz
k (λ ≥ 0; p ∈ N; n ∈ N0).

(1.2)
From (1.2) it is easy to verify that [3]:

(1.3) z(Dn
λ,p(f ∗ g)(z))′ =

1

λ
Dn+1
λ,p (f ∗ g)(z)− (p+

1

λ
)Dn

λ,p(f ∗ g)(z) (λ > 0).

Specializing the parameters n, l, p, λ and g in (1.2), we have:
(i) For n = 0 and g(z) is in the form:

(1.4) g(z) = z−p +

∞∑

k=0

(α1)k+p...(αq)k+p
(β1)k+p...(βs)k+p(1)k+p

zk,

α1, α2, ..., αq and β1, β2, ..., βs are complex or real (βj /∈ Z−0 = {0,−1,−2, ...}, j =
1, 2, ..., s), we have,Dn

λ,p(f∗g)(z) = Hp,q,s(α1)f(z),where the linear operatorHp,q,s(α1) was
investigated recently by Liu and Srivastava [9] and Aouf [2] and contains in turn the op-
erator Lp(a, c) ( see [8] ) for q = 2, s = 1, α1 = a > 0, β1 = c (c 6= 0,−1, ...) and
α2 = 1 and also contains the operator Dν+p−1 ( see [13] ) for q = 2, s = 1,
α1 = ν + p (ν > −p, p ∈ N) and α2 = β1 = p;

(ii) For n = 0 and g(z) is in the form:

(1.5) g(z) = z−p +

∞∑

k=1−p
[
l + λ(k + p)

l
]makbkz

k ( λ, l ≥ 0;m ∈ N0),

we have D0
λ,p(f ∗ g)(z) = Imp (l, λ)f(z), where the operator Imp (l, λ) was introduced and

studied by El-Ashwah [6] and El-Ashwah and Aouf [7];
(iii) For n = 0 and g(z) is in the form:

(1.6) g(z) = z−p +
Γ(α+ β)

Γ(β)

∞∑

k=1

Γ(k + p+ β)

Γ(k + p+ β + α)
zk (α ≥ 0;β > −1),

we have Dn
λ,p(f ∗ g)(z) = Qαβ,pf(z) where the operator Qαβ,p was introduced and studied

by Aqlan et al.[4].
To prove our main results we need the next lemmas.

Lemma 1 [11]. Let q(z) be univalent in U and let ϕ(z) be analytic in a domain
containing q(U). If zq′(z)ϕ(q(z)) is starlike and

zψ′(z)ϕ(ψ(z)) ≺ zq′(z)ϕ(q(z)),
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then ψ(z) ≺ q(z) and q(z) is the best dominant.
Lemma 2 [12]. Let β, ν be any complex numbers, ν 6= 0 and q(z) = 1 + q1z+ q2z

2 + ...
be univalent in U, q(z) 6= 0. Suppose that Q(z) = γzq′(z)/q(z) be starlike, and

<
{
β

ν
q(z) +

zQ′(z)

Q(z)

}
> 0.

If ψ(z) = 1 + c1z + c2z
2 + ... is analytic in U and satisfies

βψ(z) + ν
zψ′(z)

ψ(z)
≺ βq(z) + ν

zq′(z)

q(z)
,

then ψ(z) ≺ q(z) and q(z) is the best dominant.

2. Main Results
Unless otherwise mentioned, we assume throughout this paper that, γ ∈ C, λ > 0, p ∈

N, n ∈ N0, f, g ∈
∑
p and the powers are the principal ones.

2.1. Theorem. Let q(z) 6= 0 be univalent in U and zq′(z)/q(z), be starlike. If f satisfies:

(2.1)
1

λ

Dn+1
λ,p (f ∗ g)(z)

Dn
λ,p(f ∗ g)(z)

− γ

λ

Dn+2
λ,p (f ∗ g)(z)

Dn+1
λ,p (f ∗ g)(z)

≺ 1− γ
λ

+
zq′(z)

q(z)
,

then

zp(1−γ)Dn+1
λ,p (f ∗ g)(z)[

Dn
λ,p(f ∗ g)(z)

]γ ≺ q(z)

and q(z) is the best dominant.

Proof. Let the function p(z) defined by

(2.2) p(z) =
zp(1−γ)Dn+1

λ,p (f ∗ g)(z)[
Dn
λ,p(f ∗ g)(z)

]γ (z ∈ U).

Differentiating (2.2) logarithmically with respect to z and using the identity (1.3), we
have

zp′(z)

p(z)
=

1

λ

Dn+2
λ,p (f ∗ g)(z)

Dn+1
λ,p (f ∗ g)(z)

− γ

λ

Dn+1
λ,p (f ∗ g)(z)

Dn
λ,p(f ∗ g)(z)

− 1

λ
(1− γ),

that is, that

(2.3)
zp′(z)

p(z)
+

1

λ
(1− γ) =

1

λ

Dn+2
λ,p (f ∗ g)(z)

Dn+1
λ,p (f ∗ g)(z)

− γ

λ

Dn+1
λ,p (f ∗ g)(z)

Dn
λ,p(f ∗ g)(z)

.

Therefore, in view of (2.3), the subordination (2.1) becomes

zp′(z)

p(z)
≺ zq′(z)

q(z)
.

By an application of Lemma 1, with ϕ(w) = 1
w
, w ∈ C∗ = C\{0}, we have p(z) ≺ q(z)

and q(z) is the best dominant.

Taking n = 0 and g(z) of the form (1.4) and using the identity (see [9]):

(2.4) z (Hp,q,s(α1)f(z))′ = α1Hp,q,s(α1 + 1)f(z)− (α1 + p)Hp,q,s(α1)f(z),

we have the following corollary. �
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2.2. Corollary. Let q(z) 6= 0 be univalent in U and zq′(z)/q(z) , be starlike . If f
satisfies

(α1 + 1)
Hp,q,s(α1 + 2)f(z)

Hp,q,s(α1 + 1)f(z)
− γα1

Hp,q,s(α1 + 1)f(z)

Hp,q,s(α1)f(z)
≺ α1(1− γ) + 1 +

zq′(z)

q(z)
,

then

zp(1−γ)Hp,q,s(α1 + 1)f(z)

[Hp,q,s(α1)f(z)]γ
≺ q(z)

and q(z) is the best dominant.

Taking q = 2, s = 1, α1 = a > 0, β1 = c > 0 and α2 = 1, in Corollary 1, we have
the following result which correctes the result obtained by Ali and Ravichandran [1,
Theorems 2.3].

2.3. Corollary. Let q(z) 6= 0 be univalent in U and zq′(z)/q(z) , be starlike. If f satisfies

(a+ 1)
Lp(a+ 2; c)f(z)

Lp(a+ 1; c)f(z)
− γaLp(a+ 1; c)f(z)

Lp(a; c)f(z)
≺ a(1− γ) + 1 +

zq′(z)

q(z)
,

then

zp(1−γ)Lp(a+ 1; c)f(z)

[Lp(a; c)f(z)]γ
≺ q(z)

and q(z) is the best dominant.

Taking q(z) = 1+Az
1+Bz

(−1 ≤ B < A ≤ 1) in Theorem 1, we have

2.4. Corollary. Let −1 ≤ B < A ≤ 1. If f ∈∑p satisfies

1

λ

Dn+2
λ,p (f ∗ g)(z)

Dn+1
λ,p (f ∗ g)(z)

− γ

λ

Dn+1
λ,p (f ∗ g)(z)

Dn
λ,p(f ∗ g)(z)

≺ 1

λ
(1− γ) +

(A−B)z

(1 +Az)(1 +Bz)
,

then

zp(1−γ)Dn+1
λ,p (f ∗ g)(z)[

Dn
λ,p(f ∗ g)(z)

]γ ≺ 1 +Az

1 +Bz
.

Taking n = 0 and g(z) in the form (1.4) with q = 2, s = 1, α1 = a, β1 = c, a, c > 0 and
α2 = 1, in Corollary 3, we have the following result which corrects the result obtained by
Ali and Ravichandran [1, Corollary 2.4].

2.5. Corollary. Let −1 ≤ B < A ≤ 1. If f ∈∑p satisfies

(a+ 1)
Lp(a+ 2; c)f(z)

Lp(a+ 1; c)f(z)
− γaLp(a+ 1; c)f(z)

Lp(a; c)f(z)

≺ a(1− γ) + 1 +
(A−B)z

(1 +Az)(1 +Bz)
,

then

zp(1−γ)Lp(a+ 1; c)f(z)

[Lp(a; c)f(z)]γ
≺ 1 +Az

1 +Bz
.

By appealing to Lemma 2, we prove the following theorem.
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2.6. Theorem. Let γ 6= 0 and q(z) be univalent in U , q(z) 6= 0, Q(z) = γzq′(z)/q(z)
be starlike and

(2.5) <
{

1

λγ
q(z) +

zQ′(z)

Q(z)

}
> 0 (z ∈ U).

If f(z) ∈∑p satisfies

(1− γ)
Dn+1
λ,p (f ∗ g)(z)

Dn
λ,p(f ∗ g)(z)

+ γ
Dn+2
λ,p (f ∗ g)(z)

Dn
λ,p(f ∗ g)(z)

≺ q(z) + λγ
zq′(z)

q(z)
,

then
Dn+1
λ,p (f ∗ g)(z)

Dn
λ,p(f ∗ g)(z)

≺ q(z)

and q(z) is the best dominant.

Proof. Let the function p(z) defined by

(2.6) p(z) =
Dn+1
λ,p (f ∗ g)(z)

Dn
λ,p(f ∗ g)(z)

(z ∈ U).

Differentiating (2.6) logarithmically with respect to z and using the identity (1.3), we
have

Dn+2
λ,p (f ∗ g)(z)

Dn+1
λ,p (f ∗ g)(z)

= p(z) + λ
zp′(z)

p(z)
,

therefore, we have

(1− γ)
Dn+1
λ,p (f ∗ g)(z)

Dn
λ,p(f ∗ g)(z)

+ γ
Dn+2
λ,p (f ∗ g)(z)

Dn+1
λ,p (f ∗ g)(z)

= p(z) + λγ
zp′(z)

p(z)
.

From (2.5), we have

p(z) + λγ
zp′(z)

p(z)
≺ q(z) + λγ

zq′(z)

q(z)
.

By an application of Lemma 2, it follows that p(z) ≺ q(z) and q(z) is the best dominant.
�

Taking n = 0 and g(z) of the form (1.4) and using the identity (2.4) we have the
following corollary.

2.7. Corollary. Let γ 6= 0, α1 6= −1 and q(z) be univalent in U , q(z) 6= 0, Q(z) =
γzq′(z)/q(z) be starlike and

<
{
α1 + 1− γ

γ
q(z) +

zQ′(z)

Q(z)

}
> 0 (z ∈ U).

If f(z) ∈∑p satisfies

(1− γ)
Hp,q,s(α1 + 1)f(z)

Hp,q,s(α1)f(z)
+ γ

Hp,q,s(α1 + 2)f(z)

Hp,q,s(α1 + 1)f(z)

(2.7) ≺ 1

α1 + 1

[
γ + (1 + α1 − γ)q(z) + γ

zq′(z)

q(z)

]
,

then
Hp,q,s(α1 + 1)f(z)

Hp,q,s(α1)f(z)
≺ q(z)

and q(z) is the best dominant.
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Remarks. (i) Taking n = 0 and g(z) in the form (1.4) with q = 2, s = 1, α1 =
a > 0, β1 = c > 0 and α2 = 1, in Corollary 5, we have the result obtained by Ali and
Ravichandran [1, Theorem 2.5];

(ii) Taking n = 0 and g(z) of the form (1.5) and using the identity [6]:

λz
(
Imp (λ, l)f(z)

)′
= lIm+1

p (λ, l)f(z)− (λp+ l)Imp (λ, l)f(z), λ > 0,

in our results, we have the results corresponding to the operator Imp (λ, l);
(iii) Taking n = 0 and g(z) of the form (1.6) and using the identity [4]:

z(Qαβ,pf(z))′ = (α+ β − 1)Qα−1
β,p f(z)− (α+ β + p− 1)Qαβ,pf(z), α ≥ 0;β > −1,

in our results, we have the results corresponding to the operator Qαβ,p.
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1. Introduction
The investigation of various types of generalized open set and generalized continuous

function is a rich area of research in general topology, and there are interesting appli-
cations in various areas, particularly computer science. An early notion in this area is
the now well known concept of regular-open set, and its counterpart regular-closed set.
Closely related with this notion is the property of near compactness introduced by Singal
and Mathur [16, 17], which has been studied by several other authors (see, for example,
[11]). Important in this context is the notion of R-map, see [7]. In this paper these and
related notions will be studied in the wider context of ditopological texture spaces.

Textures and ditopological texture spaces were first introduced by the first author as
a point-based setting for the study of fuzzy sets, and work continues in this direction,
see for example [1, 2, 3, 4, 5], and the recent work of Tiryaki [18], Özçağ and Brown [15],
Yıldız and Brown [22]. On the other hand, textures provide a very convenient setting for
the investigation of complement-free concepts in general, so much of the recent work does
not involve fuzzy sets explicitly. In particular, the notions of diuniformity and dimetric
have been introduced in [14], while a textural analogue of the notion of proximity, called
a diextremity, is given in [23].

Compactness in ditopological texture spaces was introduced in [1], its study continued
in [6, 20], and extended to real compactness in [20] and to strong compactness in [10]. In
this paper we place near compactness in a ditopological setting. All the arguments for
studying properties related to regular-openness and regular-closedness in the topological
setting apply equally well to this case, and since bitopologies and L-topologies, for L a
Hutton algebra, are special cases of ditopologies, the new concepts of near cocompactness,
near stability, near costability, and near dicompactness introduced here, may easily be
carried over to these settings also.

To complete this introduction we recall various concepts from [3, 4] that will be needed
later on in this paper.
Ditopological Texture Spaces: If S is a set, a texturing S of S is a subset of P(S)
which is a point-separating, complete, completely distributive lattice with respect to
containment containing S and ∅, and for which meet coincides with intersection and
finite joins with union. The pair (S, S) is then called a texture.

For a texture (S, S), most properties are conveniently defined in terms of the p-sets
and q-sets

Ps =
⋂
{A ∈ S | s ∈ A}, Qs =

∨
{A ∈ S | s /∈ A}.

The following are some basic examples of textures that we will need.

1.1. Examples. (1) If X is a set and P(X) the powerset of X, then (X,P(X)) is the
discrete texture on X. For x ∈ X, Px = {x} and Qx = X \ {x}.
(2) Setting I = [0, 1], I = {[0, r), [0, r] | r ∈ I} gives the unit interval texture (I, I). For
r ∈ I, Pr = [0, r] and Qr = [0, r).

(3) The texture (L,L) is defined by L = (0, 1], L = {(0, r] | r ∈ I}. For r ∈ L,
Pr = (0, r] = Qr.

(4) The real texture (R,R) has R = {(−∞, r), (−∞, r] | r ∈ R} ∪ {R, ∅}. For r ∈ R,
Pr = (−∞, r] and Qr = (−∞, r).

Since a texturing S need not be closed under the operation of taking set complement,
the notion of topology is replaced by that of dichotomous topology or ditopology, namely
a pair (τ, κ) of subsets of S, where the set of open sets τ satisfies
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(1) S, ∅ ∈ τ ,
(2) G1, G2 ∈ τ =⇒ G1 ∩G2 ∈ τ and
(3) Gi ∈ τ , i ∈ I =⇒ ∨

iGi ∈ τ ,
and the set of closed sets κ satisfies

(1) S, ∅ ∈ κ,
(2) K1, K2 ∈ κ =⇒ K1 ∪K2 ∈ κ and
(3) Ki ∈ κ, i ∈ I =⇒ ⋂

Ki ∈ κ.
We assume no a priori relation between the open and closed sets. Note that in a ditopol-
ogy, equal emphasis is placed on the open and closed sets.

For A ∈ S we define the closure [A] and the interior ]A[ of A under (τ, κ) by the
equalities

[A] =
⋂
{K ∈ κ | A ⊆ K} and ]A[ =

∨
{G ∈ τ | G ⊆ A}.

On the other hand, suppose that (S, S) has a complementation σ, that is an inclusion
reversing involution σ : S → S. Then if τ and κ are related by κ = σ(τ) we say that
(τ, κ) is a complemented ditopology on (S, S, σ). In this case we have σ([A]) = ]σ(A)[ and
σ(]A[) = [σ(A)].

We recall the product of textures and of ditopological texture spaces. Let (Sj , Sj),
j ∈ J , be textures and S =

∏
j∈J Sj . If Ak ∈ Sk for some k ∈ J we write

E(k,Ak) =
∏

j∈J
Yj where Yj =

{
Aj , if j = k

Sj , otherwise.

Then the product texturing S =
⊗

j∈J Sj of S consists of arbitrary intersections of ele-
ments of the set

E =

{ ⋃

j∈J
E(j, Aj) | Aj ∈ Sj for j ∈ J

}
.

Let (Sj , Sj), j ∈ J be textures and (S, S) their product. Then for s = (sj) ∈ S,

Ps =
⋂

j∈J
E(j, Psj ) =

∏

j∈J
Psj , and Qs =

⋃

j∈J
E(j,Qsj ).

It is easy to verify that for Aj ∈ Sj , j ∈ J we have
∏
j∈J Aj ∈ S.

In case (τj , κj) is a ditopology on (Sj , Sj), j ∈ J , the product ditopology on the
product texture (S, S) has subbase {E(j,G) | G ∈ τj , j ∈ J}, cosubbase γ = {E(j,K) |
K ∈ κj , j ∈ J}.

Let (S, S), (T,T) be textures. In the following definition we consider the product
texture P(S) ⊗ T, and denote by P (s,t), Q(s,t), respectively the p-sets and q-sets for the
product texture (S × T,P(S)⊗ T).

Direlations: Let (S, S), (T,T) be textures. Then
(1) r ∈ P(S)⊗ T is called a relation from (S, S) to (T,T) if it satisfies

R1 r 6⊆ Q(s,t), Ps′ 6⊆ Qs =⇒ r 6⊆ Q(s′,t).
R2 r 6⊆ Q(s,t) =⇒ ∃s′ ∈ S such that Ps 6⊆ Qs′ and r 6⊆ Q(s′,t).

(2) R ∈ P(S)⊗ T is called a corelation from (S, S) to (T,T) if it satisfies
CR1 P (s,t) 6⊆ R,Ps 6⊆ Qs′ =⇒ P (s′,t) 6⊆ R.
CR2 P (s,t) 6⊆ R =⇒ ∃s′ ∈ S such that Ps′ 6⊆ Qs and P (s′,t) 6⊆ R.

(3) A pair (r,R), where r is a relation and R a corelation from (S, S) to (T,T), is
called a direlation from (S, S) to (T,T).
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One of the most useful notions of (ditopological) texture spaces is that of difunction. A
difunction is a special type of direlation.

Difunctions: Let (f, F ) be a direlation from (S, S) to (T,T). Then (f, F ) is called a
difunction from (S, S) to (T,T) if it satisfies the following two conditions.

DF1 For s, s′ ∈ S, Ps 6⊆ Qs′ =⇒ ∃ t ∈ T with f 6⊆ Q(s,t) and P (s′,t) 6⊆ F .
DF2 For t, t′ ∈ T and s ∈ S, f 6⊆ Q(s,t) and P (s,t′) 6⊆ F =⇒ Pt′ 6⊆ Qt.

Image and Inverse Image: Let (f, F ) : (S, S)→ (T,T) be a difunction.
(1) For A ∈ S, the image f→A and the co-image F→A are defined by

f→A =
⋂{Qt | ∀ s, f 6⊆ Q(s,t) =⇒ A ⊆ Qs},

F→A =
∨{Pt | ∀ s, P (s,t) 6⊆ F =⇒ Ps ⊆ A}.

(2) For B ∈ T, the inverse image f←B and the inverse co-image F←B are defined
by
f←B =

∨{Ps | ∀ t, f 6⊆ Q(s,t) =⇒ Pt ⊆ B},
F←B =

⋂{Qs | ∀ t, P (s,t) 6⊆ F =⇒ B ⊆ Qt}.
For a difunction, the inverse image and the inverse co-image are equal, but the image
and co-image are generally different. A difunction is called surjective if it satisfies

SUR. For t, t′ ∈ T , Pt 6⊆ Qt′ =⇒ ∃ s ∈ S with f 6⊆ Q(s,t′) and P (s,t) 6⊆ F .
Bicontinuity: The difunction (f, F ) : (S, S, τS , κS))→ (T,T, τT , κT ) is called continuous
if B ∈ τT =⇒ F←B ∈ τS , cocontinuous if B ∈ κT =⇒ f←B ∈ κS , and bicontinuous if
it is both continuous and cocontinuous.

On the other hand (f, F ) is open (co-open) if A ∈ τS =⇒ f→A ∈ τT (F→A ∈ τT ).
Also, (f, F ) is closed (coclosed) if A ∈ κS =⇒ f→A ∈ κT (F→A ∈ κT ).

If (Sj , Sj , τj , κj), j ∈ J , are ditopological texture spaces and (S, S, τ, κ) their product,
the projection difunctions (πj ,Πj) : (S, S, τ, κ) → (Sj , Sj , τj , κj) are important examples
of surjective bicontinouous difunctions that satisfy π←j B = E(j, B) = Π←j B for all B ∈ Sj
(see [4] and [6]).

Separation Axioms A comprehensive treatment is given in [5], and the definitions will
not be repeated here.

The layout of the paper is as follows. In Section 2 the concepts of near compact-
ness and near cocompactness are given in the setting of ditopological texture spaces,
while Section 3 deals with near stability and near costability, which are analogues for
near compactness of the notion of stability in bitopological spaces introduced by Ralph
Kopperman [12]. Section 4 deals with the preservation of these properties under surjec-
tive continuous difunctions via the notions of R-dimap and co-R-dimap, while Section 5
combines them in the notion of near dicompactness and provides important characteri-
zations of this important concept. Finally Section 6 introduces the semibiregularization
of a ditopological texture space, gives generalizations of the Mrówka characterization of
compactness for near compactness and near cocompactness, discuses characterizations of
near compact and near cocompact sets in near compact and near cocompact spaces using
the notions of pseudo open and pseudo closed set, and gives versions of the Tychonoff
product theorem for near compactness and near cocompactness. Here also we look at
near dicompactness in the presence of point separation axioms.

This work includes results, many reformulated, from an unpublished section of the
PhD thesis of the second author [9] together with interesting new material.

For terms from lattice theory not defined here the reader is referred to [8].
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2. Near compactness and near cocompactness
The notion of nearly compact topological space was introduced by Singal and Mathur

[16, 17], and has been studied by several other authors (see, for example, [11]). The
definition of near compactness requires the concepts of regular-open and regular-closed
sets in a topological space. We recall the definitions below:

2.1. Definition. Let (X,T) be a topological space.
(1) If A ⊆ X satisfies A = int(cl(A)) then A is called a regular-open set.
(2) If B ⊆ X satisfies B = cl(int(B))) then B is called a regular-closed set.

2.2. Examples. (1) Every regular-open set is open and every regular-closed set is closed.
Moreover the complement of a regular-closed set is regular-open and the complement of
a regular-open set is regular-closed.

(2) Let X = {a, b} and let the topology on X be T = {∅, X, {a}}. Here {b} is a closed
set but cl(int({b})) = ∅, so {b} is not regular-closed.
2.3. Lemma. Let (X,T) be a topological space, A,B ⊆ X. Then int(cl(A)) is a regular-
open set and cl(int(B)) a regular-closed set �

In case of ditopological texture spaces we may give corresponding definitions, as fol-
lows.

2.4. Definition. Let (τ, κ) be a ditopology on the texture (S, S).
(1) An element A ∈ S will be called regular-open if ][A][ = A.
(2) An element B ∈ S will be called regular-closed if [ ]A[ ] = A

It is clear that sets of the form ][A][, A ∈ S, are regular-open and those of the form
[ ]A[ ], A ∈ S are regular-closed. In general there is no relation between regular-open and
regular-closed sets in a ditopological texture space, but for complemented ditopological
texture spaces we do have the following result.

2.5. Proposition. Let (S, S, σ, τ, κ) be a complemented ditopological texture space and
A ∈ S. Then

(1) A ∈ S is regular-open if and only if σ(A) is regular-closed.
(2) A ∈ S is regular-closed if and only if σ(A) is regular-open .

Proof. Straightforward. �

Now let us recall the definition of nearly compact topological space.

2.6. Definition. A topological space (X,T) is said to be nearly compact if every open
cover {Ui | i ∈ I} of X admits a finite subfamily such that X =

⋃n
i=1 int(cl(Ui)). That

is, X is nearly compact if and only if every regular-open cover of X has a finite subcover.

The set R with its usual topology and R with the discrete topology are not nearly
compact. However the indiscrete topology and the left ray topology {(−∞, r) | r ∈
R} ∪ {R, ∅} on R are examples of nearly compact topological spaces.

In the case of ditopological texture spaces we may give a corresponding definition of
near compactness, and a dual notion of near cocompactness, as follows.

2.7. Definition. Let (S, S, τ, κ) be a ditopological texture space and A ∈ S.
(1) A will be called nearly compact in S if whenever A ⊆ ∨i∈I Gi, Gi ∈ τ , there

exists I ′ ⊆ I finite, so that A ⊆ ⋃i∈I′ ][Gi][. The ditopological texture space
(S, S, τ, κ) will be called nearly compact if S is nearly compact in S.
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(2) A will be called nearly cocompact in S if whenever
⋂
i∈I Fi ⊆ A, Fi ∈ κ, there

exists I ′ ⊆ I finite, so that
⋂
i∈I′ [ ]Fi[ ] ⊆ A. The ditopological texture space

(S, S, τ, κ) will be called nearly cocompact if ∅ is nearly cocompact in S.

As in the topological case we have the following characterizations.

2.8. Proposition. Let (S, S, τ, κ) be a ditopological texture space and A ∈ S.
(1) A is nearly compact in S if and only if every cover of A by regular-open sets in

S has a finite subcover.
(2) A is nearly cocompact in S if every cocover of A by regular-open sets in S has a

finite sub-cocover.

Proof. (1). Let A be nearly compact in S and suppose Gi, i ∈ I is cover of A by regular-
open sets. Since in particular Gi ∈ τ , we have I ′ finite with A ⊆ ⋃i∈I′ ][Gi][=

⋃
i∈I′ Gi

since the sets Gi are regular-open. Hence {Gi | i ∈ I} has a finite subcover.
Conversely, suppose every regular-open cover of A has a finite subcover, and let {Gi |

i ∈ I} be an open cover of A. For each i ∈ I, Gi ⊆ ][Gi][, so {][Gi][ | i ∈ I} is a cover of
A by regular-open sets. By hypothesis there exists I ′ ⊆ I finite with A ⊆ ⋃i∈I′ ][Gi][,
which shows that A is nearly compact.

(2). The proof is dual to the above, and is therefore omitted. �

2.9. Corollary. Let (S, S, τ, κ) be a ditopological texture space and A ∈ S.
(1) If A is compact in S it is nearly compact in S.
(2) If A is cocompact in S it is nearly cocompact in S.

Proof. Clear from Proposition 2.8 since every regular-open set is open and every regular-
closed set is closed. �

The following examples show that the converse of Corollary 2.9 is false. Also, in
general, the properties of near compactness and near cocompactness are independent of
one another.

2.10. Examples. Consider the texture (L,L) as in Examples 1.1.
(1) Let τ = L and κ = {L, ∅}. If we take r with 0 < r < 1 and set A = (0, r], then

[A] = L and so ][A][ = ]L[ 6= A, from which we see that A is not regular-open. It
follows that the only regular-open sets are ∅ and L, so (τ, κ) is nearly compact
because any regular-open cover of L is finite. On the other hand (τ, κ) is not
compact by [6, Example 2.2 (2)].

(2) In just the same way, τ = {∅, L} and κ = L define a ditopology which is nearly
cocompact but not cocompact.

(3) Take τ = {(0, r] | 0 ≤ r ≤ 1/2} ∪ {L} and κ = L. This ditopology (τ, κ) is not
nearly co-compact, since for example C = {(0, 1/n] | n = 1, 2 . . .} is a regular-
closed co-cover of ∅ which has no finite sub co-cover. However (τ, κ) is nearly
compact because it is compact.

(4) In just the same way τ = L and κ = {(0, r] | 1/2 ≤ r ≤ 1} ∪ {∅} defines a
ditopology which is nearly co-compact but not nearly compact.

For complemented ditopologies, however, near compactness and near cocompactness
are equivalent.

2.11. Proposition. Let (S, S, σ, τ, κ) be a complemented ditopological texture space.
Then (τ, κ) is nearly compact if and only if (τ, κ) is nearly cocompact.

Proof. Straightforward. �
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3. Near stability and near costability
We now wish to generalize the notions of stability and costability. The following

definition would appear to be appropriate.

3.1. Definition. Let (τ, κ) be a ditopology on the texture space (S, S).
(1) (τ, κ) will be called nearly stable if every set F ∈ S \ {S} of the form F =⋂

α∈AKα, Kα regular-closed for each α ∈ A, is nearly compact in S.
(2) (τ, κ) will be called nearly costable if every setG ∈ S\∅ of the formG =

∨
α∈AGα,

Gα regular-open for each α ∈ A, is nearly cocompact in S.

3.2. Example. Consider the texture (L,L), as in previous examples,
(1) Take τ = L and κ = {∅, (0, 1/2], L}. As we have noted earlier, (τ, κ) is not stable

because (0, 1/2] is a closed set which is not compact. On the other hand the
only regular-open sets in this space are ∅, (0, 1/2] and L, so it is nearly stable.

(2) Dually, (τ, κ) defined by τ = {∅, (0, 1/2], L} and κ = L is nearly costable but
not costable.

(3) Let τ = κ = {(0, 1/2 − 1/n] | n ≥ 2} ∪ {(0, 1/2], L}. The regular-closed set
(0, 1/2] is not nearly compact since {(0, 1/2−1/n] | n ≥ 2} is a cover by regular-
open sets which has no finite subcover, so (τ, κ) is not nearly stable. On the
other hand it is clearly nearly costable.

(4) Dually, (τ, κ) defined by τ = κ = {(0, 1/2 + 1/n] | n ≥ 2}∪ {∅, (0, 1/2]} is nearly
stable but not nearly costable.

The last two examples show that in general near stability and near costability are
independent of one another. However for complemented ditopological texture spaces
these concepts are equivalent, as we now show.

3.3. Proposition. Let (S, S, σ) be a texture with complementation σ and (τ, κ) a com-
plemented ditopology on (S, S, σ). Then (τ, κ) is nearly stable if and only if (τ, κ) is nearly
costable.

Proof. Suppose that (τ, κ) is nearly stable. Let ∅ 6= G =
∨
α∈AGα with Gα regular-open

for each α. Also, let D be a regular-closed cocover of G, i.e.,
⋂

D ⊆ G =
∨
Gα.

If we let Kα = σ(Gα) then Kα is regular-closed and K = σ(G) = σ(
∨
Gα) =

⋂
σ(Gα) =⋂

α∈AKα satisfies K 6= S. Also,

C = {σ(F ) | F ∈ D}
is a cover of K by regular-open sets. By hypothesis K is nearly compact so there exists
α1, . . . αn ∈ A such that

K ⊆ σ(Fα1) ∪ σ(Fα2) ∪ . . . ∪ σ(Fαn) = σ(Fα1 ∩ Fα2 ∩ . . . ∩ Fαn),

so Fα1 ∩ Fα2 ∩ . . . ∩ Fαn ⊆ σ(K) = G, which proves that G is nearly cocompact. Hence,
(τ, κ) is nearly costable.

Conversely, if (τ, κ) is nearly costable it is nearly stable. The proof is dual to the
above, and is omitted. �

4. R-dimaps and co-R-dimaps
Now let us consider the preservation of the above properties under surjective difunc-

tions. It is known [7] that near compactness of topological spaces is preserved under
R-maps, so we begin by recalling the definition of R-map.
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4.1. Definition. Let (X1,T1), (X2,T2) be topological spaces and f : X1 → X2 a func-
tion. If for every regular-open set B ⊆ X2 the set f−1(B) is regular-open in X1 the
function f is called an R-map.

We make corresponding definitions for ditopological texture spaces.

4.2. Definition. Let (S1, S1, τ1, κ1), (S2, S2, τ2, κ2) be ditopological texture spaces and
(f, F ) : (S1, S1)→ (S2, S2) a difunction.

(1) (f, F ) will be said to be an R-dimap if for every regular-open set B ∈ S2 the set
F←(B) ∈ S1 is regular-open .

(2) (f, F ) will be said to be a co-R-dimap if for every regular-closed set B ∈ S2 the
set f←(B) ∈ S1 is regular-closed.

(3) (f, F ) will be said to be a bi-R-dimap if it is an R-dimap and a co-R-dimap.

Now we may state and prove the following theorems, which generalize the topological
case.

4.3. Theorem. Let (f, F ) : (S1, S1, τ1, κ1)→ (S2, S2, τ2, κ2) be a surjective R-dimap. If
(S1, S1, τ1, κ1) is nearly compact then (S2, S2, τ2, κ2) is nearly compact.

Proof. Assume S2 =
∨
α∈A Gα, where the sets Gα ∈ S2 are regular-open . Since (f, F )

is a difunction we have F←(S2) = S1 by [3, Proposition 2.28 (1 c)], so

S1 = F←(S2) = F←
( ∨

α∈A
Gα
)

=
∨

α∈A
F←(Gα),

by [3, Corollary 2.12 (2)]. Also, F←(Gα) is regular-open for each α ∈ A since (f, F ) is
a R-bimap. Hence, by the near compactness of (S1, S1, τ1, κ1) there exists A′ ⊆ A finite
such that S1 =

⋃
α∈A′ F

←(Gα). Hence

f←(S2) = S1 =
⋃

α∈A′
F←(Gα) = F←

( ⋃

α∈A′
Gα
)
.

Since (f, F ) is surjective f←(S2) ⊆ F←(
⋃
α∈A′ Gα) implies that S2 ⊆

⋃
α∈A′ Gα by

[3, Corollary 2.33 (1 ii)]. Therefore, S2 =
⋃
α∈A′ Gα, and so (S2, S2, τ2, κ2) is nearly

compact. �

As expected, we have a dual theorem for near cocompactness.

4.4. Theorem. Let (f, F ) : (S1, S1, τ1, κ1)→ (S2, S2, τ2, κ2) be a surjective co R-dimap.
If (S1, S1, τ1, κ1) is nearly cocompact then (S2, S2, τ2, κ2) is nearly cocompact.

Proof. This is dual to the proof of Theorem 4.3, and is omitted. �

Next let us investigate the preservation of near stability and near costability under
surjective difunctions.

4.5. Theorem. Let (S1, S1τ1, κ1), (S2, S2, τ2, κ2) be ditopological texture spaces with
(τ1, κ1) nearly stable, and (f, F ) : (S1, S1, τ1, κ1) → (S2, S2, τ2, κ2) a surjective bi-R-
dimap. Then (τ2, κ2) is nearly stable.

Proof. Take K ∈ S2 \ {S2} of the form K =
⋂
α∈AKα with Kα regular-closed for each

α ∈ A. We must prove that K is nearly compact for the ditopology (τ2, κ2) so take
regular-open sets Gi, i ∈ I, satisfying
(4.1) K ⊆

∨
{Gi | i ∈ I}.

Since (f, F ) is a co-R-dimap, f←(K) = f←(
⋂
α∈AKα) =

⋂
α∈A f

←(Kα) is an intersection
of regular-closed sets in (S1, S1). As in the proof of [6, Theorem 3.17], f←(K) 6= S1.
Hence f←(K) is nearly compact in (S1, S1, τ1, κ1), since this space is nearly stable.
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From (4.1) we have

f←(K) ⊆ f←
(∨
{Gi | i ∈ I}

)
= F←

(∨
{Gi | i ∈ I}

)
=
∨
{F←(Gi) | i ∈ I}

by [3, Corollary 2.12 (2)], and F←(Gi) is regular-open since (f, F ) is an R-dimap. By
near compactness we have i1, i2, . . . , in ∈ I with

f←(K) ⊆
n⋃

k=1

F←(Gik )

= F←
( n⋃

k=1

Gik

)
= f←

( n⋃

k=1

Gik

)
.

Since (f, F ) is surjective we have

K = F (f←(K)) ⊆ F
(
f←
( n⋃

k=1

Gik

))
=

n⋃

k=1

Gik .

This shows that K is nearly compact and completes the proof that (τ2, κ2) is nearly
stable. �

4.6. Theorem. Let (S1, S1τ1, κ1), (S2, S2, τ2, κ2) be ditopological texture spaces with
(τ1, κ1) nearly costable, and (f, F ) : (S1, S1, τ1, κ1) → (S2, S2, τ2, κ2) a surjective bi-
R-dimap. Then (τ2, κ2) is nearly costable.

Proof. The proof is dual to that of Theorem 4.5, and is omitted. �

5. Near dicompactness
The notion of dicompactness may be generalized for near compactness as follows.

5.1. Definition. A ditopological texture space will be called nearly dicompact if it is
nearly compact, nearly cocompact, nearly stable and nearly costable.

As a consequence of Theorems 4.3, 4.4, 4.5 and 4.6 we may state the following:

5.2. Theorem. Near dicompactness is preserved under a surjective bi-R-dimap.

To give non-trivial characterizations of near dicompactness analogous to those for di-
compact ditopological texture spaces we require the following definitions that are adapted
from [1, 6].

5.3. Definition. Let (τ, κ) be a ditopology on (S, S).
(1) A setD ⊆ S×S is called a difamily on (S, S). A difamilyD is called regular-closed,

co-regular-open if ADB implies A is regular-closed and B is regular-open, while
it is called regular-open, co-regular-closed if A is regular-open and B is regular-
closed.

(2) A difamily D has the finite exclusion property (fep) if whenever (Fi, Gi) ∈ D,
i = 1, 2, . . . , n we have

⋂n
i=1 Fi 6⊆

⋃n
i=1Gi.

(3) A regular-closed, co-regular-open difamily D with
⋂{F | F ∈ domD} 6⊆ ∨{G |

G ∈ ranD} is said to be bound in (S, S, τ, κ).
(4) A difamily D = {(Gi, Fi) | i ∈ I} is called a dicover of (S, S) if for all partitions

I1, I2 of I (including the trivial partitions) we have
⋂

i∈I1
Fi ⊆

∨

i∈I2
Gi.

(5) A difamily D is called finite (co-finite) if domD (resp. ranD) is finite.
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5.4. Theorem. The following are equivalent for a ditopological texture space (S, S, τ, κ).

(1) (S, S, τ, κ) is nearly dicompact.
(2) Every regular-closed, co-regular-open difamily with the finite exclusion property

is bound.
(3) Every regular-open, co-regular-closed dicover has a sub-dicover which is finite

and co-finite.

Proof. (1) =⇒ (2). Suppose that (1) holds, but that we have a regular-closed, co-regular-
open difamily B = {(Fi, Gi) | i ∈ I} with the fep, which is not bound in (S, S, τ, κ). Let
F =

⋂
i∈I Fi. Then F is an intersection of regular-closed sets, and F ⊆ ∨i∈I Gi since B is

not bound. According as F 6= S or F = S we may use near stability or near compactness,
respectively, to show the existence of a finite subset J1 of I with F ⊆ ⋃j∈J1 Gj . Now
let G =

∨
j∈J1 Gj . Then G is a join of regular-open sets and

⋂
i∈I Fi ⊆ G. Hence,

according as G 6= ∅ or G = ∅, we may use near costability or near cocompactness,
respectively, to show that

⋂
j∈J2 Fj ⊆ G for some finite subset J2 of I. Since now⋂

j∈J1∪J2 Fj ⊆
⋃
j∈J1∪J2 Gj we have a contradiction to the fact that B has the fep.

(2) =⇒ (3). Suppose that C = {(Gi, Fi) | i ∈ I} is a regular-open, co-regular-closed
dicover with no finite, co-finite sub-dicover. As in the proof of [1, Theorem 3.5] we
consider the set F of functions f satisfying

(a) dom f is a set of finite subsets of I.
(b) ∀ J ∈ dom f , f(J) = (f1(J), f2(J)) ∈ P??J .
(c) J1, . . . , Jn ∈ dom f =⇒ J1 ∪ . . . ∪ Jn ∈ dom f .
(d) J, K ∈ dom f , J ⊆ K =⇒ fl(J) = J ∩ fl(K), l = 1, 2.

Here

P
??
J = {(J1, J2) ∈ P

?
J | ∀K finite, J ⊆ K ⊆ I, ∃ (K1,K2) ∈ P

?
K

with J ∩Kl = Jl, l = 1, 2}.
where

PJ = {(J1, J2) | J = J1 t J2}, and
P
?
J = {(J1, J2) ∈ PJ |

⋂

j∈J1
Fj 6⊆

∨

j∈J2
Gj},

and J = J1 t J2 denotes that {J1, J2} is a partition of J . Just as in the proof of [1,
Theorem 3.5] we may establish that F contains an element g satisfying

⋃
dom g = I.

Now consider the family B = {(Fj , Gk) | j ∈ g1(J), k ∈ g2(J), J ∈ dom g}. It is easy
to show that B has the fep. Also Fj is regular-closed and Gk is regular-open, so by (2)
we have

⋂

J∈dom g

(
⋂

j∈g1(J)
Fj) 6⊆

∨

J∈dom g

(
⋃

j∈g2(J)
Gj).

Let I1 =
⋃{g1(J) | J ∈ dom g}, I2 = I \ I1. Then (I1, I2) is a partition of I, and

I2 ⊆
⋃{g2(J) | J ∈ dom g}. This gives us

⋂

J∈dom g

(
⋂

j∈g1(J)
Fj) =

⋂

i∈I1
Fi ⊆

∨

i∈I2
Gi ⊆

∨

J∈dom g

(
⋃

j∈g2(J)
Gj),

which is a contradiction.
(3) =⇒ (1). First take regular-open sets Gi, i ∈ I, with S =

∨
i∈I Gi. For i ∈ I let

Fi = ∅. Then C = {(Gi, Fi) | i ∈ I} is a regular-open , co-regular-closed dicover, so has
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a finite, co-finite sub-dicover {(Gj , Fj) | j ∈ J}. For the partition J1 = ∅, J2 = J of J ,

S =
⋂

j∈J1
Fj ⊆

⋃

j∈J2
Gj ,

whence S =
⋃
j∈J Gj , and (S, τ, κ) is nearly compact. Near cocompactness is proved in

an analogous way.
To establish near stability let F 6= S have the form F =

⋂
α∈A Fα where each Fα is

regular-closed and let Gi, i ∈ I, be regular-open sets with F ⊆ ∨i∈I Gi. Define

C = {(S, Fα) | α ∈ A} ∪ {(Gi, ∅) | i ∈ I}.
It is clear that C is a regular-open , co-regular-closed dicover, and hence has a finite,
co-finite sub-dicover C1. Without loss of generality we may assume

C1 = {(S, Fβ) | β ∈ B} ∪ {(Gj , ∅) | j ∈ J},
where B ⊆ A and J ⊆ I are finite. Now we obtain

F ⊆
⋂

β∈B
Fβ ⊆

⋃

j∈J
Gj ,

which shows that F is nearly compact in S. Hence (τ, κ) is nearly stable, and near
costability can be proved in a similar way.

Hence (τ, κ) is nearly dicompact. �

6. Semibiregulization and the Tychonoff Theorems
As we have noted before, for any topological space (X,T) the intersection of a finite

number of regular-open sets is regular-open . It follows that the regular-open sets in any
topological space (X,T) form a base for a topology on X. This gives rise to the following
definition.

6.1. Definition. The topology generated by the regular-open sets in the topological
space (X,T) is called the semiregularization topology of (X,T) and is denoted by (X,T?).

It is clear that T? ⊆ T, but the converse is not true in general. Topologies for which
T = T? are given a special name.

6.2. Definition. The topological space (X,T) is called semiregular if the regular-open
sets form a base for the topology. Equivalently, if T? = T.

6.3. Example. For any set X, all the open sets in the discrete topology on X and in
the indiscrete topology on X are regular-open . Hence these spaces are semiregular. For
the usual topology on R the basic open sets (a, b) are also regular-open , so this topology
is semiregular. However the only regular-open sets for the finite complement topology
on an infinite set X are ∅ and X, which generate the indiscrete topology on X. Hence
this space is not semiregular.

In the case of ditopological texture spaces we may define analogous concepts.

6.4. Definition. Let (S, S, τ, κ) be a ditopological texture space.
(1) Denote by τ? the topology generated by the regular-open sets of (τ, κ). Then

(τ?, κ) is called the semiregularization of (τ, κ). The ditopology (τ, κ) is called
semiregular if τ? = τ .

(2) Denote by κ? the cotopology generated by the regular-closed sets of (τ, κ). Then
(τ, κ?) is called the semicoregularization of (τ, κ). The ditopology (τ, κ) is called
semicoregular if κ? = κ.
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(3) The ditopology (τ?, κ?) is called the semibiregularization of (τ, κ) and (τ, κ) is
called semibiregular if (τ?, κ?) = (τ, κ).

An important result for topological spaces is that a topological space is nearly compact
if and only if the semiregularization topology is compact. For ditopological texture spaces
we have the following results.

6.5. Theorem. Let (τ, κ) be a ditopology on (SS).
(1) The following are equivalent:

(a) (τ, κ) is nearly compact.
(b) (τ?, κ) is compact.
(c) (τ?, κ?) is compact.

(2) The following are equivalent:
(a) (τ, κ) is nearly cocompact.
(b) (τ, κ?) is cocompact.
(c) (τ?, κ?) is cocompact.

Proof. (1) (a) =⇒ (b). Let C be a cover of S by members of τ?. Then C is also a cover
of S by members of τ so there exists a finite subfamily of C, say Ci, i = 1 . . . n, such that

S =

n⋃

i=1

][Ci][.

Since ][Ci][ = Ci we obtain S =
⋃n
i=1 Ci, so (τ?, κ) is compact.

(b) =⇒ (c). Clear since compactness depends only on the topology.
(c) =⇒ (a). Let C be a cover of S by member of τ . Then C ⊆ ][C][∀C ∈ C, where

the interior and closure are taken in (τ, κ), and therefore { ][C][ | C ∈ C} is a covering of
S by members of τ?. By (c) there exists a finite subfamily of C, say Ci, i = 1 . . . n, such
that

S =

n⋃

i=1

][Ci][.

Hence (τ, κ) is nearly compact.

(2). The proof is dual to (1), and is omitted. �

We may present the following generalization of Mrówka’s characterization of compact
topological spaces [13].

6.6. Theorem. Let (S1, S1, τ1, κ1) be a ditopological texture space. The following are
equivalent:

(1) (S1, S1, τ1, κ1) is nearly compact.
(2) For all ditopological spaces (S2, S2, τ2, κ2) the projection difunction

(π2,Π2) : (S1, S1, τ
∗
1 , κ1)× (S2, S2, τ2, κ2)→ (S2, S2, τ2, κ2)

is co-open.
(3) Condition (2) holds for all normal ditopological spaces (S2, S2, τ2, κ2).

Proof. In view of Theorem 6.5 (1 b) it is sufficient to apply [6, Corollary 2.18] with τ∗1 in
place of τ1. �

Dually,

6.7. Theorem. Let (S1, S1, τ1, κ1) be a ditopological texture space. The following are
equivalent:

(1) (S1, S1, τ1, κ1) is nearly cocompact.
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(2) For all ditopological spaces (S2, S2, τ2, κ2) the projection difunction

(π2,Π2) : (S1, S1, τ1, κ1∗)× (S2, S2, τ2, κ2)→ (S2, S2, τ2, κ2)

is closed.
(3) Condition (2) holds for all normal ditopological spaces (S2, S2, τ2, κ2). �

6.8. Theorem. Let (τ, κ) be a ditopology on (S, S). Then:
(1) (τ, κ) is nearly stable iff (τ?, κ?) is stable.
(2) (τ, κ) is nearly costable iff (τ?, κ?) is costable.

Proof. (1). Suppose (τ, κ) is nearly stable. Take F ∈ κ? with F 6= S. Then F =
⋂
Kα,

where the Kα are regular-closed sets. By near stability F is nearly compact in (τ, κ).
However, as in the proof of Theorem 6.5 this means that F is compact in (τ?, κ?). Hence
(τ?, κ?) is stable.

The converse is proved is exactly the same way.

(2). This is dual to (1), and the proof is omitted. �

6.9. Corollary. The ditopological texture space (S, S, τ, κ) is nearly dicompact if and
only if (S, S, τ?, κ?) is dicompact. �

We recall the following notions from [6, Definition 3.10]:

6.10. Definition. Let (S, S, τ, κ) be a ditopological texture space and A ∈ S.
(1) (a) Q(A) =

⋂{ ]Qs[ | Ps 6⊆ A}.
(b) A is called pseudo open if Q(A) = ]A[.

(2) (a) P (A) =
∨{[Ps] | A 6⊆ Qs}.

(b) A is called pseudo closed if P (A) = [A].

It is shown in [6, Lemma 3.11] that ]A[⊆ Q(A) ⊆ A and A ⊆ P (A) ⊆ [A] for all
A ∈ S. Now we have:

6.11. Theorem. Let (S, S, τ, κ) be a nearly compact nearly stable ditopological space for
which (τ∗, κ∗) is R0. Then every pseudo closed set in (τ∗, κ∗) is nearly compact in (τ, κ).

Proof. By Theorem 6.5 (1c) we have that (S, S, τ∗, κ∗) is compact, while by
Theorem 6.8 it is stable. Hence by [6, Theorem 3.14 (1)] a pseudo closed set F in
(S, S, τ∗, κ∗) is compact. It follows as in the proof of Theorem 6.5 that F is nearly
compact in (S, S, τ, κ). �

Dually,

6.12. Theorem. Let (S, S, τ, κ) be a nearly cocompact nearly costable ditopological space
for which (τ∗, κ∗) is co-R0. Then every pseudo open set in (τ∗, κ∗) is nearly cocompact
in (τ, κ). �

In the opposite direction the following is an immediate consequence of [6, Theo-
rem 3.15].

6.13. Theorem. Let (S, S, τ, κ) be a ditopological texture space.
(1) Suppose (τ∗, κ∗) is co-R1. Then if A is nearly compact in (τ, κ) it is pseudo

closed in (τ∗, κ∗).
(2) Suppose (τ∗, κ∗) is R1. Then if A is cocompact in (τ, κ) it is pseudo open in

(τ∗, κ∗).

Now we may give Tychonoff Theorems for near compactness, near cocompactness and
near dicompactness.
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6.14. Theorem. Let (Si, Si, τi, κi), i ∈ I, be non-empty ditopological texture spaces and
(S, S, τ, κ) their product.

(i) (S, S, τ, κ) is nearly compact if and only if (Si, Si, τi, κi) is nearly compact for all
i ∈ I.

(ii) (S, S, τ, κ) is nearly cocompact if and only if (Si, Si, τi, κi) is nearly cocompact
for all i ∈ I.

(iii) (S, S, τ, κ) is nearly dicompact if and only if (Si, Si, τi, κi) is nearly dicompact
for all i ∈ I.

Proof. We will need the following lemma.

6.15. Lemma. Let (Si, Si, τi, κi), i ∈ I, be ditopological texture spaces and (S, S, τ, κ)
their product. Let (S, S, τ ′, κ′) denote the product of the spaces (Si, Si, τ?i , κ?i ). Then
(τ?, κ?) = (τ ′, κ′).

Proof. The sets E(i, G), i ∈ I, G ∈ τ?i , form a subbase for the topology τ ′. Since the
regular-open sets in τi are a base for the topology τ?i it follows that the family

G = {E(i, G) | i ∈ I,G regular-open in τi}
is also a subbase for τ ′. However E(i, G) is regular-open in τ if and only if G is regular-
open in τi, so it is not difficult to verify that G is also a subbase for the topology τ?.
Hence τ ′ = τ?, and the proof of κ′ = κ? is dual to this. �

We now turn to the proof of the theorem.
(i). Suppose that (τ, κ) is nearly compact. Then, by Theorem 6.5 (1 c), the ditopology

(τ?, κ?) is compact. However, by Lemma 6.15, (S, S, τ?, κ?) is the product of the spaces
(Si, Si, τ

?
i , κ

?
i ) so by [6, Theorem 2.15 (i)] (Si, Si, τ

?
i , κ

?
i ) is compact for all i ∈ I. Hence,

by Theorem 6.5 (1 c), (Si, Si, τi, κi) is nearly compact for all i ∈ I.
Conversely, suppose that the spaces (Si, Si, τi, κi) are nearly compact for all i ∈

I. Then by Theorem 6.5 (1 c) the spaces (Si, Si, τ
?
i , κ

?
i ) are compact, so by [6, Theo-

rem 2.15 (i)], (τ ′, κ′) = (τ?, κ?) is a compact ditopology on (S, S). The product ditopo-
logical texture (S, S, τ, κ) is therefore nearly compact, again by Theorem 6.5 (1 c).

(ii). The proof is dual to (i), and is omitted.

(iii). Straightforward from (i) and (ii). �

We end by recalling an important result from [20]. First we will require the following
definition.

6.16. Definition. Let (S, S) be a texture.
(1) s ∈ S will be called a plain point if Ps 6⊆ Qs. The set of plain points of S will

be denoted by Sp.
(2) The texture (S, S) will be called nearly-plain if given s ∈ S there exists a point

in Sp with the same q-set as s.

It is shown in [20, Proposition 4.1] that every dicompact bi-T2 ditopological texture
space has a nearly plain texture. This restriction rules out the possibility of a dicompact
bi-T2 ditopology on, for example, the texture (L,L) of Examples 1.1 (1) for this texture
has no plain points. Indeed, this texture does not even have the weaker almost plain
property discussed in [21]. It is natural to ask if similar restrictions hold for near com-
pactness. This is currently an open question, but the following examples show that there
can exist co-T1 nearly dicompact ditopologies on such textures.
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6.17. Example. Consider (L,L) with the ditopology (τ, κ) defined by τ = L, κ =
{L, ∅}. As in Examples 2.10 (1) we see that the only regular-open sets are L, ∅, whence
τ∗ = κ∗ = {L, ∅} and so (L,L, τ, κ) is nearly dicompact. With regard to separation we
see that Qs 6⊆ Qt =⇒ t < s so we may choose t < r < s and then G = (0, r] ∈ τ ,
Ps 6⊆ G 6⊆ Qt, so (L,L, τ, κ) is co-T1 by [5, Theorem 4.11 (2 ii)]. On the other hand by [5,
Theorem 4.11 (1 i)] it is clear that this space is not T1 and hence, in particular not bi-T2.

6.18. Example. Consider the Hutton texture of the real texture (R,R) given in Ex-
amples 1.1 (4). As shown in [22] this may be represented by (MR,MR) where MR =
(R× {0}) ∪ (R× {1}) ∪ {∞} and MR = {Ur | r ∈ R} ∪ {Vr | r ∈ R} ∪ {MR}, where

Ur = (−∞, r]× {0, 1}, Vr = (−∞, r)× {0} ∪ (−∞, r]× {1}.
Moreover, P(r,0) = Ur, Q(r,0) = Vr; P(r,1) = Q(r,1) = Vr; P∞ = Q∞ = MR. As noted in
[22] this texture is not nearly plain since ∞ is a non-plain point whose q-set is not equal
to the q-set of any of the plain points. If we take τ = {Vr | r ∈ R}∪{MR, ∅}, κ = {MR, ∅}
then much as in the above example we see that τ∗ = κ∗ = {MR, ∅}, whence (MR,MR, τ, κ)
is nearly dicompact. Again, this space is co-T1. To see this using [5, Theorem 4.11 (2 ii)]
note that we have Q∞ 6⊆ Q(s,k) for any s ∈ R, k = 0, 1, and Q(s,m) = Vs 6⊆ Vt = Q(t,n)

for t < s and m,n = 0, 1. In the first case we may take r > s, G = Vr ∈ τ to give
P∞ 6⊆ G 6⊆ Q(s,k) and in the second case t < r < s, G = Vr to give P(s,m) 6⊆ G 6⊆ Q(t,n).

As in the above example this space also is not T1 and hence in particular not bi-T2.
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Abstract
We develop a theory of universal central extensions of Hom-Lie alge-
bras. Classical results of universal central extensions of Lie algebras
cannot be completely extended to Hom-Lie algebras setting, because
of the composition of two central extensions is not central. This fact
leads to introduce the notion of universal α-central extension. Classi-
cal results as the existence of a universal central extension of a perfect
Hom-Lie algebra remains true, but others as the central extensions of
the middle term of a universal central extension is split only holds for
α-central extensions. A homological characterization of universal (α)-
central extensions is given.
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1. Introduction
The Hom-Lie algebra structure was initially introduced in [4] motivated by examples

of deformed Lie algebras coming from twisted discretizations of vector fields. Hom-Lie
algebras are K-vector spaces endowed with a bilinear skew-symmetric bracket satisfying a
Jacobi identity twisted by a map. When this map is the identity map, then the definition
of Lie algebra is recovered.

The study of this algebraic structure was the subject of several papers [4, 7, 8, 9, 11]. In
particular, a (co)homology theory for Hom-Lie algebras, which generalizes the Chevalley-
Eilenberg (co)homology for a Lie algebra, was the subject of [1, 2, 3, 10, 12].
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In the classical setting, homology theory is closely related with universal central ex-
tensions. Namely, the second homology with trivial coefficients group is the kernel of the
universal central extension and universal central extensions are characterized by means
of the first and second homologies with trivial coefficients.

Our goal in the present paper is to investigate if the homology for Hom-Lie algebras
introduced in [10, 12] allows the characterization of universal central extensions of Hom-
Lie algebras in terms of Hom-Lie homologies. A similar study for Hom-Leibniz algebras
homology can be seen in [3]. But when we try to generalize the classical results of
universal central extensions theory of Lie algebras to Hom-Lie algebras an important
problem occurs, namely the composition of central extensions is not central in general,
as Example 4.9 shows. This fact doesn’t allow a complete generalization of classical
results, however requires the introduction of a new concept of centrality for Hom-Lie
algebra extensions.

To show our results, we organize the paper as follows: in Section 2 we recall some
basic needed material on Hom-Lie algebras, the notions of center, commutator and mod-
ule. In order to have examples, we include the classification of two-dimensional complex
Hom-Lie algebras. In section 3 we recall the chain complex given in [12] and we prove
its well-definition by means of the Generalized Cartan’s formulas; the interpretation of
low-dimensional homologies is given. In section 4 we present our main results on univer-
sal central extensions, namely we extend classical results and present a counter-example
showing that the composition of two central extension is not a central extension (see
Example 4.9). This fact lead us to define α-central extensions as extensions for which
the image by the twisting endomorphism α of the kernel is included in the center of the
middle Hom-Lie algebra. We can extend classical results as: a Hom-Lie algebra is perfect
if and only if admits a universal central extension and the kernel of the universal central
extension is the second homology with trivial coefficients of the Hom-Lie algebra. Nev-
ertheless, other result as: if a central extension 0→ (M,αM )

i→ (K,αK)
π→ (L,αL)→ 0

is universal, then (K,αK) is perfect and every central extension of (K,αK) is split only
holds for universal α-central extensions, which means that only lifts on α-central ex-
tensions. Other relevant result, which cannot be extended in the usual way, is: if
0 → (M,αM )

i→ (K,αK)
π→ (L,αL) → 0 is a universal α-central extension, then

Hα
1 (K) = Hα

2 (K) = 0. Of course, when the twisting endomorphism is the identity
morphism, then all the new notions and all the new results coincide with the classical
ones.

2. Hom-Lie algebras
2.1. Definition. [4] A Hom-Lie algebra is a triple (L, [−,−], αL) consisting of a K-vector
space L, a bilinear map [−,−] : L× L→ L and a K-linear map αL : L→ L satisfying:

a) [x, y] = −[y, x] (skew-symmetry)
b) [αL(x), [y, z]] + [αL(z), [x, y]] + [αL(y), [z, x]] = 0 (Hom-Jacobi identity)

for all x, y, z ∈ L.

In terms of the adjoint representation adx : L → L, adx(y) = [x, y], the Hom-Jacobi
identity can be written as follows [7]:

adαL(z) ◦ ady = adαL(y) ◦ adz + ad[z,y] ◦ αL
2.2. Definition. [10] A Hom-Lie algebra (L, [−,−], αL) is said to be multiplicative if
the linear map αL preserves the bracket.

2.3. Example.
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a) Taking αL = Id in Definition 2.1 we obtain the definition of a Lie algebra.
Hence Hom-Lie algebras include Lie algebras as a subcategory, thereby motivat-
ing the name "Hom-Lie algebras" as a deformation of Lie algebras twisted by
an endomorphism. Moreover it is a multiplicative Hom-Lie algebra.

b) Let (A,µA, αA) be a multiplicative Hom-associative algebra [7]. Then HLie(A)
= (A, [−,−], αA) is a multiplicative Hom-Lie algebra in which [x, y] = µA(x, y)−
µA(y, x), for all x, y ∈ A [7, 10].

c) Let (L, [−,−]) be a Lie algebra and α : L → L be a Lie algebra endomor-
phism. Define [−,−]α : L ⊗ L → L by [x, y]α = α[x, y], for all x, y ∈ L. Then
(L, [−,−]α, α) is a multiplicative Hom-Lie algebra [10, Th. 5.3].

d) Abelian or commutative Hom-Lie algebras are K-vector spaces V with trivial
bracket and any linear map α : V → V [4].

e) The Jackson Hom-Lie algebra sl2(K) is a Hom-Lie deformation of the classical
Lie algebra sl2(K) defined by [h, f ] = −2f, [h, e] = 2e, [e, f ] = h. The Jackson
sl2(K) is related to derivations. As a K-vector space is generated by e, f, h with
multiplication given by [h, j]t = −2f − 2tf, [h, e]t = 2e, [e, f ]t = h + t

2
h and

the linear map αt is defined by αt(e) = 2+t
2(1+t)

e = e +

∞∑

k=0

(−1)k

2
tke, αt(h) =

h, αt(f) = f +
t

2
f [8].

f) For examples coming from deformations we refer to [10].

2.4. Definition. A homomorphism of Hom-Lie algebras f : (L, [−,−], αL)→ (L′, [−,−]′, αL′)
is a K-linear map f : L→ L′ such that

a) f([x, y]) = [f(x), f(y)]′

b) f ◦ αL(x) = αL′ ◦ f(x)

for all x, y ∈ L.
The Hom-Lie algebras (L, [−,−], αL) and (L′, [−,−]′, αL′) are isomorphic if there is

a Hom-Lie algebras homomorphism f : (L, [−,−], αL) → (L′, [−,−]′, αL′) such that
f : L→ L′ is bijective.

A homomorphism of multiplicative Hom-Lie algebras is a homomorphism of the un-
derlying Hom-Lie algebras.

So we have defined the category Hom− Lie (respectively, Hom− Liemult) whose objects
are Hom-Lie (respectively, multiplicative Hom-Lie) algebras and whose morphisms are
the homomorphisms of Hom-Lie (respectively, multiplicative Hom-Lie) algebras. There
is an obvious inclusion functor inc : Hom− Liemult → Hom− Lie. This functor has as left
adjoint the multiplicative functor (−)mult : Hom− Lie → Hom− Liemult which assigns
to a Hom-Lie algebra (L, [−,−], αL) the Hom-Lie multiplicative algebra (L/I, [−,−], α),
where I is the ideal of L spanned by the elements αL[x, y]−[αL(x), αL(y)], for all x, y ∈ L
and α is induced by α.

In the sequel we refer Hom-Lie algebra to a multiplicative Hom-Lie algebra and we
will use the short notation (L,αL) when there is not confusion with the bracket.

Let (L, [−,−], αL) be an n-dimensional Hom-Lie algebra with basis {a1, a2, . . . , an}
and endomorphism αL represented by the matrix A = (αij) with respect to the given
basis. To determine its algebraic structure is enough to know its structure constants,

i.e. the scalars ckij such that [ai, aj ] =

n∑

k=1

ckijak, and the entries αij corresponding to the

matrix A. These terms are related according to the following

279



2.5. Proposition. (see also [7]) Let (L, [−,−], αL) be a Hom-Lie algebra with basis
{a1, a2, . . . , an}. Let ckij , 1 ≤ i, j, k ≤ n be the structure constants relative to this basis
and αij , 1 ≤ i, j ≤ n the entries of the matrix A associated to the endomorphism αL
with respect to the given basis. Then (L, [−,−], αL) is a Hom-Lie algebra if and only if
the structure constants and the entries αij satisfy the following properties:

a) ckij + ckji = 0, 1 ≤ i, j, k ≤ n; ckii = 0, 1 ≤ i, k ≤ n, char(K) 6= 2.

b)
n∑

p=1

αpi

(
n∑

q=1

cqjkc
l
pq

)
+

n∑

p=1

αpk

(
n∑

q=1

cqijc
l
pq

)
+

n∑

p=1

αpj

(
n∑

q=1

cqkic
l
pq

)
= 0,

1 ≤ i, j, k, l,≤ n.
Proof.

a) There is not difference with Lie-algebras case [6].

b) Applying Hom-Jacobi identity 2.1 b):

[α(ai), [aj , ak]] + [α(ak), [ai, aj ]] + [α(aj), [ak, ai]] = 0

[

n∑

l=1

αlial,

n∑

m=1

cmjkam] + [

n∑

p=1

αpkap,

n∑

q=1

cqijaq] + [

n∑

r=1

αrjar,

n∑

s=1

cskias] = 0

n∑

p=1

αpi

(
n∑

q=1

cqjk[ap, aq]

)
+

n∑

p=1

αpk

(
n∑

q=1

cqij [ap, aq]

)
+

n∑

p=1

αpj

(
n∑

q=1

cqki[ap, aq]

)
= 0

n∑

l=1

{
n∑

p=1

αpi

(
n∑

q=1

cqjkc
l
pq

)
+

n∑

p=1

αpk

(
n∑

q=1

cqijc
l
pq

)
+

n∑

p=1

αpj

(
n∑

q=1

cqkic
l
pq

)}
al = 0

2

2.6. Lemma. The Hom-Lie algebras (L, [−,−], αL) and (L, [−,−]′, αL′) with same un-
derlying K-vector space are isomorphic if and only if there exists a regular matrix P
such that A′ = P−1.A.P and P.[ai, aj ] = [P.ai, P.aj ]

′, where A,A′ and P denote the cor-
responding matrices representing αL, αL′ and f with respect to the basis {a1, . . . , an},
respectively.

Proof. The fact comes directly from Definition 2.4. 2

2.7. Proposition. The 2-dimensional complex multiplicative Hom-Lie algebras with
basis {a1, a2} are isomorphic to one in the following isomorphism classes:

a) Abelian.

b) [a1, a2] = −[a2, a1] = a1 and αl is represented by the matrix
(

0 α12

0 α22

)
.

c) [a1, a2] = −[a2, a1] = a1 and αL is represented by the matrix
(
α11 α12

0 1

)
,

with α11 6= 0.

Proof. From the skew-symmetry condition we have that [a1, a1] = [a2, a2] = 0 and
[a1, a2] = −[a2, a1] = x.a1 + y.a2. The Hom-Jacobi identity 2.1 b) is satisfied indepen-
dently of the homomorphism αL. So we only have restrictions coming from the fact that

the C-linear map αL : L → L represented by the matrix
(
α11 α12

α21 α22

)
must preserve

the bracket.

First at all, we apply the change of basis given by the equations
{
a′1 = x.a1 + y.a2
a′2 = 1

x
.a2

, if

x 6= 0, and
{
a′1 = a2
a′2 = − 1

y
.a1

, if x = 0 and y 6= 0, to normalize the bracket, obtaining the

bracket [a′1, a
′
1] = [a′2, a

′
2] = 0, [a′1, a

′
2] = −[a′2, a

′
1] = p.a′1, for p = 0, 1.
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From the fact that αL : L→ L preserves the bracket, we derive the following equations:

(α11α22 − α21α12).p = p.α11

p.α21 = 0

}

which reduces to the following system:

p.α11.(α22 − 1) = 0
p.α21 = 0

}

Hence, for p = 0 the system is trivially satisfied. All the matrices representing αL are
valid and the bracket is trivial, so (L, [−,−], αL) is an abelian Hom-Lie algebra. In case
p = 1, we derive the matrices corresponding to the cases b) and c).

The different classes obtained are not pairwise isomorphic thanks to Lemma 2.6. 2

2.8. Remark.
a) Two algebras of the class b) in Proposition 2.7, with endomorphisms given by the

matrices
(

0 α12

0 α22

)
and

(
0 β12
0 β22

)
, are isomorphic if and only if α22 = β22

and β12 = p.α12 + q.α22, p, q ∈ C, p 6= 0.
b) Two algebras of the class c) in Proposition 2.7, with endomorphisms given by

the matrices
(
α11 α12

0 1

)
and

(
β11 β12
0 1

)
, are isomorphic if and only if

α11 = β11 and β12 = p.α12 − q.α11 + q, p, q ∈ C, p 6= 0.
c) Obviously if Φ : (L, [−,−], αL)→ (L, [−,−]′, αL′) is an isomorphism of Hom-Lie

algebras, then det(αL) = det(α′L). Consequently, if det(αL) 6= det(α′L), then the
Hom-Lie algebras are not isomorphic.

d) The following table shows by means of its algebraic properties that the classes
given in Proposition 2.7 are not pairwise isomorphic.

Abelian det(α)

2.7 a) Yes
2.7 b) Non 0
2.7 c) Non 6= 0

Complex two-dimensional Hom-Lie algebras

2.9. Definition. Let (L, [−,−], αL) be a Hom-Lie algebra. A Hom-Lie subalgebra
(H,αH) of (L, [−,−], αL) is a linear subspace H of L, which is closed for the bracket
and invariant by αL, that is,

a) [x, y] ∈ H, for all x, y ∈ H.
b) αL(x) ∈ H, for all x ∈ H (αH = αL|).

A Hom-Lie subalgebra (H,αH) of (L, [−,−], αL) is said to be a Hom-ideal if [x, y] ∈ H
for all x ∈ H, y ∈ L.

If (H,αH) is a Hom-ideal of (L, [−,−], αL), then (L/H, [−,−], αL) naturally inherits
a structure of Hom-Lie algebra, which is said to be the quotient Hom-Lie algebra.

2.10. Definition. Let (H,αH) and (K,αK) be Hom-ideals of a Hom-Lie algebra (L, [−,−], αL).
The commutator Hom-Lie subalgebra of (H,αH) and (K,αK), denoted by ([H,K], α[H,K]),
is the Hom-subalgebra of (L, [−,−], αL) spanned by the brackets [h, k], h ∈ H, k ∈ K.

2.11. Lemma. Let (H,αH) and (K,αK) be Hom-ideals of a Hom-Lie algebra (L, [−,−], αL).
The following statements hold:

a) (H ∩K,αH∩K) and (H +K,αH+K) are Hom-ideals of (L,αL).
b) [H,K] ⊆ H ∩K.
c) ([H,K], α[H,K]) is a Hom-ideal of (L,αL) when αL is surjective.
d) ([H,K], α[H,K]) is a Hom-ideal of (H,αH) and (K,αK), respectively.
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f) If H = K = L, then ([L,L], α[L,L]) is a Hom-ideal of (L,αL).

2.12. Lemma. Let (H,αH) and (K,αK) be Hom-ideals of a Hom-Lie algebra (L, [−,−], αL)
such that H,K ⊆ αL(L), then ([H,K], α[H,K]) is a Hom-ideal of (αL(L), [−,−], αL|).

2.13. Definition. The center of a Hom-Lie algebra (L, [−,−], αL) is the K-vector sub-
space

Z(L) = {x ∈ L | [x, y] = 0, for all y ∈ L}
2.14. Remark. When αL : L → L is a surjective endomorphism, then (Z(L), αL|) is a
Hom-ideal of (L, [−,−], αL).

2.15. Definition. Let (L, [−,−], αL) and (M, [−,−], αM ) be Hom-Lie algebras. A Hom-
L-action from (L, [−,−], αL) over (M, [−,−], αM ) consists in a bilinear map ρ : L⊗M →
M, given by ρ(x⊗m) = x �m, satisfying the following properties:

a) [x, y] � αM (m) = αL(x) � (y �m)− αL(y) � (x �m)
b) αL(x) � [m,m′] = [x �m,αM (m′)] + [αM (m), x �m′]
c) αM (x �m) = αL(x) � αM (m)

for all x, y ∈ L and m,m′ ∈M .
Under these circumstances, we say that (L,αL) Hom-acts over (M,αM ).

2.16. Remark. When (M,αM ) is an abelian Hom-Lie algebra, Definition 2.15 goes back
to the definition of Hom-L-module in [10].

2.17. Example.
a) (L, [−,−], αL) acts on itself by the action given by the bracket.
b) Let g and m be Lie algebras with a Lie action from g over m. Then (g, Idg)

Hom-acts over (m, Idm).
c) Let g be a Lie algebra, α : g → g an endomorphism and M a g-module in

the usual sense, such that the action from g over M satisfies the condition
α(x) �m = x �m, for all x ∈ g and m ∈M . Then (M, Id) is a Hom-g-module.

An example of this situation is given by the 2-dimensional Lie algebra L gener-
ated by {e, f} with bracket [e, f ] = −[f, e] = e and endomorphism α represented

by the matrix
(

1 1
0 1

)
, where M is the ideal spanned by {e}.

d) An abelian sequence of Hom-Lie algebras is an exact sequence of Hom-Lie al-
gebras 0 → (M,αM )

i→ (K,αK)
π→ (L,αL) → 0, where (M,αM ) is an abelian

Hom-Lie algebra, αK ◦ i = i ◦ αM and π ◦ αK = αL ◦ π.
The abelian sequence induces a Hom-L-module structure on (M,αM ) by

means of the action given by ρ : L⊗M →M,ρ(l,m) = [k,m], π(k) = l.
e) For other examples we refer to Example 6.2 in [10].

3. Homology
Following [10, 12], for a Hom-Lie algebra (L,αL) and a (left) Hom-L-module (M,αM ),

one denotes by
Cαn (L,M) := M ⊗ ΛnL, n > 0

the n-chain module of (L,αL) with coefficients in (M,αM ).
For n > 1, one defines the K-linear map,

dn : Cαn (L,M) −→ Cαn−1 (L,M)

by

dn (m⊗ x1 ∧ · · · ∧ xn) =

n∑

i=1

(−1)i+1 xi �m⊗ αL(x1) ∧ · · · ∧ α̂L(xi) ∧ · · · ∧ αL(xn)+
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∑

16i<j6n
(−1)i+j αM (m)⊗ [xi, xj ] ∧ αL (x1) ∧ · · · ∧ α̂L (xi) ∧ · · · ∧ α̂L (xj) ∧ · · · ∧ αL (xn)

Although in [10, 12] is proved that (CLαn (L,M) , dn) is a well-defined chain complex,
we present an alternative proof by means of a generalization of Cartan’s formulas. Firstly,
we define for all y ∈ L and n ∈ N, two linear maps,

θn (y) : Cαn (L,M) −→ Cαn (L,M)

by
θn (y) (m⊗ x1 ∧ · · · ∧ xn) = y �m⊗ αL (x1) ∧ · · · ∧ αL (xn) +

n∑

i=1

(−1)i αM (m)⊗ [xi, y] ∧ αL (x1) ∧ · · · ∧ α̂L (xi) ∧ · · · ∧ αL (xn)

and
in (αL(y)) : Cαn (L,M) −→ Cαn+1 (L,M)

by
in (αL (y)) (m⊗ x1 ∧ · · · ∧ xn) = (−1)nm⊗ x1 ∧ · · · ∧ xn ∧ y

3.1. Proposition. (Generalized Cartan’s formulas)
The following identities hold:

a) dn+1 ◦ in (αL (y)) + in−1

(
α2
L (y)

)
◦ dn = −θn (y), for all n > 1.

b) θn (αL (x))◦ θn (y)− θn (αL (y))◦ θn (x) = θn ([x, y])◦ (αM ⊗ α∧nL ), for all n ≥ 0.
c) θn (x)◦in−1 (αL (y))−in−1

(
α2
L (y)

)
◦θn−1 (x) = in−1(αL [x, y])◦

(
αM ⊗ α∧(n−1)

L

)
,

for all n ≥ 1.
d) θn−1 (αL (y)) ◦ dn = dn ◦ θn (y), for all n ≥ 1.
e) dn ◦ dn+1 = 0, for all n ≥ 1.

Proof. The proof follows with a routine induction, so we omit it. 2

In case αL = IdL, αM = IdM , the above formulas become Cartan’s formulas for the
Chevalley-Eilenberg homology [5].

Thanks to Proposition 3.1, (Cα? (L,M) , d?) is a well-defined chain complex (an alter-
native proof can be seen in [12]). Its homology is said to be the homology of the Hom-Lie
algebra (L,αL) with coefficients in the Hom-L-module (M,αM ) and it is denoted by:

Hα
? (L,M) := H? (Cα? (L,M) , d?)

An easy computation in low-dimensional cycles and boundaries provides the following
results:

Hα
0 (L,M) =

Ker (d0)

Im (d1)
=

M
LM

where LM = {l �m : m ∈M, l ∈ L}.
Now let us consider M as a trivial Hom-L-module, i.e. l �m = 0, then

Hα
1 (L,M) =

Ker (d1)

Im (d2)
=

M ⊗ L
αM (M)⊗ [L,L]

In particular, if M = K, then Hα
1 (L,K) = L

[L,L]
.

283



4. Universal central extensions
Through this section we will deal with universal central extensions of Hom-Lie al-

gebras. We will generalize classical results of universal central extensions theory of Lie
algebras, but here an important problem appears, namely the composition of central
extensions is not central in general, as Example 4.9 shows. This fact doesn’t allow a
complete generalization of classical results, however requires the introduction of a new
concept of centrality for Hom-Lie algebra extensions.

4.1. Definition. A short exact sequence of Hom-Lie algebras (K) : 0 → (M,αM )
i→

(K,αK)
π→ (L,αL)→ 0 is said to be central if [M,K] = 0. Equivalently, M ⊆ Z(K).

The sequence (K) is said to be α-central if [αM (M),K] = 0. Equivalently, αM (M) ⊆
Z(K).

4.2. Remark. Let us observe that both notions coincide when αM = IdM . Obviously,
every central extension is an α-central extension, but the converse doesn’t hold as the
following counter-example shows:

Consider the two-dimensional Hom-Lie algebra L with basis {a1, a2}, bracket given
by

[a1, a2] = −[a2, a1] = a1,

and endomorphism αL = 0.
Let K be the three-dimensional Hom-Lie algebra with basis {b1, b2, b3}, bracket given

by
[b1, b2] = −[b2, b1] = b1, [b1, b3] = −[b3, b1] = b1, [b2, b3] = −[b3, b2] = b2,

and endomorphism αK = 0.
The surjective homomorphism π : (K, 0)→ (L, 0) given by

π(b1) = 0, π(b2) = a1, π(b3) = a2,

is an α-central extension, since Ker (π) = 〈{b1}〉 and [αK(Ker(π)),K] = 0, but is not a
central extension, since [Ker(π),K] = 〈{b1}〉.

4.3. Definition. A central extension (K) : 0 → (M,αM )
i→ (K,αK)

π→ (L,αL) → 0 is

said to be universal if for every central extension (K′) : 0 → (M ′, αM′)
i′→ (K′, αK′)

π′→
(L,αL) → 0 there exists a unique homomorphism of Hom-Lie algebras h : (K,αK) →
(K′, αK′) such that π′ ◦ h = π.

A central extension (K) : 0 → (M,αM )
i→ (K,αK)

π→ (L,αL) → 0 is said to be

universal α-central if for every α-central extension (K′) : 0→ (M ′, αM′)
i′→ (K′, αK′)

π′→
(L,αL) → 0 there exists a unique homomorphism of Hom-Lie algebras h : (K,αK) →
(K′, αK′) such that π′ ◦ h = π.

4.4. Remark. Obviously, every universal α-central extension is a universal central ex-
tension. Let us observe that both notions coincide when αM = IdM .

4.5. Definition. A Hom-Lie algebra (L,αL) is said to be perfect if L = [L,L].

4.6. Lemma. Let π : (K,αK) → (L,αL) be a surjective homomorphism of Hom-Lie
algebras. If (K,αK) is a perfect Hom-Lie algebra, then (L,αL) is a perfect Hom-Lie
algebra as well.

4.7. Lemma. Let 0 → (M,αM )
i→ (K,αK)

π→ (L,αL) → 0 be a central extension and
(K,αK) a perfect Hom-Lie algebra. If there exists a homomorphism of Hom-Lie algebras
f : (K,αK)→ (A,αA) such that τ ◦f = π, where 0→ (N,αN )

j→ (A,αA)
τ→ (L,αL)→ 0

is a central extension, then f is unique.

284



The proofs of these two last Lemmas use classical arguments, so we omit them.

4.8. Lemma. If 0 → (M,αM )
i→ (K,αK)

π→ (L,αL) → 0 is a universal central exten-
sion, then (K,αK) and (L,αL) are perfect Hom-Lie algebras.

Proof. Let us assume that (K,αK) is not a perfect Hom-Lie algebra, then [K,K]  
K. Hence (K/[K,K], α̃), where α̃ is the induced homomorphism, is an abelian Hom-
Lie algebra, consequently, it is a trivial Hom-L-module. Let us consider the central
extension 0 → (K/[K,K], α̃) → (K/[K,K] × L, α̃ × αL)

pr→ (L,αL) → 0. Then the
homomorphisms of Hom-Lie algebras ϕ,ψ : (K,αK) → (K/[K,K] × L, α̃ × αL) given
by ϕ(k) = (k, π(k)) and ψ(k) = (0, π(k)), k ∈ K, verify that pr ◦ φ = π = pr ◦ ψ, so
0→ (M,αM )

i→ (K,αK)
π→ (L,αL)→ 0 cannot be a universal central extension.

Lemma 4.6 ends the proof. 2

Classical categories as groups, Lie algebras, Leibniz algebras and other similar ones
share the following property: the composition of two central extensions is a central
extension, which is absolutely necessary in order to obtain characterizations of the uni-
versal central extensions. Unfortunately this property doesn’t remain for the category of
Hom-Lie algebras as the following counter-example 4.9 shows. This problem lead us to
introduce the notion of α-central extensions in Definition 4.1, whose properties relative
to the composition are given in Lemma 4.10.

4.9. Example. Consider the four-dimensional Hom-Lie algebra (L,αL) with basis {a1, a2,
a3, a4}, bracket operation given by

{
[a1, a3] = −[a3, a1] = a4, [a1, a4] = −[a4, a1] = a3,
[a2, a3] = −[a3, a2] = a1, [a2, a4] = −[a4, a2] = a2,

(the non-written brackets are equal to zero) and endomorphism αL = 0.
Let (K,αK) be the five-dimensional Hom-Lie algebra with basis {b1, b2, b3, b4, b5},

bracket operation given by




[b2, b3] = −[b3, b2] = b1, [b2, b4] = −[b4, b2] = b5,
[b2, b5] = −[b5, b2] = b4, [b3, b4] = −[b4, b3] = b2,
[b3, b5] = −[b5, b3] = b3,

(the non-written brackets are equal to zero) and endomorphism αK = 0.
Obviously (K,αK) is a perfect Hom-Lie algebra since K = [K,K]. On the other hand,

Z(K,αK) =< {b1} >.
The linear map π : (K,αK)→ (L,αL) given by

π(b1) = 0, π(b2) = a1, π(b3) = a2, π(b4) = a3, π(b5) = a4,

is a central extension since π is a surjective homomorphism of Hom-Lie algebras and
Ker(π) =< {b1} >⊆ Z(K,αK).

Now let us consider the six-dimensional Hom-Lie algebra (F, αF ) with basis {e1, e2, e3,
e4, e5, e6}, bracket operation given by





[e2, e3] = −[e3, e2] = e1, [e2, e4] = −[e4, e2] = e1,
[e2, e5] = −[e5, e2] = e1, [e3, e4] = −[e4, e3] = e2,
[e3, e5] = −[e5, e3] = e6, [e3, e6] = −[e6, e3] = e5,
[e4, e5] = −[e5, e4] = e3, [e4, e6] = −[e6, e4] = e4,
[e5, e6] = −[e6, e5] = e1,

(the non-written brackets are equal to zero) and endomorphism αF = 0.
The linear map ρ : (F, αF )→ (K,αK) given by

ρ(e1) = 0, ρ(e2) = b1, ρ(e3) = b2, ρ(e4) = b3, ρ(e5) = b4, ρ(e6) = b5,

285



is a central extension since ρ is a surjective homomorphism of Hom-Lie algebras and
Ker(ρ) =< {e1} >= Z(F, αF ).

The composition π ◦ ρ : (F, αF )→ (L,αL) is given by

π ◦ ρ(e1) = π(0) = 0, π ◦ ρ(e2) = π(b1) = 0, π ◦ ρ(e3) = π(b2) = a1,
π ◦ ρ(e4) = π(b3) = a2, π ◦ ρ(e5) = π(b4) = a3, π ◦ ρ(e6) = π(b5) = a4,

Consequently, π ◦ ρ : (F, αF ) → (L,αL) is a surjective homomorphism, but is not a
central extension, since Z(F, αF ) =< {e1} > and Ker(π ◦ ρ) = < {e1, e2} >, i. e.
Ker(π ◦ ρ) * Z(F, αF ).

4.10. Lemma. Let 0 → (M,αM )
i→ (K,αK)

π→ (L,αL) → 0 and 0 → (N,αN )
j→

(F, αF )
ρ→ (K,αK) → 0 be central extensions with (K,αK) a perfect Hom-Lie algebra.

Then the composition extension 0→ (P, αP ) = Ker (π ◦ ρ)→ (F, αF )
π◦ρ→ (L,αL)→ 0 is

an α-central extension.
Moreover, if 0 → (M,αM )

i→ (K,αK)
π→ (L,αL) → 0 is a universal α-central ex-

tension, then 0 → (N,αN )
j→ (F, αF )

ρ→ (K,αK) → 0 is split, that is, there exists a
Hom-Lie algebra homomorphism σ : (K,αK)→ (F, αF ) such that ρ ◦ σ = IdK .

Proof. We must prove that [αP (P ), F ] = 0.
Since (K,αK) is a perfect Hom-Lie algebra, then every element f ∈ F can be written

as f =
∑

i

λi[fi1 , fi2 ] + n, n ∈ N,λi ∈ K, fij ∈ F, j = 1, 2 since ρ(f) ∈ K, then ρ(f) =

∑

i

λi[ki1 , ki2 ] =
∑

i

λi[ρ(fi1), ρ(fi2)] = ρ

(∑

i

λi[fi1 , fi2 ]

)
, hence f −

∑

i

λi[fi1 , fi2 ] ∈

Ker (ρ).
So, for all p ∈ P, f ∈ F we have that

[αP (p), f ] =
∑

i

λi ([[p, fi1 ], αF (fi2)] + [[fi2 , p], αF (fi1)]) + [αP (p), n] = 0

since [p, fij ] ∈ Ker (ρ) ⊆ Z(F ).

For the second statement, if 0 → (M,αM )
i→ (K,αK)

π→ (L,αL) → 0 is a universal
α-central extension, then by the first statement, 0→ (P, αP ) = Ker (π◦ρ)→ (F, αF )

π◦ρ→
(L,αL) → 0 is an α-central extension, then there exists a unique homomorphism of
Hom-Lie algebras σ : (K,αK) → (F, αF ) such that π ◦ ρ ◦ σ = π. On the other hand,
π ◦ ρ ◦ σ = π = π ◦ Id and (K,αK) is perfect, then Lemma 4.7 implies that ρ ◦ σ = Id. 2

4.11. Theorem.
a) If a central extension 0 → (M,αM )

i→ (K,αK)
π→ (L,αL) → 0 is a universal

α-central extension, then (K,αK) is a perfect Hom-Lie algebra and every central
extension of (K,αK) is split.

b) Let 0→ (M,αM )
i→ (K,αK)

π→ (L,αL)→ 0 be a central extension.
If (K,αK) is a perfect Hom-Lie algebra and every central extension of (K,αK)

is split, then 0 → (M,αM )
i→ (K,αK)

π→ (L,αL) → 0 is a universal central
extension.

c) A Hom-Lie algebra (L,αL) admits a universal central extension if and only if
(L,αL) is perfect.

d) The kernel of the universal central extension is canonically isomorphic to Hα
2 (L).

Proof.
a) If 0→ (M,αM )

i→ (K,αK)
π→ (L,αL)→ 0 is a universal α-central extension, then it

is a universal central extension by Remark 4.4, so (K,αK) is a perfect Hom-Lie algebra
by Lemma 4.8 and every central extension of (K,αK) is split by Lemma 4.10.
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b) Consider a central extension 0 → (N,αN )
j→ (A,αA)

τ→ (L,αL) → 0. Construct
the pull-back extension 0 → (N,αN )

χ→ (P, αP )
τ→ (K,αK) → 0, where P = {(a, k) ∈

A ×K | τ(a) = π(k)} and αP (a, k) = (αA(a), αK(k)), which is central, consequently is
split, i.e. there exists a homomorphism σ : (K,αK)→ (P, αP ) such that τ ◦ σ = Id.

Then π ◦ σ, where π : (P, αP ) → (A,αA) is induced by the pull-back construction,
satisfies τ ◦ π ◦ σ = π. Lemma 4.8 ends the proof.

c) and d) For a Hom-Lie algebra (L,αL) consider the homology chain complex Cα? (L),
which is Cα? (L,K) where K is endowed with the trivial Hom-L-module structure.

As K-vector spaces, let IL be the subspace of L ∧ L spanned by the elements of the
form −[x1, x2] ∧ αL(x3) + [x1, x3] ∧ αL(x2) − [x2, x3] ∧ αL(x1), x1, x2, x3 ∈ L. That is,
IL = Im (d3 : Cα3 (L)→ Cα2 (L)).

Now we denote the quotient K-vector space L∧L
IL

by uce(L). Every class x1 ∧ x2 + IL
is denoted by {x1, x2}, for all x1, x2 ∈ L.

By construction, the following identity holds:

(4.1) {[x1, x2], αL(x3)}+ {[x2, x3], αL(x1)}+ {[x3, x1], αL(x2)} = 0

for all x1, x2, x3 ∈ L.
Now d2(IL) = 0, so it induces aK-linear map uL : uce(L)→ L, given by uL({x1, x2}) =

[x1, x2]. Moreover (uce(L), α̃), where α̃ : uce(L) → uce(L) is defined by α̃({x1, x2}) =
{αL(x1), αL(x2)}, is a Hom-Lie algebra with respect to the bracket [{x1, x2}, {y1, y2}] =
{[x1, x2], [y1, y2]} and uL : (uce(L), α̃)→ (L,αL) is a homomorphism of Hom-Lie algebras.
Actually, Im uL = [L,L], but (L,αL) is a perfect Hom-Lie algebra, so uL is a surjective
homomorphism.

From the construction, it follows that Ker(uL) = Hα
2 (L), so we have the extension

0→ (Hα
2 (L), α̃|)→ (uce(L), α̃)

uL→ (L,αL)→ 0

which is central, since [Ker(uL), uce(L)] = 0, and universal, since for any central extension
0 → (M,αM ) → (K,αK)

π→ (L,αL) → 0 there exists the homomorphism of Hom-Lie
algebras ϕ : (uce(L), α̃) → (K,αK) given by ϕ({x1, x2}) = [k1, k2], π(ki) = xi, i = 1, 2,
such that π ◦ ϕ = uL. Moreover, (uce(L), α̃) is a perfect Hom-Lie algebra, so by Lemma
4.7, ϕ is unique. 2

4.12. Corollary.

a) Let 0→ (M,αM )
i→ (K,αK)

π→ (L,αL)→ 0 be a universal α-central extension,
then Hα

1 (K) = Hα
2 (K) = 0.

b) Let 0 → (M,αM )
i→ (K,αK)

π→ (L,αL) → 0 be a central extension such that
Hα

1 (K) = Hα
2 (K) = 0, then 0 → (M,αM )

i→ (K,αK)
π→ (L,αL) → 0 is a

universal central extension.

Proof.
a) If 0→ (M,αM )

i→ (K,αK)
π→ (L,αL)→ 0 is a universal α-central extension, then

(K,αK) is perfect by Remark 4.4 and Lemma 4.8, so Hα
1 (K) = 0. By Lemma 4.10 and

Theorem 4.11 c) and d) the universal central extension corresponding to (K,αK) is split,
so Hα

2 (K) = 0.
b) Hα

1 (K) = 0 implies that (K,αK) is a perfect Hom-Lie algebra.
Hα

2 (K) = 0 implies that (uce(K), α̃)
∼→ (K,αK). Theorem 4.11 b) ends the proof. 2

4.13. Definition. An α-central extension 0 → (M,αM )
i→ (K,αK)

π→ (L,αL) → 0 is
said to be universal if for every central extension 0→ (R,αR)

j→ (A,αA)
τ→ (L,αL)→ 0

there exists a unique homomorphism ϕ : (K,αK)→ (A,αA) such that τ ◦ ϕ = π.
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4.14. Proposition. Let 0 → (M,αM )
i→ (K,αK)

π→ (L,αL) → 0 and 0 → (N,αN )
j→

(F, αF )
ρ→ (K,αK)→ 0 be central extensions. If 0→ (N,αN )

j→ (F, αF )
ρ→ (K,αK)→ 0

is a universal α-central extension, then 0→ (P, αP ) = Ker(π◦ρ)
χ→ (F, αF )

π◦ρ→ (L,αL)→
0 is an α-central extension which is universal in the sense of Definition 4.13.

Proof. 0→ (P, αP ) = Ker(π ◦ ρ)
χ→ (F, αF )

π◦ρ→ (L,αL)→ 0 is an α-central extension
by Lemma 4.10.

In order to obtain the universality, for any central extension 0→ (S, αS)→ (A,αA)
σ→

(L,αL)→ 0 construct the pull-back extension corresponding to σ and π◦ρ, then Theorem
4.11 and Lemma 4.7 end the proof. 2
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1. Introduction
A bitopological space [7] is a nonempty set with two topologies. Kovár [8, 9] also

studied the properties of a nonempty set equipped with three topologies. Datta and
Roy Choudhuri [5], and Raut and Datta [13] introduced nontrivial infinitesimally small
elements. With this, they defined a number system as an extension of real number
system. Their study offers a natural framework for dealing with an infinite sequence of
distinct topologies on a set. Also emergence of chaos in a deterministic system, in the
theory of dynamical system, relates to an interplay of finite or infinite number of different
topologies in the underlining set. All these matters motivated the authors to consider
a countable number of topologies in (ω)topological spaces [2, 3, 4] and (ℵ0)topological
spaces [1]. In this paper, we introduce the notion of (a)topological spaces which is a set
equipped with countable number of topologies. The notion of (a)topological spaces is
more general than both the notions of (ω)topological spaces and (ℵ0)topological spaces.
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Sarma [14] introduced the notion of pairwise extremal disconnectedness in bitopo-
logical spaces [7]. Among other results, she proved a result on pairwise extremal dis-
connectedness which is parallel to Urysohn’s lemma on pairwise normal spaces. In [12],
Mathew studied the hyperconnected topological spaces (Steen and Seebach [15]). In this
paper, we study hyperconnectedness and extremal disconnectedness in the context of
(a)topological spaces.

2. (a)topological spaces
2.1. Definition. If {τn} is a sequence of topologies on a set X, then the pair (X, {τn})
is called an (a)topological space.

If there is no scope of confusion, we denote the (a)topological space (X, {τn}), simply
by X. Throughout the paper, N denotes the set of natural numbers. The elements of
N are denoted by i, j, k, l, m, n etc. If a set G is open with respect to the topology τn
i.e., if G ∈ τn, then we say G is (τn)open. (τn)closed set, (τn)closure have the obvious
meaning. The (τn)closure (resp. (τn)interior) of a set E is denoted by (τn)clE (resp.
(τn)intE). Following Levine [11], we now introduce the following definitions.

2.2. Definition. Let X be an (a)topological space and let m 6= n. A set A ⊂ X is said
to be (m,n)semiopen if there exists a U ∈ τm such that U ⊂ A ⊂ (τn)clU .

Thus any (τm)open set is an (m,n)semiopen set for any n 6= m. The class of all
(m,n)semiopen sets with m 6= n, is denoted by SO(m,n)(X). We write SO(X) =⋃

(m,n)SO(m,n)(X). A set belonging to SO(X) is called an (a)semiopen set.

2.3. Definition. An (a)topology {σn} on X is said to be stronger (resp. weaker) than
an (a)topology {τn} if τn ⊂ σn (resp. σn ⊂ τn) for each n. If, in addition, τn 6= σn for
at least one n, then {σn} is said to be strictly stronger (resp. weaker) than {τn}.
2.4. Definition. An (a)topological space (X, {τn}) with property P is said to be maxi-
mal (resp. minimal) with respect to P if for any other (a)topology {σn} strictly stronger
(resp. weaker) than {τn}, the space (X, {σn}) can not have this property.

3. Hyperconnected spaces
Recall that a topological space (X,T ) is hyperconnected if the intersection of any two

nonempty open sets is nonempty.

3.1. Definition. An (a)topological space (X, {τn}) is said to be hyperconnected if for
any two nonempty sets U and V with U ∈ τm, V ∈ τn and m 6= n, we have U ∩ V 6= ∅.

It follows that ifX is hyperconnected, then for any nonempty set U ∈ τm, (τn)clU = X
for any n 6= m.

3.2. Theorem. Suppose for any (τm)open set G and (τn)open set H, G ∩ H ∈ τl for
some l. Then the (a)topological space (X, {τn}) and the topological spaces (X, τn), n ∈ N
are hyperconnected iff the set D of all nonempty (a)semiopen sets is a filter.

Proof. Let the (a)topological space (X, {τn}) and the topological spaces (X, τn), n ∈ N
be hyperconnected and A, B ∈ D. Then there exist two pairs (m,n) and (k, l) with
m 6= n and k 6= l such that for some U ∈ τm and V ∈ τk, U ⊂ A ⊂ (τn)clU , V ⊂ B ⊂
(τl)clV . Since (X, {τn}) and (X, τn), n ∈ N are hyperconnected, we have U ∩ V 6= ∅.
Also U ∩ V ∈ τi for some i. Therefore (τj)cl(U ∩ V ) = X for any j 6= i. Hence
U ∩V ⊂ A∩B ⊂ (τj)cl(U ∩V ). Thus A∩B ∈ D. Now let A be a nonempty (a)semiopen
set and B ⊃ A. Then for some (m,n) with m 6= n, there exists U ∈ τm such that
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U ⊂ A ⊂ (τn)clU . But (τn)clU = X. Therefore U ⊂ B ⊂ (τn)clU . Hence B is a
nonempty (a)semiopen set. Thus D is a filter.

Since for any n, a (τn)open set is an (a)semiopen set, the converse follows. �

For a pair (m,n), the union of an arbitrary number of (m,n)semiopen sets is an
(m,n)semiopen set. If X is hyperconnected, then the intersection of a finite number of
(m,n)semiopen sets is (m,n)semiopen. Hence in this case, the class SO(m,n)(X) forms a
topology on X. Since the class {SO(m,n)(X) | m,n ∈ N} is countable, and any countable
class can be represented as a sequence, we rewrite the class {SO(m,n)(X) | m,n ∈ N} as
a sequence {Sk}. So (X, {Sk}) is an (a)topological space. From Theorem 3.2, it follows
that if (X, {τn}) is hyperconnected and if for G ∈ τm and H ∈ τn, G ∩H ∈ τl for some
l, then (X, {Sk}) is hyperconnected.
3.3. Corollary. If (X, {τn}) is maximal hyperconnected, then {τn} = {Sk}.

Levine [10] introduced the concept of a simple extension of a topological space. Let
(X,P) be a topological space. A family Q of subsets of X is a simple extension of P if
Q contains P and there exists a P /∈P such that Q = {G ∪ (H ∩ P ) | G,H ∈P}.
3.4. Theorem. If for any (τm)open set G and (τn)open set H, G ∩H ∈ τl for some l
and if the space (X, {τn}) is maximal hyperconnected and the space (X, τn), n ∈ N are
hyperconnected, then the set D of all nonempty (a)semiopen sets is an ultrafilter.

Proof. Since by Theorem 3.2, D is a filter, it is sufficient to show that for a nonempty
set E, X − E ∈ D if E /∈ D. Let us suppose that E /∈ D. Then E /∈ ⋃nτn. Let τn(E)
denote a simple extension of τn. Then the space (X, {τn(E)}) which is stronger than
(X, {τn}) is not hyperconnected. So for some nonempty set U ∈ τm(E) and nonempty
set V ∈ τn(E) with m 6= n we have U ∩ V = ∅. By the definition of simple extension,
U = U1 ∪ (U2 ∩ E) and V = V1 ∪ (V2 ∩ E) for some Ui ∈ τm and Vi ∈ τn, i = 1, 2. Since
U ∩V = ∅, U1∩V1 = ∅. But (X, {τn}) is hyperconnected and so either U1 = ∅ or V1 = ∅.
Suppose without loss of generality, U1 = ∅. Now we consider the cases (i) V1 = ∅, and
(ii) V1 6= ∅.

Case (i): V1 = ∅. Since U, V 6= ∅, we have U2 6= ∅, V2 6= ∅. Therefore U2 ∩ V2 6= ∅,
since (X, {τn}) is hyperconnected. Now

U ∩ V = ∅
⇒ U2 ∩ V2 ∩ E = ∅
⇒ U2 ∩ V2 ⊂ X − E
⇒ X − E ∈ D, since D is a filter.

Case (ii): V1 6= ∅. Since U2 6= ∅, we have U2 ∩ V1 6= ∅. Therefore U2 ∩ V1 ∈ D. Again
since U ∩ V = ∅, we have (U2 ∩E) ∩ V1 = ∅ ⇒ U2 ∩ V1 ⊂ X −E. Therefore X −E ∈ D.
Thus D is an ultrafilter. �

Recall that a topological space (X,T ) is a door space if for each A ⊂ X, either A ∈ T
or X −A ∈ T .

3.5. Definition. The space (X, {τn}) is said to be a door space if for every subset E of
X, there exists an n0 such that either E ∈ τn0 or X − E ∈ ⋃n 6=n0

τn.

3.6. Theorem. If the (a)topological space (X, {τn}) is door and hyperconnected, then⋂
τn − {∅} is a filter.

Proof. Let A,B ∈ ⋂nτn − {∅}. Then A,B are nonempty (τn)open sets for all n and so
A∩B ∈ ⋂n τn. Since (X, {τn}) is hyperconnected, A∩B 6= ∅. Thus A∩B ∈

⋂
nτn−{∅}.

Now suppose B ⊃ A ∈ ⋂nτn − {∅}. Suppose that B /∈ ⋂nτn − {∅}. Then B /∈ τn0 − {∅}
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for some n0 and so X − B ∈ ⋃n 6=n0
τn, since (X, {τn}) is door. So we have A ∈ τn0

and A ∩ (X − B) = ∅, which contradicts the hyperconnectivity of (X, {τn}). Hence
B ∈ ⋂nτn − {∅}. Therefore,

⋂
nτn − {∅} is a filter. �

3.7. Theorem. If the (a)topological space (X, {τn}) is door and hyperconnected and the
topological spaces (X, τn), n ∈ N are door [6], then

⋂
nτn − {∅} is an ultrafilter.

Proof. By Theorem 3.6,
⋂

nτn−{∅} is a filter. If E is a nonempty set with E /∈ ⋂nτn−{∅},
then E /∈ τn0 −{∅} for some n0. Then X −E ∈ τn0 , since (X, τn0) is door. Therefore, E
/∈ ⋃n 6=n0

τn, since (X{τn}) is hyperconnected. And so E /∈ τn for all n 6= n0 ⇒ X−E ∈ τn
for all n 6= n0, since (X, τn), n ∈ N are door. Therefore X − E ∈ ⋂nτn − {∅}. Hence⋂

nτn − {∅} is an ultrafilter. �

3.8. Theorem. If (X, {τn}) is door and hyperconnected, then (X, {τn}) is minimal door
and maximal hyperconnected.

Proof. Let (X, {σn}) be a door space which is weaker than (X, {τn}). Suppose that
G ∈ τm − σm. Then X − G ∈ ⋃n6=mσn ⊂

⋃
n 6=mτn. But this is not possible, since

(X, {τn}) is hyperconnected. Hence σn = τn for all n.
Now let (X, {ρn}) be a hyperconnected space stronger than (X, {τn}). Suppose that

G ∈ ρm − τm. Then X −G ∈ ⋃n 6=mτn ⊂
⋃

n 6=mρn which is not possible, since (X, {ρn})
is hyperconnected. Thus ρn = τn for all n. �

The following example shows that for an (a)topological door space (X, {τn}), the
topological space (X, τn) may not be door even for a single n.

3.9. Example. Suppose R is the set of real numbers. Let τn be the topology on R, gener-
ated by the subbase {∅}∪{E ⊂ (−∞, n) | 0 ∈ E}∪{E ⊂ R | 0 ∈ E and E is not bounded
above}. Then the (a)topological space (X, {τn}) is door but for no n, the topological
space (X, τn) is door.

3.10. Definition. A set E in an (a)topological space (X, {τn}) is said to be (n 6=
n0)dense if

⋂
n6=n0

(τn)clE = X.

3.11. Definition. The space (X, {τn}) is said to be submaximal if for any n0, every
(n 6= n0)dense subset is (τn0)open.

3.12. Theorem. If the space (X, {τn}) is hyperconnected and submaximal, then it is
maximal hyperconnected.

Proof. Let (X, {σn}) be a hyperconnected space stronger than (X, {τn}). Let G be a
nonempty set belonging to σn0 for some n0. Then (σn)clG = X for all n 6= n0. Hence⋂

n 6=n0
(σn)clG = X ⇒ ⋂

n 6=n0
(τn)clG = X. Therefore G is (n 6= n0)dense in (X, {τn})

and so G ∈ τn0 . Hence τn0 = σn0 . Thus τn = σn for all n. �

4. Extremally disconnected spaces
4.1. Definition. An (a)topological space (X, {τn}) is said to be extremally disconnected
if for any G ∈ τm and H ∈ τn with G ∩ H = ∅ and m 6= n, there exist k, l ∈ N with
m 6= k, n 6= l and k 6= l such that for some (τk)closed set F and (τl)closed set K, we
have G ⊂ F , H ⊂ K and F ∩K = ∅.

If the sequence {τn} consists of two topologies P and Q only, and if the bitopological
space (X,P,Q) is pairwise extremally disconnected [14], then the space (X, {τn}) is
extremally disconnected.
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4.2. Theorem. The (a)topological space (X, {τn}) is extremally disconnected iff for any
(τm)open set G and (τn)closed set C with G ⊂ C and m 6= n, there exist k, l ∈ N with
m 6= k, n 6= l and k 6= l such that for some (τk)closed set F and (τl)open set U , we have
G ⊂ F ⊂ U ⊂ C.

Proof. Suppose the space X is extremally disconnected. Let us consider a (τm)open set
G and a (τn)closed set C with G ⊂ C and m 6= n. Then X − C is a (τn)open set
and G ∩ (X − C) = ∅. Therefore there exist k, l with m 6= k, n 6= l and k 6= l such
that for some (τk)closed set F and (τl)closed set K, we have G ⊂ F , X − C ⊂ K,
F ∩K = ∅ ⇒ G ⊂ F ⊂ U ⊂ C where U = X −K ∈ τl.

To prove the converse, suppose G ∈ τm and H ∈ τn with G ∩ H = ∅ and m 6= n.
Then G ⊂ X − H and X − H is (τn)closed. Therefore there exist k, l with m 6= k,
n 6= l and k 6= l such that for some (τk)closed set F and (τl)open set U , we have
G ⊂ F ⊂ U ⊂ X−H. If K = X−U , then K is (τl)closed, H ⊂ K and F ∩K = ∅. Thus
the space is extremally disconnected. �

4.3. Theorem. The space (X, {τn}) is extremally disconnected if for every m and for
every G ∈ τm, we have (τk)clG ∈ τm for all k 6= m.

Proof. LetG ∈ τm andH ∈ τn withG∩H = ∅ andm 6= n. Then ((τn)clG)∩H = ∅. Since
m 6= n, by the given condition we have (τn)clG ∈ τm. Therefore ((τn)clG)∩ ((τm)clH) =
∅. �

Let T denote the smallest topology on X containing τn for all n.

4.4. Theorem. Let (X, {τn}) be extremally disconnected. Then for any G ∈ τm and
H ∈ τn with m 6= n and G ∩H = ∅, there exists a function f : X → [0, 1] such that

(i) f(G)={0}, f(H) ={1}
(ii) f is (T )continuous.

Proof. Since G ⊂ X − H and C = X − H is (τn)closed, by Theorem 4.2, there exist
k( 1

2
), l( 1

2
) ∈ N with k( 1

2
) 6= m and l( 1

2
) 6= n such that for some (τk( 1

2
))closed set F ( 1

2
)

and (τl( 1
2
))open set U( 1

2
) we have G ⊂ F ( 1

2
) ⊂ U( 1

2
) ⊂ C. Again applying Theorem

4.2 to the pair (G,F ( 1
2
)) and (U( 1

2
), C) there exist k( 1

4
), l( 1

4
), k( 3

4
), l( 3

4
) ∈ N such

that for some (τk( 1
4
))closed set F ( 1

4
), (τk( 3

4
))closed set F ( 3

4
), (τl( 1

4
))open set U( 1

4
) and

(τl( 3
4
))open set U( 3

4
) we have G ⊂ F ( 1

4
) ⊂ U( 1

4
) ⊂ F ( 1

2
) ⊂ U( 1

2
) ⊂ F ( 3

4
) ⊂ U( 3

4
) ⊂ C

and k( 1
4
) 6= m, l( 1

4
) 6= k( 1

2
), k( 3

4
) 6= l( 1

2
), l( 3

4
) 6= n. By repeating the process, we obtain

t ∈ D = { i
2j
| 0 < i < 2j , i, j ∈ N}, a (τk(t))closed set F (t) and a (τl(t))open set U(t)

with k(t), l(t) ∈ N such that if s, t ∈ D with s < t, then F (s) ⊂ U(s) ⊂ F (t) ⊂ U(t)
and k(t) 6= l(s). If we take F (0) = ∅ and U(1) = X, then the above relation is true
when s, t coincide with 0 or 1. For t 6= 0, 1, we have, G ⊂ F (t) ⊂ U(t) ⊂ C. Now we
define the function f : X → [0, 1] by f(x) = sup{t | x /∈ U(t)}. Then f(x) = 0 for
x ∈ G and f(x) = 1 for x ∈ H. It is easy to verify that for a ∈ (0, 1), {x ∈ X | f(x) <
a} = ⋃t<aU(t) and {x ∈ X | f(x) > a} = ⋃t>a(X − F (t)). Since U(t) ∈ τl(t) ⊂ T and
X − F (t) ∈ τk(t) ⊂ T , it follows that f is (T )continuous. �
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Atanassov’s intuitionistic fuzzy grade of complete
hypergroups of order less than or equal to 6
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Abstract
The length of the sequence of join spaces and Atanassov’s intuitionistic
fuzzy sets associated with a hypergroupoid H is called the intuitionistic
fuzzy grade of H. In this paper, we consider the class of the complete
hypergroups of order less than or equal to 6, determining their intu-
itionistic fuzzy grade.
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1. Introduction
The study of the connections between hyperstructures and fuzzy sets [31] (or Atanassov’s

intuitionistic fuzzy sets [1, 2]) opens a new field of research in fuzzy algebraic structures
theory, theory initiated by Rosenfeld [28]: he showed that many results concerning groups
may be extended in a natural way to fuzzy groups. The notion of fuzzy group has been
generalized by Davvaz [19], introducing the concept of fuzzy subhypergroup of a hyper-
group. Later on, this subject has been studied in depth also in connection with other
structures, like rings [22], modules [20], n-ary hypergroups [21], complete hypergroups,
etc. For example, Cristea and Darafsheh [16, 17], investigating a particular fuzzy subhy-
pergroup of a complete hypergroup, have found a new decomposition of the group Zn,
when n ∈ {p, p2, pq}, for p and q prime numbers. The books [3, 10, 23, 30] are surveys
of the theory of algebraic hyperstructures and their applications.

∗Department of Mathematics, Yazd University, Yazd, Iran.
Email: davvaz@yazd.ac.ir
†Department of Mathematics, Yazd University, Yazd, Iran.

Email:hassanipma@yahoo.com
‡Centre for Systems and Information Technologies, University of Nova Gorica, SI-5000,

Vipavska 13, Nova Gorica, Slovenia.
Email:irinacri@yahoo.co.uk Corresponding Author.



Two fundamental relations between hyperstructures and fuzzy sets were considered
by P.Corsini; he associated a join space with a fuzzy set [4], and then a fuzzy set with
a hypergroupoid H [5]. These connections lead to a sequence of fuzzy sets and join
spaces, which ends if two consecutive join spaces are isomorphic. The length of this
sequence is called the fuzzy grade of the hypergroupoid H. Till now, one determined
the fuzzy grade of the i.p.s. hypergroups of order less than or equal to 7 [6, 7], of the
complete hypergroups or 1-hypergroups which are not complete [8, 14]. Moreover, several
properties of the above sequence has been determined in the general case [29], and also for
the direct product of two hypergroupoids [15]. Corsini et al. studied the same sequence
associated with a hypergraph [11, 12], and with multivalued functions [13]. Cristea and
Davvaz [18] extended the notion of fuzzy grade of a hypergroupoid to that of intuitionistic
fuzzy grade.

The study of the fuzzy grade and intuitionistic fuzzy grade of remarkable classes
of finite hypergroups helps us to identify some important properties which could be
generalized for any finite hypergroup. For example, calculating intuitionistic fuzzy grade
of the i.p.s. hypergroups of order 7, we noticed that, some times, the sequence of join
spaces associated with an i.p.s. hypergroup is cyclic (see [24, 25]).

The study conducted in this note shows that the intuitionistic fuzzy grade of a com-
plete hypergroup H of cardinality n depends, not only on the decomposition of n, as in
the case of the fuzzy grade of a complete hypergroup, but also on the group used in the
construction of H. We believe that the aspects treated in this particular case serve as
a foundation, starting point for further research on the intuitionistic fuzzy grade of an
arbitrary finite complete hypergroup.

Inspired and motivated by the above achievements, in this paper, we will construct
the sequences of join spaces and Atanassov’s intuitionistic fuzzy sets associated with
the complete hypergroups of order less than or equal to 6. Our aim is to determine
their intuitionistic fuzzy grades in order to make a comparison with their fuzzy grades
determined by Cristea [14].

To do so, the paper is organized in the following way. In Section 2 we present some
basic notions concerning hypergroups and a short description of the complete hyper-
groups. In Section 3 we present a brief introduction about the sequence of join spaces
and Atanassov’s intuitionistic fuzzy sets associated with a hypergroupoid. Section 4 in-
cludes the sequences of the intuitionistic fuzzy grades of the complete hypergroups of
order less than or equal to 6. Finally, Section 5 concludes the paper, giving also some
future lines of our research.

2. Preliminaries
In this paper, we adopt the terminology and notation used in [4, 5, 14, 18, 24, 25]. We

consider 〈H, ◦〉 to be a hypergroupoid, where H denotes a non-empty set, P∗(H) stands
for the set of all non-empty subsets of H and ◦ : H2 → P∗(H) is a hyperoperation. The
image of the pair (x, y) ∈ H ×H is denoted by x ◦ y. If A and B are nonempty subsets
of H, then A ◦B =

⋃

a∈A
b∈B

a ◦ b.

For the sake of convenience and completeness of our presentation, we recall some basic
definitions and properties concerning hypergroups. More details on this argument can
be found in the books [3, 10].

2.1. Definition. A hypergroup is a hypergroupoid 〈H, ◦〉 which satisfies the following
conditions:

(i) For any (a, b, c) ∈ H3, (a ◦ b) ◦ c = a ◦ (b ◦ c) (the associativity),
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(ii) For any a ∈ H,H ◦ a = a ◦H = H (the reproducibility).
If, for any (x, y) ∈ H2, x ◦ y = H, then the hypergroup H is called total hypergroup.

For each pair (a, b) ∈ H2, we denote: a/b = {x ∈ H | a ∈ x ◦ b} and b\a = {y ∈ H |
a ∈ b ◦ y}.
2.2. Definition. A commutative hypergroup 〈H, ◦〉 is called a join space if, for any four
elements a, b, c, d ∈ H, such that a/b ∩ c/d 6= ∅, it follows that a ◦ d ∩ b ◦ c 6= ∅.

The notion of join space, introduced by Prenowitz, was used by Prenowitz and Jan-
tosciak [27] for the reconstruction, from an algebraic point of view, of several branches
of geometry: the projective, the descriptive and the spherical geometry.

2.3. Definition. Let 〈H, ◦〉 and 〈H ′, ◦′〉 be two hypergroups and f : H → H ′ an
application from H in H ′. We say that

(i) f is a homomorphism if, for all (x, y) ∈ H2, f(x ◦ y) ⊆ f(x) ◦′ f(y).
(ii) f is a good homomorphism if, for all (x, y) ∈ H2, f(x ◦ y) = f(x) ◦′ f(y).

We say that the two hypergroups are isomorphic, and we write H ' H ′, if there is a
good homomorphism between them which is also a bijection.

The relation β on a hypergroupoid 〈H, ◦〉 is defined as follows:

aβb⇐⇒ ∃n ∈ N∗, ∃(x1, x2, . . . , xn) ∈ Hn : a ∈
n∏

i=1

xi 3 b.

Notice that β is a reflexive and a symmetric relation on H, but generally, not a
transitive one. Let us denote by β∗ the transitive closure of β. It is well known that, if
H is a hypergroup, then β∗ = β and H/β is a group[3].

One of the most important notions in hypergroup theory is that of the heart of a
hypergroup H. Studying its properties one determines completely the structure of the
hypergroup H.

2.4. Definition. The heart of a hypergroup H is ωH = {x ∈ H | ϕH(x) = 1}, where
ϕH : H −→ H/β is the canonical projection and 1 is the identity of the group H/β.

2.5. Definition. A hypergroup H is called 1-hypergroup if the cardinality of its heart
equals 1.

2.6. Definition. Let 〈H, ◦〉 be a hypergroup and A be a non-empty subset of H. We
say that A is a complete part of H if the following implication holds:

∀n ∈ N∗,∀(x1, x2, . . . , xn) ∈ Hn,

n∏

i=1

xi ∩A 6= ∅ =⇒
n∏

i=1

xi ⊂ A.

The complete closure of A in H is the intersection of all the complete parts of H, con-
taining A; it is denoted by C(A).

2.7. Definition. A hypergroup 〈H, ◦〉 is called complete if, for any (x, y) ∈ H2, C(x◦y) =
x ◦ y.

The following result concerning the complete hypergroups will be used in the sequel.

2.8. Theorem. Any complete hypergroup may be constructed as the union H =
⋃

g∈G
Ag,

where:
(i) G is a group.

(ii) The family {Ag | g ∈ G} is a partition of G.
(iii) If (a, b) ∈ Ag1 ×Ag2 , then a ◦ b = Ag1g2 .
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For a complete hypergroup H, it is known that ωH = Ae, where e is the identity of
the group G, and it coincides with the set of identities of H. Therefore, by the above
representation, we say that any complete hypergroup of order n is characterized by an
m-tuple denoted [k1, k2, . . . , km], where m = |G|, 2 ≤ m ≤ n − 1, G = {g1, g2, . . . , gm}
and, for any i ∈ {1, 2, . . . ,m}, ki = |Agi |. With other words, for determining all the
non-isomorphic complete hypergroups of order n, it is enough to know the structure of
the non-isomorphic groups of order m, 2 ≤ m ≤ n − 1, and all the m-decompositions
of n, i.e. all the ordered systems of natural numbers [k1, k2, . . . , km] such that ki ≥ 1,
k1 + k2 + . . .+ km = n and k2 ≤ k3 ≤ . . . ≤ km, for 1 ≤ i ≤ m.( see [14])

3. Intuitionistic fuzzy grade of hypergroups
In this section, first we recall the construction of the sequence of join spaces and

Atanassov’s intuitionistic fuzzy sets associated with a hypergroupoid H, and then the
formulas for the membership functions associated with a complete hypergroup. In this
paper H denotes a finite hypergroupoid.

For simplicity, we denote an Atanassov’s intuitionistic fuzzy set (by short intuition-
istic fuzzy set) A = {(x, µA(x), λA(x)) | x ∈ X}, where, for any x ∈ X, the degree of
membership of x (namely µA(x)) and the degree of non-membership of x (namely λA(x))
verify the relation 0 ≤ µA(x) + λA(x) ≤ 1, by A = (µ, λ).

For any hypergroupoid 〈H, ◦〉, Cristea and Davvaz [18] defined an intuitionistic fuzzy
set A = (µ̄, λ̄) in the following way: for any u ∈ H, one considers:

(3.1) µ̄(u) =

∑

(x,y)∈Q(u)

1

|x ◦ y|
n2

, λ̄(u) =

∑

(x,y)∈Q̄(u)

1

|x ◦ y|

n2
,

where Q(u) = {(a, b) ∈ H2 | u ∈ a ◦ b}, Q̄(u) = {(a, b) ∈ H2 | u /∈ a ◦ b}. If Q(u) = ∅, we
set µ̄(u) = 0 and similarly, if Q̄(u) = ∅ we set λ̄(u) = 0. It is clear that, for any u ∈ H,
0 ≤ µ̄(u) + λ̄(u) ≤ 1.

Now, let A = (µ̄, λ̄) be an intuitionistic fuzzy set on H. One may associate with H two
join spaces 〈0H, ◦µ̄∧λ̄〉 and 〈0H, ◦µ̄∨λ̄〉, where, for any fuzzy set α on H, the hyperproduct
“ ◦α ”, introduced by Corsini [4], is defined as

(3.2) x ◦α y = {u ∈ H |α(x) ∧ α(y) ≤ α(u) ≤ α(x) ∨ α(y)}.
Using repeatedly the formulas (3.1) and (3.2), one obtains two sequences of join spaces

and intuitionistic fuzzy sets associated with H, denoted by (iH = 〈iH, ◦µ̄i∧λ̄i
〉; Āi =

(µ̄i, λ̄i))i≥0 and (iH = 〈iH, ◦µ̄i∨λ̄i
〉; Āi = (µ̄i, λ̄i))i≥0.

The lengths of these sequences are called the lower, and respectively, the upper intu-
itionistic fuzzy grade of H, more exactly:

3.1. Definition. (see [18]) A set H endowed with an intuitionistic fuzzy set A = (µ, λ)
has the lower (upper) intuitionistic fuzzy grade m, m ∈ N∗, and we write l.i.f.g.(H) = m
(resp. u.i.f.g.(H) = m) if, for any i, 0 ≤ i < m − 1, the join spaces 〈iH, ◦µ̄i∧λ̄i

〉 and
〈i+1H, ◦µ̄i+1∧λ̄i+1

〉 (resp. 〈iH, ◦µ̄i∨λ̄i
〉 and 〈i+1H, ◦µ̄i+1∨λ̄i+1

〉) associated with H are not
isomorphic (where 0H = 〈0H, ◦µ̄∧λ̄〉 and 0H = 〈0H, ◦µ̄∨λ̄〉) and for any s, s ≥ m, sH is
isomorphic with m−1H (resp. sH is isomorphic with m−1H).

It is important to know that, if we start the construction of the above sequences with
a hypergroupoid 〈H, ◦〉, and not with a set H endowed with an intuitionistic fuzzy set,
then we obtain only one sequence of join spaces because, in this case, the join spaces
〈0H, ◦µ̄∧λ̄〉 and 〈0H, ◦µ̄∨λ̄〉 are isomorphic (see [18]). In order to explain this situation,
one introduces a new concept.
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3.2. Definition. (see [18]) We say that a hypergroupoid H has the intuitionistic fuzzy
grade m,m ∈ N∗, and we write i.f.g.(H) = m, if l.i.f.g.(H) = m.

A natural question appears: When are these join spaces non-isomorphic? It is clear
that it has to be answered for two consecutive join spaces in the built sequence, since in
the case of isomorphism, the sequence ends. In order to solve this problem one introduces
some notations. Let (iH = 〈iH, ◦µ̄i∧λ̄i

〉; Āi = (µ̄i, λ̄i))i≥0 be the sequence of join spaces
and intuitionistic fuzzy sets associated with a hypergroupoid H. Then, for any i, there
are r, namely r = ri, and a partition Π = {iCj}rj=1 of iH such that, for any j ≥ 1, x, y ∈
iCj ⇐⇒ µ̄i(x) ∧ λ̄i(x) = µ̄i(y) ∧ λ̄i(y). For x ∈ H, we denote λ(x) = ij , when x ∈ iCj .
On the set of the classes {iCj}rj=1 we define the following ordering relation:
ij < ik if, for elements x ∈ iCj and y ∈ iCk,

µ̄i(x) ∧ λ̄i(x) < µ̄i(y) ∧ λ̄i(y) (therefore λ(x) < λ(y)).
With any ordered chain (iCj1 ,

i Cj2 , . . . ,
i Cjr ) one associates an ordered r-tuple of the

type (kj1 , kj2 , . . . , kjr ), where kjl = |iCjl |, for all l, 1 ≤ l ≤ r.
3.3. Theorem. (see [9]) Let iH and i+1H be the join spaces associated with H deter-

mined by the membership functions µ̄i ∧ λ̄i and µ̄i+1 ∧ λ̄i+1, where iH =

r1⋃

l=1

Cl, i+1H =

r2⋃

l=1

C′l and (k1, k2, . . . , kr1) is the r1-tuple associated with iH, (k′1, k
′
2, . . . , k

′
r2) is the r2-

tuple associated with i+1H. The join spaces iH and i+1H are isomorphic if and only if
r1 = r2 and (k1, k2, . . . , kr1) = (k′1, k

′
2, . . . , k

′
r1) or (k1, k2, . . . , kr1) = (k′r1 , k

′
r1−1, . . . , k

′
1).

Now we recall the formulas for the membership functions µ̄ and λ̄ associated with a
complete hypergroup.

Let H =
⋃

g∈G
Ag be a complete hypergroup of cardinality n. By Theorem 2.8, it is

obvious that, for any u ∈ H, there exists a unique gu ∈ G such that u ∈ Agu . Moreover,
we define on H the following equivalence u ∼ v ⇐⇒ ∃g ∈ G : u, v ∈ Ag. Thereby one
obtains that

(3.3) µ̄(u) =
|Q(u)|
|Agu |

· 1

n2
, λ̄(u) =

(∑

v/∈û

|Q(v)|
|Agv |

)
· 1

n2
.

We end this section with a useful result concerning the complete hypergroups gener-
ated by a group G isomorphic with the additive group Z2.

3.4. Proposition. (see [18]) H =
⋃

g∈G
Ag be a complete hypergroup of cardinality n. If

the group G is isomorphic with the additive group Z2, then i.f.g.(H) = 1.

4. Intuitionistic fuzzy grade of the complete hypergroups of order
less than or equal to 6

Cristea [14] listed all the forty complete hypergroups of order less than or equal to 6,
calculating their fuzzy grade. In this section we determine the intuitionistic fuzzy grade
of them. When the group which generates the complete hypergroup is isomorphic with
the additive group Z2, by Proposition 3.4 it follows that i.f.g.(H) = 1 and in this case
we do not list the table of the complete hypergroups (the reader may see it in [14]).

4.1. Theorem. Let H be a complete hypergroup of order n ≤ 6.
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(i) There are two non-isomorphic complete hypergroups of order 3 having i.f.g.(H) =
1.

(ii) There are five non-isomorphic complete hypergroups of order 4: for three of them,
one finds that i.f.g.(H) = 1, and for other two that i.f.g.(H) = 2.

(iii) There are twelve non-isomorphic complete hypergroups of order 5: nine of them
have i.f.g.(H) = 1, and three of them have i.f.g.(H) = 3.

(iv) There are twenty one non-isomorphic complete hypergroups of order 6: sixteen
of them with i.f.g.(H) = 1, three of them with i.f.g.(H) = 2 and for two of them
one finds that i.f.g.(H) = 3.

Proof. We will denote, in the following tables, for any s ∈ {1, 2, . . . , 5}, Bs = H \ {as}
and B0 = H \ {e}. Let H be a complete hypergroup of order n ≤ 6, denoted by
H = {e, a1, . . . , an}, with 3 ≤ n ≤ 5, that is H =

⋃

g∈G
Ag.

(i) If the hypergroup H is of order 3, then it is obvious that G ' (Z2,+), so there
are only two complete hypergroups with the associated 2-tuple of the form [1, 2] or [2, 1].
Thus, by Proposition 3.4, it follows that i.f.g.(Hi) = 1, for i ∈ {1, 2}.

(ii) Let us suppose H of order 4.
(a) Setting G ' (Z2,+), we obtain three complete hypergroups H3, H4, H5, and by

Proposition 3.4, it follows that i.f.g.(Hi) = 1, for i ∈ {3, 4, 5}.
(b) Setting G ' (Z3,+), we distinguish two hypergroups, denoted by H6, H7.
(b1) For H6 represented here bellow

◦ e a1 a2 a3

e e a1 A2 A2

a1 A2 e e

a2 a1 a1

a3 a1

where A0 = {e}, A1 = {a1}, A2 = {a2, a3}, we calculate that

µ̄(e) = 10/32, µ̄(a1) = 12/32, µ̄(a2) = µ̄(a3) = 5/32,
λ̄(e) = 17/32, λ̄(a1) = 15/32, λ̄(a2) = λ̄(a3) = 22/32.

Therefore the associated join space 0(H6) is as follows:

◦µ̄∧λ̄ e a1 a2 a3

e e {e, a1} B1 B1

a1 a1 H H

a2 A2 A2

a3 A2

and thus we obtain that
µ̄1(e) = µ̄1(a2) = µ̄1(a3) = 13/48, µ̄1(a1) = 9/48,
λ̄1(e) = λ̄1(a2) = λ̄1(a3) = 9/48, λ̄1(a1) = 13/48.

Therefore the associated join space 1(H6) is the total hypergroup. Then, for any r ≥ 2,
r(H6) ' 1(H6) and thereby i.f.g.(H6) = 2.

(b2) Taking the complete hypergroup H7

◦ e a1 a2 a3

e A0 A0 a2 a3

a1 A0 a2 a3

a2 a3 A0

a3 a2
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with A0 = {e, a1}, A1 = {a2}, A2 = {a3}, one gets that

µ̄(e) = µ̄(a1) = 3/16, µ̄(a2) = µ̄(a3) = 5/16,
λ̄(e) = λ̄(a1) = 10/16, λ̄(a2) = λ̄(a3) = 8/16.

Therefore the associated join space 0(H7) is as follows:

◦µ̄∧λ̄ e a1 a2 a3

e A0 A0 H H

a1 A0 H H

a2 {a2, a3} {a2, a3}
a3 {a2, a3}

and
µ̄1(e) = µ̄1(a1) = µ̄1(a2) = µ̄1(a3) = 4/16,
λ̄1(e) = λ̄1(a1) = λ̄1(a2) = λ̄1(a3) = 2/16.

Therefore the associated join space 1(H7) is the total hypergroup and, for any r ≥ 2,
r(H7) ' 1(H7), so i.f.g.(H7) = 2.

(iii) We consider now the complete hypergroups of order 5.
(a) There are five complete 1-hypergroups of order 5, denoted here by H8, . . . , H12.
(a1) For the first one H8 generated by the group G ' (Z2,+), by Proposition 3.4, it

follows that i.f.g.(H8) = 1.
(a2) For H9 represented by the table

◦ e a1 a2 a3 a4

e e a1 A2 A2 A2

a1 A2 e e e

a2 a1 a1 a1

a3 a1 a1

a4 a1

with A0 = {e}, A1 = {a1}, A2 = {a2, a3, a4}, we find that

µ̄(e) = 21/75, µ̄(a1) = 33/75, µ̄(a2) = µ̄(a3) = µ̄(a4) = 7/75,
λ̄(e) = 40/75, λ̄(a1) = 28/75, λ̄(a2) = λ̄(a3) = λ̄(a4) = 54/75.

Therefore the associated join space 0(H9) is as follows:

◦µ̄∧λ̄ e a1 a2 a3 a4

e e {e, a1} B1 B1 B1

a1 a1 H H H

a2 A2 A2 A2

a3 A2 A2

a4 A2

then
µ̄1(e) = 47/250, µ̄1(a1) = 32/250, µ̄1(a2) = µ̄1(a3) = µ̄1(a4) = 57/250,
λ̄1(e) = 40/250, λ̄1(a1) = 55/250, λ̄1(a2) = λ̄1(a3) = λ̄1(a4) = 30/250.

Then, for any r ≥ 1, r(H9) ' 0(H9) and therefore i.f.g.(H9) = 1.
(a3) Set the complete hypergroup H10 as

◦ e a1 a2 a3 a4

e e A1 A1 A2 A2

a1 A2 A2 e e

a2 A2 e e

a3 A1 A1

a4 A1
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where A0 = {e}, A1 = {a1, a2}, A2 = {a3, a4}. Then, for any i ∈ {1, 2, 3, 4}, we calculate
that µ̄(e) = 9/25, µ̄(ai) = 4/25, λ̄(e) = 8/25, λ̄(ai) = 13/25.

It result the following join space 0(H10)

◦µ̄∧λ̄ e a1 a2 a3 a4

e e H H H H

a1 B0 B0 B0 B0

a2 B0 B0 B0

a3 B0 B0

a4 B0

and, for any i ∈ {1, 2, 3, 4}, µ̄1(e) = 13/125, µ̄1(ai) = 28/125, λ̄1(e) = 20/125, λ̄1(ai) =
5/125. Therefore, we have, for any r ≥ 1, r(H10) ' 0(H10) and i.f.g.(H10) = 1.

(a4) Let us consider H11 as

◦ e a1 a2 a3 a4

e e a1 a2 A3 A3

a1 a2 A3 e e

a2 e a1 a1

a3 a2 a2

a4 a2

where A0 = {e}, A1 = {a1}, A2 = {a2}, A3 = {a3, a4} (i.e. the 4-tuple associated with
H is [1, 1, 1, 2]) and G ' (Z4,+), for which we calculate

µ̄(e) = µ̄(a1) = 6/25, µ̄(a2) = 7/25, µ̄(a3) = µ̄(a4) = 3/25,
λ̄(e) = λ̄(a1) = 16/25, λ̄(a2) = 15/25, λ̄(a3) = λ̄(a4) = 19/25.

Therefore the associated join space 0(H11) is as follows:

◦µ̄∧λ̄ e a1 a2 a3 a4

e {e, a1} {e, a1} {e, a1, a2} B2 B2

a1 {e, a1} {e, a1, a2} B2 B2

a2 a2 H H

a3 A3 A3

a4 A3

then

µ̄1(e) = µ̄1(a1) = 92/375, µ̄1(a2) = 47/375, µ̄1(a3) = µ̄1(a4) = 72/375,
λ̄1(e) = λ̄1(a1) = 45/375, λ̄1(a2) = 90/375, λ̄1(a3) = λ̄1(a4) = 65/375.

Therefore the associated join space 1(H11) is as follows:

◦µ̄1∧λ̄1
e a1 a2 a3 a4

e {e, a1} {e, a1} {e, a1, a2} H H

a1 {e, a1} {e, a1, a2} H H

a2 a2 {a2, a3, a4} {a2, a3, a4}
a3 A3 A3

a4 A3

for which we find that

µ̄2(e) = µ̄2(a1) = µ̄2(a3) = µ̄2(a4) = 74/375, µ̄2(a2) = 79/375,
λ̄2(e) = λ̄2(a1) = λ̄2(a3) = λ̄2(a4) = 65/375, λ̄2(a2) = 60/375.
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Therefore the associated join space 2(H11) is as follows:

◦µ̄2∧λ̄2
e a1 a2 a3 a4

e B2 B2 H B2 B2

a1 B2 H B2 B2

a2 a2 H H

a3 B2 B2

a4 B2

then
µ̄3(e) = µ̄3(a1) = µ̄3(a3) = µ̄3(a4) 6= µ̄3(a2),
λ̄3(e) = λ̄3(a1) = λ̄3(a3) = λ̄3(a4) 6= λ̄3(a2).

Then, for any r ≥ 3, r(H11) ' 2(H11) and therefore i.f.g.(H11) = 3.
(a5) For the same 4-tuple [1, 1, 1, 2] associated with H, i.e. A0 = {e}, A1 = {a1}, A2 =

{a2}, A3 = {a3, a4}, but with G ' (K, ·) the Klein four-group, it results the following
complete hypergroup H12

◦ e a1 a2 a3 a4

e e a1 a2 A3 A3

a1 e A3 a2 a2

a2 e a1 a1

a3 e e

a4 e

with
µ̄(e) = 7/25, µ̄(a1) = µ̄(a2) = 6/25, µ̄(a3) = µ̄(a4) = 3/25,
λ̄(e) = 15/25, λ̄(a1) = λ̄(a2) = 16/25, λ̄(a3) = λ̄(a4) = 19/25.

Therefore the associated join space 0(H12) is isomorphic with 0(H11) and thereby we
have that i.f.g.(H12) = 3.

(b)The following complete hypergroups, denoted byH13, . . . , H19, are not 1-hypergroups.
(b1) There exist three complete hypergroups of order 5 (which are not 1-hypergroups)

such that G ' (Z2,+), (corresponding to the 2-tuples [2, 3], [3, 2], and [4, 1]); for each of
them we obtain, by Proposition 3.4, that i.f.g.(Hi) = 1, with i ∈ {13, 14, 15}.

(b2) Let us consider H16 as the following complete hypergroup

◦ e a1 a2 a3 a4

e A0 A0 A0 a3 a4

a1 A0 A0 a3 a4

a2 A0 a3 a4

a3 a4 A0

a4 a3

where A0 = {e, a1, a2}, A1 = {a3}, A2 = {a4}, for which we find that

µ̄(e) = µ̄(a1) = µ̄(a2) = 11/75, µ̄(a3) = µ̄(a4) = 21/75,
λ̄(e) = λ̄(a1) = λ̄(a2) = 42/75, λ̄(a3) = λ̄(a4) = 32/75.

Therefore the associated join space 0(H16) is as follows:

◦µ̄∧λ̄ e a1 a2 a3 a4

e A0 A0 A0 H H

a1 A0 A0 H H

a2 A0 H H

a3 {a3, a4} {a3, a4}
a4 {a3, a4}
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and
µ̄1(e) = µ̄1(a1) = µ̄1(a2) 6= µ̄1(a3) = µ̄1(a4),
λ̄1(e) = λ̄1(a1) = λ̄1(a2) 6= λ̄1(a3) = λ̄1(a4).

Then, for any r ≥ 1, r(H16) ' 0(H16) and therefore i.f.g.(H16) = 1.
(b3) There exist two complete hypergroups H17 and H18 of order 5 generated by a

group of order 4 and characterized by the 4-tuple [2, 1, 1, 1]. Setting A0 = {e, a1}, A1 =
{a2}, A2 = {a3}, A3 = {a4}, if G ' (Z4,+), then the hypergroup H17 is the following
one

◦ e a1 a2 a3 a4

e A0 A0 a2 a3 a4

a1 A0 a2 a3 a4

a2 a3 a4 A0

a3 A0 a2

a4 a3

and if G ' (K, ·) the Klein four-group, then the hypergroup H18 is represented by the
table

◦ e a1 a2 a3 a4

e A0 A0 a2 a3 a4

a1 A0 a2 a3 a4

a2 A0 a4 a3

a3 A0 a2

a4 A0

In both cases one finds that
µ̄(e) = µ̄(a1) = 7/50, µ̄(a2) = µ̄(a3) = µ̄(a4) = 12/50,
λ̄(e) = λ̄(a1) = 36/50, λ̄(a2) = λ̄(a3) = λ̄(a4) = 31/50.

Therefore the associated join space 0(H17) =0 (H18) is as follows:

◦µ̄∧λ̄ e a1 a2 a3 a4

e A0 A0 H H H

a1 A0 H H H

a2 {a2, a3, a4} {a2, a3, a4} {a2, a3, a4}
a3 {a2, a3, a4} {a2, a3, a4}
a4 {a2, a3, a4}

and then
µ̄1(e) = µ̄1(a1) 6= µ̄1(a2) = µ̄1(a3) = µ̄1(a4),
λ̄1(e) = λ̄1(a1) 6= λ̄1(a2) = λ̄1(a3) = λ̄1(a4).

It follows that, for any r ≥ 1, r(Hi) ' 0(Hi), with i ∈ {17, 18}, and therefore i.f.g.(H17) =
i.f.g.(H18) = 1.

(b4) For H19

◦ e a1 a2 a3 a4

e A0 A0 a2 A2 A2

a1 A0 a2 A2 A2

a2 A2 A0 A0

a3 a2 a2

a4 a2

where A0 = {e, a1}, A1 = {a2}, A2 = {a3, a4}, one finds the following membership func-
tions

µ̄(e) = µ̄(a1) = 8/50, µ̄(a2) = 16/50, µ̄(a3) = µ̄(a4) = 9/50,
λ̄(e) = λ̄(a1) = 25/50, λ̄(a2) = 17/50, λ̄(a3) = λ̄(a4) = 24/50.
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Therefore the associated join space 0(H19) is as follows:

◦µ̄∧λ̄ e a1 a2 a3 a4

e A0 A0 H B2 B2

a1 A0 H B2 B2

a2 a2 {a2, a3, a4} {a2, a3, a4}
a3 A2 A2

a4 A2

and

µ̄1(e) = µ̄1(a1) = 72/375, µ̄1(a2) = 47/375, µ̄1(a3) = µ̄1(a4) = 92/375,
λ̄1(e) = λ̄1(a1) = 65/375, λ̄1(a2) = 90/375, λ̄1(a3) = λ̄1(a4) = 45/375.

It is clear that the associated join space 1(H19) is isomorphic with 1(H11) and thus we
obtain that i.f.g.(H19) = 3.

(iv) Now we study the complete hypergroups of order 6. We denote the twenty one
non-isomorphic complete hypergroups of order 6 by H20, H21, . . . , H40.

There are sixteen complete hypergroups of order 6 with the intuitionistic fuzzy grade
equal to 1, listed in the sequel.

(a1) Let us consider the complete hypergroup H20

◦ e a1 a2 a3 a4 a5

e e a1 a2 A3 A3 A3

a1 a2 A3 e e e

a2 e a1 a1 a1

a3 a2 a2 a2

a4 a2 a2

a5 a2

where A0 = {e}, A1 = {a1}, A2 = {a2}, A3 = {a3, a4, a5} and G ' (Z4,+). In particular,
H20 is an 1-hypergroup. Then

µ̄(e) = µ̄(a1) = 24/108, µ̄(a2) = 36/108, µ̄(a3) = µ̄(a4) = µ̄(a5) = 8/108,
λ̄(e) = λ̄(a1) = 68/108, λ̄(a2) = 56/108, λ̄(a3) = λ̄(a4) = λ̄(a5) = 84/108.

Therefore the associated join space 0(H20) is as follows:

◦µ̄∧λ̄ e a1 a2 a3 a4 a5

e {e, a1} {e, a1} {e, a1, a2} B2 B2 B2

a1 {e, a1} {e, a1, a2} B2 B2 B2

a2 a2 H H H

a3 A3 A3 A3

a4 A3 A3

a5 A3

We obtain that

µ̄1(e) = µ̄1(a1) = 101/540, µ̄1(a2) = 50/540, µ̄1(a3) = µ̄1(a4) = µ̄1(a5) = 96/540,
λ̄1(e) = λ̄1(a1) = 60/540, λ̄1(a2) = 111/540, λ̄1(a3) = λ̄1(a4) = λ̄1(a5) = 65/540.

Then, for any r ≥ 1, r(H20) ' 0(H20) and therefore i.f.g.(H20) = 1.
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(a2) Let us see the complete hypergroup H21

◦ e a1 a2 a3 a4 a5

e e a1 a2 A3 A3 A3

a1 e A3 a2 a2 a2

a2 e a1 a1 a1

a3 e e e

a4 e e

a5 e

with G ' (K, ·) the Klein four-group, A0 = {e}, A1 = {a1}, A2 = {a2}, A3 = {a3, a4, a5}.
H21 is an 1-hypergroup, too. Then

µ̄(e) = 36/108, µ̄(a1) = µ̄(a2) = 24/108, µ̄(a3) = µ̄(a4) = µ̄(a5) = 8/108,
λ̄(e) = 56/108, λ̄(a1) = λ̄(a2) = 68/108, λ̄(a3) = λ̄(a4) = λ̄(a5) = 84/108.

It follows that the associated join space 0(H21) is isomorphic to 0(H20) and thereby we
have that i.f.g.(H21) = 1.

(a3) Setting now G ' (Z2,+), it results five non-isomorphic complete hypergroups
H22, . . . , H26 corresponding to the 2-tuples [1, 5], [2, 4], [3, 3], [4, 2], [5, 1]. By Proposition
3.4, it follows immediately that i.f.g.(Hi) = 1, for i ∈ {22, . . . , 26}.

(a4) For the complete hypergroup H27, which is also an 1-hypergroup,

◦ e a1 a2 a3 a4 a5

e e a5 A1 A1 A1 A1

a1 A1 e e e e

a2 a5 a5 a5 a5

a3 a5 a5 a5

a4 a5 a5

a5 a5

where A0 = {e}, A1 = {a1, a2, a3, a4}, A2 = {a5}, we calculate that

µ̄(e) = 36/144, µ̄(a1) = µ̄(a2) = µ̄(a3) = µ̄(a4) = 9/144, µ̄(a5) = 72/144,
λ̄(e) = 81/144, λ̄(a1) = λ̄(a2) = λ̄(a3) = λ̄(a4) = 108/144, λ̄(a5) = 45/144.

Therefore the associated join space 0(H27) is as follows:

◦µ̄∧λ̄ e a1 a2 a3 a4 a5

e e B5 B5 B5 B5 {e, a5}
a1 A1 A1 A1 A1 H

a2 A1 A1 A1 H

a3 A1 A1 H

a4 A1 H

a5 a5

We find

µ̄1(e) = 74/540, µ̄1(a1) = µ̄1(a2) = µ̄1(a3) = µ̄1(a4) = 104/540, µ̄1(a5) = 50/540,
λ̄1(e) = 75/540, λ̄1(a1) = λ̄1(a2) = λ̄1(a3) = λ̄1(a4) = 45/540, λ̄1(a5) = 99/540.

Then, for any r ≥ 1, r(H27) ' 0(H27) and therefore i.f.g.(H27) = 1.
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(a5) For the complete hypergroup H28 represented here bellow

◦ e a1 a2 a3 a4 a5

e e A1 A1 A2 A2 A2

a1 A2 A2 e e e

a2 A2 e e e

a3 A1 A1 A1

a4 A1 A1

a5 A1

with A0 = {e}, A1 = {a1, a2}, A2 = {a3, a4, a5} (in particular, H28 is an 1-hypergroup),
we obtain that

µ̄(e) = 78/216, µ̄(a1) = µ̄(a2) = 39/216, µ̄(a3) = µ̄(a4) = µ̄(a5) = 20/216,
λ̄(e) = 59/216, λ̄(a1) = λ̄(a2) = 98/216, λ̄(a3) = λ̄(a4) = λ̄(a5) = 117/216.

Therefore the associated join space 0(H28) is as follows:

◦µ̄∧λ̄ e a1 a2 a3 a4 a5

e e {e, a1, a2} {e, a1, a2} H H H

a1 A1 A1 B0 B0 B0

a2 A1 B0 B0 B0

a3 A2 A2 A2

a4 A2 A2

a5 A2

and

µ̄1(e) = 50/540, µ̄1(a1) = µ̄1(a2) = 101/540, µ̄1(a3) = µ̄1(a4) = µ̄1(a5) = 96/540,
λ̄1(e) = 111/540, λ̄1(a1) = λ̄1(a2) = 60/540, λ̄1(a3) = λ̄1(a4) = λ̄1(a5) = 65/540.

Then, for any r ≥ 1, r(H28) ' 0(H28) and therefore i.f.g.(H28) = 1.
(a6) Taking the complete hypergroup H29

◦ e a1 a2 a3 a4 a5

e A0 A0 a2 A2 A2 A2

a1 A0 a2 A2 A2 A2

a2 A2 A0 A0 A0

a3 a2 a2 a2

a4 a2 a2

a5 a2

with A0 = {e, a1}, A1 = {a2}, A2 = {a3, a4, a5}, we calculate that

µ̄(e) = µ̄(a1) = 15/108, µ̄(a2) = 39/108, µ̄(a3) = µ̄(a4) = µ̄(a5) = 13/108,
λ̄(e) = λ̄(a1) = 52/108, λ̄(a2) = 28/108, λ̄(a3) = λ̄(a4) = λ̄(a5) = 54/108.

Therefore the associated join space 0(H29) is as follows:

◦µ̄∧λ̄ e a1 a2 a3 a4 a5

e A0 A0 {e, a1, a2} B2 B2 B2

a1 A0 {e, a1, a2} B2 B2 B2

a2 a2 H H H

a3 A2 A2 A2

a4 A2 A2

a5 A2
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We obtain that

µ̄1(e) = µ̄1(a1) = 101/540, µ̄1(a2) = 50/540, µ̄1(a3) = µ̄1(a4) = µ̄1(a5) = 96/540,
λ̄1(e) = λ̄1(a1) = 60/540, λ̄1(a2) = 111/540, λ̄1(a3) = λ̄1(a4) = λ̄1(a5) = 65/540.

Then, for any r ≥ 1, r(H29) ' 0(H29) and therefore i.f.g.(H29) = 1.
(a7) If we take the complete hypergroup H30 as

◦ e a1 a2 a3 a4 a5

e A0 A0 A1 A1 A2 A2

a1 A0 A1 A1 A2 A2

a2 A2 A2 A0 A0

a3 A2 A0 A0

a4 A1 A1

a5 A1

with A0 = {e, a1}, A1 = {a2, a3}, A2 = {a4, a5}, then it results that

µ̄(e) = µ̄(a1) = µ̄(a2) = µ̄(a3) = µ̄(a4) = µ̄(a5) = 6/36,
λ̄(e) = λ̄(a1) = λ̄(a2) = λ̄(a3) = λ̄(a4) = λ̄(a5) = 12/36.

Therefore 0(H30) is a total hypergroup. Then, for any r ≥ 1, r(H30) ' 0(H30) and
therefore i.f.g.(H30) = 1.

(a8) Let us consider H31 given by the following table

◦ e a1 a2 a3 a4 a5

e A0 A0 A0 a3 A2 A2

a1 A0 A0 a3 A2 A2

a2 A0 a3 A2 A2

a3 A2 A0 A0

a4 a3 a3

a5 a3

with A0 = {e, a1, a2}, A1 = {a3}, A2 = {a4, a5}. We calculate that

µ̄(e) = µ̄(a1) = µ̄(a2) = 26/216, µ̄(a3) = 60/216, µ̄(a4) = µ̄(a5) = 39/216,
λ̄(e) = λ̄(a1) = λ̄(a2) = 99/216, λ̄(a3) = 65/216, λ̄(a4) = λ̄(a5) = 86/216.

Therefore the associated join space 0(H31) is as follows:

◦µ̄∧λ̄ e a1 a2 a3 a4 a5

e A0 A0 A0 H B3 B3

a1 A0 A0 H B3 B3

a2 A0 H B3 B3

a3 a3 {a3, a4, a5} {a3, a4, a5}
a4 A2 A2

a5 A2

Then

µ̄1(e) = µ̄1(a1) = µ̄1(a2) = 96/540, µ̄1(a3) = 50/540, µ̄1(a4) = µ̄1(a5) = 101/540,
λ̄1(e) = λ̄1(a1) = λ̄1(a2) = 65/540, λ̄1(a3) = 111/540, λ̄1(a4) = λ̄1(a5) = 60/540.

Then, for any r ≥ 1, r(H31) ' 0(H31) and therefore i.f.g.(H31) = 1.
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(a9) Let us consider the following complete hypergroup H32

◦ e a1 a2 a3 a4 a5

e A0 A0 A0 A0 a4 a5

a1 A0 A0 A0 a4 a5

a2 A0 A0 a4 a5

a3 A0 a4 a5

a4 a5 A0

a5 a4

with A0 = {e, a1, a2, a3}, A1 = {a4}, A2 = {a5}. One gets that

µ̄(e) = µ̄(a1) = µ̄(a2) = µ̄(a3) = 9/72, µ̄(a4) = µ̄(a5) = 18/72,
λ̄(e) = λ̄(a1) = λ̄(a2) = λ̄(a3) = 36/72, λ̄(a4) = λ̄(a5) = 27/72.

Therefore the associated join space 0(H32) is as follows:

◦µ̄∧λ̄ e a1 a2 a3 a4 a5

e A0 A0 A0 A0 H H

a1 A0 A0 A0 H H

a2 A0 A0 H H

a3 A0 H H

a4 {a4, a5} {a4, a5}
a5 {a4, a5}

with
µ̄1(e) = µ̄1(a1) = µ̄1(a2) = µ̄1(a3) 6= µ̄1(a4) = µ̄1(a5),
λ̄1(e) = λ̄1(a1) = λ̄1(a2) = λ̄1(a3) 6= λ̄1(a4) = λ̄1(a5).

Then, for any r ≥ 1, r(H32) ' 0(H32) and therefore i.f.g.(H32) = 1.
(a10) Let us consider H33 given by the following table

◦ e a1 a2 a3 a4 a5

e e a1 A2 A2 A3 A3

a1 e A3 A3 A2 A2

a2 e e a1 a1

a3 e a1 a1

a4 e e

a5 e

with A0 = {e}, A1 = {a1}, A2 = {a2, a3}, A3 = {a4, a5} and G ' (K, ·) the Klein
four-group. It is obvious that H33 is an 1-hypergroup. It results that

µ̄(e) = µ̄(a1) = 10/36, µ̄(a2) = µ̄(a3) = µ̄(a4) = µ̄(a5) = 4/36,
λ̄(e) = λ̄(a1) = 18/36, λ̄(a2) = λ̄(a3) = λ̄(a4) = λ̄(a5) = 24/36.

Therefore the associated join space 0(H33) is as follows:

◦µ̄∧λ̄ e a1 a2 a3 a4 a5

e {e, a1} {e, a1} H H H H

a1 {e, a1} H H H H

a2 {a2, a3, a4, a5} {a2, a3, a4, a5} {a2, a3, a4, a5} {a2, a3, a4, a5}
a3 {a2, a3, a4, a5} {a2, a3, a4, a5} {a2, a3, a4, a5}
a4 {a2, a3, a4, a5} {a2, a3, a4, a5}
a5 {a2, a3, a4, a5}

and
µ̄1(e) = µ̄1(a1) 6= µ̄1(a2) = µ̄1(a3) = µ̄1(a4) = µ̄1(a5),
λ̄1(e) = λ̄1(a1) 6= λ̄1(a2) = λ̄1(a3) = λ̄1(a4) = λ̄1(a5).
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Then, for any r ≥ 1, r(H33) ' 0(H33) and therefore i.f.g.(H33) = 1.
(a11) Let us consider the following complete hypergroup H34

◦ e a1 a2 a3 a4 a5

e A0 A0 a2 a3 A3 A3

a1 A0 a2 a3 A3 A3

a2 A0 A3 a3 a3

a3 A0 a2 a2

a4 A0 A0

a5 A0

with A0 = {e, a1}, A1 = {a2}, A2 = {a3}, A3 = {a4, a5} and G ' (K, ·) the Klein
four-group. We calculate that

µ̄(e) = µ̄(a1) = µ̄(a4) = µ̄(a5) = 5/36, µ̄(a2) = µ̄(a3) = 8/36,
λ̄(e) = λ̄(a1) = λ̄(a4) = λ̄(a5) = 21/36, λ̄(a2) = λ̄(a3) = 18/36.

Therefore the associated join space 0(H34) is as follows:

◦µ̄∧λ̄ e a1 a2 a3 a4 a5

e {e, a1, a4, a5} {e, a1, a4, a5} H H {e, a1, a4, a5} {e, a1, a4, a5}
a1 {e, a1, a4, a5} H H {e, a1, a4, a5} {e, a1, a4, a5}
a2 {a2, a3} {a2, a3} H H

a3 {a2, a3} H H

a4 {e, a1, a4, a5} {e, a1, a4, a5}
a5 {e, a1, a4, a5}

then
µ̄1(e) = µ̄1(a1) = µ̄1(a4) = µ̄1(a5) 6= µ̄1(a2) = µ̄1(a3),
λ̄1(e) = λ̄1(a1) = λ̄1(a4) = λ̄1(a5) 6= λ̄1(a2) = λ̄1(a3).

Then, for any r ≥ 1, r(H34) ' 0(H34) and therefore i.f.g.(H34) = 1.
(a12) For the complete hypergroup H35

◦ e a1 a2 a3 a4 a5

e A0 A0 a2 a3 a4 a5

a1 A0 a2 a3 a4 a5

a2 a3 a4 a5 A0

a3 a5 A0 a2

a4 a2 a3

a5 a4

with A0 = {e, a1}, A1 = {a2}, A2 = {a3}, A3 = {a4}, A4 = {a5}, we calculate that

µ̄(e) = µ̄(a1) = 4/36, µ̄(a2) = µ̄(a3) = µ̄(a4) = µ̄(a5) = 7/36,
λ̄(e) = λ̄(a1) = 28/36, λ̄(a2) = λ̄(a3) = λ̄(a4) = λ̄(a5) = 25/36.

We notice that 0(H35) is isomorphic to 0(H33) and therefore, for any r ≥ 1, r(H35) '
0(H35) and so i.f.g.(H35) = 1.

Now we present the complete hypergroups of order 6 which have the intuitionistic
fuzzy grade equal to 2.
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(b1) The complete hypergroup H36 is the following one

◦ e a1 a2 a3 a4 a5

e A0 A0 A0 a3 a4 a5

a1 A0 A0 a3 a4 a5

a2 A0 a3 a4 a5

a3 a4 a5 A0

a4 A0 a3

a5 a4

where A0 = {e, a1, a2}, A1 = {a3}, A2 = {a4}, A3 = {a5}, and G ' (Z4,+). Then

µ̄(e) = µ̄(a1) = µ̄(a2) = 4/36, µ̄(a3) = µ̄(a4) = µ̄(a5) = 8/36,
λ̄(e) = λ̄(a1) = λ̄(a2) = 24/36, λ̄(a3) = λ̄(a4) = λ̄(a5) = 20/36.

Therefore the associated join space 0(H36) is as follows:

◦µ̄∧λ̄ e a1 a2 a3 a4 a5

e A0 A0 A0 H H H

a1 A0 A0 H H H

a2 A0 H H H

a3 {a3, a4, a5} {a3, a4, a5} {a3, a4, a5}
a4 {a3, a4, a5} {a3, a4, a5}
a5 {a3, a4, a5}

We find that
µ̄1(e) = µ̄1(a1) = µ̄1(a2) = µ̄1(a3) = µ̄1(a4) = µ̄1(a5) = 6/36,
λ̄1(e) = λ̄1(a1) = λ̄1(a2) = λ̄1(a3) = λ̄1(a4) = λ̄1(a5) = 3/36.

It follows that 1(H36) is a total hypergroup. Then, for any r ≥ 2, r(H36) = 1(H36) and
therefore i.f.g.(H36) = 2.

(b2) The complete hypergroup H37 has the following table

◦ e a1 a2 a3 a4 a5

e A0 A0 A0 a3 a4 a5

a1 A0 A0 a3 a4 a5

a2 A0 a3 a4 a5

a3 A0 a5 a4

a4 A0 a3

a5 A0

with G ' (K, .) the Klein four-group, A0 = {e, a1, a2}, A1 = {a3}, A2 = {a4}, A3 = {a5}.
We obtain the same membership functions as in the previous case. So, i.f.g.(H37) = 2.

(b3) Taking the complete hypergroup H38 as the following 1-hypergroup

◦ e a1 a2 a3 a4 a5

e e a1 a2 a3 A4 A4

a1 a2 a3 A4 e e

a2 A4 e a1 a1

a3 a1 a2 a2

a4 a3 a3

a5 a3

where A0 = {e}, A1 = {a1}, A2 = {a2}, A3 = {a3}, A4 = {a4, a5}, then
µ̄(e) = µ̄(a1) = µ̄(a2) = 14/72, µ̄(a3) = 16/72, µ̄(a4) = µ̄(a5) = 7/72,
λ̄(e) = λ̄(a1) = λ̄(a2) = 51/72, λ̄(a3) = 49/72, λ̄(a4) = λ̄(a5) = 58/72.
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Therefore the associated join space 0(H38) is as follows:

◦µ̄∧λ̄ e a1 a2 a3 a4 a5

e {e, a1, a2} {e, a1, a2} {e, a1, a2} {e, a1, a2, a3} B3 B3

a1 {e, a1, a2} {e, a1, a2} {e, a1, a2, a3} B3 B3

a2 {e, a1, a2} {e, a1, a2, a3} B3 B3

a3 a3 H H

a4 A4 A4

a5 A4

and we obtain that
µ̄1(e) = µ̄1(a1) = µ̄1(a2) = 227/1080, µ̄1(a3) = 95/1080, µ̄1(a4) = µ̄1(a5) = 152/1080,
λ̄1(e) = λ̄1(a1) = λ̄1(a2) = 90/1080, λ̄1(a3) = 222/1080, λ̄1(a4) = λ̄1(a5) = 165/1080.

Therefore the associated join space 1(H38) is as follows:

◦µ̄1∧λ̄1
e a1 a2 a3 a4 a5

e {e, a1, a2} {e, a1, a2} {e, a1, a2} {e, a1, a2, a3} H H

a1 {e, a1, a2} {e, a1, a2} {e, a1, a2, a3} H H

a2 {e, a1, a2} {e, a1, a2, a3} H H

a3 a3 {a3, a4, a5} {a3, a4, a5}
a4 A4 A4

a5 A4

for which we find
µ̄2(e) = µ̄2(a1) = µ̄2(a2) = 39/216, µ̄2(a3) = 35/216, µ̄2(a4) = µ̄2(a5) = 32/216,
λ̄2(e) = λ̄2(a1) = λ̄2(a2) = 26/216, λ̄2(a3) = 30/216, λ̄2(a4) = λ̄2(a5) = 33/216.

Then, for any r ≥ 2, r(H38) ' 1(H38) and therefore i.f.g.(H38) = 2.

The last two complete hypergroups of order 6 have the intuitionistic fuzzy grade equal
to 3.

(c1) For the 1-hypergroup H39

◦ e a1 a2 a3 a4 a5

e e a1 A2 A2 A3 A3

a1 A2 A3 A3 e e

a2 e e a1 a1

a3 e a1 a1

a4 A2 A2

a5 A2

where A0 = {e}, A1 = {a1}, A2 = {a2, a3}, A3 = {a4, a5}, and G ' (Z4,+), we find that

µ̄(e) = 18/72, µ̄(a1) = 20/72, µ̄(a2) = µ̄(a3) = 9/72, µ̄(a4) = µ̄(a5) = 8/72,
λ̄(e) = 37/72, λ̄(a1) = 35/72, λ̄(a2) = λ̄(a3) = 46/72, λ̄(a4) = λ̄(a5) = 47/72.

Therefore the associated join space 0(H39) is as follows:

◦µ̄∧λ̄ e a1 a2 a3 a4 a5

e e {e, a1} {e, a2, a3} {e, a2, a3} B1 B1

a1 a1 {e, a1, a2, a3} {e, a1, a2, a3} H H

a2 A2 A2 {a2, a3, a4, a5} {a2, a3, a4, a5}
a3 A2 {a2, a3, a4, a5} {a2, a3, a4, a5}
a4 A3 A3

a5 A3
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and
µ̄1(e) = 87/540, µ̄1(a1) = 55/540, µ̄1(a2) = µ̄1(a3) = 117/540,
λ̄1(e) = 105/540, λ̄1(a1) = 137/540, λ̄1(a2) = λ̄1(a3) = 75/540,
µ̄1(a4) = µ̄1(a5) = 82/540, λ̄1(a4) = λ̄1(a5) = 110/540.

Therefore the associated join space 1(H39) is as follows:

◦µ̄1∧λ̄1
e a1 a2 a3 a4 a5

e e H B1 B1 {e, a4, a5} {e, a4, a5}
a1 a1 {a1, a2, a3} {a1, a2, a3} B0 B0

a2 A2 A2 {a2, a3, a4, a5} {a2, a3, a4, a5}
a3 A2 {a2, a3, a4, a5} {a2, a3, a4, a5}
a4 A3 A3

a5 A3

and

µ̄2(e) = µ̄2(a1) = 52/540, µ̄2(a2) = µ̄2(a3) = µ̄2(a4) = µ̄2(a5) = 109/540,
λ̄2(e) = λ̄2(a1) = 137/540, λ̄2(a2) = λ̄2(a3) = λ̄2(a4) = λ̄2(a5) = 80/540.

Therefore the associated join space 2(H39) is as follows:

◦µ̄2∧λ̄2
e a1 a2 a3 a4 a5

e {e, a1} {e, a1} H H H H

a1 {e, a1} H H H H

a2 {a2, a3, a4, a5} {a2, a3, a4, a5} {a2, a3, a4, a5} {a2, a3, a4, a5}
a3 {a2, a3, a4, a5} {a2, a3, a4, a5} {a2, a3, a4, a5}
a4 {a2, a3, a4, a5} {a2, a3, a4, a5}
a5 {a2, a3, a4, a5}

for which we calculate

µ̄3(e) = µ̄3(a1) 6= µ̄3(a3) = µ̄3(a4) = µ̄3(a4) = µ̄3(a5),
λ̄3(e) = λ̄3(a1) 6= λ̄3(a2) = λ̄3(a3) = λ̄3(a4) = λ̄3(a5).

Then, for any r ≥ 3, r(H39) ' 2(H39) and therefore i.f.g.(H39) = 3.
(c2) Let us consider H40 as the following complete hypergroup

◦ e a1 a2 a3 a4 a5

e A0 A0 a2 a3 A3 A3

a1 A0 a2 a3 A3 A3

a2 a3 A3 A0 A0

a3 A0 a2 a2

a4 a3 a3

a5 a3

with A0 = {e, a1}, A1 = {a2}, A2 = {a3}, A3 = {a4, a5}, and G ' (Z4,+) (the 4-tuple
associated with H40 is [2, 1, 1, 2]). Then, we obtain the following membership functions

µ̄(e) = µ̄(a1) = 9/72, µ̄(a2) = 16/72, µ̄(a3) = 18/72,
λ̄(e) = λ̄(a1) = 44/72, λ̄(a2) = 37/72, λ̄(a3) = 35/72,
µ̄(a4) = µ̄(a5) = 10/72, λ̄(a4) = λ̄(a5) = 43/72.

It is clear that the associated join space 0(H40) is isomorphic to the join space 0(H39)
and therefore i.f.g.(H40) = 3.

�
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Making a short comparison with the fuzzy grade of the same hypergroups, we notice
that there are no complete hypergroups of order less than or equal to 6 with the fuzzy
grade equal to 3, instead there are 5 such hypergroups with the intuitionistic fuzzy grade
equal to 3. Moreover, for the complete hypergroups of order 3 or 4, the fuzzy grade
coincides with the intuitionistic fuzzy grade.

5. Conclusions and future work
In this paper, we have presented the join spaces and the membership functions of the

intuitionistic fuzzy sets associated with all forty non-isomorphic complete hypergroups
of order less than or equal to 6, determining their intuitionistic fuzzy grades. A similar
work has been done by Cristea [14], regarding the fuzzy grades of the same hypergroups.

The fuzzy grade of a complete hypergroup H constructed from a group G does not
depend on the group G, but only on the m-decomposition of n = |H|. More exactly,
if G1 and G2 are non-isomorphic groups of the same order m, and H1 and H2 are
the correspondent complete hypergroups of order n, then f.g.(H1) = f.g.(H2). This
is an immediate consequence of Theorem 2.3 [14]. In this paper, we noticed that the
intuitionistic fuzzy grade of a complete hypergroup does not have the same property. For
example, let H be a complete hypergroup of order 6 such that [1, 1, 2, 2] is the 4-tuple
associated with it. Therefore, there exist two non-isomorphic hypergroups of such type:
the hypergroup denoted in this article with H39 (obtained with the group G ' (Z4,+))
and the hypergroup H33 (obtained with the group G ' (K, ·) the Klein four group). We
have obtained that i.f.g.(H39) = 3 and i.f.g.(H33) = 1. Thereby the intuitionistic fuzzy
grade of a complete hypergroup depends also on the group G. It seems interesting to
find conditions connected with the group G ( with |G| = m) such that i.f.g.(H) depends
only on the m-decomposition of n = |H|. This theme will be discussed in a future work.
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Abstract
In this paper representations and characterizations of the class of
rapidly varying functions in the sense of de Haan, for index +∞, will
be proved. The statements of this theorems will be given in a form
that is used by Karamata. Also, some characterization of normalized
rapidly varying functions are proved.
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1. Introduction and Results
Karamata’s theory of regular variation (see e.g. [6]) was appeared during the thirties

of last century as a result of the first serious study of Tauberian type theorems for integral
transformations (see e.g. [7] and [8]). The main object in this theory is the class of slowly
varying functions in the sense of Karamata which is denoted by SV .

A measurable function f : [a,∞) 7→ (0,∞) (a > 0) is called slowly varying in the
sense of Karamata if it satisfies the following condition

(1.1) lim
x→∞

f(λx)

f(x)
= 1,

for every λ > 0,
L. de Haan in [5] introduced the class of rapidly varying functions (denoted by R∞),

with the index of variability +∞. In fact, this notion has already appeared in some
Karamata’s papers (see e.g. [11]), but in a less distinctly form. In recent years, the
Theory of rapid variability and its generalizations have experienced great development
in asymptotic analysis and in mathematics in general (see e.g. [1], [2], [3], [4] and [10]),
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simultaneously with Karamata’s theory of regular variability (see [1]). Important prop-
erties of the class R∞ can be seen in [4].

A measurable function f : [a,∞) 7→ (0,∞) (a > 0) is called rapidly varying in the
sense of de Haan with the index of variability ∞, if it satisfies the following condition

(1.2) lim
x→∞

f(λx)

f(x)
=∞,

for every λ > 1.

1.1. Remark. In this paper we will consider a function f ∈ R∞ defined on the interval
(0,∞). Analogous results can be obtained if the domain of a function f is interval [a,∞),
a > 0.

According to results from [1], rapidly varying function f satisfies condition

(1.3) lim
x→∞

inf
µ≥λ

f(µx)

f(x)
=∞

for every λ > 1 and it follows that for some x0 > 0 function f is bounded on every
interval (x0, x). Also, f(x)→∞ for x→∞ holds.

Now, we give the representation of a functions from functional class R∞ in Karamata’s
form.

1.2. Remark. In the following theorem, operator D is lower Dini derivative (see [9])

Dg(x) = lim
y→x

g(y)− g(x)
y − x , for g : R→ R, x ∈ R,

and denotation ∼ represents strong asymptotic equivalence relation.

1.3. Theorem. For a function f : (0,∞) 7→ (0,∞) the next assertions are mutually
equivalent:

(a) function f belongs to the class R∞;
(b) there is a non-decreasing, absolutely continuous function g : R 7→ R such that

lim
x→∞

Dg(x) = ∞ and there is a measurable function j : (0,∞) 7→ (0,∞) such

that j(x) ∼ x for x→∞, so that

f(x) = exp
(
g(log(j(x)))

)
,

for all x > 0;
(c) there are a measurable functions j : (0,∞) 7→ (0,∞) and h : (0,∞) 7→ [0,∞),

such that lim
x→∞

h(x) =∞ and j(x) ∼ x for x→∞, for which holds

f(x) = exp




c+

j(x)∫

0

h(u)
du

u




,

for all x > 0 and for some c ∈ R.

Now, we give the characterization of a elements from the class R∞ in Karamata’s
form.

1.4. Theorem. Let f : (0,∞) 7→ (0,∞) be a measurable function. Then f ∈ R∞ if
and only if for all α > 0 there is a measurable function jα : (0,∞) 7→ (0,∞) such that
j(x) ∼ x, for x → ∞, and there is a non-decreasing function kα : (0,∞) 7→ (0,∞), so
that

f(x) = xα · kα
(
jα(x)

)
, for x > 0.
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The following theorem gives a few characterization of elements of one proper subclass
of class R∞, which could be called class of normalized rapidly varying functions (see,
e.g., [1]).

1.5. Theorem. For a measurable function f : (0,∞) 7→ (0,∞) the following assertions
are mutually equivalent:

(a) lim
x→∞
λ→1+

logλ
f(λx)

f(x)
=∞;

(b)
f(x)

x
= o (Df(x)), for x→∞ (o is Landau symbol [1]);

(c) there exists a function g : R 7→ R such that lim
x→∞

Dg(x) =∞ so that holds:

f(x) = exp(g(log(x)))

for all x > 0;
(d) for all α ∈ R function f(x)

xα
is increasing on some interval [xα,∞).

1.6. Remark. 1) Theorem 1.5 holds even without assumption that the function f
is measurable, but this assumption should be included because in Theorem 1.5
one important subclass of class R∞ is characterized.

2) The fact that for a measurable function f : (0,∞) 7→ (0,∞) exists a measurable
function h : (0,∞) 7→ R such that lim

x→∞
h(x) = ∞, and for which is f(x) =

exp{c+
∫ x
0
h(u) du

u
} for all x > 0 and some c ∈ R, implicates (c) from Theorem

1.5 (and, also implicates (a), (b) and (d) from Theorem 1.5). The proof is analog
to the proof (c) ⇒ (a) ⇒ (b) from Theorem 1.3. The opposite direction need
not to be true without additional conditions.

3) If f is absolutely continuous function, opposite direction in 2) is true. That can
be proved analogously to the proof (b) ⇒ (c) from Theorem 1.3.

2. Proofs
Proof of Theorem 1.3. (a) ⇒ (b) Let f ∈ R∞. Let construct sequence (xn) of positive
real numbers with the following properties:

1◦ (xn) is strictly increasing sequence and lim
n→∞

xn =∞,

2◦ lim
n→∞

xn+1

xn
= 1, and

3◦
f(x)

f(y)
> 2 for all x > 0 and all y > 0, for which x ≥ xn+1 > xn ≥ y ≥ x1, where

n ∈ N.
Let x1 > 0 so that f is locally bounded on the interval [x1,∞) and let xn+1 =

(λn + 1
n
)xn for n ∈ N, where λn = sup{λ ≥ 1 | f(λxn) ≤ 2 sup

x1≤t≤xn
f(t)}. Clearly, for

all n ∈ N there exists λn in R and xn ≤ λnxn < xn+1. If x ≥ xn+1 > xn ≥ y > 0,
then x > λnxn for n ∈ N, and according to the definition of the sequence (λn) it is
f(x) > 2f(y) for x1 ≤ y ≤ xn. Especially, f(xn+1) > 2f(xn) for n ∈ N, which yields
lim
n→∞

f(xn) = ∞. As f is locally bounded function on the interval [x1,∞), it follows
lim
n→∞

xn =∞.

According to the definition of sequence (λn) it can be concluded that sequences (µn)
and (yn) are such that, for every n ∈ N, it follows that µn ∈ (λn− 1

n
, λn) and yn ∈ [x1, xn],

for which it is
f(µnxn)

f(yn)
≤ 2. Then, according to the theorem of uniform convergence for
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rapidly varying functions (see (1.3) or [1]), it follows lim sup
n→∞

µnxn
yn

≤ 1, i.e., lim sup
n→∞

µn ≤

1, so it follows that lim
n→∞

λn = 1. Thus, lim
n→∞

xn+1

xn
= 1.

Let g : R 7→ R be a linear function on [tn, tn+1] such that g(tn) = ln f(xn), where
tn = lnxn, for every n ∈ N. Also, g(t) = et − x1 + g(t1), for t < t1. Now, we have that
g is a continuous, piecewise smooth and strictly increasing (hence, absolutely continuous
and non-decreasing) function, and (from 1◦ and 3◦) it satisfies

g′(t) =
g(tn+1)− g(tn)
tn+1 − tn

=
ln f(xn+1)− ln f(xn)

lnxn+1 − lnxn
> 0,

for any t ∈ (tn, tn+1), n ∈ N. Furthermore, (from 2◦ and 3◦) it satisfies

lim
t→∞

g′(t) = lim
n→∞

ln
f(xn+1)

f(xn)

ln
xn+1

xn

≥ lim
n→∞

ln 2

ln
xn+1

xn

=∞,

for R 3 t 6= tn, for every n ∈ N. Thus, lim
x→∞

Dg(x) =∞.

Now, let j(x) = eg
−1(ln f(x)), for x > 0. A function j(x) is measurable, because f(x) is

a measurable function, and exp
(
g−1(log(t))

)
is a piecewise smooth function (and hence

it is absolutely continuous function), for t > 0.
Now, we will show that j(x) ∼ x, for x → ∞. From condition 3◦ it follows that
f(x)

f(xn−1)
> 2 and

f(xn+2)

f(x)
> 2, for some x ∈ [xn, xn+1) and n ∈ N, n ≥ 2. For those x

and n we obtain

f(xn−1) < f(x) < f(xn+2),

so, we have

g−1( ln f(xn−1)
)
< g−1( ln f(x)

)
< g−1( ln f(xn+2)

)
.

Furthermore, for those x and n, we have

tn−1 = lnxn−1 < ln j(x) < lnxn+2 = tn+2,

and finally we obtain that
xn−1

xn+1
<
xn−1

x
<
j(x)

x
<
xn+2

x
<
xn+2

xn
.

Hence, from 2◦ it is satisfied that j(x) ∼ x, for x→∞, and f(x) = exp(g(log(j(x)))) for
x > 0.
(b) ⇒ (c) Let functions g and j have properties given in (b). Let

g0 =

{
g(x), for x > 0,

g(0), for x ≤ 0.

Let h(x) = Dg0(lnx) for x > 0. Then h is measurable, locally integrable, and lim
x→∞

h(x) =

∞ holds. Also, it is
j(x)∫

0

h(u)
du

u
=

j(x)∫

0

Dg0(lnu)
du

u
=

ln j(x)∫

−∞

Dg0(t)dt =

=

ln j(x)∫

0

Dg(t)dt = g(ln j(x))− g(0) = ln f(x)− c,

for a constant c = g(0) ∈ R, and for all x > 0.
Thus, f(x) = exp

{
c+

∫ j(x)
0

h(u) du
u

}
, for all x > 0 and for mentioned c ∈ R.
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(c) ⇒ (a) Let λ > 1 and M ∈ R. Then, there is x0 > 0 such that h(x) >
2M

lnλ
and

λ−
1
4 <

j(x)

x
< λ

1
4 , for x >

x0
λ
. Hence, it follows

ln
f(λx)

f(x)
=

j(λx)∫

0

h(u)
du

u
−

j(x)∫

0

h(u)
du

u
=

j(λx)∫

j(x)

h(u)
du

u
>

>
2M

lnλ
·
(
ln j(λx)− ln j(x)

)
=

2M

lnλ
· ln
(
λ · j(λx)

λx
· x

j(x)

)
>

>
2M

lnλ
· ln
(
λ · λ− 1

4 · λ− 1
4

)
=M,

for x > x0. Therefore, it holds that lim
x→∞

f(λx)

f(x)
= ∞, for every λ > 1. Also, f is

a measurable function, as a composition of three function: a measurable function j,

an absolutely continuous function
x∫
0

h(u)
du

u
and an exponential function. Hence, f ∈

R∞. �

Proof of Theorem 1.4. (⇒) If f ∈ R∞, then
f(x)

xα
∈ R∞, for x > 0, and every fixed

α > 0. From Theorem 1.3, it follows that f(x)
xα

= exp
{
gα
(
log(jα(x))

)}
, for that α and

every x > 0, where gα : R 7→ R is a non-decreasing function and jα : (0,∞) 7→ (0,∞)
is a measurable function such that jα(x) ∼ x, for x → ∞. If we take that kα(t) =
exp

{
gα(log(t))

}
, for t > 0, we obtain that Theorem holds for this direction.

(⇐) For arbitrary α > 0, if there is a measurable function jα : (0,∞) 7→ (0,∞) such

that lim
x→∞

jα(x)

x
= 1 and a non-decreasing function kα : (0,∞) 7→ (0,∞), that is satisfied

f(x) = xα · kα(jα(x)), for x > 0 we obtain that

f(λx)

f(x)
= λα · kα

(
jα(λx)

)

kα
(
jα(x)

) ≥ λα,

for λ > 1 and sufficiently large x. The previous inequality holds because jα(λx) ≥√
λx ≥ jα(x) for mentioned α, λ and sufficiently large x. Therefore, it follows that

lim
x→∞

f(λx)
f(x)

=∞, for λ > 1. Also, f is a measurable function. Finally, f ∈ R∞. �

Proof of Theorem 1.5. (a) ⇔ (c) Let introduce function f in the following way: f(x) =
exp(g(log(x))), for x > 0. Then, equivalence (a) ⇔ (c) follows from:

lim
x→∞
λ→1+

logλ
f(λx)

f(x)
= lim

t→∞
δ→0+

g(t+ δ)− g(t)
δ

= lim
t→∞

Dg(t).

(b) ⇔ (c) Again, let introduce function f as f(x) = exp(g(log(x))), for x > 0.

Then, from the fact that Dg(x) = D(ln f(ex)) =
Df(ex)ex

f(ex)
, for all x ∈ R, it follows

lim
x→∞

Dg(x) = ∞ is equal to the fact that f(t)
t

= o(Dg(t)), for t → ∞. This proves the

equivalence (b) ⇔ (c).
(c) ⇔ (d) Once more, let introduce function f by f(x) = exp(g(log(x))), for x > 0.

Then the function f(x)
xα

, x > 0 and α ∈ R, is increasing on an interval [xα,∞) if and only

if the function ln
f(et)

eαt
= g(t) − αt, for t ∈ R and the same α ∈ R, is increasing on an
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interval [tα,∞), and this last condition is equivalent to the fact that lim
t→∞

Dg(t) ≥ α for

all α ∈ R. The last fact is equivalent to the fact that lim
t→∞

Dg(t) =∞. �
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In the present paper, we extend some well known results concerning
derivations of prime near-rings in [4], [5] and [13] to (σ, τ)−derivations
and semigroup ideals of prime near-rings.

2000 AMS Classification: 16Y30, 16W25.

Keywords: prime near-ring, semigroup ideal, derivation, (σ, τ)-derivation

Received 17 /06 /2012 : Accepted 10 /09 /2012 Doi : 10.15672/HJMS.2015449106

1. Introduction
An additively written group (N,+) equipped with a binary operation . : N × N →

N, (x, y) → xy, such that x(yz) = (xy)z and x(y + z) = xy + xz for all x, y, z ∈ N is
called a left near-ring. A near-ring N is called zero symmetric if 0x = 0 for all x ∈ N
(recall that left distributive yields x0 = 0). An element x of N is said to be distributive if
(y + z)x = yx+ zx for all x, y, z ∈ N . In what follows all near-rings are zero symmetric
left near-rings. A near-ring N is said to be 3−prime if xNy = {0} implies x = 0 or y = 0.
For any x, y ∈ N, as usual [x, y] = xy−yx and xoy = xy+yx will denote the well-known
Lie and Jordan products respectively, while the symbol (x, y) will denote the additive
commutator x+ y− x− y. Given an element a of N, we put C(a) = {x ∈ N | ax = xa}.
The set Z = {x ∈ N | yx = xy for all y ∈ N} is called multiplicative center of N.
A nonempty subset U of N will be said a semigroup right ideal (resp. a semigroup
left ideal) if UN ⊆ U (resp. NU ⊆ U) and U is both a semigroup right ideal and a
semigroup left ideal, it will be called a semigroup ideal. An additive mapping d : N → N
is said to be a derivation if d(xy) = xd(y) + d(x)y for all x, y ∈ N or equivalently,
as noted in [13, Proposition 1], if d(xy) = d(x)y + xd(y) for all x, y ∈ N. An element
x ∈ N for which d(x) = 0 is called constant. Following [8], an additive mapping d
of N is called (σ, τ)−derivation if there exist automorphisms σ, τ : N → N such that
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†Cumhuriyet University, Faculty of Science, Department of Mathematics, 58140 Sivas,
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d (xy) = τ (x) d (y) + d (x)σ (y) for all x, y ∈ N or equivalently, as noted in [8, Lemma
1], if d(xy) = d(x)σ(y) + τ(x)d(y) for all x, y ∈ N. Of course a (1, 1)−derivation where 1
is the identity map on N is a derivation.

As well known that derivations or (σ, τ)−derivations are important both in algebra
and ring theory. These topics have many implications such as generalizations of Lie
algebra, differantial and homological algebra. Some researchers have studied on these
topics.(see [6], [7], [10] and [12] ). Since E. C. Posner published his paper [11] in 1957,
many authors have investigated properties of derivations of prime and semiprime rings.
In view of these results it is natural to look for comparable results on near-rings. The
study of derivations of near-rings was initiated by H. E. Bell and G. Mason in 1987
[3], but thus far only few papers on this subject in near-rings have been published (see
refererences for a partial bibliography).

In the present paper, we shall attempt to generalize some known results for deriva-
tions to (σ, τ)−derivations and semigroup ideals of a left prime near-ring N. In Theorem
3.3, we extend [13, Theorem 1]. Theorem 3.7 is a generalization of [4, Lemma 3.2] to
(σ, τ)−derivation and semigroup ideals of N. Finally, it is shown that under appropria-
tiate additional hypothesis near-ring N must be a commutative ring.

2. Preliminaries
We begin with the following known results.

2.1. Lemma. [3, Lemma 3]Let N be a prime near-ring.
(i) If z ∈ Z\ {0}, then z is not a zero divisor.
(ii) If Z contains a nonzero element z for which z + z ∈ Z, then (N,+) is abelian.
(iii) Let d be a nonzero derivation on N. Then xd (N) = (0) implies x = 0, and

d (N)x = (0) implies x = 0.
(iv) If N is 2−torsion free and d is a derivation on N such that d2 = 0, then d = 0.

2.2. Lemma. [4, Lemma 1.3]Let N be a 3−prime near-ring and d be a nonzero derivation
on N.

(i) If U is a nonzero semigroup right ideal (resp. semigroup left ideal) and x ∈ N such
that Ux = (0) (resp. xU = (0)), then x = 0.

(ii) If U is a nonzero semigroup right ideal or semigroup left ideal, then d(U) 6= (0).
(iii) If U is a nonzero semigroup right ideal and x ∈ N which centralizes U, then

x ∈ Z.
2.3. Lemma. [4, Lemma 1.4]Let N be a 3−prime near-ring and U be a nonzero semi-
group ideal of N. Let d be a nonzero derivation on N .

(i) If x, y ∈ N and xUy = (0), then x = 0 or y = 0.
(ii) If x ∈ N and d(U)x = (0), then x = 0.
(iii) If x ∈ N and xd(U) = (0), then x = 0.

2.4. Lemma. [4, Theorem 2.1]Let N be a 3−prime near-ring and U be a nonzero semi-
group right ideal or a nonzero semigroup left ideal of N. If N admits a nonzero derivation
d for which d(U) ⊂ Z, then N is a commutative ring.

2.5. Lemma. [4, Lemma 3.2]Let N be a 3−prime near-ring and U a nonzero semigroup
ideal of N. Let d be a nonzero derivation on N such that d2(U) 6= (0). If a ∈ N and
[a, d(U)] = (0), then a ∈ Z.
2.6. Lemma. [5, Lemma 1.8]Let N be a 3−prime near-ring with 2N 6= (0), and U a
nonzero semigroup ideal. If d is a derivation on N such that d2(U) = (0), then d = 0.
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2.7. Lemma. [5, Lemma 2.4]Let N be an arbitrary near-ring. Let S and T be nonempty
subsets of N such that st = −ts for all s ∈ S and t ∈ T . If a, b ∈ S and c is an element
of T for which −c ∈ T , then (ab) c = c (ab).

2.8. Lemma. [8, Lemma 1]Let N be a 3−prime near-ring and d be a (σ, τ)-derivation
on N. Then d (xy) = d (x)σ (y) + τ (x) d (y), for all x, y ∈ N .

2.9. Lemma. [9, Lemma 4]Let N be a 3−prime near-ring, d a (σ, τ)-derivation of N
and U a nonzero semigroup right ideal (resp. semigroup left ideal). If d (U) = (0), then
d = 0.

2.10. Lemma. [9, Theorem 1]Let N be a 3-prime near-ring, d a nonzero (σ, τ)-derivation
of N and U a nonzero semigroup right ideal of N. If d (U) ⊂ Z, then N is a commutative
ring.

2.11. Lemma. [9, Theorem 3]Let N be a 3-prime near-ring, d a nonzero (σ, τ)-derivation
of N such that σd = dσ, τd = dτ and U a nonzero semigroup ideal of N. If d2 (U) = (0),
then d = 0.

2.12. Lemma. [1, Lemma 2.2]Let d be a (σ, τ)-derivation on the near-ring N. Then N
satisfies the following partial distributive laws:

(i) (τ (x) d (y) + d (x)σ (y)) z = τ (x) d (y) z + d (x)σ (y) z, for all x, y, z ∈ N .
(ii) (d (x)σ (y) + τ (x) d (y)) z = d (x)σ (y) z + τ (x) d (y) z for all x, y, z ∈ N .

3. The Main Results
3.1. Theorem. Let N be a 3−prime near-ring and U a nonzero semigroup ideal of
N. If d1 is a nonzero (σ, τ)-derivation and d2 a nonzero derivation of N such that
d1 (x)σ (d2 (y)) = −τ (d2 (x)) d1 (y) for all x, y ∈ U, then (N,+) is abelian.

Proof. Writing yr, y ∈ U, r ∈ N instead of y, we have

d1 (x)σ (d2 (y) r + yd2 (r)) = −τ (d2 (x)) (τ (y) d1 (r) + d1 (y)σ (r))

and so

d1 (x)σ (d2 (y))σ(r) + d1 (x)σ(y)σ(d2 (r)) = −τ (d2 (x)) d1 (y)σ (r)−τ (d2 (x)) τ (y) d1 (r)
Using the hypothesis, we get

(3.1) d1 (x)σ (y)σ (d2 (r)) = −τ (d2 (x)) τ (y) d1 (r) , for all x, y ∈ U, r ∈ N.
Replacing r by r + t, t ∈ N in (3.1), we get

d1 (x)σ (y)σ (d2 (r)) + d1 (x)σ (y)σ (d2 (t))

= −τ (d2 (x)) τ (y) (d1 (r) + d1 (t)).

Using −(a+ b) = (−b) + (−a), for all a, b ∈ N, we have

d1 (x)σ (y)σ (d2 (r)) + d1 (x)σ (y)σ (d2 (t))

= −τ (d2 (x)) τ (y) d1 (t)− τ (d2 (x)) τ (y) d1 (r)
and so

d1 (x)σ (y)σ (d2 (r))+d1 (x)σ (y)σ (d2 (t))+τ (d2 (x)) τ (y) d1 (r)+τ (d2 (x)) τ (y) d1 (t) = 0.

Using the (3.1) and (r, t) = r + t− r − t in the last equation, we arrive at

d1 (x)σ (y)σ (d2 (r, t)) = 0, for all x, y ∈ U, r, t ∈ N.
That is

(3.2) σ−1(d1 (x))Ud2 (r, t) = (0), for all x ∈ U, r, t ∈ N.
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By Lemma 2.3 (i), we get d1 (U) = (0) or d2 (r, t) = 0, for all r, t ∈ N. If d1 (U) = (0),
then d1 = 0 by Lemma 2.9. This is a contradiction. So that d2 (r, t) = 0 for all r, t ∈ N .
For any w ∈ N, we have d2 (wr,wt) = 0. Hence we obtain that d2 (w) (r, t) = 0, for all
w, r, t ∈ N. From Lemma 2.1 (iii) and d2 6= 0, we get (r, t) = 0, for all r, t ∈ N. Thus the
proof is completed. �

3.2. Theorem. Let N be a 2−torsion free 3−prime near-ring and U a nonzero semigroup
ideal of N. If d1 is a (σ, τ)-derivation and d2 a derivation of N such that d1 (x)σ (d2 (y)) =
−τ (d2 (x)) d1 (y) for all x, y ∈ U, then d1 = 0 or d2 = 0.

Proof. Assume that d2 6= 0. Using the same method as in the proof of Theorem 3.1, we
have

(3.3) d1 (x)σ (y)σ (d2 (r)) = −τ (d2 (x)) τ (y) d1 (r) , for all x, y, r ∈ U.
Replacing y by yd2 (z) in (3.3), we have

(3.4)
d1 (x)σ (y)σ (d2 (z))σ (d2 (r)) = −τ (d2 (x)) τ (y) τ(d2 (z))d1 (r) , for all x, y, r, z ∈ U.

Using (3.3) in (3.4), we arrive at

−τ (d2 (x)) τ (y) d1 (z)σ (d2 (r)) = −τ (d2 (x)) τ (y) τ(d2 (z))d1 (r)
and so

τ (d2 (x)) τ (y) (d1 (z)σ(d2 (r))− τ(d2 (z))d1 (r)) = 0, for all x, y, r, z ∈ U.
Since τ is an automorphism of N, we get

(3.5) d2(x)Uτ
−1 (d1 (z)σ(d2(r))− τ(d2 (z))d1 (r)) = (0), for all x, r, z ∈ U.

By Lemma 2.3 (i), we get d2 (x) = 0 or d1 (z)σ(d2(r)) = τ(d2 (z))d1 (r) , for all
x, r, z ∈ U. The first case contradicts U 6= (0) by Lemma 2.2 (ii). So we must have
d1 (z)σ(d2(r)) = τ(d2 (z))d1 (r) , for all r, z ∈ U. Hence we obtain that 2d1 (z)σ (d2 (r)) =
0 by the hypothesis. Since N is 2−torsion free, we have σ−1(d1(z))d2 (r) = 0, for all
r, z ∈ U. Hence d1 (U) = (0) by Lemma 2.3 (iii) . This gives us d1 = 0 by Lemma 2.9.
This completes the proof. �

3.3. Theorem. Let N be a 2−torsion free 3−prime near-ring and U a nonzero semigroup
ideal of N. If d1 is a (σ, τ)-derivation and d2 a derivation of N such that d1d2 acts as a
(σ, τ)-derivation on U, then d1 = 0 or d2 = 0.

Proof. By calculating d1d2(xy) in two different ways, we see that

d1d2(xy) = d1d2(x)σ(y) + τ(x)d1d2(y)

and

d1d2(xy) = d1d2(x)σ(y) + τ (d2 (x)) d1 (y) + d1 (x)σ (d2 (y)) + τ(x)d1d2(y).

Equating these two expressions for d1d2(xy), we obtain that

d1 (x)σ (d2 (y)) = −τ (d2 (x)) d1 (y) for all x, y ∈ U.
Then d1 = 0 or d2 = 0 by Theorem 3.2. �

3.4. Theorem. Let N be a 3−prime near-ring and U a nonzero semigroup ideal of N. If
d is a (σ, τ)-derivation of N such that d(x)σ(y) = τ(x)d(y) for all x, y ∈ U, then d = 0.
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Proof. Assume that

(3.6) d(x)σ(y) = τ(x)d(y), for all x, y ∈ U.
Replacing y by yz, z ∈ U in (3.6), we have

d(x)σ(y)σ(z) = τ(x)(d(y)σ(z) + τ(y)d(z))

and so

d(x)σ(y)σ(z) = τ(x)d(y)σ(z) + τ(x)τ(y)d(z), for all x, y, z ∈ U.
Applying (3.6) in this equation, we get τ(x)τ(y)d(z) = 0, for all x, y, z ∈ U. Hence

xUτ−1(d(z)) = (0), for all x, z ∈ U.
By Lemma 2.3 (i) and U 6= (0), we get d (z) = 0, for all z ∈ U, and so d = 0 by Lemma

2.9. �

In [4], Bell and Argaç studied commutativity in 3−prime near-rings with a nonzero
derivation d for which d(xy) = d(yx) for all x, y in some nonzero one sided ideal. Ashraf
and Ali showed this result for (σ, σ)-derivation on N in [2]. Now, we continue this study
for a (σ, τ)-derivation d and a semigroup ideal U of near-rings without any restriction on
U.

3.5. Theorem. Let N be a 3−prime near-ring and U a nonzero semigroup ideal of N.
If d is a (σ, τ)-derivation of N such that d([x, y]) = 0 for all x, y ∈ U, then N is a
commutative ring.

Proof. In the view of our hypothesis, we have

(3.7) d([x, y]) = 0, for all x, y ∈ U.
Replacing y by xy in (3.7), we get

0 = d([x, xy]) = d(x[x, y])

= d(x)σ([x, y]) + τ(x)d([x, y]),

Using (3.7) in this equation, we have

d(x)σ([x, y]) = 0, for all x, y ∈ U.
That is

(3.8) d(x)σ(x)σ(y) = d(x)σ(y)σ(x), for all x, y ∈ U.
Writing yr, r ∈ N instead of y in (3.8), we get

d(x)σ(x)σ(y)σ(r) = d(x)σ(y)σ(r)σ(x), for all x, y ∈ U.
Using (3.8) in this equation, we arrive at

d(x)σ(y)σ(x)σ(r) = d(x)σ(y)σ(r)σ(x)

and so

d(x)σ(y)σ([x, r]) = 0.

That is

σ−1(d(x))U [x, r] = (0), for all x ∈ U, r ∈ N.
This yields that for each fixed x ∈ U either d(x) = 0 or x ∈ Z by Lemma 2.3 (i). But

x ∈ Z also implies that d(x) ∈ Z. Therefore, for any cases we find that d(x) ∈ Z, for any
x ∈ U. By Lemma 2.10, we obtain that N is a commutative ring. This completes proof
of our theorem. �
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3.6. Theorem. Let N be a 3−prime near-ring and U a nonzero semigroup ideal of
N. If d is a (σ, τ)-derivation of N such that d(xoy) = 0 for all x, y ∈ U, then N is a
commutative ring.

Proof. Replacing x by yx in the hypothesis, we get

0 = d(yxoy) = d(y(xoy)

= d(y)σ(xoy) + τ(y)d(xoy).

Using the hypothesis, we find that

d(y)σ(xoy) = 0.

That is

(3.9) d(y)σ(x)σ(y) = −d(y)σ(y)σ(x), for all x, y ∈ U.
Taking xr, r ∈ N instead of x in (3.9) and using (3.9), we obtain

σ−1(d(y))U [r, y] = (0), for all y ∈ U, r ∈ N.
Now using the same arguments in the last paragraph of the proof of Theorem 3.5, we

get the required result. �

3.7. Theorem. Let N be a 3−prime near-ring and U be a nonzero semigroup ideal of
N. If a ∈ N, d is a nonzero (σ, τ)-derivation on N such that σd = dσ, τd = dτ and
[a, d (U)] = (0) , then a ∈ Z.

Proof. Note that d (U) ⊆ C (a) by the hypothesis. Assume that τ (y) ∈ C (a) . Then it is
obvious that τ (y) d (x) , d (x) ∈ C (a) . Also, we get ad(yx) = d(yx)a by the hypothesis.
That is

a (τ (y) d (x) + d (y)σ (x)) = (τ (y) d (x) + d (y)σ (x)) a, for all x ∈ U.
We can apply Lemma 2.12 (i) to get

aτ (y) d (x) + ad (y)σ (x) = τ (y) d (x) a+ d (y)σ (x) a, for all x ∈ U.
Since τ (y) d (x) ∈ C (a) , we get

(3.10) ad (y)σ (x) = d (y)σ (x) a, for all x ∈ U.
Thus we obtain d (y)σ (x) ∈ C(a), for all x ∈ U. That is
(3.11) d (y)σ (U) ⊆ C (a) , for all τ (y) ∈ C (a) .

On the other hand, if d2(U) = (0), then d = 0 by Lemma 2.11. Since d 6= 0, we can
choose any z ∈ U such that d2 (z) 6= 0. Let τ (y) = d (z). Since d (y)σ (x) ∈ C (a) , for all
x ∈ U, τ (y) ∈ C (a) , we have d(y)σ(xr) = d (y)σ (x)σ(r) ∈ C (a) for all x ∈ U, r ∈ N.
Thus

ad (y)σ (x)σ (r) = d (y)σ (x)σ (r) a, for all x ∈ U, r ∈ N.
Using the equation (3.10), we have

d (y)σ (x) aσ (r) = d (y)σ (x)σ (r) a,

and so

d (y)σ (x) [a, σ(r)] = 0, for all x ∈ U, r ∈ N.
That is

σ−1(d(y))U [σ−1(a), r]) = (0), for all r ∈ N.
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This yields d(y) = 0 or a ∈ Z by Lemma 2.3 (i). If d(y) = 0, then d(τ−1(d(z)) = 0.
Using τd = dτ, we have d2 (z) = 0. But this contradicts d2 (z) 6= 0. Thus we must have
a ∈ Z. This completes the proof. �

As immediate corollaries of Theorem 3.7 and Lemma 2.10 we give the following theo-
rem.

3.8. Theorem. Let N be a 3−prime near-ring and U be a nonzero semigroup ideal of
N. If a ∈ N, d is a nonzero (σ, τ)-derivation on N such that σd = dσ, τd = dτ and
[d(U), d (U)] = (0) , then N is a commutative ring.

3.9. Theorem. Let N be a 2−torsion free 3−prime near-ring and U be a nonzero semi-
group ideal of N. If d1 is a derivation and d2 is a (σ, τ)-derivation on N such that
d2τ = τd2, d2σ = σd2 and d1 (x) d2 (y) = −d2 (y) d1 (x) , for all x, y ∈ U, then d1 = 0 or
d2 = 0.

Proof. Assume that d1 6= 0 and d2 6= 0. By the hypothesis, we have

(3.12) d1 (x) d2 (y) = −d2 (y) d1 (x) , for all x, y ∈ U.
We may assume d21 (U) 6= (0) 6= d22

(
U2
)
by Lemma 2.6 and Lemma 2.11. Let w ∈

d2
(
U2
)
. It is easy to see w,−w ∈ d2 (U) . If we take T = d2 (U) , S = d1 (U) , then [uv,

d2
(
U2
)
] = (0), for all u, v ∈ d1 (U) by Lemma 2.7. Thus uv ∈ Z for all u, v ∈ d1 (U) by

Theorem 3.7. Also we have d1 (x) d1 (y) ∈ Z, for all x, y ∈ U . It follows that
d1 (x) d1 (x) d1 (y) = d1 (x) d1 (y) d1 (x) .

Multipliying this equation by d1 (y) from right hand, we have

d1 (x) d1 (x) d1 (y) d1 (y) = d1 (x) d1 (y) d1 (x) d1 (y) .

Using d1 (x) d1 (y) , d1 (y) d1 (x) ∈ Z respectively in the last equation, we find that

d1 (x) d1 (y) d1 (x) d1 (y) = d1 (y) d1 (x) d1 (x) d1 (y) .

Again using d1 (y) d1 (x) , d1 (x) d1 (y) ∈ Z respectively, we arrive at

d1 (y) d1 (x) d1 (x) d1 (y) = d1 (y) d1 (x) d1 (y) d1 (x)

and so

d1 (y) d1 (x) (d1 (x) d1 (y)− d1 (y) d1 (x)) = 0.

Since d1 (y) d1 (x) is central, Lemma 2.1 (i) shows that for any x, y ∈ U, either d1 (x) d1 (y)−
d1 (y) d1 (x) = 0 or d1 (y) d1 (x) = 0. Hence we get d1 (x) d1 (y) = d1 (y) d1 (x) = 0, for all
x, y ∈ U. That is [d1 (U) , d1 (U)] = (0). By Lemma 2.5, we get d21 (U) = 0 or d1 (U) ⊂ Z.
In the first case, we find that d1 = 0 by Lemma 2.6. In the second case, we have N is
a commutative ring by Lemma 2.4. But this fact that together with (3.12) shows that
2d2 (y) d1 (x) = 0 for all x, y ∈ U , i.e. d2 (U) d1 (U) = (0) . Therefore we get d1 = 0 or
d2 = 0 from Lemma 2.1 (iii) and Lemma 2.9. Thus we must have d1 = 0 or d2 = 0. �

3.10. Theorem. Let N be a 2−torsion free 3−prime near-ring and U be a nonzero
semigroup ideal of N. If d1 is a nonzero derivation and d2 is a nonzero (σ, τ)-derivation
on N such that d2τ = τd2, d2σ = σd2.

(i) If d1 (x) d2 (y) + d2 (y) d1 (x) ∈ Z, for all x, y ∈ U and at least one of d1 (U) ∩ Z
and d2 (U) ∩ Z is nonzero, then N is a commutative ring.

(ii) If xd2 (y)+d2 (y)x ∈ Z, for all x, y ∈ U, and U∩Z 6= (0) , then N is a commutative
ring.
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Proof. (i) Let d1 (U) ∩ Z 6= (0). Let x ∈ U such that d1 (x) ∈ Z\ {0} and y ∈ U. Then
d1 (x) d2 (y) + d2 (y) d1 (x) = 2d1 (x) d2 (y) ∈ Z. Since N is a 2−torsion free 3−prime
near-ring and d1 (x) ∈ Z\ {0} , we have d2 (U) ⊆ Z. Hence N is a commutative ring by
Lemma 2.10.

(ii) Let x ∈ U∩Z and y ∈ U. Then, xd2 (y)+d2 (y)x = 2xd2 (y) ∈ Z. Thus, d2 (U) ⊆ Z.
As in the proof of (i), we get N is a commutative ring. �

3.11. Theorem. Let N be a 2−torsion free 3−prime near-ring, U be a nonzero semi-
group ideal of N which is closed under addition. Suppose that N has nonzero derivation
d1 and nonzero (σ, τ)-derivation d2 such that d1 (x) d2 (y) + d2 (y) d1 (x) ∈ Z for all
x, y ∈ U and d1 (U) ∩ Z 6= (0) or d2 (U) ∩ Z 6= (0). Then N is a commutative ring.

Proof. By Theorem 3.9, we cannot have d1 (x) d2 (y) + d2 (y) d1 (x) = 0 for all x, y ∈ U2.
Since d1

(
U2
)
⊆ U, there exist x0, y0 ∈ U2 such that u0 = d1 (x0) d2 (y0) + d2 (y0) d1 (x0)

is a nonzero central element in U. If either of d1 (u0) and d2 (u0) is nonzero, our con-
clusion follows from Theorem 3.10. On the other hand, if d1 (u0) = d2 (u0) = 0, then
d1 (u0x) d2 (u0y)+d2 (u0y) d1 (u0x) = u0d1 (x) τ (u0) d2 (y)+τ (u0) d2 (y)u0d1 (x) . Using
u0 ∈ Z, τ (u0) ∈ Z in the last equation, we get

u0τ (u0) (d1 (x) d2 (y) + d2 (y) d1 (x)) ∈ Z.
Since 0 6= u0τ (u0) ∈ Z, we obtain that d1 (x) d2 (y) + d2 (y) d1 (x) ∈ Z. Hence N is a
commutative ring by Theorem 3.10. �

References
[1] Ashraf, M., Asma A. and Ali, S. (σ, τ)-Derivations on prime near rings, Archivum Math-

ematicum (Brno), Tomus 40, 281-286, (2004).
[2] Ashraf, M., Ali, S. On (σ, τ)-Derivations of prime near-rings-II, Sarajevo Journal of Math.,

4 (16), 23-30, (2008).
[3] Bell, H. and Mason. G. On derivations in near rings, Near rings and Near fields, North-

Holland Mathematical Studies 137, 31-35, (1987).
[4] Bell, H. E. On derivations in near-rings II, Kluwer Academic Pub. Math. Appl., Dordr.

426, 191-197, (1997).
[5] Bell, H. E. and Argaç, N. Derivations, products of derivations and commutativity in near-

rings, Algebra Colloquium 8 (4), 399-477, (2001).
[6] Murray, F. J., Neumann, J. On ring of operators, Annals of Math. 37, 116-229, (1936).
[7] Neumann, J. On ring of operators III, Annals of Math. 41, 94-161, (1940).
[8] Gölbaşı, Ö., Aydın, N. Results on prime near-ring with (σ, τ)-derivation, Mathematical J.

of Okayama Univ., 46, 1-7, (2004).
[9] Gölbaşı, Ö., Aydın, N. On near-ring ideals with (σ, τ)-derivation, Archivum Math. (Brno),

Tomus 43, 87-92, 2007.
[10] Hartwig, J. T., Larsson, D. and Silvestrov, S. D. Deformations of Lie algebras using σ-

derivations, Journal of Algebra, 295 (2), 314-361, (2006).
[11] Posner, E. C. Derivations in Prime Rings, Proc. Amer. Math. Soc. 8, 1093-1100, (1957).
[12] Richard, L. Silvestrov, S. D. Quasi-Lie structure of σ-derivations of C[t], Journal of Algebra,

319 (2), 1285-1304, (2008).
[13] Wang, X. K. Derivations in Prime Near-rings, Proc. Amer. Math. Soc. 121 (2), 361-366,

(1994).

330



Hacettepe Journal of Mathematics and Statistics
Volume 44 (2) (2015), 331 – 339

Oscillation of fourth-order nonlinear neutral delay
dynamic equations
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Abstract
In this work we establish some new sufficient conditions for oscillation
of fourth-order nonlinear neutral delay dynamic equations of the form

(a(t)([x(t)− p(t)x(h(t))]∆∆∆)α)∆ + q(t)xβ(g(t)) = 0, t ∈ [t0,∞)T,

where α and β are quotients of positive odd integers with β ≤ α.
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1. Introduction
In this work we investigate the oscillatory behaviour of solutions of fourth order half-

linear and sub-half-linear neutral delay dynamic equations of the form

(1.1) (a(t)((x(t)− p(t)x(h(t)))∆∆∆)α)∆ + q(t)xβ(g(t)) = 0, t ∈ [t0,∞)T

on an arbitrary time scale T with the property that 0 ≤ t0 ∈ T and sup T =∞.
A time scale T is a nonempty closed subset of R, introduced by Hilger [12] in order to

unify the continuous and discrete analysis. By a time scale interval [t∗,∞)T it is meant
[t∗,∞) ∩ T.

We assume that the following conditions are satisfied:
(i) α, β are quotients of positive odd integers with β ≤ α,
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(ii) a : [t0,∞)T → R+ := (0,∞) satisfies a∆(t) ≥ 0 and

(1.2)
∫ ∞

t0

a−1/α(t)∆t =∞,

(iii) p, q : [t0,∞)T → R+ are rd-continous,
(iv) g, h : T→ T satisfy g(t) ≤ t, h(t) ≤ t, g∆(t) > 0, h∆(t) > 0, and limt→∞ g(t) =

limt→∞ h(t) =∞,
(v) l(t) := h−1 ◦ g(t) satisfies l∆(t) ≥ 0 and limt→∞ l(t) =∞.

By a solution of (1.1), we mean a nontrivial at infinity function x ∈ Crd[t−1,∞)T
that satisfies (1.1), where t−1 = inf{g(t) : t ≥ t0} ∩ inf{h(t) : t ≥ t0}. We tacitly
assume that (1.1) possesses such solutions. Recall that such a solution of Eq. (1.1) is
called nonoscillatory if there exists a t∗0 ≥ t0 such that x(t)xσ(t) > 0 for all t ∈ [t∗0,∞)T;
otherwise, it is said to be oscillatory. Eq. (1.1) is oscillatory if all its solutions are
oscillatory.

We note that there is an extensive study concerning the oscillation of second-order
dynamic equations on time scales [1, 3, 7, 11, 14]. For some works on oscillation and
asymptotic behaviour of third-order dynamic equations, see [5, 10]. Fourth-order dy-
namic equations are rarely considered in the literature due to difficulties peculiar to such
equations [8, 13]. Our aim in this paper is to make a contribution to the oscillation of
fourth-order equations of the form (1.1).

2. Preliminaries
To start, we first provide some notations of the time scale calculus to be used in this

work. For more details we refer the reader to [3].

2.1. Definition. Let T be a time scale and t ∈ T. The forward and backward jump
operators σ, ρ : T → T are defined by σ(t) := inf{s ∈ T : s > t} and ρ(t) := sup{s ∈ T :
s < t}.
2.2. Definition. A point t ∈ T with t > inf T is called right-scattered, right-dense, left-
scattered and left-dense if σ(t) > t, σ(t) = t, ρ(t) < t and ρ(t) = t holds, respectively.
Points that are left-dense and right-dense at the same time are called dense. The set Tκ
is derived from T as follows: If T has a left-scattered maximum m, then Tκ = T− {m};
otherwise, Tκ = T.

2.3. Definition. Let f : T→ R. The delta derivative of f at t ∈ Tκ, denoted by f∆(t),
to be the number (provided it exists) with the property such that for every ε > 0, there
exists a neighbourhood U of t with

∣∣∣fσ(t)− f(s)− f∆(t) [σ(t)− s]
∣∣∣ ≤ ε |σ(t)− s| for all s ∈ U,

where and in the sequel fσ(t) := f(σ(t)) is used.

2.4. Definition. A function f : T→ R is called right-dense continuous (rd-continuous)
if f is continuous at right-dense points in T and its left-sided limit exists (finite) at
left-dense points in T.

Every rd-continuous function has an antiderivative. A function F : T → R is called
an antiderivative of a function f : Tκ → R if F∆(t) = f(t) holds for all t ∈ Tκ. In this
case the integral of f is defined by

b∫

a

f(s)∆s = F (b)− F (a).
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Riemann and Lebesque integrals on an arbitrary time scale as well as improper integrals
are introduced in [2, 9].

2.5. Definition. Taylor monomials hn(t, s) : T× T→ R are defined [3] by

hn+1(t, s) =

∫ t

s

hn(τ, s)∆τ, n = 1, 2, . . .

h0(t, s) = 1.

We need the following lemmas.

2.6. Lemma. Let (1.2) hold and

(2.1) 0 < p(t) ≤ 1 eventually.

If x is an eventually positive solution of (1.1), then for z(t) = x(t) − p(t)x(h(t)) there
are only the following three possibilities:

(a) z(t) > 0, z∆(t) > 0, z∆∆(t) > 0, z∆∆∆(t) > 0, z∆4

(t) < 0;
(b) z(t) > 0, z∆(t) > 0, z∆∆(t) < 0, z∆∆∆(t) > 0, z∆4

(t) < 0;
(c) z(t) < 0, z∆(t) > 0, z∆∆(t) < 0, z∆∆∆(t) > 0, z∆4

(t) < 0

for t sufficiently large.

Proof. We see from Eq. (1.1) that (a(t)(z∆∆∆)α)∆ < 0 eventually. So, a (z∆∆∆)α is
eventually monotone. Suppose that z∆∆∆(t) < 0 for t sufficiently large. By using (1.2)
we see that z∆∆(t)→ −∞ as t→∞ and hence z(t)→ −∞ as t→∞. In particular, we
have

x(t) ≤ p(t)x(h(t)) ≤ x(h(t))

and so x is bounded. But this implies that z is also bounded, a contradiction.
Thus we must have z∆∆∆(t) > 0. Since a∆(t) ≥ 0, it follows from

(a(t)(z∆∆∆)α)∆ = aσ(t)(z∆∆∆)α)∆ + a∆(t)(z∆∆∆)α

that ((z∆∆∆(t))α)∆ < 0 eventually. Now using the time scales chain rule [3] with y =
z∆∆∆, we obtain

(yα)∆(t) = αy∆(t)

∫ 1

0

(hyσ(t) + (1− h)y(t))α−1dh

Since the integral is nonnegative, we have y∆(t) < 0, i.e.,

(2.2) z∆4

(t) < 0.

If z(t) > 0, then in view of (2.2) it follows from Kiguradze’s lemma, see [4, 6], that
either (a) or (b) holds. In case z(t) < 0, we see as above that z(t) is bounded, and hence
(c) holds.

�

2.7. Lemma. Let (1.2) hold and

(2.3) −1 < p(t) ≤ 0 eventually.

If x is an eventually positive solution of (1.1), then for z(t) = x(t) − p(t)x(h(t)) there
are only two possibilities (a) and (b) of Lemma 2.6.

Proof. It suffices to note that z(t) is eventually positive due to z(t) ≥ x(t). �
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2.8. Lemma. [5, Lemma 4]. If a function y satisfies

y(t) > 0, y∆(t) > 0, y∆∆(t) > 0, y∆∆∆ ≤ 0

eventually for t ∈ T, then

(2.4) lim inf
t→∞

ty(t)

h2(t, t0)y∆(t)
≥ 1.

2.9. Lemma. [5]. Suppose that |y|∆ is of one sign on [t0,∞)T and 0 < λ < 1. Then

(2.5)
(|y|1−λ)∆

1− λ ≤ |y|
∆

|y|λ on [t0,∞)T.

3. Main Results
Our first result is as follows.

3.1. Theorem. Let (i)–(v) be satisfied, and (2.1) hold. Suppose that

(3.1) lim sup
t→∞

1

a(g(t))

∫ t

g(t)

q(s)hβ3 (g(s), t0)∆s > 1,

(3.2) lim sup
t→∞

∫ t

g(t)

[
1

a(u)

∫ t

u

(g(t)− g(s))βgβ(s)q(s)∆s

]1/α

∆u > 1,

and

(3.3) lim sup
t→∞

1

a(l(t))

∫ t

l(t)

q(s)hβ3 (l(t), l(s))∆s > 1

when β = α, while

(3.4)
∫ ∞

t0

a−β/α(s)q(s)hβ3 (g(s), t0)∆s =∞,

(3.5) lim sup
t→∞

∫ ∞

t0

[
1

a(u)

∫ t

u

(t− g(s))βgβ(s)q(s)∆s

]1/α

∆u =∞,

and

(3.6)
∫ ∞

t0

a−β/α(s)q(s)hβ3 (s, l(s))∆s =∞

when β < α.
Then Eq. (1.1) is oscillatory.

Proof. Let x(t) be a nonoscillatory solution of equation (1.1). We may assume that
x(t) > 0, x(g(t)) > 0, and x(h(t)) > 0 eventually. Let z(t) = x(t) − p(t)x(h(t)). By
Lemma 2.6, we need to consider three possible cases.

Suppose (a) holds. For any given c1 ∈ (0, 1) there exists t1 > t0 such that

(3.7) z∆∆(t) ≥ c1tz∆∆∆(t), t ∈ [t1,∞)T.

From (2.4) with y = z∆, for any given c2, 0 < c2 < 1, there exists t′1 > t1 such that

(3.8) y(t) ≥ c2 h2(t, t0)

t
y∆(t), t ∈ [t′1,∞)T.

Combining (3.7) and (3.8) we get

(3.9) z∆(t) ≥ c h2(t, t0)z∆∆∆(t), t ∈ [t′1,∞)T,

where c := c1c2 ∈ (0, 1) is an arbitrary constant. In view of the monotonicity of z∆∆∆,
it follows from (3.9) that there is a t2 ≥ t′1 such that

(3.10) z(g(t)) ≥ c h3(g(t), t0)z∆∆∆(g(t)), t ∈ [t2,∞)T.
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Using (3.10) and the fact that x(t) ≥ z(t) in Eq. (1.1), we obtain

(3.11) (a(t)wα(t))∆ + cβq(t)hβ3 (g(t), t0)wβ(g(t)) ≤ 0, t ∈ [t2,∞)T,

where w = z∆∆∆. Integrating (3.11) from g(t) to t leads to

a(g(t))wα(g(t)) ≥ cβ
∫ t

g(t)

q(s)hβ3 (g(s), t0)wβ(g(s))∆s

≥ cβwβ(g(t))

∫ t

g(t)

q(s)hβ3 (g(s), t0)∆s

and hence

wα−β(g(t)) ≥ cβ

a(g(t))

∫ t

g(t)

q(s)hβ3 (g(s), t0)∆s,

which contradicts (3.1) when β = α by taking the limsup of both sides as t → ∞ and
then letting c → 1−. Let β < α. Setting v(t) = a(t)wα(t) in (3.11) and increasing the
size of t2 if necessary we have

v∆ + cβa−β/α(t)q(t)hβ3 (g(t), t0)vβ/α ≤ 0, t ∈ [t2,∞)T

or

− v∆

vβ/α
≥ cβa−β/α(t)q(t)hβ3 (g(t), t0), t ∈ [t2,∞)T.

Integrating this inequality from t2 to t and applying Lemma 2.9 we get

−v
1−β/α(t)

1− β/α +
v1−β/α(t2)

1− β/α ≥ −
∫ t

t2

cβa−β/α(s)q(s)hβ3 (g(s), t0)∆s.

Letting t→∞ we obtain a contradiction to (3.4).
Suppose (b) holds. For any given k ∈ (0, 1) there exists t1 ≥ t0 such that

(3.12) z(g(t)) ≥ k g(t)z∆(g(t)), t ∈ [t1,∞)T.

Using x(t) ≥ z(t) and (3.12) in Eq. (1.1) leads to

(3.13) (a(t)(y∆∆(t))α)∆ + kβgβ(t)q(t)yβ(g(t)) ≤ 0, t ∈ [t1,∞)T,

where y = z∆. In view of y(t) > 0, y∆(t) < 0, and y∆∆(t) > 0, we have from (3.13)

(3.14) y∆∆(u) ≥
[
kβ

a(u)

∫ t

u

gβ(s)q(s)yβ(g(s))∆s

]1/α

, t ≥ u ≥ t1.

Clearly,

(3.15) −y(g(s)) ≤
∫ g(t)

g(s)

y∆(u)∆u ≤ (g(t)− g(s))y∆(g(t)), t ≥ s ≥ t1.

From (3.14) and (3.15) we get

y∆∆(u) ≥
[
kβ

a(u)

∫ t

u

gβ(s)(g(t)− g(s))βq(s)(−y∆(g(t)))β∆s

]1/α

,

and hence

−y∆(g(t)) ≥ kβ/α
∫ t

g(t)

[
1

a(u)

∫ t

u

gβ(s)(g(t)− g(s))βq(s)∆s

]1/α

∆u (−y∆(g(t)))β/α

or

(−y∆(g(t)))1−β/α ≥ kβ/α
∫ t

g(t)

[
1

a(u)

∫ t

u

gβ(s)(g(t)− g(s))βq(s)∆s

]1/α

∆u,
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which as in case (a) results in a contradiction with (3.2) when β = α. Let β < α. From
(3.15) we have

−y(g(s)) ≤ (t− g(s))y∆(t), t ≥ s ≥ t1.
Using this inequality in (3.14) and setting v = −y∆ we have

− v∆(u)

vβ/α(u)
≥
[
kβ

a(u)

∫ t

u

gβ(s)(t− q(s))β∆s

]1/α

, t ≥ u ≥ t1.

The rest is similar to that of case (a) above and hence is omitted.
Suppose (c) holds. It follows that

x(g(t)) ≥ y(h−1 ◦ g(t)), t ∈ [t1,∞)T,

where y = −z. By Eq. (1.1), we may write that

(3.16) (a(t)(y∆∆∆)α)∆ ≥ q(t)yβ(l(t)), t ∈ [t1,∞)T.

In view of

y∆(t) < 0, y∆∆(t) > 0, y∆∆∆(t) < 0, t ∈ [t1,∞)T

and
y∆∆(s) ≥ h1(t, s)(−y∆∆∆(t)),

we see that
y(s) ≥ h3(t, s)(−y∆∆∆(l(t))), t ≥ s ≥ t1.

Replacing s by l(s) and t by l(t) in the above inequality leads to

(3.17) y(l(s)) ≥ h3(l(t), l(s))(−y∆∆∆(t)), l(t) ≥ l(s) ≥ t1.
Integrating (3.16)) and using (3.17) we obtain

a(l(t))wα(l(t)) ≥
∫ t

l(t)

q(s)hβ3 (l(t), l(s))wβ(l(s))∆s, w := −y∆∆∆,

and hence

wα−β(l(t)) ≥ 1

a(l(t))

∫ t

l(t)

q(s)hβ3 (l(t), l(s))∆s.

This inequality contradicts (3.3) when β = α by taking the limsup of both sides as t→∞.
It remains to consider β < α. Set v = a(t)wα and w = −y∆∆∆ in (3.16). Then we have

−v∆(t) ≥ q(t)yβ(l(t)), t ∈ [t1,∞)T.

As in (3.17) we can obtain

y(l(t)) ≥ h3(t, l(t))w(t), t ≥ s ≥ t1.
Thus

−v∆(t) ≥ q(t)hβ3 (t, l(t))wβ(t), t ∈ [t1,∞)T.

The remainder is similar to that of cases (a) and (b) and hence is omitted.
�

3.2. Theorem. Let (i)–(v) be satisfied, and (2.1) hold. In addition to (3.3) and (3.6),
suppose that for k ∈ {1, 3},

(3.18) lim sup
t→∞

hβk(g(t), t0)hβ3−k(t, g(t))
1

a(t)

∫ ∞

t

q(s)∆s > 1 when β = α

and

(3.19)
∫ ∞

t0

hβk(g(t), t0)hβ3−k(t, g(t))a−β/α(t)q(t)∆t =∞ when β < α.
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Then Eq. (1.1) is oscillatory.

Proof. Let x(t) be a nonoscillatory solution of equation (1.1), say x(t) > 0, x(g(t)) > 0,
and x(h(t)) > 0 for t ∈ [t0,∞)T, and let z(t) = x(t) − p(t)x(h(t)). As in the proof of
Theorem 3.1 we need to distinguish three possible cases.

We may claim that

(3.20) z(g(t)) ≥ hk(g(t), t1)h3−k(t, g(t))z∆∆∆(t) for k ∈ {1, 3} and g(t) ≥ t1
when (a) and (b) are satisfied.

Indeed, if (a) holds, then integrating the inequality

z∆∆(v) ≥ z∆∆(v)− z∆∆(u1) =

∫ v

u1

z∆∆∆(s)∆s ≥ h1(v, u1)z∆∆∆(v)

twice leads to

(3.21) z(v) ≥ h3(v, u1)z∆∆∆(v), v ≥ u1 ≥ t1.
Also

z∆∆(v) ≥ z∆∆(v)− z∆∆(u) =

∫ v

u

z∆∆∆(s)∆s ≥ h1(v, u)z∆∆∆(v)

gives

(3.22) z∆(v) ≥ h2(v, u)z∆∆∆(v).

Putting v = g(t) ≥ t1 and v = t into (3.22), we have

z∆(g(t)) ≥ h2(t, g(t))z∆∆∆(t),

i.e.,

(3.23) z∆k (g(t)) ≥ h3−k(t, g(t))z∆∆∆(t) for k ∈ {1, 3} and g(t) ≥ t1.
If (b) holds, then

(3.24) z(v) ≥ z(v)− z(u1) =

∫ v

u1

z∆(s)∆s ≥ h1(v, u1)z∆(v).

Clearly, (3.21) and (3.24) can be written at once

z(v) ≥ hk(v, u1)z∆k

(v) for k ∈ {1, 3} and v ≥ u1 ≥ t1,
and hence

(3.25) z(g(t)) ≥ hk(g(t), t1)z∆k

(g(t)) for k ∈ {1, 3} and g(t) ≥ t1
when g(t) ≥ t1. From (3.23) and (3.25) the claim follows.

Now by using x(t) ≥ z(t) in (1.1) and integrating the resulting inequality from t to u
and then letting u→∞, we have

(3.26) wα(t) ≥
[

1

a(t)

∫ ∞

t

q(s)∆s

]
zβ(g(t)), t ≥ t1,

where w = z∆∆∆. Using (3.20) in (3.26) leads to

wα−β(t) ≥ hk(g(t), t1)h3−k(t, g(t))

[
1

a(t)

∫ ∞

t

q(s)∆s

]
, t ≥ t1,

which contradicts (3.18) when β = α. If β < α, we first write from (1.1) that

(3.27) (a(t)wα(t))∆ + q(t)zβ(g(t)) ≤ 0, t ∈ [t0,∞)T.

Using (3.20) and v = a(t)wα in (3.27), we have

−v∆ ≥ hβk(g(t), t1)hβ3−k(t, g(t))a−β/α(t)q(t)vβ/α, t ∈ [t0,∞)T.
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The rest of the proof is similar to that above and hence is omitted.
Finally, we need to consider the case (c). Since the proof for this case is similar to

that of Theorem 3.1-case (c), we omit the details.
�

In case (2.3) holds, we have the following similar theorems.

3.3. Theorem. Let (i)–(v) be satisfied, and (2.3) hold. Suppose that

(3.28) lim sup
t→∞

1

a(g(t))

∫ t

g(t)

q(s)[1 + p(s)]βhβ3 (g(s)t0)∆s > 1,

and

(3.29) lim sup
t→∞

∫ t

g(t)

[
1

a(u)

∫ t

u

(g(t)− g(s))β [1 + p(s)]βq(s)∆s

]1/α

∆u > 1

when β = α, while

(3.30)
∫ ∞

t0

a−β/α(s)[1 + p(s)]βq(s)hβ3 (g(s), t0)∆s =∞

and

(3.31) lim sup
t→∞

∫ ∞

t0

[
1

a(u)

∫ t

u

(t− g(s))βgβ(s)[1 + p(s)]βq(s)∆s

]1/α

∆u =∞

when β < α.
Then Eq. (1.1) is oscillatory.

Proof. Let x(t) be a nonoscillatory solution of (1.1), say x(t) > 0, x(g(t)) > 0, and
x(τ(t)) > 0 for t ∈ [t0,∞)T. It is clear that

z(t) = x(t)− p(t)x(h(t)) ≥ x(t).

By Lemma 2.7, z∆(t) is eventually positive, and so

x(t) = z(t) + p(t)x(h(t)) ≥ z(t) + p(t)z(h(t)) ≥ [1 + p(t)]z(t)

for t ∈ [t1,∞)T for some t1 ≥ t0. In view of this inequality and Eq. (1.1) we get

(3.32) (a(t)(z∆∆∆(t))α)∆ + q(t)[1 + p(g(t))]βzβ(g(t)) ≤ 0, t ∈ [t0,∞)T.

The remainder of the proof proceeds from (3.32) similarly as in the cases (a) and (b) of
that of Theorem 3.1. �

3.4. Theorem. Let (i)–(v) be satisfied, and (2.3) hold. Suppose that for k ∈ {1, 3},

(3.33) lim sup
t→∞

hβk(g(t), t0)hβ3−k(t, g(t))
1

a(t)

∫ ∞

t

[1 + p(g(s))]βq(s)∆s > 1 when β = α

and

(3.34)
∫ ∞

t0

hβk(g(t), t0)hβ3−k(t, g(t))a−β/α(t)[1 + p(g(t))]βq(t)∆t =∞ when β < α.

Then Eq. (1.1) is oscillatory.

The results of this paper are presented in a form which is essentially new and of high
degree of generality. We note that the obtained results when β = α (half-linear case)
are not applicable to equations of type (1.1) with g(t) = t. This means that the delays
generate oscillation.
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It is possible to formulate the corresponding theorems and give illustrative examples
for special time scales such as T = R, T = Z, T = hZ with h > 0, T = qN with q > 1,
T = N2. The details are left to the reader.

It would be of interest to study the oscillatory behaviour of all solutions of (1.1) when
β > α (super half-linear case) or p(t) ≤ −1 or p(t) > 1.
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Abstract
In this study we introduce a new type generalization of Chebyshev
matrix polynomials of second kind by using the integral representa-
tion. We obtain their matrix recurrence relations, matrix differential
equation and generating matrix functions. We investigate operational
rules associated with operators corresponding to Chebyshev-type ma-
trix polynomials of second kind. Furthermore, in order to give qualita-
tive properties of this integral transform, we introduce the Chebyshev-
type matrix polynomials of first kind.
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1. Introduction
Matrix generalization of special functions has become important in the last two

decades. Extension of the matrix framework of the classical families of Hermite, La-
guerre, Jacobi, Bessel, Gegenbauer and Pincherle matrix polynomials are introduced in
[11, 14, 15, 19, 25, 21] and some generalized forms are studied in [1, 20, 22, 26, 28]. More-
over, some properties of the these matrix polynomials are given in [3, 4, 6, 7, 16, 24].
Chebyshev matrix polynomials of first kind are introduced by Defez and Jódar starting
from the hypergeometric matrix function. Some properties such as Rodrigues formula,
three-term recurrences relation and orthogonality property are studied in [10]. Second
kind Chebyshev matrix polynomials are defined in [5] by using integral representation
method. Furthermore generating matrix function and some families of bilinear and bilit-
eral generating matrix functions for Chebyshev matrix polynomials of the second kind
are derived in [2].
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Throughout this paper, the zero matrix and identity matrix will be denoted by 0
and I, respectively. If A is a matrix in Cr×r, its spectrum σ(A) denotes the set of all
eigenvalues of A. Its 2-norm is denoted by ‖A‖ and defined by

‖A‖ = sup
x 6=0

‖Ax‖2
‖x‖2

,

where for a vector y in Cr, ‖y‖2 =
(
yT , y

) 1
2 is the Euclidean norm of y. If f (z) and g(z)

are holomorphic functions of the complex variable z, which are defined in an open set Ω of
the complex plane and A is a matrix in Cr×r such that σ(A) ⊂ Ω, then from the properties
of matrix functional calculus in [13, p. 558], it follows that f(A)g(A) = g(A)f(A). Hence,
if B ∈ Cr×r is a matrix for which σ(B) ⊂ Ω and AB = BA, then f(A)g(B) = g(B)f(A).
Let A be a matrix in Cr×r such that Re (z) > 0 for every eigenvalues z ∈ σ(A). Then we
say that A is a positive stable matrix.

Let A be a positive stable matrix. Then two-variable Hermite matrix polynomials are
defined in [5] by

(1.1) Hn (x, y,A) =

[n
2 ]∑

k=0

(−1)k n!
(
x
√

2A
)n−2k

yk

k! (n− 2k)!
,

which satisfy the recurrences
∂

∂x
Hn (x, y,A) =

√
2AnHn−1 (x, y,A) ,(1.2)

∂

∂y
Hn (x, y,A) = −n (n− 1)Hn−2 (x, y,A) ,(1.3)

Hn+1 (x, y,A) =

(
x
√

2A− 2
(√

2A
)−1

y
∂

∂x

)
Hn (x, y,A) .(1.4)

Also, second order matrix differential equation

(1.5)
[
y
∂2

∂x2
I − xA ∂

∂x
+ nA

]
Hn (x, y,A) = 0

and the expression

(1.6)
∞∑

n=0

Hn (x, y,A)

n!
tn = exp

(
xt
√

2A− yt2I
)

are given in [5].
For a positive stable matrix A, the second kind Chebyshev matrix polynomials with

two variables are defined in [5] by

(1.7) Un (x, y,A) =

[n
2 ]∑

k=0

(−1)k (n− k)!
(
x
√

2A
)n−2k

yk

k! (n− 2k)!
.

These matrix polynomials satisfy integral representation

(1.8) Un (x, y,A) =
1

n!

∞∫

0

e−ttnHn
(
x,
y

t
, A
)
dt.

It has already been shown that most of the properties of Un (x, y,A) , linked to the
ordinary case by

Un (x, y,A) = y
n
2 Un

(
x√
y
,A

)
,
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can be directly inferred from those of theHn (x, y,A) and from the integral representation
given in (1.8).

The aim of this paper is to introduce a generalization for Chebyshev matrix polyno-
mials by modifiying the integral transform. The organization of this paper is as follows.
In section 2, we define Chebyshev-type matrix polynomials of second kind and give an
explicit expression, recurrence relations, matrix differential equation and generating ma-
trix functions. Besides, we focus on two index two variable second kind Chebyshev-type
matrix polynomials. Section 3 deals with operational identities which yield different view
for Chebyshev-type matrix polynomials of second kind. Finally in section 4, we give the
definition of the Chebyshev-type matrix polynomials of the first kind.

2. Second Kind Chebyshev-type Matrix Polynomials with Two-
Variable
As already remarked, integral transform relating Chebyshev and Hermite matrix poly-

nomials are not new. Therefore we can introduce a new generalization for the second kind
Chebyshev matrix polynomials with two variables by modifiying the integral transfrom
as:

(2.1) Un (x, y,A,B) =
1

n!

∞∫

0

e−BttnHn
(
x,
y

t
, A
)
dt,

where A and B are positive stable matrices in Cr×r and AB = BA.
We note that for the case A = [2]1×1 and B = [1]1×1, the expression (2.1) coincides

with the formula which was proved by Dattoli ([8]) for the scalar second kind Chebyshev
polynomials with two variables.

The use of the identity (1.1) allows us the explicit expression for Un (x, y,A,B) in the
form

(2.2) Un (x, y,A,B) =

[n
2 ]∑

k=0

(−1)k (n− k)!Bk−n−1
(
x
√

2A
)n−2k

yk

k! (n− 2k)!
.

It is clear from (2.2) that

U−1 (x, y,A,B) = 0, U0 (x, y,A,B) = B−1, U1 (x, y,A,B) = x
√

2AB−2.

In addition, we can write

Un (x, y,A, I) = Un (x, y,A) , Un (x, 1, A, I) = Un (x,A) ,

Un (x, 0, A,B) = B−(n+1)
(
x
√

2A
)n

, U2n (0, y, A,B) = (−1)nB−(n+1)yn.

In order to investigate some important properties, we give the generating matrix
function of second kind Chebyshev-type matrix polynomials with two variables in the
following proposition.

2.1. Proposition. Let A and B be positive stable matrices in Cr×r and AB = BA. Then
the second kind Chebyshev-type matrix polynomials with two variables have the generating
matrix function

(2.3)
∞∑

n=0

Un (x, y,A,B) zn =
(
B − xz

√
2A+ yz2I

)−1

,

where
∥∥∥xz
√

2A− yz2I
∥∥∥ < ‖B‖ .
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Proof. Multiplying both sides of (2.1) by zn, summing up over n, using (1.6) and then
integrating over t, we have (2.3). �

2.2. Theorem. Let A and B be positive stable matrices in Cr×r and AB = BA. Then
the second kind Chebyshev-type matrix polynomials with two variables have the generating
matrix function

∞∑

n=0

(n+m)!

n!m!
Un+m (x, y,A,B) zn

=
(
B − x

√
2Az + yz2I

)−(m+1)

Um

(
xI −

(√
A

2

)−1

yz,
(
B − x

√
2Az + yz2I

)
y,A

)
,

where
∥∥∥xz
√

2A− yz2I
∥∥∥ < ‖B‖ .

Proof. From (2.1) we have,
∞∑

n=0

(n+m)!

n!m!
Un+m (x, y,A,B) zn =

1

m!

∞∫

0

e−Bttm
∞∑

n=0

Hn+m
(
x,
y

t
, A
) (zt)n

n!
dt.

By using generalized form of the identity [18]:
∞∑

n=0

Hn+m (x, y,A)
tn

n!
= exp

(
x
√

2At− yt2I
)
Hm

(
xI −

(√
A

2

)−1

yt, y, A

)
,

we have
∞∑

n=0

(n+m)!

n!m!
Un+m (x, y,A,B) zn

=
1

m!

∞∫

0

e−t(B−x
√

2Az+yz2I)tmHm

(
xI −

(√
A

2

)−1

yz,
y

t
, A

)
dt.

This completes the proof. �

2.3. Corollary. Let A be a positive stable matrix in Cr×r. Then the second kind Cheby-
shev matrix polynomials with two variables have the generating matrix function

∞∑

n=0

(n+m)!

n!m!
Un+m (x, y,A) zn

=
(
I − xz

√
2A+ yz2I

)−(m+1)

Um

(
xI −

(√
A

2

)−1

yz,
(
I − xz

√
2A+ yz2I

)
y,A

)
,

where
∥∥∥xz
√

2A− yz2I
∥∥∥ < 1.

Now, let us get matrix recurrence relations for Chebyshev-type matrix polynomials
with two-variable by using the integral representation.

2.4. Proposition. Let A and B be positive stable matrices in Cr×r and AB = BA.
Then the second kind Chebyshev-type matrix polynomials with two variables satisfy

(2.4) y
∂

∂x
Un−1 (x, y,A,B) =

√
A

2

(
x
∂

∂x
− n

)
Un (x, y,A,B)

and

(2.5) x
∂

∂x
Un (x, y,A,B) =

(
n− 2y

∂

∂y

)
Un (x, y,A,B) .
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Proof. From (2.1) and (1.2), we have

y
∂

∂x
Un−1 (x, y,A) =

1

(n− 1)!

∞∫

0

e−Bttn−1y
∂

∂x
Hn−1

(
x,
y

t
, A
)
dt

=

(√
2A
)−1

n!

∞∫

0

e−Bttn
y

t

∂2

∂x2
Hn
(
x,
y

t
, A
)
dt.

Using (1.5), we get (2.4). (2.5) can be proved similarly. �

2.5. Proposition. Let A and B be positive stable matrices in Cr×r and AB = BA.
Then the second kind Chebyshev-type matrix polynomials with two variables satisfy the
three-term recurrence relation

(2.6) BUn+1 (x, y,A,B) = x
√

2AUn (x, y,A,B)− yUn−1 (x, y,A,B) .

Proof. Equation (2.6) follows from differentiating both side of (2.3) with respect to z,
making the necessary arrangements and identification of the coefficients of zn. �

Now, let us get the matrix differential equation of second kind Chebyshev-type matrix
polynomials with two variables. The recurrences given by (2.4) and (2.6) can be expressed
as the definition of rising and lowering operators for Un (x, y,A,B) . We can write

(2.7) Un−1 (x, y,A,B) =

√
A

2

1

y
D̂−1
x

[
x
∂

∂x
− n

]
Un (x, y,A,B)

and

(2.8) Un+1 (x, y,A,B) =

[
xB−1

√
2A−B−1

√
A

2
D̂−1
x

[
x
∂

∂x
− n

]]
Un (x, y,A,B) ,

where D̂−1
x denotes the inverse derivative operator and is defined by

D̂−nx [f (x)] =
1

(n− 1)!

x∫

0

(x− ξ)n−1 f (ξ) dξ.

(see [12] for details). So that for f (x) = 1, we have

D̂−nx [1] =
xn

n!
.

Equations (2.7) and (2.8) allow us to introduce of the rising and lowering operators

M̂ =

[
xB−1

√
2A−B−1

√
A

2
D̂−1
x

[
x
∂

∂x
− n̂

]]
,(2.9)

P̂ =

[√
A

2

1

y
D̂−1
x

[
x
∂

∂x
− n̂

]]
,

where n̂ is a number operator in the sense n̂us (x, y,A,B) = sus (x, y,A,B) . Using (2.9)
Un (x, y,A,B) can be rewriten as

M̂P̂Un (x, y,A,B) = Un (x, y,A,B) ,
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namely,

Un (x, y,A,B) =

√
A

2

1

y
D̂−1
x

[
x
∂

∂x
− (n+ 1)

]

×
{
xB−1

√
2A−B−1

√
A

2
D̂−1
x

[
x
∂

∂x
− n

]}
Un (x, y,A,B) .

After some arrangements and use of the obvious identity

∂xD̂−1
x = 1̂,

we arrive at the following theorem.

2.6. Theorem. Let A and B be positive stable matrices in Cr×r and AB = BA. Then
the second kind Chebyshev-type matrix polynomials with two variables are a solution of
the second order matrix differential equation of the form:

[(
2yB − x2A

) ∂2

∂x2
− 3Ax

∂

∂x
+An (n+ 2)

]
Un (x, y,A,B) = 0.

2.7. Corollary. Let A be a positive stable matrix in Cr×r. Then the second kind Cheby-
shev matrix polynomials are a solution of the second order matrix differential equation of
the form:

(2.10)
[(

2I − x2A
) d2

dx2
− 3Ax

d

dx
+An (n+ 2)

]
Un (x,A) = 0.

It is now interesting to extend the above results to generalized forms of Chebyshev-
type matrix polynomials with two-variable. We define generalized Chebyshev-type
matrix polynomials with two-variable by

Un,m (x, y,A,B) =

[ n
m ]∑

k=0

(−1)k (n−mk + k)!B(m−1)k−n−1
(
x
√
mA

)n−mk
yk

k! (n−mk)!
,

which can be written in terms of Hn,m (x, y,A) as

(2.11) Un,m (x, y,A,B) =
1

n!

∞∫

0

e−BttnHn,m
(
x,

y

tm−1
, A
)
dt,

where Hn,m (x, y,A) is two-index two-variable Hermite matrix polynomials, defined by
[23]:

(2.12) Hn,m (x, y,A) =

[ n
m ]∑

k=0

(−1)k n!
(
x
√
mA

)n−mk
yk

k! (n−mk)!
.

Since Hn,m (x, y,A) has the generating matrix function as

(2.13)
∞∑

n=0

Hn,m (x, y,A)

n!
tn = exp

(
xt
√
mA− ytmI

)
,

we find from (2.11) that the generating matrix function of Un,m (x, y,A,B) is

(2.14)
∞∑

n=0

Un,m (x, y,A,B) zn =
(
B − xz

√
mA+ yzmI

)−1

,

where A, B are positive stable matrices in Cr×r, AB = BA and
∥∥∥xz
√
mA− yzmI

∥∥∥ <
‖B‖ .
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Taking A = [m]1×1 and B = [b]1×1in (2.14), the polynomials Un,m (x, y,m, b) reduce
to the special case of the generalized Humbert polynomials (see [27]). The properties of
this special matrix polynomials can be studied in further research.

3. Different Considerations for Chebyshev-type Matrix Polyno-
mials of Second Kind
We will try to understand more deeply the role played by the integral transform

connecting Hermite and the second kind Chebyshev matrix polynomials. It is obvious
that both Hn (x, y,A) and Un (x, y,A,B) reduce to ordinary form for y = 1.

It is easy to find that

(3.1) Un (x,A,B) =
1

n!

∫ ∞

0

e−Btt
n
2 Hn

(
x
√
t, A
)
dt.

After suitable change of variable, (3.1) yields

Un (x,A,B) =
2

n!xn+2

∫ ∞

0

sn+1 exp

(
−Bs

2

x2

)
Hn (s,A) ds.

So, Un (x,A,B) can be viewed as a kind of Mellin transform of the function

f (ξ, A,B) = exp

(
−Bξ

2

x2

)
Hn (ξ, A) .

Let us now consider the problem from an operational point of view. Let f (x) be an
appropriate function. Then one can easily get

exp

(
λx

d

dx

)
f (x) = f (x expλ) .

So, we obtain from (3.1) that

(3.2) Un (x,A,B) =
1

n!

∫ ∞

0

e−Btt
n
2 t

1
2
x d

dx dtHn (x,A) .

Using the well-known definition of the Γ- function

Γ (s) =

∫ ∞

0

e−tts−1dt,

we can rewrite (3.2) in the form

n!Un (x,A,B) = B−Q̂Γ
(
Q̂
)
Hn (x,A) ,

where Q̂ =
[
1 + 1

2

(
n+ x d

dx

)]
.

We conclude this section giving another representation for the second kind Chebyshev-
type matrix polynomials. The use of the identities (1.2) and (1.3) in (2.1) for B = αI
allow to conclude that

∂

∂y
Un (x, y,A, αI) =

∂

∂α
Un−2 (x, y,A, αI) ,

∂

∂x
Un (x, y,A, αI) = −

√
2A

∂

∂α
Un−1 (x, y,A, αI)

which can be combined to give

2A
∂2

∂α∂y
Un (x, y,A, αI) =

∂2

∂x2
Un (x, y,A, αI) .

Last identity and the fact that

Un (x, 0, A, αI) =

(
x
√

2A
)n

αn+1
,
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allow to define Un (x, y,A, αI) as

Un (x, y,A, αI) = exp

[
y (2A)−1 D̂−1

α
∂2

∂x2

] (x
√

2A
)n

αn+1
,

where A is a positive stable matrix in Cr×r and α is a complex number such that Re (α) >
0.

4. First Kind Chebyshev-type Matrix Polynomials with Two-Variable
The two-variable Hermite matrix polynomials will be used here to define Chebyshev-

type matrix polynomials of first kind. The Chebyshev polynomials of the first kind are
defined by [9]:

(4.1) Tn (x) =
n

2

[n
2 ]∑

k=0

(−1)k (n− k − 1)! (2x)n−2k

k! (n− 2k)!
.

Let A and B be positive stable matrices in Cr×r and AB = BA. Then the first kind
Chebyshev-type matrix polynomials can be defined by

(4.2) Tn (x,A,B) = n
(√

2A
)−1

[n
2 ]∑

k=0

(−1)k Bk−n (n− k − 1)!
(
x
√

2A
)n−2k

k! (n− 2k)!
,

or by using (1.1)

(4.3) Tn (x,A,B) =

(√
2A
)−1

(n− 1)!

∞∫

0

e−Bttn−1Hn

(
x,

1

t
, A

)
dt.

For the case A = [2]1×1 and B = [1]1×1, (4.2) coincides with (4.1).
In a similar way, we define the Chebyshev-type matrix polynomials of the first kind

with two variables as

Tn (x, y,A,B) = n
(√

2A
)−1

[n
2 ]∑

k=0

(−1)k Bk−n (n− k − 1)!
(
x
√

2A
)n−2k

yk

k! (n− 2k)!
,

or

Tn (x, y,A,B) =

(√
2A
)−1

(n− 1)!

∞∫

0

e−Bttn−1Hn
(
x,
y

t
, A
)
dt.

In this article, new special polynomials are introduced using integral representation.
The possibility of combining these two approaches in order to study new families of
special matrix polynomials is a problem for further research.
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1. Introduction
Existence of periodic solutions of higher-order differential equations has been the subject
of many investigations [8,19-21,34,38,39]. By using various methods and techniques, such
as fixed point theory, the Kaplan-Yorke method, critical point theory, coincidence degree
theory, bifurcation theory and dynamical system theory etc., a series of existence results
for periodic solutions have been obtained in the literature. Difference equations, the
discrete analogs of differential equations, occur widely in numerous settings and forms,
both in mathematics itself and in its applications to statistics, computing, electrical
circuit analysis, dynamical systems, economics, biology and other fields. For the general
background of difference equations, one can refer to monographs [1,3,4,31]. Since the last
decade, there has been much progress on the qualitative properties of difference equations,
which included results on stability and attractivity [22,31,33,48] and results on oscillation
and other topics [1-4,7,11-15,17,18,28-30,32,44-47]. Only a few papers discuss the periodic
solutions of higher-order difference equations. Therefore, it is worthwhile to explore this
topic.

Let N, Z and R denote the sets of all natural numbers, integers and real numbers
respectively. For a, b ∈ Z, define Z(a) = {a, a+ 1, · · · }, Z(a, b) = {a, a+ 1, · · · , b} when
a ≤ b. * denotes the transpose of a vector.

In this paper, we consider the following forward and backward difference equation

(1.1) ∆n (rk−n∆nuk−n) = (−1)nf(k, uk+1, uk, uk−1), n ∈ Z(3), k ∈ Z,

where ∆ is the forward difference operator ∆uk = uk+1 − uk, ∆nuk = ∆(∆n−1uk), rk is
real valued for each k ∈ Z, f ∈ C(Z×R3,R), rk and f(k, v1, v2, v3) are T -periodic in k
for a given positive integer T .

We may think of (1.1) as a discrete analogue of the following 2nth-order functional
differential equation

(1.2)
dn

dtn

[
r(t)

dnu(t)

dtn

]
= (−1)nf(t, u(t+ 1), u(t), u(t− 1)), t ∈ R.

Equations similar in structure to (1.2) arise in the study of the existence of solitary waves
of lattice differential equations, see Smets and Willem [42].

The widely used tools for the existence of periodic solutions of difference equations
are the various fixed point theorems in cones [1,3,4,27]. It is well known that critical
point theory is a powerful tool that deals with the problems of differential equations
[8,10,16,25,26,43]. Only since 2003, critical point theory has been employed to estab-
lish sufficient conditions on the existence of periodic solutions of difference equations.
By using the critical point theory, Guo and Yu [28-30] and Shi et al.[41] established
sufficient conditions on the existence of periodic solutions of second-order nonlinear dif-
ference equations. Compared to first-order or second-order difference equations, the
study of higher-order equations has received considerably less attention (see, for exam-
ple, [1,5,6,11-15,17,18,23,31,35,37] and the references contained therein). Ahlbrandt and
Peterson [5] in 1994 studied the 2nth-order difference equation of the form,

(1.3)
n∑

i=0

∆i
(
ri(k − i)∆iu(k − i)

)
= 0

in the context of the discrete calculus of variations, and Peil and Peterson [37] studied
the asymptotic behavior of solutions of (1.3) with ri(k) ≡ 0 for 1 ≤ i ≤ n − 1. In 1998,
Anderson [6] considered (1.3) for k ∈ Z(a), and obtained a formulation of generalized
zeros and (n, n)-disconjugacy for (1.3). Migda [35] in 2004 studied an mth-order linear
difference equation. In 2007, Cai and Yu [9] have obtained some criteria for the existence
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of periodic solutions of a 2nth-order difference equation

(1.4) ∆n (rk−n∆nuk−n) + f(k, uk) = 0, n ∈ Z(3), k ∈ Z,

for the case where f grows superlinearly at both 0 and ∞. However, to the best of our
knowledge, the results on periodic solutions of higher-order nonlinear difference equations
are very scarce in the literature. Furthermore, since (1.1) contains both advance and
retardation, there are very few manuscripts dealing with this subject. The main purpose
of this paper is to give some sufficient conditions for the existence and multiplicity of
periodic and subharmonic solutions to a 2nth-order nonlinear difference equation. The
main approach used in our paper is a variational technique and the Linking Theorem.
Particularly, our results not only generalize the results in the literature [9], but also
improve them. In fact, one can see the following Remarks 1.2 and 1.4 for details. The
motivation for the present work stems from the recent papers in [13,24].

Let
r = min

k∈Z(1,T )
{rk}, r̄ = max

k∈Z(1,T )
{rk}.

Our main results are as follows.

Theorem 1.1. Assume that the following hypotheses are satisfied:
(r) rk > 0,∀k ∈ Z;

(F1) there exists a functional F (k, v1, v2) ∈ C1(Z ×R2,R) with F (k, v1, v2) ≥ 0 and it
satisfies

F (k + T, v1, v2) = F (k, v1, v2),

∂F (k − 1, v2, v3)

∂v2
+
∂F (k, v1, v2)

∂v2
= f(k, v1, v2, v3);

(F2) there exist constants δ1 > 0, α ∈
(
0, 1

4
rλnmin

)
such that

F (k, v1, v2) ≤ α
(
v2

1 + v2
2

)
, for k ∈ Z and v2

1 + v2
2 ≤ δ2

1;

(F3) there exist constants ρ1 > 0, ζ > 0, β ∈
(

1
4
r̄λnmax,+∞

)
such that

F (k, v1, v2) ≥ β
(
v2

1 + v2
2

)
− ζ, for k ∈ Z and v2

1 + v2
2 ≥ ρ2

1,
where λmin, λmax are constants which can be referred to (2.7).

Then for any given positive integer m > 0, (1.1) has at least three mT -periodic solutions.

Remark 1.1. By (F3) it is easy to see that there exists a constant ζ′ > 0 such that

(F ′3) F (k, v1, v2) ≥ β
(
v2

1 + v2
2

)
−ζ′, ∀(k, v1, v2) ∈ Z×R2.

As a matter of fact, let ζ1 = max
{∣∣F (k, v1, v2)− β

(
v2

1 + v2
2

)
+ ζ
∣∣ : k ∈ Z, v2

1 + v2
2 ≤ ρ2

1

}
,

ζ′ = ζ + ζ1, we can easily get the desired result.

Corollary 1.1. Assume that (r) and (F1)− (F3) are satisfied. Then for any given posi-
tive integer m > 0, (1.1) has at least two nontrivial mT -periodic solutions.

Remark 1.2. Corollary 1.1 reduces to Theorem 1.1 in [9].

Theorem 1.2. Assume that (r), (F1) and the following conditions are satisfied:

(F4) lim
ρ→0

F (k,v1,v2)

ρ2
= 0, ρ =

√
v2

1 + v2
2 , ∀(k, v1, v2) ∈ Z×R2;

(F5) there exist constants R1 > 0 and θ > 2 such that for k ∈ Z and v2
1 + v2

2 ≥ R2
1,

0 < θF (k, v1, v2) ≤ ∂F (k, v1, v2)

∂v1
v1 +

∂F (k, v1, v2)

∂v2
v2.
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Then for any given positive integer m > 0, (1.1) has at least three mT -periodic solutions.

Remark 1.3. Assumption (F5) implies that there exist constants a1 > 0 and a2 > 0
such that

(F ′5) F (k, v1, v2) ≥ a1

(√
v2

1 + v2
2

)θ
− a2, ∀(k, v1, v2) ∈ Z×R2.

Corollary 1.2. Assume that (r) and (F1), (F4), (F5) are satisfied. Then for any given
positive integer m > 0, (1.1) has at least two nontrivial mT -periodic solutions.

If f(k, uk+1, uk, uk−1) = qkg (uk), (1.1) reduces to the following 2nth-order nonlinear
equation,

(1.5) ∆n (rk−n∆nuk−n) = (−1)nqkg (uk) , k ∈ Z,

where g ∈ C(R,R), qk+T = qk > 0, for all k ∈ Z. Then, we have the following results.

Theorem 1.3. Assume that (r) and the following hypotheses are satisfied:
(G1) there exists a functional G(v) ∈ C1(R,R) with G(v) ≥ 0 and it satisfies

G′(v) = g(v),

(G2) there exist constants δ2 > 0, α ∈
(
0, 1

2
rλnmin

)
such that

G(v) ≤ α|v|2, for |v| ≤ δ2;
(G3) there exist constants ρ2 > 0, ζ > 0, β ∈

(
1
2
r̄λnmax,+∞

)
such that

G(v) ≥ β|v|2 − ζ, for |v| ≥ ρ2,
where λmin, λmax are constants which can be referred to (2.7).

Then for any given positive integer m > 0, (1.5) has at least three mT -periodic solutions.

Corollary 1.3. Assume that (r) and (G1) − (G3) are satisfied. Then for any given
positive integer m > 0, (1.5) has at least two nontrivial mT -periodic solutions.

Remark 1.4. Corollary 1.3 reduces to Corollary 1.1 in [9].

The rest of the paper is organized as follows. First, in Section 2, we shall establish the
variational framework associated with (1.1) and transfer the problem of the existence of
periodic solutions of (1.1) into that of the existence of critical points of the corresponding
functional. Some related fundamental results will also be recalled. Then, in Section 3,
we shall complete the proof of the results by using the critical point method. Finally, in
Section 4, we shall give an example to illustrate the main result.

For the basic knowledge of variational methods, the reader is referred to [27,34,36,40].

2. Variational structure and some lemmas
In order to apply the critical point theory, we shall establish the corresponding variational
framework for (1.1) and give some lemmas which will be of fundamental importance in
proving our main results. First, we state some basic notations.

Let S be the set of sequences u = (· · · , u−k, · · · , u−1, u0, u1, · · · , uk, · · · ) = {uk}+∞k=−∞,
that is

S = {{uk}|uk ∈ R, k ∈ Z}.
For any u, v ∈ S, a, b ∈ R, au+ bv is defined by

au+ bv = {auk + bvk}+∞k=−∞.
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Then S is a vector space.
For any given positive integers m and T , EmT is defined as a subspace of S by

EmT = {u ∈ S|uk+mT = uk, ∀k ∈ Z}.
Clearly, EmT is isomorphic to RmT . EmT can be equipped with the inner product

(2.1) 〈u, v〉 =

mT∑

j=1

ujvj , ∀u, v ∈ EmT ,

by which the norm ‖ · ‖ can be induced by

(2.2) ‖u‖ =

(
mT∑

j=1

u2
j

) 1
2

, ∀u ∈ EmT .

It is obvious that EmT with the inner product (2.1) is a finite dimensional Hilbert space
and linearly homeomorphic to RmT .

On the other hand, we define the norm ‖ · ‖s on EmT as follows:

(2.3) ‖u‖s =

(
mT∑

j=1

|uj |s
) 1
s

,

for all u ∈ EmT and s > 1.
Since ‖u‖s and ‖u‖2 are equivalent, there exist constants c1, c2 such that c2 ≥ c1 > 0,

and

(2.4) c1‖u‖2 ≤ ‖u‖s ≤ c2‖u‖2, ∀u ∈ EmT .
Clearly, ‖u‖ = ‖u‖2. For all u ∈ EmT , define the functional J on EmT as follows:

(2.5) J(u) =
1

2

mT∑

k=1

rk−1 (∆nuk−1)2 −
mT∑

k=1

F (k, uk+1, uk),

where
∂F (k − 1, v2, v3)

∂v2
+
∂F (k, v1, v2)

∂v2
= f(k, v1, v2, v3).

Clearly, J ∈ C1(EmT ,R) and for any u = {uk}k∈Z ∈ EmT , by using u0 = umT , u1 =
umT+1, we can compute the partial derivative as

∂J

∂uk
= (−1)n∆n (rk−n∆nuk−n)− f(k, uk+1, uk, uk−1).

Thus, u is a critical point of J on EmT if and only if

∆n (rk−n∆nuk−n) = (−1)nf(k, uk+1, uk, uk−1), ∀k ∈ Z(1,mT ).

Due to the periodicity of u = {uk}k∈Z ∈ EmT and f(k, v1, v2, v3) in the first variable k,
we reduce the existence of periodic solutions of (1.1) to the existence of critical points of
J on EmT . That is, the functional J is just the variational framework of (1.1).

Let P be the mT ×mT matrix defined by

P =




2 −1 0 · · · 0 −1
−1 2 −1 · · · 0 0
0 −1 2 · · · 0 0
· · · · · · · · · · · · · · · · · ·
0 0 0 · · · 2 −1
−1 0 0 · · · −1 2



.
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By matrix theory, we see that the eigenvalues of P are

(2.6) λj = 2

(
1− cos

2j

mT
π

)
, j = 0, 1, 2, · · · ,mT − 1.

Thus, λ0 = 0, λ1 > 0, λ2 > 0, · · · , λmT−1 > 0. Therefore,

(2.7)

λmin = min{λ1, λ2, · · · , λmT−1} = 2
(
1− cos 2

mT
π
)
,

λmax = max{λ1, λ2, · · · , λmT−1} =

{
4, when mT is even,
2
(
1 + cos 1

mT
π
)
, when mT is odd.





Let
W = kerP = {u ∈ EmT |Pu = 0 ∈ RmT }.

Then
W = {u ∈ EmT |u = {c}, c ∈ R}.

Let V be the direct orthogonal complement of EmT to W , i.e., EmT = V ⊕W . For
convenience, we identify u ∈ EmT with u = (u1, u2, · · · , umT )∗.

Let E be a real Banach space, J ∈ C1(E,R), i.e., J is a continuously Fréchet-
differentiable functional defined on E. J is said to satisfy the Palais-Smale condition
(P.S. condition for short) if any sequence

{
u(i)
}
⊂ E for which

{
J
(
u(i)
)}

is bounded

and J ′
(
u(i)
)
→ 0(i→∞) possesses a convergent subsequence in E.

Let Bρ denote the open ball in E about 0 of radius ρ and let ∂Bρ denote its boundary.

Lemma 2.1 (Linking Theorem [40]). Let E be a real Banach space, E = E1⊕E2, where
E1 is finite dimensional. Suppose that J ∈ C1(E,R) satisfies the P.S. condition and
(J1) there exist constants a > 0 and ρ > 0 such that J |∂Bρ∩E2 ≥ a;
(J2) there exists an e ∈ ∂B1 ∩ E2 and a constant R0 ≥ ρ such that J |∂Q ≤ 0, where
Q = (B̄R0 ∩ E1)⊕ {se|0 < s < R0}.
Then J possesses a critical value c ≥ a, where

c = inf
h∈Γ

sup
u∈Q

J(h(u)),

and Γ = {h ∈ C(Q̄, E) | h|∂Q = id}, where id denotes the identity operator.

Lemma 2.2. Assume that (r), (F1) and (F3) are satisfied. Then the functional J is
bounded from above in EmT .

Proof. By (F ′3) and (2.4), for any u ∈ EmT ,

J(u) =
1

2

mT∑

k=1

rk−1 (∆nuk−1,∆
nuk−1)−

mT∑

k=1

F (k, uk+1, uk)

=
1

2

mT∑

k=1

rk (∆nuk,∆
nuk)−

mT∑

k=1

F (k, uk+1, uk)

≤ r̄

2
x∗Px−

mT∑

k=1

[
β(u2

k+1 + u2
k)− ζ′

]

≤ r̄

2
λmax‖x‖22 − 2β‖u‖22 +mTζ′,

where x = (∆n−1u1,∆
n−1u2, · · · ,∆n−1umT )∗. Since

‖x‖22 =

mT∑

k=1

(
∆n−2uk+1 −∆n−2uk

)2 ≤ λmax

mT∑

k=1

(
∆n−2uk

)2 ≤ λn−1
max‖u‖22,
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we have
J(u) ≤

( r̄
2
λnmax − 2β

)
‖u‖22 +mTζ′ ≤ mTζ′.

The proof of Lemma 2.2 is complete. 2

Remark 2.1. The case mT = 1 is trivial. For the case mT = 2, P has a different form,
namely,

P =

(
2 −2
−2 2

)
.

However, in this special case, the argument need not to be changed and we omit it.

Lemma 2.3. Assume that (r), (F1) and (F3) are satisfied. Then the functional J satisfies
the P.S. condition.

Proof. Let
{
J
(
u(i)
)}

be a bounded sequence from the lower bound, i.e., there exists a
positive constant M1 such that

−M1 ≤ J
(
u(i)
)
, ∀i ∈ N.

By the proof of Lemma 2.2, it is easy to see that

−M1 ≤ J
(
u(i)
)
≤
( r̄

2
λnmax − 2β

)∥∥∥u(i)
∥∥∥

2

2
+mTζ′, ∀i ∈ N.

Therefore, (
2β − r̄

2
λnmax

)∥∥∥u(i)
∥∥∥

2

2
≤M1 +mTζ′.

Since β > 1
4
r̄λnmax, it is not difficult to know that

{
u(i)
}
is a bounded sequence in EmT .

As a consequence,
{
u(i)
}

possesses a convergence subsequence in EmT . Thus the P.S.
condition is verified. 2

3. Proof of the main results
In this Section, we shall prove our main results by using the critical point theory.

3.1. Proof of Theorem 1.1

Assumptions (F1) and (F2) imply that F (k, 0) = 0 and f(k, 0) = 0 for k ∈ Z. Then
u = 0 is a trivial mT -periodic solution of (1.1).

By Lemma 2.2, J is bounded from the upper on EmT . We define c0 = sup
u∈EmT

J(u).

The proof of Lemma 2.2 implies lim
‖u‖2→+∞

J(u) = −∞. This means that−J(u) is coercive.

By the continuity of J(u), there exists ū ∈ EmT such that J(ū) = c0. Clearly, ū is a
critical point of J .

We claim that c0 > 0. Indeed, by (F2), for any u ∈ V, ‖u‖2 ≤ δ1, we have

J(u) =
1

2

mT∑

k=1

rk−1 (∆nuk−1,∆
nuk−1)−

mT∑

k=1

F (k, uk+1, uk)

=
1

2

mT∑

k=1

rk (∆nuk,∆
nuk)−

mT∑

k=1

F (k, uk+1, uk)

≥ 1

2
rx∗Px− α

mT∑

k=1

(u2
k+1 + u2

k)
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≥ 1

2
rλmin‖x‖22 − 2α‖u‖22,

where x = (∆n−1u1,∆
n−1u2, · · · ,∆n−1umT )∗. Since

‖x‖22 =

mT∑

k=1

(
∆n−2uk+1 −∆n−2uk

)2 ≥ λmin

mT∑

k=1

(
∆n−2uk

)2 ≥ λn−1
min ‖u‖22,

we have

J(u) ≥
(

1

2
rλnmin − 2α

)
‖u‖22.

Take σ =
(

1
2
rλnmin − 2α

)
δ2
1 . Then

J(u) ≥ σ, ∀u ∈ V ∩ ∂Bδ1 .
Therefore, c0 = sup

u∈EmT
J(u) ≥ σ > 0. At the same time, we have also proved that there

exist constants σ > 0 and δ1 > 0 such that J |∂Bδ1∩V ≥ σ. That is to say, J satisfies the
condition (J1) of the Linking Theorem.

Noting that
mT∑
k=1

rk−1 (∆nuk−1)2 = 0, for all u ∈W , we have

J(u) =
1

2

mT∑

k=1

rk−1 (∆nuk−1)2 −
mT∑

k=1

F (k, uk+1, uk) = −
mT∑

k=1

F (k, uk+1, uk) ≤ 0.

Thus, the critical point ū of J corresponding to the critical value c0 is a nontrivial mT -
periodic solution of (1.1).

In order to obtain another nontrivial mT -periodic solution of (1.1) different from ū,
we need to use the conclusion of Lemma 2.1. We have known that J satisfies the P.S.
condition on EmT . In the following, we shall verify the condition (J2).

Take e ∈ ∂B1 ∩ V , for any z ∈W and s ∈ R, let u = se+ z. Then

J(u) =
1

2

mT∑

k=1

rk (∆nuk,∆
nuk)−

mT∑

k=1

F (k, uk+1, uk)

≤ r̄

2
s2

mT∑

k=1

(∆nek,∆
nek)−

mT∑

k=1

F (k, sek+1 + zk+1, sek + zk)

≤ r̄

2
s2y∗Py −

mT∑

k=1

{
β
[
(sek+1 + zk+1)2 + (sek + zk)2]− ζ′

}

≤ r̄

2
s2λmax‖y‖22 − 2β

mT∑

k=1

(sek + zk)2 +mTζ′

=
r̄

2
s2λmax‖y‖22 − 2βs2 − 2β‖z‖22 +mTζ′,

where y = (∆n−1e1,∆
n−1e2, · · · ,∆n−1emT )∗. Since

‖y‖22 =

mT∑

k=1

(
∆n−2ek+1 −∆n−2ek

)2 ≤ λmax

mT∑

k=1

(
∆n−2ek

)2 ≤ λn−1
max ,

we have

J(u) ≤
( r̄

2
λnmax − 2β

)
s2 − 2β‖z‖22 +mTζ′ ≤ −2β‖z‖22 +mTζ′.
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Thus, there exists a positive constant R2 > δ1 such that for any u ∈ ∂Q, J(u) ≤ 0, where
Q = (B̄R2 ∩W )⊕{se|0 < s < R2}. By the Linking Theorem, J possesses a critical value
c ≥ σ > 0, where

c = inf
h∈Γ

sup
u∈Q

J(h(u)),

and Γ = {h ∈ C(Q̄, EmT ) | h|∂Q = id}.
Let ũ ∈ EmT be a critical point associated to the critical value c of J , i.e., J(ũ) = c.

If ũ 6= ū, then the conclusion of Theorem 1.1 holds. Otherwise, ũ = ū. Then c0 =
J(ū) = J(ũ) = c, that is sup

u∈EmT
J(u) = inf

h∈Γ
sup
u∈Q

J(h(u)). Choosing h = id, we have

sup
u∈Q

J(u) = c0. Since the choice of e ∈ ∂B1 ∩ V is arbitrary, we can take −e ∈ ∂B1 ∩ V .

Similarly, there exists a positive number R3 > δ1, for any u ∈ ∂Q1, J(u) ≤ 0, where
Q1 = (B̄R3 ∩W )⊕ {−se|0 < s < R3}.

Again, by the Linking Theorem, J possesses a critical value c′ ≥ σ > 0, where

c′ = inf
h∈Γ1

sup
u∈Q1

J(h(u)),

and Γ1 = {h ∈ C(Q̄1, EmT ) | h|∂Q1 = id}.
If c′ 6= c0, then the proof is finished. If c′ = c0, then sup

u∈Q1

J(u) = c0. Due to the fact

J |∂Q ≤ 0 and J |∂Q1 ≤ 0, J attains its maximum at some points in the interior of sets Q
and Q1. However, Q ∩Q1 ⊂ W and J(u) ≤ 0 for any u ∈ W . Therefore, there must be
a point u′ ∈ EmT , u′ 6= ũ and J(u′) = c′ = c0. The proof of Theorem 1.1 is complete.2

Remark 3.1. Similarly to above argument, we can also prove Theorems 1.2 and 1.3.
For simplicity, we omit their proofs.

Remark 3.2. Due to Theorems 1.1, 1.2 and 1.3, the conclusion of Corollaries 1.1, 1.2
and 1.3 is obviously true.

4. Example
As an application of Theorem 1.1, we give an example to illustrate our main result.

Example 4.1. For all n ∈ Z(3), k ∈ Z, assume that

∆n (rk−n∆nuk−n) =

(4.1)

(−1)nµuk

[(
8 + sin2

(
πk

T

))(
u2
k+1 + u2

k

)µ
2
−1

+

(
8 + sin2

(
π(k − 1)

T

))(
u2
k + u2

k−1

)µ
2
−1
]
,

where rk is real valued for each k ∈ Z and rk+T = rk > 0, µ > 2, T is a given positive
integer.

We have

f(k, v1, v2, v3) =

µv2

[(
8 + sin2

(
πk

T

))(
v2

1 + v2
2

)µ
2
−1

+

(
8 + sin2

(
π(k − 1)

T

))(
v2

2 + v2
3

)µ
2
−1
]

and

F (k, v1, v2) =

[
8 + sin2

(
πk

T

)] (
v2

1 + v2
2

)µ
2 .
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Then

∂F (k − 1, v2, v3)

∂v2
+
∂F (k, v1, v2)

∂v2

= µv2

[(
8 + sin2

(
πk

T

))(
v2

1 + v2
2

)µ
2
−1

+

(
8 + sin2

(
π(k − 1)

T

))(
v2

2 + v2
3

)µ
2
−1
]
.

It is easy to verify all the assumptions of Theorem 1.1 are satisfied. Consequently, for
any given positive integer m > 0, (4.1) has at least three mT -periodic solutions.
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In this paper, we define the incomplete h(x)-Fibonacci and h(x)-Lucas
polynomials, we study the recurrence relations, some properties of these
polynomials and the generating function of the incomplete Fibonacci
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1. Introduction
Fibonacci numbers and their generalizations have many interesting properties and

applications in many fields of science and art (see, e.g., [7]). The Fibonacci numbers Fn

are defined by the recurrence relation

F0 = 0, F1 = 1, Fn = Fn−1 + Fn−2, n > 1.

The incomplete Fibonacci and Lucas numbers were introduced by Filipponi [6]. The
incomplete Fibonacci numbers Fn(k) and the incomplete Lucas numbers Ln(k) are de-
fined by

Fn(k) =

k∑

j=0

(
n− 1− j

j

) (
n = 1, 2, 3, . . . ; 0 ≤ k ≤

⌊
n− 1

2

⌋)
,

and

Ln(k) =

k∑

j=0

n

n− j

(
n− j
j

) (
n = 1, 2, 3, . . . ; 0 ≤ k ≤

⌊n
2

⌋)
.
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Is is easily seen that [7]

Fn

(⌊
n− 1

2

⌋)
= Fn and Ln

(⌊n
2

⌋)
= Ln.

Pintér and Srivastava [9] determined the generating functions of the incomplete Fibonacci
and Lucas numbers. Djordjević [1] introduced the incomplete generalized Fibonacci and
Lucas numbers. Djordjević and Srivastava [2] defined incomplete generalized Jacobsthal
and Jacobsthal-Lucas numbers. Tasci and Cetin Firengiz [14] defined the incomplete
Fibonacci and Lucas p-numbers. Tasci et al. [15] defined the incomplete bivariate Fi-
bonacci and Lucas p-polynomials. Ramírez [11] introduced the incomplete k-Fibonacci
and k-Lucas numbers, the bi-periodic incomplete Fibonacci sequences [10]. Ramírez and
Sirvent introduced the incomplete tribonacci numbers and polynomials [12].

A large classes of polynomials can also be defined by Fibonacci-like recurrence relations
such yield Fibonacci numbers. Such polynomials are called Fibonacci polynomials [7].
They were studied in 1883 by Catalan and Jacobsthal. The polynomials Fn(x) studied
by Catalan are defined by the recurrence relation

F0(x) = 0, F1(x) = 1, Fn+1(x) = xFn(x) + Fn−1(x), n > 1.

The Fibonacci polynomials studied by Jacobsthal are defined by

J0(x) = 1, J1(x) = 1, Jn+1(x) = Jn(x) + xJn−1(x), n > 1.

The Lucas polynomials Ln(x), originally studied in 1970 by Bicknell, are defined by

L0(x) = 2, L1(x) = x, Ln+1(x) = xLn(x) + Ln−1(x), n > 1.

Nalli and Haukkanen [8] introduced the h(x)-Fibonacci polynomials that generalize Cata-
lan’s Fibonacci polynomials Fn(x) and the k-Fibonacci numbers Fk,n [5]. Let h(x) be
a polynomial with real coefficients. The h(x)-Fibonacci polynomials {Fh,n(x)}n∈N are
defined by the recurrence relation

Fh,0(x) = 0, Fh,1(x) = 1, Fh,n+1(x) = h(x)Fh,n(x) + Fh,n−1(x), n > 1.(1.1)

For h(x) = x we obtain Catalan’s Fibonacci polynomials, and for h(x) = k we obtain
k-Fibonacci numbers. For k = 1 and k = 2 we obtain the usual Fibonacci numbers and
the Pell numbers.

Let h(x) be a polynomial with real coefficients. The h(x)-Lucas polynomials {Lh,n(x)}n∈N
are defined by the recurrence relation

Lh,0(x) = 2, Lh,1(x) = h(x), Lh,n+1(x) = h(x)Lh,n(x) + Lh,n−1(x), n > 1.

For h(x) = x we obtain the Lucas polynomials, and for h(x) = k we have the k-Lucas
numbers [3]. For k = 1 we obtain the usual Lucas numbers. Nalli and Haukkanen [8]
obtained some relations for these polynomials sequences. In particular, they found an
explicit formula to h(x)-Fibonacci polynomials and h(x)-Lucas polynomials respectively

Fh,n(x) =

bn−1
2 c∑

i=0

(
n− i− 1

i

)
hn−2i−1(x),(1.2)

Lh,n(x) =

bn2 c∑

i=0

n

n− i

(
n− i
i

)
hn−2i(x).(1.3)

From Equations (1.2) and (1.3), we introduce the incomplete h(x)-Fibonacci and h(x)-
Lucas polynomials and we obtain new recurrence relations, new identities and the gen-
erating function of the incomplete h(x)-Fibonacci and h(x)-Lucas polynomials.
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2. Some Properties of h(x)-Fibonacci and h(x)-Lucas Polynomials

The characteristic equation associated with the recurrence relation (1.1) is v2 =
h(x)v + 1. The roots of this equation are

α(x) =
h(x) +

√
h(x)2 + 4

2
, β(x) =

h(x)−
√
h(x)2 + 4

2
.

Then we have the following basic identities:

α(x) + β(x) = h(x), α(x)− β(x) =
√
h(x)2 + 4, α(x)β(x) = −1.

The h(x)-Fibonacci polynomials and the h(x)-Lucas numbers verify the following prop-
erties (see [8] for the proofs).

• Binet formula: Fh,n(x) = (α(x)n − β(x)n)/(α(x) − β(x)), Lh,n(x) = α(x)n +
β(x)n.

• Generating function: gf (t) = t/(1− h(x)t− t2).
• Relation with h(x)-Fibonacci polynomials:

Lh,n(x) = Fh,n−1(x) + Fh,n+1(x), n > 1.

3. The incomplete h(x)-Fibonacci Polynomials
3.1. Definition. The incomplete h(x)-Fibonacci polynomials are defined by

F l
h,n(x) =

l∑

i=0

(
n− 1− i

i

)
hn−2i−1(x), 0 ≤ l ≤

⌊
n− 1

2

⌋
.(3.1)

In Table 1, some polynomials of incomplete h(x)-Fibonacci polynomials are provided.

n \ l 0 1 2 3

1 1
2 h
3 h2 h2 + 1
4 h3 h3 + 2h
5 h4 h4 + 3h2 h4 + 3h2 + 1
6 h5 h5 + 4h3 h5 + 4h3 + 3h
7 h6 h6 + 5h4 h6 + 5h4 + 6h2 h6 + 5h4 + 6h2 + 1

Table 1. The polynomials F l
h,n(x), for 1 6 n 6 7.

Note that

F
bn−1

2 c
1,n (x) = Fn.

For h(x) = 1, we get incomplete Fibonacci numbers [6]. If h(x) = k we obtained
incomplete k-Fibonacci numbers [11].
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Some special cases of (3.1) are

F 0
h,n(x) = hn−1(x), (n ≥ 1);

F 1
h,n(x) = hn−1(x) + (n− 2)hn−3(x), (n ≥ 3);

F 2
h,n(x) = hn−1(x) + (n− 2)hn−3(x) +

(n− 4)(n− 3)

2
hn−5(x), (n ≥ 5);

F
bn−1

2 c
h,n (x) = Fh,n(x), (n ≥ 1);

F
bn−3

2 c
h,n (x) =

{
Fh,n(x)− nh(x)

2
, if n ≥ 3 and even;

Fh,n(x)− 1, if n ≥ 3 and odd.

3.2. Proposition. The recurrence relation of the incomplete h(x)-Fibonacci polynomials
F l
h,n(x) is

F l+1
h,n+2(x) = h(x)F l+1

h,n+1(x) + F l
h,n(x), 0 ≤ l ≤

⌊
n− 2

2

⌋
.(3.2)

The relation (3.2) can be transformed into the non-homogeneous recurrence relation

F l
h,n+2(x) = h(x)F l

h,n+1(x) + F l
h,n(x)−

(
n− 1− l

l

)
hn−1−2l(x).(3.3)

Proof. From Definition 3.1 we get

h(x)F l+1
h,n+1(x) + F l

h,n(x)

= h(x)

l+1∑

i=0

(
n− i
i

)
hn−2i(x) +

l∑

i=0

(
n− i− 1

i

)
hn−2i−1(x)

=

l+1∑

i=0

(
n− i
i

)
hn−2i+1(x) +

l+1∑

i=1

(
n− i
i− 1

)
hn−2i+1(x)

= hn−2i+1(x)

(
l+1∑

i=0

[(
n− i
i

)
+

(
n− i
i− 1

)])
− hn+1(x)

(
n

−1

)

=

l+1∑

i=0

(
n− i+ 1

i

)
hn−2i+1(x)− 0

= F l
h,n+2(x).

�

3.3. Proposition. The following equality holds:

s∑

i=0

(
s

i

)
F l+i
h,n+i(x)h

i(x) = F l+s
h,n+2s(x), 0 ≤ l ≤ n− s− 1

2
.(3.4)
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Proof. We proceed by induction on s. The sum (3.4) clearly holds for s = 0 and s = 1;
see (3.2). Now suppose that the result is true for all j < s+ 1. We prove it for s+ 1:

s+1∑

i=0

(
s+ 1

i

)
F l+i
h,n+i(x)h

i(x) =

s+1∑

i=0

[(
s

i

)
+

(
s

i− 1

)]
F l+i
h,n+i(x)h

i(x)

=

s+1∑

i=0

(
s

i

)
F l+i
h,n+i(x)h

i(x) +

s+1∑

i=0

(
s

i− 1

)
F l+i
h,n+i(x)h

i(x)

= F l+s
h,n+2s(x) +

(
s

s+ 1

)
F l+s+1
h,n+s+1(x)h

s+1(x) +

s∑

i=−1

(
s

i

)
F l+i+1
h,n+i+1(x)h

i+1(x)

= F l+s
h,n+2s(x) + 0 +

s∑

i=0

(
s

i

)
F l+i+1
h,n+i+1(x)h

i+1(x) +

(
s

−1

)
F l
h,n(x)

= F l+s
h,n+2s(x) + h(x)

s∑

i=0

(
s

i

)
F l+i+1
h,n+i+1(x)h

i(x) + 0

= F l+s
h,n+2s(x) + h(x)F l+s+1

h,n+2s+1(x) = F l+s+1
h,n+2s+2(x).

�

3.4. Proposition. For n ≥ 2l + 2,

s−1∑

i=0

F l
h,n+i(x)h

s−1−i(x) = F l+1
h,n+s+1(x)− hs(x)F l+1

h,n+1(x).(3.5)

Proof. We proceed by induction on s. The sum (3.5) clearly holds for s = 1; see (3.2).
Now suppose that the result is true for all j < s. We prove it for s:

s∑

i=0

F l
h,n+i(x)h

s−i(x) = h(x)

s−1∑

i=0

F l
h,n+i(x)h

s−i−1(x) + F l
h,n+s(x)

= h(x)
(
F l+1
h,n+s+1(x)− hs(x)F l+1

h,n+1(x)
)
+ F l

h,n+s(x)

=
(
h(x)F l+1

h,n+s+1(x) + F l
h,n+s(x)

)
− hs+1(x)F l+1

h,n+1(x)

= F l+1
h,n+s+2(x) − hs+1(x)F l+1

h,n+1(x).

�

3.5. Lemma. The following equality holds:

F ′h,n(x) = h′(x)

(
nLh,n(x)− h(x)Fh,n(x)

h2(x) + 4

)
.(3.6)

Proof. By deriving into the Binet’s formula it is obtained:

F ′h,n(x) =
n
[
αn−1(x)− (−α(x))−n−1

]
α′(x)

α(x) + α(x)−1

−
[
αn(x)− (−α(x))−n

]
(1− α−2(x))α′(x)

[α(x) + α−1(x)]2
,
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where α(x) = (h(x) +
√
h2(x) + 4)/2. Then α′(x) = (h′(x)α(x))/(α(x) + α−1(x)), 1 −

α−2(x) = h(x)/α(x). Therefore

F ′h,n(x) =
n
[
αn(x) + (−α(x))−n

]
h′(x)

[α(x) + α−1(x)]2

−
[
αn(x)− (−α(x))−n

]

α(x) + α−1(x)
· h(x)h′(x)

[α(x) + α−1(x)]2
.

On the other hand, Fh,n+1(x) + Fh,n−1(x) = αn(x) + βn(x) = αn(x) + (−α(x))−n =
Lh,n(x).
From where, after some algebra Equation (3.6) is obtained. �

Lemma 3.5 generalizes Proposition 13 of [4].

3.6. Lemma. The following equality holds:

(3.7)
bn−1

2 c∑

i=0

i

(
n− 1− i

i

)
hn−1−2i(x)

=
((h(x)2 + 4)n− 4)Fh,n(x)− nh(x)Lh,n(x)

2(h2(x) + 4)
.

Proof. From Equation (1.2) we have

h(x)Fh,n(x) =

bn−1
2 c∑

i=0

(
n− 1− i

i

)
hn−2i(x).

By deriving into the above equation:

h′(x)Fh,n(x) + h(x)F ′h,n(x) =

bn−1
2 c∑

i=0

(n− 2i)

(
n− 1− i

i

)
hn−2i−1(x)h′(x)

= nFh,n(x)h
′(x)− 2

bn−1
2 c∑

i=0

i

(
n− 1− i

i

)
hn−2i−1(x)h′(x).

From Lemma 3.5

h′(x)Fh,n(x) + h(x)h′(x)

(
nLh,n(x)− h(x)Fh,n(x)

h2(x) + 4

)

= nFh,n(x)h
′(x)− 2

bn−1
2 c∑

i=0

i

(
n− 1− i

i

)
hn−2i−1(x)h′(x).

From where, after some algebra Equation (3.7) is obtained.
�

3.7. Proposition. The following equality holds:

bn−1
2 c∑

l=0

F l
h,n(x) =





4Fh,n(x) + nh(x)Lh,n(x)

2(h2(x) + 4)
, if n is even;

(h2(x) + 8)Fh,n(x) + nh(x)Lh,n(x)

2(h2(x) + 4)
, if n is odd.

(3.8)
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Proof. We have

bn−1
2 c∑

l=0

F l
h,n(x)

=

(
n− 1− 0

0

)
hn−1(x) +

[(
n− 1− 0

0

)
hn−1(x) +

(
n− 1− 1

1

)
hn−3(x)

]

+ · · ·+
[(

n− 1− 0

0

)
hn−1(x) +

(
n− 1− 1

1

)
hn−3(x)

+ · · ·+
(
n− 1−

⌊
n−1
2

⌋
⌊
n−1
2

⌋
)
hn−1−2bn−1

2 c(x)
]

=

(⌊
n− 1

2

⌋
+ 1

)(
n− 1− 0

0

)
hn−1(x) +

⌊
n− 1

2

⌋(
n− 1− 1

1

)
hn−3(x)

+ · · ·+
(
n− 1−

⌊
n−1
2

⌋
⌊
n−1
2

⌋
)
hn−1−2bn−1

2 c(x)

=

bn−1
2 c∑

i=0

(⌊
n− 1

2

⌋
+ 1− i

)(
n− 1− i

i

)
hn−1−2i(x)

=

bn−1
2 c∑

i=0

(⌊
n− 1

2

⌋
+ 1

)(
n− 1− i

i

)
hn−1−2i(x)

−
bn−1

2 c∑

i=0

i

(
n− 1− i

i

)
hn−1−2i(x)

=

(⌊
n− 1

2

⌋
+ 1

)
Fh,n(x)−

bn−1
2 c∑

i=0

i

(
n− 1− i

i

)
hn−1−2i(x).

From Lemma 3.6 the Equation (3.8) is obtained. �

4. The incomplete h(x)-Lucas Polynomials
4.1. Definition. The incomplete h(x)-Lucas polynomials are defined by

Ll
h,n(x) =

l∑

i=0

n

n− i

(
n− i
i

)
hn−2i(x), 0 ≤ l ≤

⌊n
2

⌋
.(4.1)

In Table 2, some polynomials of incomplete h(x)-Lucas polynomials are provided.
Note that

L
bn2 c
1,n (x) = Ln.
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n \ l 0 1 2 3

1 h
2 h2 h2 + 2
3 h3 h3 + 3h
4 h4 h4 + 4h2 h4 + 4h2 + 2
5 h5 h5 + 5h3 h5 + 5h3 + 5h
6 h6 h6 + 6h4 h6 + 6h4 + 9h2 h6 + 6h4 + 9h2 + 2
7 h7 h7 + 7h5 h7 + 7h5 + 14h3 h7 + 7h5 + 14h3 + 7h

Table 2. The polynomials Ll
h,n(x), for 1 6 n 6 7.

Some special cases of (4.1) are

L0
h,n(x) = hn(x), (n ≥ 1);

L1
h,n(x) = hn(x) + nhn−2(x), (n ≥ 2);

L2
h,n(x) = hn(x) + nhn−2(x) +

n(n− 3)

2
hn−4(x), (n ≥ 4);

L
bn2 c
h,n (x) = Lh,n(x), (n ≥ 1);

L
bn−2

2 c
h,n (x) =

{
Lh,n(x)− 2, if n ≥ 2 and even;
Lh,n(x)− nh(x), if n ≥ 2 and odd.

4.2. Proposition. The following equality holds:

Ll
h,n(x) = F l−1

h,n−1(x) + F l
h,n+1(x); 0 ≤ l ≤

⌊n
2

⌋
.(4.2)

Proof. Applying Definition 3.1 to the right-hand side (RHS) of (4.2) results

(RHS) =

l−1∑

i=0

(
n− 2− i

i

)
hn−2−2i(x) +

l∑

i=0

(
n− i
i

)
hn−2i(x)

=

l∑

i=1

(
n− 1− i
i− 1

)
hn−2i(x) +

l∑

i=0

(
n− i
i

)
hn−2i(x)

=

l∑

i=0

[(
n− 1− i
i− 1

)
+

(
n− i
i

)]
hn−2i(x)−

(
n− 1

−1

)

=

l∑

i=0

n

n− i

(
n− i
i

)
hn−2i(x) + 0 = Ll

h,n(x).

�

4.3. Proposition. The recurrence relation of the incomplete h(x)-Lucas polynomials
Ll

h,n(x) is

Ll+1
h,n+2(x) = h(x)Ll+1

h,n+1(x) + Ll
h,n(x), 0 ≤ l ≤

⌊n
2

⌋
.(4.3)

The relation (4.3) can be transformed into the non-homogeneous recurrence relation

Ll
h,n+2(x) = h(x)Ll

h,n+1(x) + Ll
h,n(x)−

n

n− l

(
n− l
l

)
hn−2l(x).(4.4)

Proof. It is clear from (4.2) and (3.2). �
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4.4. Proposition. The following equality holds:

h(x)Ll
h,n(x) = F l

h,n+2(x)− F l−2
h,n−2(x), 0 ≤ l ≤

⌊
n− 1

2

⌋
.

Proof. By (4.2),

F l
h,n+2(x) = Ll

h,n+1(x)− F l−1
h,n (x) and F l−2

h,n−2(x) = Ll−1
h,n−1(x)− F l−1

h,n (x),

whence, from (4.3)

F l
h,n+2(x)− F l−2

h,n−2(x) = Ll
h,n+1(x)− Ll−1

h,n−1(x) = h(x)Ll
h,n(x).

�

4.5. Proposition. The following equality holds:
s∑

i=0

(
s

i

)
Ll+i

h,n+i(x)h
i(x) = Ll+s

h,n+2s(x), 0 ≤ l ≤ n− s
2

.

Proof. Using (4.2) and (3.4), we get

s∑

i=0

(
s

i

)
Ll+i

h,n+i(x)h
i(x) =

s∑

i=0

(
s

i

)[
F l+i−1
h,n+i−1(x) + F l+i

h,n+i+1(x)
]
hi(x)

=

s∑

i=0

(
s

i

)
F l+i−1
h,n+i−1(x)h

i(x) +

s∑

i=0

(
s

i

)
F l+i
h,n+i+1(x)h

i(x)

= F l−1+s
h,n−1+2s(x) + F l+s

h,n+1+2s(x) = Ll+s
h,n+2s(x).

�

4.6. Proposition. For n ≥ 2l + 1,
s−1∑

i=0

Ll
h,n+i(x)h

s−1−i(x) = Ll+1
h,n+s+1(x)− hs(x)Ll+1

h,n+1(x).

The proof can be done by using (4.3) and induction on s.

4.7. Lemma. The following equality holds:

bn2 c∑

i=0

i
n

n− i

(
n− i
i

)
hn−2i(x) =

n

2
[Lh,n(x)− h(x)Fh,n(x)] .

The proof is similar to Lemma 3.6.

4.8. Proposition. The following equality holds:

bn2 c∑

l=0

Ll
h,n(x) =

{
Lh,n(x) +

nh(x)
2

Fh,n(x), if n is even;
1
2
(Lh,n(x) + nh(x)Fh,n(x)) , if n is odd.

(4.5)

Proof. An argument analogous to that of the proof of Proposition 3.7 yields

bn2 c∑

l=0

Ll
h,n(x) =

(⌊n
2

⌋
+ 1
)
Lh,n(x)−

bn2 c∑

i=0

i
n

n− i

(
n− i
i

)
hn−2i(x).

From Lemma 4.7 the Equation (4.5) is obtained. �
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5. Generating functions of the incomplete h(x)-Fibonacci and h(x)-
Lucas polynomials
In this section, we give the generating functions of incomplete h(x)-Fibonacci and

h(x)-Lucas polynomials.

5.1. Lemma. (See [9], p. 592). Let {sn}∞n=0 be a complex sequence satisfying the
followin non-homogeneous recurrence relation:

sn = asn−1 + bsn−2 + rn, n > 1,

where a and b are complex numbers and {rn} is a given complex sequence. Then the
generating function U(t) of the sequence {sn} is

U(t) =
G(t) + s0 − r0 + (s1 − s0a− r1)t

1− at− bt2 ,

where G(t) denotes the generating function of {rn}.

5.2. Theorem. The generating function of the incomplete h(x)-Fibonacci polynomials
F l
h,n(x) is given by

Rh,l(x) =

∞∑

i=0

F l
h,i(x)t

i

= t2l+1 [Fh,2l+1(x) + (Fh,2l+2(x)− h(x)Fh,2l+1(x)) t

− t2

(1− h(x)t)l+1

] [
1− h(x)t− t2

]−1
.

Proof. Let l be a fixed positive integer. From (3.1) and (3.3), F l
h,n(x) = 0 for 0 ≤ n <

2l + 1, F l
h,2l+1(x) = Fh,2l+1(x), and F l

h,2l+2(x) = Fh,2l+2(x), and that

F l
h,n(x) = h(x)F l

h,n−1(x) + F l
h,n−2(x)−

(
n− 3− l

l

)
hn−3−2l(x).

Now let

s0 = F l
h,2l+1(x), s1 = F l

h,2l+2(x), and sn = F l
h,n+2l+1(x).

Also let r0 = r1 = 0, and

rn =

(
n+ l − 1

n− 2

)
hn−2(x).

The generating function of the sequence {rn} is G(t) = t2/(1−h(x)t)l+1; see [13, p. 355].
Thus, from Lemma 5.1, we get the generating function Rh,l(x) of sequence {sn}. �

5.3. Theorem. The generating function of the incomplete h(x)-Lucas polynomials Ll
h,n(x)

is given by

Sh,l(x) =

∞∑

i=0

Ll
h,i(x)t

i

= t2l [Lh,2l(x) + (Lh,2l+1(x)− h(x)Lh,2l(x)) t

− t2(2− t)
(1− h(x)t)l+1

] [
1− h(x)t− t2

]−1
.
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Proof. The proof is similar to the proof of Theorem 5.2. Let l be a fixed positive integer.
From (4.1) and (4.4), Ll

h,n(x) = 0 for 0 ≤ n < 2l, Ll
h,2l(x) = Lh,2l(x), and Ll

h,2l+1(x) =
Lh,2l+1(x), and that

Ll
h,n(x) = h(x)Ll

h,n−1(x) + Ll
h,n−2(x)−

n− 2

n− 2− l

(
n− 2− l
n− 2− 2l

)
hn−2−2l(x).

Now let

s0 = Ll
h,2l(x), s1 = Ll

h,2l+1(x), and sn = Ll
h,n+2l(x).

Also let r0 = r1 = 0, and

rn =

(
n+ 2l − 2

n+ l − 2

)
hn+2l−2(x).

The generating function of the sequence {rn} is G(t) = t2(2 − t)/(1 − h(x)t)l+1; see
[13, p. 355]. Thus, from Lemma 5.1, we get the generating function Sh,l(x) of sequence
{sn}. �
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Abstract
Let R be a ring with identity and J(R) denote the Jacobson radical of
R. In this paper, we introduce a new class of rings called feckly reduced
rings. The ring R is called feckly reduced if R/J(R) is a reduced ring.
We investigate relations between feckly reduced rings and other classes
of rings. We obtain some characterizations of being a feckly reduced
ring. It is proved that a ring R is feckly reduced if and only if every
cyclic projective R-module has a feckly reduced endomorphism ring.
Among others we show that every left Artinian ring is feckly reduced
if and only if it is 2-primal, R is feckly reduced if and only if T (R,R)
is feckly reduced if and only if R[x]/ < x2 > is feckly reduced.
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1. Introduction
Throughout this paper, all rings are associative with identity unless otherwise stated.

A ring is reduced if it has no nonzero nilpotent elements. It is well known that the
structure of rings with Jacobson radical zero is easy to handle with, namely Artinian
rings with Jacobson radical zero are direct sums of matrix rings. For any ring R, the ring
R/J(R) has zero Jacobson radical. Therefore it will be useful to study the rings with
Jacobson radical zero. Some properties of rings are common with a ring R and R/J(R),
such as being Dedekind finite, stably finite, right (left) quasi-duo, and having stable
range one. Invertible elements in R/J(R) have invertible preimages in R and vice versa.
Also, R and R/J(R) have the same simple modules. By this motivation we introduce
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a class of rings, namely, feckly reduced rings. We supply some examples to show that
there is no implication between the classes of reduced rings and feckly reduced rings. We
show that a ring R is feckly reduced if and only if every cyclic projective R-module has
a feckly reduced endomorphism ring. Apart from this, we obtain a characterization of
feckly reduced rings in terms of its Jacobson radical. On the other hand, we prove that
being a feckly reduced ring is not Morita invariant. In addition to these, we study trivial
extensions and Dorroh extensions of feckly reduced rings.

Throughout this paper, Z and Q denote the ring of integers and the ring of rational
numbers and for a positive integer n, Zn is the ring of integers modulo n. We write R[x],
R[[x]], N(R) and J(R) for the polynomial ring, the power series ring over a ring R, the
set of all nilpotent elements and the Jacobson radical of R, respectively.

2. Feckly Reduced Rings
In this section, we introduce the concept of a feckly reduced ring. We show that there

is no implication between the classes of reduced rings and feckly reduced rings.

2.1. Definition. A ring R is called feckly reduced if R/J(R) is a reduced ring.

Note that feckly reduced rings need not be reduced and reduced rings may not be
feckly reduced as the following examples show.

2.2. Example. Let F be a field. Consider the ring R =

[
F F
0 F

]
. Then J(R) =

[
0 F
0 0

]
and R/J(R) ∼=

[
F 0
0 F

]
. Since R/J(R) is a reduced ring, R is feckly

reduced but it is not reduced.

2.3. Example. Let R denote the localization of Z at 3Z, that is, R = {m
n
| m,n ∈

Z, 3 - n}. Let Q denote the set of quaternions over the ring R, that is, a free R-
module with basis 1, i, j, k. Then Q is a noncommutative domain, and so it is reduced.
On the other hand, J(Q) = 3Q, and Q/J(Q) is isomorphic to 2 × 2 full matrix ring
over Z3 via an isomorphism f defined by f

(
(a0/b0)1 + (a1/b1)i+ (a2/b2)j + (a3/b3)k +

3Q
)
=

[
a0b
−1
0 + a1b

−1
1 − a2b−1

2 a1b
−1
1 + a2b

−1
2 − a3b−1

3

a1b
−1
1 + a2b

−1
2 + a3b

−1
3 a0b

−1
0 − a1b−1

1 + a2b
−1
2

]
for any (a0/b0)1+(a1/b1)i+

(a2/b2)j + (a3/b3)k + 3Q ∈ Q/3Q where the entries of the matrix are read modulo the
ideal (3) of Z. Hence Q/J(Q) has a nonzero nilpotent element. Therefore Q is not feckly
reduced.

Note that obviously, being a reduced ring and a feckly reduced ring coincide when the
ring is semisimple.

2.4. Remark. Let R be a ring with R/J(R) semisimple. By Weddernburn-Artin The-
orem, R/J(R) is isomorphic to A1 × · · · × An where Ai is isomorphic to the ring of all
(mi ×mi)-matrices over division rings Di (i = 1, · · · , n). If the aforementioned matrix
rings’ types are mi ×mi with mi ≥ 2, then R/J(R) is not reduced. Therefore R is not
feckly reduced. If mi = 1 for all i, then this is not true. For example, let R denote the
localization of Z at 3Z, i.e., R = {x/y ∈ Q : 3 - y}. Then J(R) = {x/y ∈ R : 3 | x}, and
so R/J(R) is a semisimple reduced ring, also R/J(R) is isomorphic to Z3. Therefore R
is feckly reduced.

Let J#(R) denote the subset {x ∈ R | ∃ n ∈ N such that xn ∈ J(R)} of R. It is
obvious that J(R) ⊆ J#(R), but the following example shows that the reverse inclusion
does not hold in general.
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2.5. Example. Let R denote the ring M2(Z2). Then

J#(R) =

{[
0 0
0 0

]
,

[
0 1
0 0

]
,

[
0 0
1 0

]
,

[
1 1
1 1

]}
,

while J(R) = 0.

We now give a characterization of feckly reduced rings in terms of its Jacobson radical.

2.6. Proposition. A ring R is feckly reduced if and only if J(R) = J#(R).

Proof. Let R be a feckly reduced ring. We always have J(R) ⊆ J#(R). For the converse
inclusion, if x ∈ J#(R), then xn ∈ J(R) for some n ≥ 1 and so x ∈ J(R). Thus
J(R) = J#(R). For the sufficiency, let x ∈ R such that xn ∈ J(R) for some positive
integer n. Then x ∈ J#(R). Since J(R) = J#(R), x ∈ J(R) and so R is feckly
reduced. �

By 2.6. Proposition, we can say that commutative rings and local rings are feckly
reduced. The following result is an easy consequence of 2.6. Proposition.

2.7. Corollary. Let R be a feckly reduced ring. Then all nilpotent elements of R belong
to J(R).

In a ring R, N(R) ⊂ J(R) is not an adequate condition in order that R being feckly
reduced as is seen from 2.3. Example.

2.8. Lemma. Let R be a ring with N(R) = J(R). Then it is feckly reduced.

Proof. Since R/N(R) does not have any nonzero nilpotent elements, R/J(R) is reduced.
�

3. Examples
The purpose of this section is to supply several examples of feckly reduced rings. We

see that feckly reduced rings are abundant.

3.1. Example. Let N2(R) be the set of all nilpotent elements of index two of a ring R.
Assume that J(R) contains N2(R). By [2, Corollary 4], we have the following.

(1) If R is a semiperfect ring, then it is feckly reduced.
(2) If R is a right or left self-injective ring, then it is feckly reduced.
(3) If R is an I-ring, i.e., every non-nil right ideal of R contains a nonzero idempo-

tent, then it is feckly reduced.

3.2. Proposition. Every semi-abelian π-regular ring is feckly reduced.

Proof. Let R be a semi-abelian π-regular ring. According to [1, Corollary 3.13], J(R) =
N(R), and so R is feckly reduced by 2.8. Lemma. �

Recall that a left ideal L of a ring R is called GW-ideal if for any a ∈ L, there exists a
positive integer n such that anR ⊆ L and the ring R is called left WQD if every maximal
left ideal of R is a GW-ideal.

3.3. Example. Every left WQD ring is feckly reduced by [12, Theorem 2.7].

3.4. Proposition. Every locally finite abelian ring is feckly reduced.

Proof. Let R be a locally finite abelian ring. Due to [4, Proposition 2.5], we have N(R) =
J(R). Then 2.8. Lemma completes the proof. �
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Recall that a ring R is called semicommutative if for any a, b ∈ R, ab = 0 implies
aRb = 0. Let R be a left morphic ring, that is, for any a ∈ R there exists b ∈ R such
that Ra = l(b) and l(a) = Rb. Then J(R) = Z(RR) ([8]).

3.5. Theorem. Every semicommutative left and right morphic ring is feckly reduced.

Proof. Let R be a semicommutative left and right morphic ring. By [8, Theorem 24], R
being right morphic implies that it is left p-injective. We first note that R is right duo.
In fact, for any a ∈ R, in view of left p-injectivity aR = rl(a). By semicommutativity,
l(a) is a two sided ideal and so is rl(a) = aR. Because of this fact, every right ideal
of R is also a left ideal. On the other hand, again by [8, Theorem 24], R being left
morphic implies that Z(RR) = J(R). To complete the proof it is enough to show that
a2 ∈ J(R) implies a ∈ J(R). Otherwise, since Z(RR) = J(R), r(a2) is essential in R but
r(a) is neither essential in R nor in r(a2). There exists a right ideal K ≤ r(a2) such that
r(a) ⊕K is essential in r(a2). Since K is also a left ideal, aK ≤ K. Hence a(aK) = 0
since K ≤ r(a2), and then aK ≤ r(a) ∩ K. It follows that K ≤ r(a) ∩ K = 0. Thus
K = 0 and r(a) is essential in R. This is the required contradiction. �

3.6. Theorem. Every semicommutative left morphic ring with ACC on right annihila-
tors is feckly reduced.

Proof. Let R be a semicommutative left morphic ring with ACC on right annihilators.
Then R is right p-injective and so it is left duo. Also we have Z(RR) = J(R) by [8,
Theorem 31]. The rest is similar to the proof of 3.5. Theorem. �

A ring R with involution ∗ is called a ∗-ring. An element p in a ∗-ring R is called a
projection if p2 = p = p∗. A ∗-ring R is said to be ∗-clean if each of its elements is the
sum of a unit and a projection, and R is called strongly ∗-clean if each of its elements
is the sum of a unit and a projection that commute with each other. If the preceding
projection is unique, we call R uniquely strongly ∗-clean.

We call a ∗-ring R strongly nil-∗-clean if every element of R is the sum of a nilpotent
element and a projection that commute with each other.

3.7. Theorem. Let R be a strongly nil-∗-clean ring. Then
(1) Every idempotent in R is a projection.
(2) N(R) forms an ideal.
(3) R/N(R) is Boolean.
(4) N(R) = J(R).
(5) R is feckly reduced.

Proof. Let e2 = e ∈ R. There exist a projection p and a nilpotent v in R such that
e = p+v and pv = vp. Then it is easily proved that e is also projection, that is e = e∗ = e2

and e is central. For any x ∈ R, there exist an idempotent g ∈ R and a nilpotent v ∈ N(R)
such that x = g + v. Thus x2 = g + (2g + v)v, and so x − x2 = (−2g + 1 − v)v ∈ R
is nilpotent. Write (x − x2)m = 0, and so xm ∈ xm+1R and xm = xm+1y = yxm+1.
Clearly, xy = yx and xnyn is an idempotent. This shows that R is strongly π-regular. It
is well known that N(R) forms an ideal of R. Hence N(R) ⊆ J(R) since J(R) contains
all nil left or nil right ideals. Further, x − x2 ∈ N(R), and so R/N(R) is Boolean. Let
x ∈ J(R). There exists an idempotent e ∈ R such that x − e ∈ N(R) ⊆ J(R). Hence
e ∈ J(R). Thus e = 0 and so x ∈ N(R). It follows that J(R) = N(R). Therefore R is
feckly reduced. �

Recall that R is called a gsr-ring [10] if for any x ∈ R, there exists some integer
n(x) ≥ 2 such that xRx = xn(x)Rxn(x).
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3.8. Proposition. Every gsr-ring is feckly reduced.

Proof. Let R be a gsr-ring and x ∈ R with x2 ∈ J(R). Then xRx = xn(x)Rxn(x) for
some integer n(x) with n(x) ≥ 2. This implies that xRx = x2Rx2. Hence xRx ⊆ J(R),
and so (RxR)2 ⊆ J(R). Also J(R) is a semiprime ideal of R by [6, Ex. 10.20]. It follows
that RxR ⊆ J(R), thus x ∈ J(R). This completes the proof. �

4. Further Results
A ring R is said to be right continuous [11] if (1) every right ideal of R isomorphic to

a direct summand of R is a direct summand of R and (2) every complement right ideal
of R is a direct summand of R. Thus if R is right continuous, then J(R) = Z(RR) and
R/Z(RR) is von Neumann regular.

4.1. Theorem. Let R be a ring with J(R) = Z(RR). If R is reduced, then it is feckly
reduced.

Proof. To complete the proof it is enough to show that x2 ∈ J(R) implies x ∈ J(R).
Let x ∈ R with x2 ∈ J(R) = Z(RR) and so r(x2) is an essential right ideal of R. Let
t ∈ r(x2). So x2t = 0. Since R is reduced, we have xt = 0. Hence t ∈ r(x). It follows
that r(x) = r(x2) and r(x) is an essential right ideal of R and so x ∈ Z(RR) = J(R).
This completes the proof. �

An ideal of a feckly reduced ring need not be feckly reduced, as the following example
shows.

4.2. Example. Let F be a field and R the ring







a b c
0 a d
0 0 e


 : a, b, c, d, e ∈ F





and I an ideal








0 b c
0 0 d
0 0 e


 : b, c, d, e ∈ F



 of R. Then it can be shown J(R) =








0 b c
0 0 d
0 0 0


 : b, c, d ∈ F



 and J(I) =








0 0 c
0 0 d
0 0 0


 : c, d ∈ F



. Since F is a

field, R/J(R) is reduced, and so R is feckly reduced. On the other hand, consider the

element x =




0 1 0
0 0 0
0 0 0


 ∈ I. Since x is nilpotent, we have x ∈ J#(I), but x /∈ J(I).

Hence J#(I) 6= J(I). By 2.6. Proposition, I is not feckly reduced.

4.3. Theorem. Let I be an ideal of a ring R with I ⊆ J(R). Then R is feckly reduced
if and only if R/I is feckly reduced.

Proof. Let R = R/I. Since I ⊆ J(R), J(R) = J(R)/I. Suppose that R is feckly
reduced. Since R/J(R) ∼= R/J(R), R is feckly reduced. Conversely, assume that R is
feckly reduced and a ∈ R with a2 ∈ J(R). Then a2 ∈ J(R)/I = J(R) and so a ∈ J(R).
Hence a ∈ J(R), as desired. �

4.4. Theorem. If R is feckly reduced, then eRe is also feckly reduced for any e2 = e ∈ R.
Proof. Assume that a ∈ eRe with a2 = 0. Then a2 ∈ J(eRe) = eJ(R)e ⊆ J(R) and so
a ∈ J(R). Thus eae = a ∈ eJ(R)e, so a = 0 in eRe/J(eRe). �

4.5. Corollary. Let M be a module with its endomorphism ring feckly reduced. Then
every direct summand of M has a feckly reduced endomorphism ring.
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We now give a characterization of feckly reduced rings.

4.6. Theorem. A ring R is feckly reduced if and only if every cyclic projective R-module
has a feckly reduced endomorphism ring.

Proof. Let R be a feckly reduced ring and mR a projective R-module. Then mR is
isomorphic to a direct summand I of R as an R-module. 4.5. Corollary implies that
the endomorphism ring of mR is feckly reduced. The sufficiency is clear due to R ∼=
EndR(R). �

4.7. Proposition. Let M1 and M2 be R-modules for a ring R. If M1 and M2 have
feckly reduced endomorphism rings and Hom(M1,M2) = 0, then M = M1 ⊕M2 has a
feckly reduced endomorphism ring.

Proof. Let Si = EndR(Mi) for i = 1, 2 and S = EndR(M). We may write S as[
S1 Hom(M2,M1)
0 S2

]
. Then J(S) =

[
J(S1) Hom(M2,M1)

0 J(S2)

]
. Thus S/J(S) ∼=

S1/J(S1) × S2/J(S2). By assumption, S1 and S2 are feckly reduced. This implies that
S is also feckly reduced. �

Note that every field is feckly reduced and every matrix ring over any field contains
nilpotent elements. Therefore feckly reduced property is not Morita invariant. Also, the
full matrix ring Mn(R) over a ring R is never feckly reduced for all n ≥ 2 because of
Mn(R)/J(Mn(R)) =Mn(R)/Mn(J(R)) ∼=Mn(R/J(R)).

If R is feckly reduced, then it need not be abelian, semicommutative, symmetric,
reversible, and reduced (see 2.2. Example). In this direction we have the following.

4.8. Proposition. Every feckly reduced ring is directly finite.

Proof. Let R be a feckly reduced ring and x, y ∈ R with xy = 1. Then yx is an
idempotent. Since all nilpotents belong to J(R), yxy − yxyyx = y − y2x ∈ J(R).
Multiplying the latter from the left by x, xy−xy2x = 1− yx ∈ J(R). Hence yx = 1. �

Recall that a ring R is called 2-primal if P (R) = N(R) where P (R) is the prime
radical of R.

4.9. Proposition. Let R be a left Artinian ring. Then R is feckly reduced if and only if
it is 2-primal.

Proof. By [5, p.449], we have P (R) = J(R). If R is feckly reduced, then J(R) = N(R),
and so it is 2-primal. If R is 2-primal, then N(R) = P (R), and so it is feckly reduced
due to 2.8. Lemma. This completes the proof. �

Note that direct products of reduced ring is again reduced.

4.10. Proposition. Let {Ri}i∈I be a class of rings for an index set I. Then
∏
i∈I

Ri is

feckly reduced if and only if for each i ∈ I, Ri is feckly reduced.

Proof. If Ri is feckly reduced for each i ∈ I, then ∏
i∈I

Ri is a feckly reduced ring since
∏
i∈I

Ri/J(
∏
i∈I

Ri) ∼=
∏
i∈I

(
Ri/J(Ri)

)
. Suppose that

∏
i∈I

Ri is feckly reduced and let ai ∈ Ri

with a2i ∈ J(Ri) for i ∈ I. Then (0, . . . , a2i , . . . , 0) = (0, . . . , ai, . . . , 0)
2 ∈ J(

∏
i∈I

Ri) =
∏
i∈I

J(Ri), and so (0, . . . , ai, . . . , 0) ∈ J(
∏
i∈I

Ri). Hence ai ∈ J(Ri), as asserted. �

380



Let S and T be any rings,M an S-T -bimodule and R the formal triangular matrix ring[
S M
0 T

]
. It is well-known that J(R) =

[
J(S) M
0 J(T )

]
and R/J(R) ∼= S/J(S) ×

T/J(T ).

4.11. Proposition. Let R =

[
S M
0 T

]
. Then R is feckly reduced if and only if S and

T are feckly reduced.

Proof. The necessity is obvious from 4.10. Proposition. Assume that S and T are
feckly reduced. Then S/J(S) and T/J(T ) are feckly reduced, by the remark above,
R/J(R) ∼= S/J(S) × T/J(T ). Since a direct product of reduced rings is again reduced,
R/J(R) is reduced and so R is feckly reduced. �

For a ring R, let R ∝ R denote the ring
{[

a b
0 a

]
| a, b ∈ R

}
. Then J(R ∝ R) =

{[
a b
0 a

]
| a ∈ J(R), b ∈ R

}
.

4.12. Theorem. Let R be a ring. Then R ∝ R is feckly reduced if and only if R is feckly
reduced.

Proof. Let R be a feckly reduced ring and
[
a b
0 a

]2
=

[
a2 ab+ ba
0 a2

]
∈ J(R ∝ R).

By the remark above, a2 ∈ J(R) and so a ∈ J(R). Hence
[
a b
0 a

]
∈ J(R ∝ R). Assume

that R ∝ R is feckly reduced and let a ∈ R with a2 ∈ J(R). Then
[
a2 0
0 a2

]
=

[
a 0
0 a

]2
∈ J(R ∝ R). Therefore,

[
a 0
0 a

]
∈ J(R ∝ R) and so a ∈ J(R), as

asserted. �

For a ring R, let T (R,R) = {(a, b) | a, b ∈ R} with the addition componentwise and
multiplication defined by (a1, b1)(a2, b2) = (a1a2, a1b2 + b1a2). Then T (R,R) is a ring
which is called the trivial extension of R by R. Clearly, T (R,R) is isomorphic to the
ring R ∝ R and T (R,R) is also isomorphic to the ring R[x]/ < x2 >. Hence by 4.12.
Theorem, we have the following.

4.13. Corollary. The following conditions are equivalent for a ring R.
(1) R is feckly reduced.
(2) T (R,R) is feckly reduced.
(3) R[x]/ < x2 > is feckly reduced.

4.14. Theorem. Let R be a ring. Then the following are equivalent.
(1) R is feckly reduced.
(2) Tn(R) is feckly reduced for all n ∈ N.

Proof. Let I = {[aij ] ∈ Tn(R) : aii = 0, i = 1, 2, . . . , n}. Then I ⊆ J(Tn(R)) and

Tn(R)/I ∼=
n⊕

i=1

Ri where each Ri = R. So by 4.3. Theorem and 4.10. Proposition, we

have (1)⇔ (2). Therefore the proof is completed. �

Let R be a ring and V an R-R-bimodule which is a general ring (possibly with no
unity) in which (vw)r = v(wr), (vr)w = v(rw) and (rv)w = r(vw) hold for all v, w ∈ V
and r ∈ R. Then ideal-extension (it is also called Dorroh extension) I(R;V ) of R by
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V is defined to be the additive abelian group I(R;V ) = R ⊕ V with multiplication
(r, v)(s, w) = (rs, rw + vs+ vw).

4.15. Proposition. Suppose that for any v ∈ V there exists w ∈ V such that v+w+vw =
0. Then the following are equivalent for a ring R.

(1) R is feckly reduced.
(2) An ideal-extension S = I(R;V ) is feckly reduced.

Proof. (1)⇒ (2) Let s = (r, v) ∈ S with s2 = (r2, rv+vr+v2) ∈ J(S). It is easy to verify
that r2 ∈ J(R) and so r ∈ J(R) by (1). Note that (0, V ) ⊆ J(S) by hypothesis. Since
s = (r, v) = (r, 0)+(0, v), it suffices to show that (r, 0) ∈ J(S). For any (x, y) ∈ S, (1, 0)−
(r, 0)(x, y) = (1−rx,−ry) ∈ U(S) because (1−rx,−ry) = (1−rx, 0)(1, (1−rx)−1(−ry))
and (1, (1− rx)−1(−ry)) = (1, 0) + (0, (1− rx)−1(−ry)) ∈ U(S) by (0, V ) ⊆ J(S). Thus
s = (r, v) ∈ J(S).

(2) ⇒ (1) Suppose that S is feckly reduced and let a ∈ R with a2 ∈ J(R). Then
(a, 0)2 = (a2, 0) ∈ S. By the preceding discussion, (a2, 0) ∈ J(S) and so (a, 0) ∈ J(S) by
(2). Therefore a ∈ J(R), as desired. �

4.16. Example. Let R be a feckly reduced ring, n a positive integer and S = {[aij ] ∈
Tn(R) | a11 = · · · = ann}. If V = {[aij ] ∈ Tn(R) | a11 = · · · = ann = 0}, then S ∼=
I(R;V ). Since V ⊆ J(S), S is feckly reduced by 4.15. Proposition and noncommutative
if n ≥ 3.

If R is a ring and σ : R → R is a ring homomorphism, let R[[x, σ]] denote the ring
of skew formal power series over R; that is all formal power series in x with coefficients
from R with multiplication defined by xr = σ(r)x for all r ∈ R. In particular, R[[x]] =
R[[x, 1R]] is the ring of formal power series overR. Note that J(R[[x, σ]]) = J(R)+ < x >.
Since R[[x, σ]] ∼= I(R;< x >) where < x > is the ideal generated by x, 4.15. Proposition
gives the next result.

4.17. Corollary. Let R be a ring and σ : R → R a ring homomorphism. Then the
following are equivalent.

(1) R is feckly reduced.
(2) R[[x, σ]] is feckly reduced.

4.18. Remark. Let R be a ring. Then the ring R[[x]] of formal power series is feckly
reduced if and only if R is feckly reduced.

We now investigate some relations between clean rings, exchange rings and feckly
reduced rings.

4.19. Proposition. Every clean ring is exchange. The converse holds for feckly reduced
rings.

Proof. By [7], it is known that every clean ring is exchange. Let R be a feckly reduced
exchange ring. Then R/J(R) is exchange and abelian. Hence it is clean. On the other
hand, since R is exchange, by [7], idempotents lift modulo J(R). Therefore R is clean. �

Recall that a ring R is called J-clean (nil clean) if for every a ∈ R, there exist
e2 = e ∈ R and b ∈ J(R)(b ∈ N(R)) such that a = e+ b.

4.20. Theorem. Consider the following conditions for a ring R.
(1) R is an abelian exchange ring.
(2) R is a J-clean ring.
(3) R is a feckly reduced ring.

Then (1) ⇒ (3) and (2) ⇒ (3). The converse statements hold if R is nil-clean.
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Proof. (1)⇒ (3) Let R be an abelian exchange ring. Since R is exchange, R/J(R) is also
exchange and idempotents lift modulo J(R). Then R/J(R) is abelian. The rest follows
from [14, Corollary 3.12].
(2) ⇒ (3) Clear from [9].
The converse statements hold by noting that every nil-clean ring is clean and abelian,
and every clean ring is exchange. �

The converse statements (3) ⇒ (1) and (3) ⇒ (2) do not hold in general.

4.21. Examples. (1) Let F be a field. Then M2(F ) is an exchange ring which is not
feckly reduced.
(2) Consider the ring Z of integers. For 3 ∈ Z, there is no any idempotent e of 3Z such
that 1− e ∈ 2Z. Therefore Z is not exchange. But clearly, it is feckly reduced.
(3) Let R be the ring {m/n ∈ Q : gcd(m,n) = 1, 2 - n, 3 - n}. Then R/J(R) ∼= Z2 ⊕Z3.
This implies that R is feckly reduced. On the other hand, 4 ∈ R can not be written as
the sum of an idempotent and a unit in R. Hence R is not clean.
(4) The ring Z5 is feckly reduced but not J-clean.

4.22. Proposition. Every semiregular feckly reduced ring is clean.

Proof. Let R be a semiregular feckly reduced ring. Then R/J(R) is strongly regular.
Hence it is clean and idempotents of R lift modulo J(R). This implies that R is clean. �

4.23. Proposition. Every right (left) quasi-duo ring is feckly reduced.

Proof. Let R be a right (left) quasi-duo ring and a ∈ R with a2 ∈ J(R). Every factor ring
of a right (left) quasi-duo ring is again right (left) quasi-duo and by [13, Lemma 2.3] every
nilpotent element of a right (left) quasi-duo ring is in Jacobson radical. Accordingly, we
have a ∈ J(R). Therefore R is feckly reduced. �

On the contrary of 4.23. Proposition, there is a feckly reduced ring which is not right
quasi-duo, for example, consider the Hamilton quaternion over the field of real numbers
and let R denote this ring. Since R is a division ring, we have J(R) = 0, and so J(R[x]) =
0 due to J(R[x]) ⊆ J(R)[x]. Also R[x] is a domain and so it is reduced. This implies
that R[x] is a feckly reduced ring. On the other hand, consider the maximal right ideal
I = (1+ ix)R[x] of R[x]. If I were a left ideal, then

(
(1+ ix)k+k(1+ ix)

)
(2k)−1 = 1 ∈ I,

this is a contradiction. Therefore R[x] is not right quasi-duo. Nevertheless, for exchange
rings these notions are equivalent as the following theorem shows.

4.24. Theorem. Let R be an exchange ring. Then the following are equivalent.
(1) R is feckly reduced.
(2) N(R) ⊆ J(R).
(3) N2(R) ⊆ J(R).
(4) R is right quasi-duo.

Proof. (1) ⇒ (2) From 2.7. Corollary. (2) ⇒ (3) Clear. (3) ⇔ (4) From [3, Proposition
2.3]. (3) ⇒ (1) Since R is exchange, R/J(R) is also exchange. Then R/J(R) is reduced
by [2, Theorem 2]. �

We say that B is a subring of a ring A if ∅ 6= B ⊆ A and for any x, y ∈ B, x− y, xy ∈
B and 1A ∈ B. Let A be a ring and B a subring of A and R[A,B] denote the set
{(a1, a2, · · · , an, b, b, · · · ) : ai ∈ A, b ∈ B,n ≥ 1, 1 ≤ i ≤ n}. Then R[A,B] is a ring under
the componentwise addition and multiplication. Also J(R[A,B]) = R[J(A), J(A)∩J(B)].

4.25. Proposition. Consider the following conditions for a ring A and a subring B of
A.
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(1) A and B are feckly reduced.
(2) R[A,B] is feckly reduced.
(3) A is feckly reduced and N(B) ⊆ J(B).

Then (1) ⇒ (2) ⇒ (3).

Proof. (1)⇒ (2) Let (a1, · · · , an, b, b, · · · ) ∈ R[A,B] with (a1, · · · , an, b, b, · · · )2 ∈ J(R[A,B])
for some n ≥ 1. Then (a21, · · · , a2n, b2, b2, · · · ) ∈ J(R[A,B]). This implies that a2i , b2 ∈
J(A) for i = 1, . . . , n and b2 ∈ J(B). By assumption, ai, b ∈ J(A) for i = 1, . . . , n and
b ∈ J(B). Therefore (a1, · · · , an, b, b, · · · ) ∈ J(R[A,B]).

(2)⇒ (3) Let a ∈ A with a2 ∈ J(A). Then (a, 0, 0, · · · )2 = (a2, 0, 0, · · · ) ∈ J(R[A,B]).
By (1), we have (a, 0, 0, · · · ) ∈ J(R[A,B]), and so a ∈ J(A). Therefore A is feckly
reduced. In order to show N(B) ⊆ J(B), let b ∈ B with bn = 0 for some positive integer
n. Then (0, b, b, · · · )n = (0, 0, 0, · · · ) ∈ J(R[A,B]). Since R[A,B] is feckly reduced,
(0, b, b, · · · ) ∈ J(R[A,B]). Hence b ∈ J(B), as desired. �

The following result is an immediate consequence of 4.24. Theorem and 4.25. Propo-
sition.

4.26. Corollary. Let B be a subring of a ring A. If B is an exchange ring, then the
following are equivalent.

(1) R[A,B] is feckly reduced.
(2) A and B are feckly reduced.
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Abstract
The notion of soft topological space which is defined over an initial
universe with a fixed set of parameters was introduced by Shabir and
Naz. In this paper, the concept of soft continuous mapping between
two soft topological spaces is first proposed. Then the main properties
of soft continuous mappings are studied. Finally, the notion of soft
connectedness of soft topological spaces is proposed, and some related
properties are discussed.
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1. Introduction
Uncertainty is an attribute of information. To solve the complicated problems in

economics, engineering and environment, we cannot successfully use classical methods
because of various uncertainties. A wide range of theories such as probability theory,
fuzzy set theory, intuitionistic fuzzy set theory, rough set theory, vague set theory and
the interval mathematics are well known and often useful mathematical approaches for
modeling uncertainties. Each of these theories has its inherent difficulties as pointed out
by Molodtsov [29]. The reason for these difficulties is, possibly, the inadequacy of the
parametrization tool of the theories. Molodtsov [29] initiated the concept of soft set as
a new mathematical tool for dealing with uncertainties that is free from the difficulties
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that have troubled the existing theoretical approaches. This theory has proven useful in
many fields such as decision making [8,14,26,32,38], data analysis [50], forecasting [44]
and simulation [28].

The concept and basic properties of soft set theory were presented in [29,33]. In the
classical soft set theory, a situation may be complex in the real world because of the
fuzzy nature of the parameters. With this point of view, the classical soft sets have been
extended to fuzzy soft sets [30,34], intuitionistic fuzzy soft sets [31], vague soft sets [46],
interval-valued fuzzy soft sets [47] and interval-valued intuitionistic fuzzy soft sets [23].

Algebraic nature of soft sets has been studied by some authors. Maji et al. [33]
presented some definitions on soft sets such as a soft subset, the complement of a soft
set. Based on the analysis of several operations on soft sets introduced in [33], Ali et
al. [3] presented some new algebraic operations for soft sets and proved that certain De
Morgan’s laws hold in soft set theory with respect to these new definitions. Qin and Hong
introduced the concept of soft equality and some related properties were derived in [37].
Kharal and Ahmad [27] introduced the notion of a mapping on the classes of soft sets
which is a pivotal notion for the advanced development of any new area of mathematical
sciences. Babitha and Sunil [7] studied soft set relations and many related concepts were
discussed. As a continuation of [7], kernels and closures of soft set relations, and soft set
relation mappings were studied in [49]. In [39], Sezgin and Atagün presented a detailed
theoretical study of operations on soft sets. Ali et al. [4] discussed algebraic structures
of soft sets associated with new operations.

Up to the present, soft set theory has also been applied to several algebra structures:
groups [1,2,40], semirings [12], rings [5,6,10], BCK/BCI-algebras [17-19], BCH-algebras
[25], d-algebras [20], Hilbert algebras [21], ordered semigroups [22], BL-algebras [51] and
fuzzy semigroup [48]. Xiao et al. [45] proposed the notions of exclusive disjunctive soft
sets and studied some of its operations. Gong et al. [15] studied the bijective soft set with
its operations. Ontology-based (or DL-based) soft set theory was presented in [24]. An
idea of soft mappings is given and some of their properties are studied in [35]. Ge et al.
[16] characterized some properties of topological spaces by using soft set theory. Recently,
in [41], Shabir and Naz proposed the notion of soft topological space (defined over an
initial universe with a fixed set of parameters) and investigated the basic properties.
Tanay and Kandemir [42] studied topological structure of fuzzy soft sets. Çağman et al.
defined the soft topology on a soft set, and presented its related properties in [9]. Shabir
and Naz [41] pointed out that it will be necessary to carry out more theoretical research
to establish a general framework for the practical application of soft topological spaces.
In the present paper, we attempt to make some efforts in this aspect.

This paper will attempt to construct the basic theories about soft continuous mappings
and soft connectedness of soft topological spaces. The rest of this paper is organized as
follows. The next section briefly recalls the notions of soft set, topology and soft topology.
In Section 3, based on soft set mapping, we define soft continuous mapping from one soft
topological space to another soft topological space and give some equivalence character-
izations of soft continuous mapping. Section 4 gives the concept of soft connectedness,
and in Section 4, some related properties are discussed. The last section summarizes the
conclusions and presents some topics for future research.

2. Preliminaries
In this section we will briefly recall the notions of soft set, topology and soft topology.

See especially [11,29,33,41] for further details and background.
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2.1. Definition. [29] Let U be a common universe and E be a set of parameters. Let
P (U) denote the power set of U and A ⊂ E. A pair (F,A) is called a soft set over U ,
where F is a mapping given by F : A −→ P (U).

In other words, a soft set over U is a parameterized family of subsets of the universe
U . For each ε ∈ A, F (ε) may be considered as the set of ε-approximate elements of the
soft set (F,A).

2.2. Definition. [13] For two soft sets (F,A) and (G,B) over a common universe U we
say that (F,A) is a soft subset of (G,B) if
(1) A ⊂ B,
(2) ∀ε ∈ A, F (ε) ⊂ G(ε).
We write (F,A)⊂̃(G,B).

(F,A) is said to be a soft superset of (G,B) if (G,B) is a soft subset of (F,A). We
denote it by (F,A)⊃̃(G,B).

2.3. Remark. In [41], Shabir and Naz cited another notion of a soft subset as follows:
(F,A) is a soft subset of (G,B) iff (1) A ⊂ B and (2) ∀ε ∈ A, F (ε) and G(ε) are

identical approximations [33].
However, by the analysis of Definition 23, Theorem 1, Proposition 7 and Example 4 et al.
in [41], all of these were obtained based on Definition 2.2 instead of the notion of a soft
subset in [33]. Therefore, in the present paper, we will use the notion given in Definition
2.2.

2.4. Definition. [3,41] The relative complement of a soft set (F,A) is denoted by (F,A)′

and is defined by (F,A)′ = (F ′, A) where F ′ : A −→ P (U) is a mapping given by
F ′(α) = U − F (α) for all α ∈ A.

Obviously, (F ′)′ = F and ((F,A)′)′ = (F,A).

2.5. Definition. [33] A soft set (F,A) over U is said to be a NULL soft set and is
denoted by Φ, if F (ε) = ∅ for all ε ∈ A.
2.6. Definition. [33] The union of two soft sets (F,A) and (G,B) over a common
universe U is the soft set (H,C), where C = A ∪B and ∀e ∈ C,

H(e) =





F (e), if e ∈ A−B,
G(e), if e ∈ B −A,
F (e) ∪G(e), if e ∈ A ∩B.

We write (F,A) ∪ (G,B) = (H,C).

2.7. Definition. [36] The intersection of two soft sets (F,A) and (G,B) over a common
universe U is the soft set (H,C), where C = A ∩B and ∀e ∈ C, H(e) = F (e) ∩G(e).
We write (F,A) ∩ (G,B) = (H,C).

2.8. Proposition. Let (F,A), (G,B) and (H,C) be three soft sets over a common
universe U . Then
(1) (F,A) ∪ ((G,B) ∩ (H,C)) = ((F,A) ∪ (G,B)) ∩ ((F,A) ∪ (H,C)).
(2) ((F,A) ∩ (G,B)) ∪ (H,C) = ((F,A) ∪ (H,C)) ∩ ((G,B) ∪ (H,C)).
(3) (F,A) ∩ ((G,B) ∪ (H,C)) = ((F,A) ∩ (G,B)) ∪ ((F,A) ∩ (H,C)).
(4) ((F,A) ∪ (G,B)) ∩ (H,C) = ((F,A) ∩ (H,C)) ∪ ((G,B) ∩ (H,C)).
(5) (F,A) ∩ ((G,B) ∩ (H,C)) = ((F,A) ∩ (G,B)) ∩ (H,C).
(6) (F,A) ∪ ((G,B) ∪ (H,C)) = ((F,A) ∪ (G,B)) ∪ (H,C).

Here the first five statements are from [36] and (6) is from [33]. It is easy to see
that (F,A) ∩ (

⋂
i∈J(Gi, Bi)) =

⋂
i∈J((F,A) ∩ (Gi, Bi)) and (F,A) ∪ (

⋃
i∈J(Gi, Bi)) =⋃

i∈J((F,A) ∪ (Gi, Bi)), where J is an index set, (F,A) and (Gi, Bi), i ∈ J are soft sets
over a common universe U .
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2.9. Definition. [11,43] Let X be an initial universe set and τ be the collection of
subsets of X then τ is said to be a topology on X if
(1) ∅, X belong to τ ,
(2) the union of any number of soft sets in τ belongs to τ ,
(3) the intersection of any two soft sets in τ belongs to τ .

The pair (X, τ) is called a topological space. The members of τ are said to be open
sets in X.

2.10. Definition. [11] (1) Let (X, τ) be a topological space. A subset A of X is said
to be a closed set in X, if its complement A′ belongs to τ , where A′ = X −A.
(2) Let (X, τ1), (Y , τ2) be two topological spaces and f be a mapping from X to Y . If
f−1(B) ∈ τ1 for all B ∈ τ2 then f is called a continuous mapping from (X, τ1) to (Y ,
τ2), where f−1(B) = {x ∈ X | f(x) ∈ B}.

2.11. Proposition. [43] Let (X, τ) be a topological space. Then (X, τ) is connected if
and only if there exists no A,B ∈ τ − {∅} such that A ∩B = ∅ and A ∪B = X.

In the following, let X be an initial universe set and E be a non-empty set of param-
eters.

2.12. Definition. [41] Let Y be a non-empty subset of X. Then Ỹ denotes the soft set
(Y,E) over X for which Y (α) = Y for all α ∈ E.

In particular, (X,E) will be denoted by X̃.

2.13. Definition. [41] Let τ be the collection of soft sets over X. Then τ is said to be
a soft topology on X if
(1) Φ, X̃ belong to τ ,
(2) the union of any number of soft sets in τ belongs to τ ,
(3) the intersection of any two soft sets in τ belongs to τ .

The triple (X, τ,E) is called a soft topological space over X. The members of τ are
said to be soft open sets in X.

2.14. Definition. [41] Let (X, τ,E) be a soft topological space over X. A soft set (F,E)
over X is said to be a soft closed set in X, if its relative complement (F,E)′ belongs to
τ .

2.15. Proposition. [41] Let (X, τ,E) be a soft topological space over X. Then the
collection τα = {F (α) | (F,E) ∈ τ} for each α ∈ E, is a topology on X.

2.16. Definition. [41] Let (X, τ,E) be a soft topological space over X and (F,E) be a
soft set over X. Then the soft closure of (F,E), denoted by (F,E) is the intersection of
all soft closed super sets of (F,E).

(F,E) is the smallest soft closed set over X which contains (F,E) (see [41]).

2.17. Proposition. [41] Let (X, τ,E) be a soft topological space over X and (F,E), (G,E)
be two soft sets over X. Then
(1) Φ = Φ, X̃ = X̃.
(2) (F,E)⊂̃(F,E).
(3) (F,E) is a soft closed set if and only if (F,E) = (F,E).
(4) (F,E) = (F,E).
(5) (F,E)⊂̃(G,E) implies (F,E)⊂̃(G,E).
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3. Soft continuous mappings between soft topological spaces
In this section, we will introduce the notion of soft continuous mapping between soft

topological spaces and discuss some related properties. Let X,Y be two initial universe
sets and E be a non-empty set of parameters. In what follows, the set of all soft sets
over X (resp., Y ) will be denoted by S(X) (resp., S(Y )).

In order to give the notion of soft continuous mapping, we first need to introduce the
following notion of soft set mapping and inverse soft set mapping which can be regarded
as special cases of Definitions 8 and 9 in the paper of Kharal and Ahmad [27], called
“Mappings on soft classes".

3.1. Definition. Let f be a mapping from X to Y ,
(1) The soft set mapping induced by f , denoted by the notation f→, is a mapping from
S(X) to S(Y ) that maps (F,E) to f→((F,E)) = (f→(F ), E), where f→(F ) is defined
by f→(F )(e) = {f(x) | x ∈ F (e)}, ∀e ∈ E.
(2) The inverse soft set mapping induced by f , denoted by the notation f←, is a mapping
from S(Y ) to S(X) that maps (G,E) to f←((G,E)), where f←((G,E)) = (f←(G), E)
is defined by f←(G)(e) = {x | f(x) ∈ G(e)}, ∀e ∈ E.

3.2. Example. Let X = {h1, h2, h3}, Y = {p1, p2}, and E = {e1, e2}. The mapping f
is given by f(h1) = p1, f(h2) = p1, f(h3) = p2.
(1) If (F,E) ∈ S(X) is defined by {F (e1) = {h1, h2}, F (e2) = {h1, h3}}, then
f→((F,E)) = (f→(F ), E) = {f→(F )(e1) = {p1}, f→(F )(e2) = Y } ∈ S(Y ).

(2) If (G,B) ∈ S(Y ) is defined by {G(e1) = {p2}, G(e2) = {p1}}, then
f←((G,E)) = (f←(G), E) = {f←(G)(e1) = {h3}, f←(G)(e2) = {h1, h2}} ∈ S(X).

The following Propositions 3.3 and 3.4 give some basic properties of soft set mappings
and inverse soft set mappings which can be regarded as special cases of Theorems 14 and
16 in [27].

3.3. Proposition. [27] Let f be a mapping from X to Y , (F1, E), (F2, E) ∈ S(X). Then
(1) f→(Φ) = Φ.
(2) (F1, E)⊂̃(F2, E) =⇒ f→((F1, E))⊂̃f→((F2, E)).
(3) f→((F1, E) ∪ (F2, E)) = f→((F1, E)) ∪ f→((F2, E)).
(4) f→((F1, E) ∩ (F2, E))⊂̃f→((F1, E)) ∩ f→((F2, E)).

3.4. Proposition. [27] Let f be a mapping from X to Y and (G1, E), (G2, E) ∈ S(Y ).
Then
(1) f←(Φ) = Φ, f←(Ỹ ) = X̃.
(2) (G1, E)⊂̃(G2, E) =⇒ f←((G1, E))⊂̃f←((G2, E)).
(3) f←((G1, E) ∪ (G2, E)) = f←((G1, E)) ∪ f←((G2, E)).
(4) f←((G1, E) ∩ (G2, E)) = f←((G1, E)) ∩ f←((G2, E)).
(5) f←((G1, E)′) = (f←((G1, E)))′.

3.5. Proposition. Let f be a mapping from X to Y , (F,E) ∈ S(X), (G,E) ∈ S(Y ).
Then
(1) f←(f→((F,E)))⊃̃(F,E). If f is one-one, then f←(f→((F,E))) = (F,E).
(2) f→(f←((G,E)))⊂̃(G,E). If f is surjective, then f→(f←((G,E))) = (G,E).

Proof. (1) Let f→((F,E)) = (G,E). Then ∀e ∈ E, f←(G)(e) = {x | f(x) ∈ G(e)} =
{x | f(x) ∈ {f(t) | t ∈ F (e)}} ⊃ F (e), which implies that f←(f→((F,E))) ⊃̃(F,E).

If f is one-one, notice that {x | f(x) ∈ {f(t) | t ∈ F (e)}} = F (e), thus f←(f→((F,E))) =
(F,E).

(2) Let f←((G,E)) = (F,E). Then ∀e ∈ E, f→(F )(e) = {f(x) | x ∈ F (e)} = {f(x) |
x ∈ {t | f(t) ∈ G(e)}} ⊂ G(e), which implies that f→(f←((G,E)))⊂̃(G,E).
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If f is surjective, notice that {f(x) | x ∈ {t | f(t) ∈ G(e)}} = G(e), thus
f→(f←((G,E))) = (G,E). �

3.6. Definition. Let (X, τ1, E) and (Y, τ2, E) be two soft topological spaces over X
and Y , respectively, and f be a mapping from X to Y . If ∀(G,E) ∈ τ2, we have
f←((G,E)) ∈ τ1 then f is called a soft continuous mapping from (X, τ1, E) to (Y, τ2, E).

Next, we will give an example about soft continuous mapping.

3.7. Example. Let X = {h1, h2, h3}, Y = {p1, p2, p3} and E = {e1, e2}.
τ1={Φ, X̃, (F1, E), (F2, E)}, where (F1, E) and (F2, E) are two soft sets over X, de-

fined as follows:
F1(e1) = {h2}, F1(e2) = {h1},
F2(e1) = {h2, h3}, F2(e2) = {h1, h2}.

Then τ1 is a soft topology on X and hence (X, τ1, E) is a soft topological space over X.
τ2={Φ, Ỹ , (G1, E), (G2, E)}, where (G1, E) and (G2, E) are two soft sets over Y , de-

fined as follows:
G1(e1) = {p1}, G1(e2) = {p2},
G2(e1) = {p1, p3}, G2(e2) = {p1, p2}.

Then τ2 is a soft topology on Y and hence (Y , τ2, E) is a soft topological space over Y .
If f is a mapping from X to Y , defined as follows:
f(h1) = p2, f(h2) = p1, f(h3) = p3,

then it is easy to verify that f←((G,E)) ∈ τ1 for all (G,E) ∈ τ2. Thus f is a soft
continuous mapping from (X, τ1, E) to (Y, τ2, E).

3.8. Proposition. Let (X, τ1, E) and (Y, τ2, E) be two soft topological spaces over X
and Y , respectively. If f is a soft continuous mapping from (X, τ1, E) to (Y, τ2, E), then
f is a continuous mapping from (X, (τ1)α) to (Y, (τ2)α) for all α ∈ E.

Proof. By Proposition 2.15, (X, (τ2)α) and (Y, (τ2)α) are two topological spaces for all
α ∈ E. If B ∈ (τ2)α, then there exists a soft set (G,E) ∈ τ2 such that B = G(α). Since
f is a soft continuous mapping from (X, τ1, E) to (Y, τ2, E), then f←((G,E)) ∈ τ1. Thus

f−1(B) = f−1(G(α)) = {x | f(x) ∈ G(α)} = f←(G)(α) ∈ (τ1)α,
and by Definition 2.10, f is a continuous mapping from (X, (τ1)α) to (Y, (τ2)α). �

Proposition 3.8 shows that a soft continuous mapping gives a parameterized family of
continuous mappings.

3.9. Example. Let (X, τ1, E) and (Y, τ2, E) be two soft topological spaces and f be
the soft continuous mapping from (X, τ1, E) to (Y, τ2, E) given in Example 3.7. By
Proposition 2.15,

(τ1)e1 = {∅, X, {h2}, {h2, h3}} and (τ1)e2 = {∅, X, {h1}, {h1, h2}} are two topologies
on X,

(τ2)e1 = {∅, Y, {p1}, {p1, p3}} and (τ2)e2 = {∅, Y, {p2}, {p1, p2}} are two topologies on
Y .
It is easy to verify that f is a continuous mapping from (X, (τ1)e1) to (Y, (τ2)e1) and f
is also a continuous mapping from (X, (τ1)e2) to (Y, (τ2)e2).

Now we give an example to show that the inverse of Proposition 3.8 does not hold in
general.

3.10. Example. Let (X, τ1, E) be the soft topological space given in Example 3.7 and
Y = {p1, p2, p3}, τ2 = {Φ, Ỹ , (G3, E)}, where the soft set (G3, E) over Y is defined by
{G3(e1) = {p1}, G3(e2) = {p1, p2}}. If f is the mapping from X to Y , given in Example
3.7 then by Proposition 2.15,
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(τ1)e1 = {∅, X, {h2}, {h2, h3}} and and (τ1)e2 = {∅, X, {h1}, {h1, h2}},
(τ2)e1 = {∅, Y, {p1}} and (τ2)e2 = {∅, Y, {p1, p2}} are two topologies on Y .

It can be easily seen that f is a continuous mapping from (X, (τ1)e1) to (Y, (τ2)e1)
continuous mapping from (X, (τ1)e2) to (Y, (τ2)e2). However,
f←((G3, E)) = {f←(G3)(e1) = {h2}, f←(G3)(e2) = {h1, h2}} 6∈ τ1, which implies

that f is not a soft continuous mapping from (X, τ1, E) to (Y, τ2, E).

Next, we will give some equivalence characterizations of soft continuous mappings.

3.11. Proposition. Let (X, τ1, E) (resp., (Y, τ2, E)) be a soft topological space over X
(resp., Y ) and f be a mapping from X to Y . The following conditions are equivalent:
(1) f is a soft continuous mapping from (X, τ1, E) to (Y, τ2, E).
(2) For each soft closed set (G,E) in Y , f←((G,E)) is a soft closed set in X.
(3) For each soft set (F,E) over X, f→((F,E))⊂̃f→((F,E)).
(4) For each soft set (G,E) over Y , f←((G,E))⊃̃f←((G,E)).

Proof. (1) =⇒ (2) Let (G,E) be a soft closed set in Y . Then (G,E)′ be a soft open set
in Y . By (1) and Proposition 3.4, f←((G1, E)′) = (f←((G1, E)))′ is a soft open set in
X. Hence f←((G,E)) is a soft closed set in X.

(2) =⇒ (3) Let (F,E) be a soft set over X. By Proposition 2.17 (2), f→((F,E))

⊂̃f→((F,E)). Then by Propositions 3.4 (2) and 3.5(1), (F,E)⊂̃f←(f→((F,E))) ⊂̃f←(f→((F,E))).
Since f→((F,E)) is a soft closed set in Y , then by (2),
f←(f→((F,E))) is a soft closed set in X. Thus (F,E)⊂̃f←(f→((F,E))). Also by Propo-
sitions 3.3 (2) and 3.5 (2),
f→((F,E))⊂̃f→(f←(f→((F,E))))⊂̃f→((F,E)). So f→((F,E))⊂̃f→((F,E)).
(3) =⇒ (4) Let (G,E) be a soft set over Y . By (3), Propositions 3.5 (2) and 2.17 (5),

f→(f←((G,E)))⊂̃f→(f←((G,E)))⊂̃(G,E). Then by Propositions 3.4 (2) and 3.5 (1),
f←((G,E))⊃̃f←(f→(f←((G,E))))⊃̃f←((G,E)).

(4) =⇒ (1) If (G,E) is a soft open set in Y , then (G,E)′ is a soft closed set in Y . By (4)
and Proposition 2.17 (3), f←((G,E)′)⊂̃f←((G,E)′). Obviously, f←((G,E)′)⊃̃f←((G,E)′).
Thus f←((G,E)′) = f←((G,E)′), which implies that f←((G,E)′) = (f←((G,E)))′ (by
Proposition 3.4 (5)) is a soft closed set in X. Therefore, f←((G,E)) is a soft open set in
X. So f is a soft continuous mapping from (X, τ1, E) to (Y, τ2, E). �

4. Soft connectedness of soft topological spaces
In this section, we will introduce the notion of soft connectedness of soft topological

spaces and discuss some related properties.

4.1. Definition. Let (X, τ,E) be a soft topological space over X. If there exists no
(F,E), (G,E) ∈ τ − {Φ} such that (F,E) ∩ (G,E) = Φ and (F,E) ∪ (G,E) = X̃, then
(X, τ,E) is called soft connected.

4.2. Definition. [41] Let X be an initial universe set, E be a set of parameters and
τ = {Φ, X̃}. Then τ is called the soft indiscrete topology on X and (X, τ , E) is said to
be the soft indiscrete space over X.

4.3. Example. Any soft indiscrete space is soft connected.

4.4. Example. Let X = {h1, h2, h3} and E = {e1, e2}. τ = {Φ, X̃, (F1, E), (F2, E),
(F3, E)}, where (F1, E), (F2, E), and (F3, E) are three soft sets over X, defined as follows:
F1(e1) = {h2}, F1(e2) = ∅,
F2(e1) = {h1, h3}, F2(e2) = ∅,
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F3(e1) = X, F3(e2) = ∅.
Then (X, τ,E) is a soft topological space over X. It is easy to verify that there exists
no (F,E), (G,E) ∈ τ − {Φ} such that (F,E) ∩ (G,E) = Φ and (F,E) ∪ (G,E) = X̃, so
(X, τ,E) is soft connected. By the definition of τα, we have τe1 = {∅, X, {h2}, {h1, h3}},
and τe2 = {∅, X}. Obviously, (X, τe1) is not connected, but (X, τe2) is connected.

It is worth pointing out that this example shows that (X, τ,E) is soft connected but
(X, τα) (α ∈ E) may not be connected.

4.5. Remark. (X, τ,E) may not be soft connected even if (X, τα) is connected for every
parameter α ∈ E.

4.6. Example. Let X be a non-empty initial universe set and E = {e1, e2} be the set
of parameters. τ = {Φ, X̃, (F,E), (G,E)}, where (F,E) and (G,E) are two soft sets over
X, defined as follows:
F (e1) = ∅, F (e2) = X,
G(e1) = X, G(e2) = ∅.

Then (X, τ,E) is a soft topological space over X. Obviously, (F,E), (G,E) ∈ τ − {Φ},
(F,E)∩(G,E) = Φ and (F,E)∪(G,E) = X̃, so (X, τ,E) is not soft connected. However,
τe1 = τe2 = {∅, X} (indiscrete topology), which implies that (X, τe1) and (X, τe2) are
connected.

The following proposition gives some equivalence characterizations of soft connected-
ness.

4.7. Proposition. Let (X, τ,E) be a soft topological space over X. Then the following
conditions are equivalent:
(1) (X, τ,E) is soft connected.
(2) There exists no (F,E), (G,E) ∈ τ ′−{Φ} such that (F,E)∩ (G,E) = Φ and (F,E)∪
(G,E) = X̃, where τ ′ = {(F,E)′ | (F,E) ∈ τ}.
(3) There exists no (F,E), (G,E) ∈ S(X)− {Φ} such that ((F,E) ∩ (G,E)) ∪ ((F,E) ∩
(G,E)) = Φ and (F,E) ∪ (G,E) = X̃.
(4) There exists no (F,E) ∈ S(X)− {Φ, X̃} such that (F,E) ∈ τ ∩ τ ′.
Proof. (1) =⇒ (2) Assume there exist (F,E), (G,E) ∈ τ ′ − {Φ} such that (F,E) ∩
(G,E) = Φ and (F,E)∪(G,E) = X̃. Then ∀e ∈ E, F (e)∩G(e) = ∅ and F (e)∪G(e) = X.
Thus ∀e ∈ E, F ′(e) = X − F (e) = G(e) and G′(e) = X − G(e) = F (e), which implies
that (F,E)′ = (G,E) ∈ τ ′ − {Φ} and (G,E)′ = (F,E) ∈ τ ′ − {Φ}. Then there exist
(F,E), (G,E) ∈ τ−{Φ} such that (F,E)∩(G,E) = Φ and (F,E)∪(G,E) = X̃. However,
(X, τ,E) is soft connected. This is a contradiction.

(2) =⇒ (3) Assume there exist (F,E), (G,E) ∈ S(X) − {Φ} such that ((F,E) ∩
(G,E))∪ ((F,E)∩ (G,E)) = Φ and (F,E)∪ (G,E) = X̃. Obviously, (F,E)∩ (G,E) = Φ.
By Propositions 2.8 and 2.17, (G,E) = (G,E) ∩ X̃ = (G,E) ∩ ((F,E) ∪ (G,E)) =

((G,E)∩(F,E))∪((G,E)∩(G,E)) = (G,E), which implies that (G,E) is a soft closed set.
By using the same methods, we can show that (F,E) is also a soft closed set. Hence there
exist (F,E), (G,E) ∈ τ ′ − {Φ} such that (F,E) ∩ (G,E) = Φ and (F,E) ∪ (G,E) = X̃.
This is a contradiction. So (3) holds.

(3) =⇒ (4) Assume there exists (F,E) ∈ τ ∩ τ ′ − {Φ, X̃}. If take (G,E) = (F,E)′

then (F,E), (G,E) ∈ τ ∩ τ ′ −{Φ} (⊂ S(X)−{Φ}). Besides, we have ((F,E)∩ (G,E))∪
((F,E)∩ (G,E)) = (F,E)∩ (G,E) = Φ and (F,E)∪ (G,E) = X̃. This is a contradiction.
So (4) holds.

(4) =⇒ (1) Assume (X, τ,E) is not soft connected. Then there exist (F,E), (G,E)

∈ τ − {Φ} such that (F,E) ∩ (G,E) = Φ and (F,E) ∪ (G,E) = X̃. It is easy to see that
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(F,E)′ = (G,E) and (G,E)′ = (F,E). Thus (F,E), (G,E) ∈ τ ∩ τ ′ − {Φ, X̃}. This is a
contradiction. �

4.8. Definition. (1) The difference (H,E) of two soft sets (F,E) and (G,E) over X,
denoted by (F,E)− (G,E) (or (F,E) \ (G,E)) is defined as H(e) = F (e)−G(e) for all
e ∈ E.
(2) Let (F,E) be a soft set over X and Y be a non-empty subset of X. Then the soft
subset of (F,E) over Y denoted by (Y F,E) is defined as Y F (e) = Y ∩F (e), for all e ∈ E.
In other words (Y F,E) = Ỹ ∩ (F,E).
(3) Let (X, τ , E) be a soft topological space over X and Y be a non-empty subset of
X. Then τY = {(Y F,E) | (F,E) ∈ τ} is said to be the soft relative topology on Y and
(Y, τY , E) is called a soft subspace of (X, τ,E).
In fact, τY is a soft topology on Y .

4.9. Proposition. Let (Y, τY , E) be a soft subspace of a soft topological space (X, τ,E).
If (Z, (τY )Z , E) is a soft subspace of (Y, τY , E) then (Z, (τY )Z , E) is also a soft subspace
of (X, τ,E).

Proof. (τY )Z = {Ỹ ∩ (F,E) | (F,E) ∈ τ}Z
= {Z̃∩Ỹ ∩(F,E) | (F,E) ∈ τ}
= {Z̃∩(F,E) | (F,E) ∈ τ}
= τZ .

So (Z, (τY )Z , E) is a soft subspace of (X, τ,E). �

4.10. Definition. Let (X, τ,E) be a soft topological space over X and Y be a non-empty
subset of X. If (Y, τY , E) is soft connected then Y is called a soft connected subset of X.

Let (Y, τY , E) be a soft subspace of a soft topological space (X, τ,E). For a soft set
(F,E) ∈ S(Y ), (F,E) and (F,E)Y will denote the soft closures of (F,E) in (X, τ,E) and
(Y, τY , E), respectively.

Now we discuss some basic properties about soft connectedness.

4.11. Proposition. Let (X, τ,E) be a soft topological space over X. If Y is a soft
connected subset of X, then there exists no (F,E), (G,E) ∈ τ − {Φ} such that (F,E) ∩
(G,E) = Φ and (F,E) ∪ (G,E) = Ỹ .

Proof. If there exist (F,E), (G,E) ∈ τ −{Φ} such that (F,E)∩ (G,E) = Φ and (F,E)∪
(G,E) = Ỹ , then (F,E) = Ỹ ∩ (F,E) ∈ τY−{Φ} and (G,E) = Ỹ ∩ (G,E) ∈ τY−{Φ}.
However, Y is a soft connected subset of X. This is a contradiction. �

The following example shows that the inverse of Proposition 4.11 may not hold in
general:

4.12. Example. Let X = {a, b, c}, Y = {b, c}, and E = {e1, e2}. τ = {Φ, X̃, (F1, E),
(F2, E), (F3, E)}, where (F1, E), (F2, E), and (F3, E) are three soft sets over X, defined
as follows:
F1(e1) = {a, b}, F1(e2) = {a, c},
F2(e1) = {a, c}, F2(e2) = {a, b},
F3(e1) = {a}, F3(e2) = {a}.
Then (X, τ,E) is a soft topological space over X.
By Definition 4.8, we have
Y (F1, E) = { Y F1(e1) = {b}, Y F1(e2) = {c} },
Y (F2, E) = { Y F2(e1) = {c}, Y F2(e2) = {b} },
Y (F3, E) = { Y F3(e1) = ∅, Y F3(e2) = ∅ } = Φ.
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Then τY = {Φ, Ỹ , Y (F1, E), Y (F2, E)}.
It is easy to verify that there exists no (F,E), (G,E) ∈ τ − {Φ} such that (F,E) ∩

(G,E) = Φ and (F,E)∪(G,E) = Ỹ . However, Y (F1, E), Y (F2, E) ∈ τY −{Φ}, Y (F1, E)∩
Y (F2, E) = Φ and Y (F1, E) ∪ Y (F2, E) = Ỹ , i.e. (Y, τY , E) is not soft connected.

By Proposition 4.11, we can easily show the following corollary:

4.13. Corollary. Let (X, τ,E) be a soft topological space over X and Y be a soft con-
nected subset of X. If there exist (F,E), (G,E) ∈ τ such that (F,E) ∩ (G,E) = Φ and
Ỹ ⊂̃(F,E) ∪ (G,E) then Ỹ ⊂̃(F,E) or Ỹ ⊂̃(G,E).

4.14. Lemma. [41] Let (Y, τY , E) be a soft subspace of a soft topological space (X, τ,E)
and (F,E) be a soft set over X, then (F,E) is soft closed in Y if and only if (F,E) =

Ỹ ∩ (G,E) for some soft closed set (G,E) in X.

4.15. Proposition. Let (X, τ,E) be a soft topological space over X and Y be a non-
empty subset of X. Then Y is a soft connected subset of X if and only if there exists
no (F,E), (G,E) ∈ S(Y )− {Φ} such that ((F,E) ∩ (G,E)) ∪ ((F,E) ∩ (G,E)) = Φ and
(F,E) ∪ (G,E) = Ỹ .

Proof. For all (F,E), (G,E) ∈ S(Y ) − {Φ}, by Definition 2.16, Proposition 2.8 and
Lemma 4.14, we have

(F,E) ∩ (G,E)Y = (F,E) ∩ (
⋂{(H,E) | (H,E) ∈ (τY )′, (H,E)⊃̃(G,E)})§

= (F,E) ∩ (
⋂{Ỹ ∩ (Q,E) | (Q,E) ∈ τ ′, (Q,E)⊃̃(G,E)})¶

= ((F,E) ∩ Ỹ ) ∩ (
⋂{(Q,E) | (Q,E) ∈ τ ′, (Q,E)⊃̃(G,E)})

= (F,E) ∩ (
⋂{(Q,E) | (Q,E) ∈ τ ′, (Q,E)⊃̃(G,E)})

= (F,E) ∩ (G,E).
Similarly, we can show that (F,E)Y ∩ (G,E) = (F,E) ∩ (G,E).
By Proposition 4.7, (Y, τY , E) is soft connected if and only if there exists no (F,E), (G,E) ∈

S(Y )−{Φ} such that ((F,E)∩(G,E)Y )∪((F,E)Y ∩(G,E)) = Φ and (F,E)∪(G,E) = Ỹ .
Then (Y, τY , E) is soft connected if and only if there exists no (F,E), (G,E) ∈ S(Y )−{Φ}
such that ((F,E) ∩ (G,E)) ∪ ((F,E) ∩ (G,E)) = Φ and (F,E) ∪ (G,E) = Ỹ , i.e. Y is
a soft connected subset of X if and only if there exists no (F,E), (G,E) ∈ S(Y ) − {Φ}
such that ((F,E) ∩ (G,E)) ∪ ((F,E) ∩ (G,E)) = Φ and (F,E) ∪ (G,E) = Ỹ . �

4.16. Proposition. Let (X, τ,E) be a soft topological space over X and Y be a soft
connected subset of X. If there exist (F,E), (G,E) ∈ S(Y ) such that ((F,E) ∩ (G,E)) ∪
((F,E) ∩ (G,E)) = Φ and Ỹ ⊂̃(F,E) ∪ (G,E) then Ỹ ⊂̃(F,E) or Ỹ ⊂̃(G,E).

Proof. If there exist (F,E), (G,E) ∈ S(Y ) such that ((F,E)∩(G,E))∪((F,E)∩(G,E)) =

Φ and Ỹ ⊂̃(F,E) ∪ (G,E) then by Propositions 2.8 and 2.17, we have
((Ỹ ∩ (F,E)) ∩ (Ỹ ∩ (G,E))) ∪ ((Ỹ ∩ (F,E)) ∩ (Ỹ ∩ (G,E)))

⊂̃((Ỹ ∩ (F,E)) ∩ (G,E)) ∪ ((F,E) ∩ (Ỹ ∩ (G,E)))

= Ỹ ∩ ((F,E) ∩ (G,E)) ∪ ((F,E) ∩ (G,E))

= Ỹ ∩ Φ
= Φ.
Besides, we have Ỹ ∩ (F,E), Ỹ ∩ (G,E) ∈ S(Y ), and (Ỹ ∩ (F,E)) ∪ (Ỹ ∩ (G,E)) =

Ỹ ∩ ((F,E) ∪ (G,E)) = Ỹ . Since Y is a soft connected subset of X, Ỹ ∩ (F,E) = Φ or
Ỹ ∩(G,E) = Φ by Proposition 4.15. If Ỹ ∩(F,E) = Φ then by (Ỹ ∩(F,E))∪(Ỹ ∩(G,E)) =

Ỹ , we have Ỹ ⊂̃(G,E). Similarly, if Ỹ ∩ (G,E) = Φ then Ỹ ⊂̃(F,E). �

§(τY )′ = {Ỹ − (W,E) | (W,E) ∈ τY }.
¶τ ′ = {X̃ − (V,E) | (V,E) ∈ τ}.

394



4.17. Proposition. Let (X, τ,E) be a soft topological space over X, Y be a soft connected
subset of X and Z be a non-empty subset of X. If Ỹ ⊂̃Z̃⊂̃Ỹ then Z is also a soft connected
subset of X.

Proof. Assume that Z is not a soft connected subset of X. By Proposition 4.15, there
exist (F,E), (G,E) ∈ S(Z)−{Φ} (⊂ S(Y )) such that ((F,E)∩(G,E))∪((F,E)∩(G,E)) =

Φ and (F,E) ∪ (G,E) = Z̃. Then Ỹ ⊂̃(F,E) ∪ (G,E). Since Y is a soft connected
subset of X, we have Ỹ ⊂̃(F,E) or Ỹ ⊂̃(G,E) by Proposition 4.16. If Ỹ ⊂̃(F,E), then
Z̃∩(G,E)⊂̃(F,E)∩(G,E) = Φ for Z̃⊂̃Ỹ ⊂̃(F,E). Thus (G,E) = Z̃∩(G,E) = Φ. This is
a contradiction. Similarly, if Ỹ ⊂̃(G,E) then (F,E) = Φ. This is also a contradiction. �

The following proposition shows that the soft connectedness is an invariant property
under a soft continuous mapping.

4.18. Proposition. Let f be a soft continuous mapping from soft topological space
(X, τ1, E) to soft topological space (Y, τ2, E). If (X, τ1, E) is soft connected and f(X) 6= ∅
then f(X) is a soft connected subset of Y .

Proof. Assume f(X) is not a soft connected subset of Y . By Proposition 4.15, there exist
(F,E), (G,E) ∈ S(f(X))− {Φ} (⊂ S(Y )− {Φ}) such that ((F,E) ∩ (G,E)) ∪ ((F,E) ∩
(G,E)) = Φ and (F,E) ∪ (G,E) = f̃(X). Then f←((F,E)), f←((G,E)) ∈ S(X) − {Φ}
and by Propositions 3.11 and 3.4,

(f←((F,E)) ∩ f←((G,E))) ∪ (f←((F,E)) ∩ f←((G,E)))

⊂̃(f←((F,E)) ∩ f←((G,E))) ∪ (f←((F,E)) ∩ f←((G,E)))

= f←(((F,E) ∩ (G,E)) ∪ ((F,E) ∩ (G,E)))
= f←(Φ)
= Φ.
Besides, by Propositions 3.4, and 3.5, we have
f←((F,E)) ∪ f←((G,E)) = f←((F,E) ∪ (G,E)) = f←(f̃(X)) = f←(f→(X̃)) = X̃.
It follows that (X, τ1, E) is not soft connected. This is a contradiction. So f(X) is a

soft connected subset of Y . �

To illustrate the idea of Proposition 4.18, we give the following example:

4.19. Example. Let X = {h1, h2, h3}, Y = {p1, p2, p3} and E = {e1, e2}. τ1 =

{Φ, X̃, (F1, E), (F2, E)}, where (F1, E) and (F2, E) are two soft sets over X, defined
as F1(e1) = {h2}, F1(e2) = ∅, F2(e1) = {h1, h3}, F2(e2) = ∅. Then (X, τ1, E) is a soft
topological space over X and it is easy to verify that (X, τ1, E) is soft connected.

Let τ2 = {Φ, Ỹ , (G,E)}, where (G,E) = {G(e1) = {p1}, G(e2) = {p2, p3}}. Then
(Y, τ2, E) is a soft topological space over Y .

If f : X −→ Y is a mapping defined as f(h1) = f(h2) = f(h3) = p1, obviously, f is
a soft continuous mapping from (X, τ1, E) to (Y, τ2, E). In this case, f(X) = {p1} 6= ∅
and it is easy to verify that f(X) is a soft connected subset of Y .

5. Conclusion
In this paper, we construct the basic theories about soft continuous mappings and

soft connectedness of soft topological spaces. We also give some examples to explain
these new notions. Moreover the concepts and some results proposed in this paper can
be extended into fuzzy cases. In our future study on soft topological spaces, may be the
following topics should be considered:

(1) To discuss soft basis, soft sub-basis of soft topological spaces,
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(2) To study soft compactness of soft topological spaces,
(3) To describe the real world application of soft topological spaces.
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1. Introdu
tion

The failure rate fun
tion is an important 
hara
teristi
 of a lifetime distribution and

the shapes of the failure rate fun
tions are qualitatively di�erent. In pra
ti
e, units in a

population are followed from a
tual birth to death, a bathtub-shaped failure rate fun
tion

is often seen. In re
ent years, some lifetime distributions with bathtub-shaped failure rate

fun
tion have been investigated by several authors. For example, Bebbington et al. [5℄,

Gurvi
h et al. [10℄, Haynatzki et al. [11℄, Hjorth [12℄, Mudholkar and Srivastava [15℄,

Pham and Lai [17℄, Smith and Bain [18℄, Wang [19℄ and Xie et al. [22℄. A re
ent a

ount

on bathtub-shaped failure rate fun
tions 
an be found in the review arti
le by Nadarajah

[16℄.

In this paper, we dis
uss the two-parameter lifetime distribution with bathtub-shaped

or in
reasing failure rate fun
tion proposed by Chen [7℄. The 
umulative distribution

fun
tion (
df) of this distribution is given by

(1.1) F (x) = 1− eλ(1−ex
β
), x > 0, λ, β > 0,

and hen
e the probability density fun
tion (pdf) is given by

f(x) = λβxβ−1e[x
β+λ(1−ex

β
)] x > 0, λ, β > 0.

The reliability fun
tion R(x) and hazard (failure rate) fun
tion H(x) of this distribution
are given, respe
tively, by

R(x) = eλ(1−ex
β
), x > 0, λ, β > 0,

and

H(x) = λβxβ−1ex
β

x > 0, λ, β > 0.

The parameter β is the shape parameter whi
h also a�e
ts the shape of the failure rate

fun
tion. When β < 1, the failure rate fun
tion of this distribution has a bathtub shape.

When β ≥ 1, this distribution has an in
reasing failure rate (see, Chen [7℄ and Wu [21℄).

Let X1, X2, . . . be a sequen
e of independent and identi
ally distributed (iid) random

variables with 
df F (x) and pdf f(x). An observation Xj is 
alled an upper re
ord value

if its value ex
eeds that of all previous observations. That is, Xj is an upper re
ord

values if Xj > Xi for every i < j. If {U(n), n ≥ 1} is de�ned by

U(1) = 1 and U(n) = min{j : j > U(n− 1), Xj > XU(n−1)},
for n ≥ 2, then the sequen
e {XU(n), n ≥ 1} provides a sequen
e of upper re
ord statisti
s.
The sequen
e {U(n), n ≥ 1} represents the re
ord times.

The de�nition of re
ord values was formulated by Chandler [6℄. A re
ord value or

re
ord statisti
 is the largest or smallest value obtained from a sequen
e of random

variables. The theory of re
ord values relies largely on the theory of order statisti
s. As

mentioned by Ahsanullah and Nevzorov [3℄ re
ords are very popular be
ause they arise

naturally in many �elds of studies su
h as 
limatology, sports, medi
ine, tra�
, industry

and so on. Su
h re
ords are memorials of their time. The annals of re
ords re�e
t the

progress in s
ien
e and te
hnology and enable us to study the evaluation of mankind

on the basi
 of re
ord a
hievements in various areas of its a
tivity. For example, in

industry and reliability studies, many produ
ts fail under stress. A wooden beam breaks

when su�
ient perpendi
ular for
e is applied to it, an ele
troni
 
omponent 
eases to

fun
tion in an environment of too high temperature, and a battery dies under the stress

of time. However, the pre
ise breaking stress or failure point varies even among identi
al

items. Hen
e, in su
h experiments, measurements may be made sequentially and only

the re
ord values are observed. Lee et al. [14℄ indi
ated that there are some situations
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in lifetime testing experiments in whi
h a failure time of a produ
t is re
orded if it

ex
eeds all pre
eding failure times. These re
orded failure times are the upper re
ord

value sequen
e. As mentioned by Ahmadi and Balakrishnan [1℄, there is a 
onne
tion

between re
ord values and minimal repair pro
ess, whi
h is as follows. Let X be a lifetime

of a 
omponent with 
df F (x) and X(m) denote the lifetime if m minimal repairs are

allowed. Then, X(m) has the same distribution as the m-th upper re
ord derived from

iid observations from F (x). For more details and appli
ations of re
ord values, see, for

example, Ahsanullah [2℄ and Arnold et al. [4℄.

The purpose of this paper is to 
onstru
t the interval estimation for the parameters

of the bathtub-shaped distribution based on re
ord values. The rest of this paper is

organized as follows. Se
tion 2 provides the maximum likelihood estimators (MLEs) of

the parameters β and λ, and also establishes the approximate 
on�den
e intervals and

region for the parameters. Furthermore, the exa
t 
on�den
e intervals for the parameter

β and exa
t joint 
on�den
e regions for the parameters β and λ are obtained by using

some pivotal quantities. Se
tion 3 
ondu
ts some simulations to study the performan
e of

the proposed 
on�den
e intervals and regions. Se
tion 4 dis
usses two numeri
al examples

for illustration. Se
tion 5 makes some 
on
lusions.

2. Main Results

In this se
tion, we will derive the approximate 
on�den
e intervals and region for

the parameters based on the asymptoti
 normality of the MLEs. The exa
t 
on�den
e

intervals for β and exa
t joint 
on�den
e regions for β and λ will also be dis
ussed.

2.1. Maximum Likelihood Estimation. Let XU(1) < XU(2) < · · · < XU(m) be the

�rst m observed upper re
ord values from two parameter bathtub-shaped lifetime dis-

tribution in (1.1). For notation simpli
ity, we will write Xi for XU(i). The likelihood

fun
tion is given by (see Arnold et al. [4℄)

L(β, λ) = f(xm)
m−1∏

i=1

f(xi)

1− F (xi)

= (λβ)meλ(1−ex
β
m )

m∏

i=1

xβ−1
i ex

β
i .

The log-likelihood fun
tion is then

l(β, λ) = lnL(β, λ)

= m lnλ+m ln β + λ(1− ex
β
m) + (β − 1)

m∑

i=1

lnxi +

m∑

i=1

xβ
i .

The MLEs of (β, λ) 
an be obtained by solving the likelihood equations

∂l(β, λ)

∂β
=
m

β
− λxβ

me
xβ
m ln xm +

m∑

i=1

ln xi +

m∑

i=1

xβ
i ln xi = 0,

and

∂l(β, λ)

∂λ
=
m

λ
+ (1− ex

β
m) = 0.

The approximate 
on�den
e intervals and region for the unknown parameters have

been dis
ussed by some authors. See for example, Doostparast et al. [8℄ and Gupta

and Kundu [9℄. Here we will use the asymptoti
 normality of the MLEs to 
onstru
t
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the 
on�den
e intervals and region for the parameters. To obtain the Fisher information

matrix, we need

∂2l(β, λ)

∂β2
= −m

β2
− λxβ

m(ln xm)2ex
β
m [1 + xβ

m] +

m∑

i=1

xβ
i (ln xi)

2,

∂2l(β, λ)

∂β∂λ
=
∂2l(β, λ)

∂λ∂β
= −xβ

m(lnxm)ex
β
m ,

and

∂2l(β, λ)

∂λ2
= −m

λ2
.

Under suitable regularity 
onditions, we know that

√
m(β̂−β, λ̂−λ)′ is approximately

bivariate normal with mean (0, 0) and 
ovarian
e matrix I−1(β, λ) evaluated at the MLEs

(β̂, λ̂), where

I(β, λ) = − 1

m





∂2l(β, λ)

∂β2

∂2l(β, λ)

∂β∂λ
∂2l(β, λ)

∂λ∂β

∂2l(β, λ)

∂λ2



 .

Thus, the approximate 
on�den
e intervals for β and λ 
an be obtained in the usual

way. Furthermore, note that m[β̂ − β, λ̂ − λ]I(β̂, λ̂)[β̂ − β, λ̂ − λ]′ is asymptoti
ally 
hi-

square distributed with 2 degrees of freedom. Now, using this result, the 100(1 − α)%
approximate joint 
on�den
e region for (β, λ) is given by

{
(β, λ) : m[β̂ − β, λ̂− λ]I(β̂, λ̂)[β̂ − β, λ̂− λ]′ ≤ χ2

α(2)
}
,

where χ2
α(2) is the per
entile of 
hi-square distribution with right-tail probability α and

2 degrees of freedom.

2.2. Exa
t Interval Estimations. Let X1 < X2 < · · · < Xm be the �rst m upper

re
ord values from the two-parameter bathtub-shaped lifetime distribution in (1.1). Set

Yi = − ln[1− F (Xi)] = λ(eX
β
i − 1), i = 1, 2, . . . ,m.

Then, Y1 < Y2 < · · · < Ym are the �rstm upper re
ord values from a standard exponential

distribution. Moreover, Z1 = Y1 and Zi = Yi − Yi−1, for i = 2, . . . ,m, are iid standard

exponential random variables (see Arnold et al. [4℄). Hen
e,

Vj = 2

j∑

i=1

Zi = 2 Yj

has a 
hi-square distribution with 2j degrees of freedom and

Uj = 2
m∑

i=j+1

Zi = 2 (Ym − Yj)

has a 
hi-square distribution with 2(m − j) degrees of freedom, where j = 1, . . . ,m− 1.
We 
an also �nd that Uj and Vj are independent random variables for ea
h j. Let

(2.1) Tj =
Uj/2(m− j)

Vj/2j
=

j Uj

(m− j)Vj
=

j

m− j

(
Ym − Yj

Yj

)
.

It is easy to show that Tj has an F distribution with 2(m− j) and 2j degrees of freedom
for j = 1, . . . ,m − 1. Therefore, using the pivotal quantities Tj , j = 1, . . . ,m − 1, we

an provide m− 1 
on�den
e intervals for β. To obtain the 
on�den
e interval for β, we
further need the following lemmas.
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2.1. Lemma. For any 0 < c1 < c2, the fun
tion

g(β) =
ec

β
2 − 1

ec
β
1 − 1

is a stri
tly in
reasing fun
tion of β for any β > 0.

Proof. The proof of Lemma 2.1 
an be found in Chen [7℄. �

2.2. Lemma. Suppose that 0 < c1 < c2 < · · · < cm. Let

Tj(β) =
j

m− j

[
ec

β
m − 1

ec
β
j − 1

− 1

]
, j = 1, . . . ,m− 1.

Then for all j = 1, . . . ,m− 1,

(a) Tj(β) is stri
tly in
reasing in β for any β > 0.
(b) For t > 0, the equation, Tj(β) = t has a unique solution in β > 0.

Proof. (a) By Lemma 2.1, it is easy to show that Tj(β) is a stri
tly in
reasing

fun
tion of β.
(b) Sin
e the fun
tion Tj(β) is stri
tly in
reasing in β > 0 with limβ→0 Tj(β) = 0

and limβ→∞ Tj(β) = ∞, then the lemma follows.

�

Let F(α),(υ1,υ2) denote the upper α per
entile of F distribution with υ1 and υ2 degrees
of freedom. Lemma 2.2 
an be used to 
onstru
t m − 1 exa
t 
on�den
e intervals for

the shape parameter β based on the pivotal quantities Tj(β), j = 1, 2, . . . ,m− 1. These
exa
t 
on�den
e intervals are given in the following theorem.

2.3. Theorem. Suppose that X1 < X2 < · · · < Xm be the �rst m observed upper re
ord

values from the two-parameter bathtub-shaped distribution. Then, for any 0 < α < 1 and

for ea
h j = 1, 2, . . . ,m− 1,
(
ϕ(X1, . . . , Xm, F1−α

2
(2(m−j),2j)), ϕ(X1, . . . , Xm, Fα

2
(2(m−j),2j))

)
,

is a 100(1 − α)% 
on�den
e interval for β, where ϕ(X1, . . . , Xm, t) is the solution of β
for the equation

j

m− j

[
eX

β
m − 1

eX
β
j − 1

− 1

]
= t.

Proof. From (2.1), we know that the pivot

Tj(β) =
j

m− j

[
eX

β
m − 1

eX
β
j − 1

− 1

]

,

has an F distribution with 2(m− j) and 2j degrees of freedom. Hen
e, the event

F1−α
2
(2(m−j),2j) <

j

m− j

[
eX

β
m − 1

eX
β
j − 1

− 1

]
< Fα

2
(2(m−j),2j),

is equivalent to the event

ϕ(X1, . . . , Xm, F1−α
2
(2(m−j),2j)) < β < ϕ(X1, . . . , Xm, Fα

2
(2(m−j),2j)).

This 
ompletes the proof. �
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Now, let us 
onsider another pivotal quantity to 
onstru
t the 
on�den
e interval for

parameter β as

W (β,m) =
1
m

∑m
i=1 Yi

[∏m
i=1 Yi

]1/m =
1
m

∑m
i=1(e

x
β
i − 1)

[∏m
i=1(e

x
β
i − 1)

]1/m .

It is easy to show that the distribution of W (β,m) does not depend on (β, λ) and hen
e

it provides a pivotal quantity for β. To derive the 
on�den
e interval for β based on this

pivotal quantity, one need the following lemma.

2.4. Lemma. Suppose that 0 < c1 < c2 < · · · < cm. Let

W (β,m) =
1
m

∑m
i=1(e

c
β
i − 1)

[∏m
i=1(e

c
β
i − 1)

]1/m .

Then,

(a) W (β,m) is stri
tly in
reasing in β for any β > 0.
(b) For t > 1, the equation, W (β,m) = t has a unique solution in β > 0.

Proof. (a) The proof 
an be found in Wu et al. [20℄.

(b) Sin
e the fun
tion W (β,m) is stri
tly in
reasing in β > 0 with

limβ→0W (β,m) = 1 and limβ→∞W (β,m) = ∞, then the lemma follows.

�

Let Wα(m) be the upper α per
entile of the distribution of the pivotal quantity

W (β,m). We have the following theorem.

2.5. Theorem. Suppose that X1 < X2 < · · · < Xm be the �rst m observed upper re
ord

values from the two-parameter bathtub-shaped distribution. Then, for any 0 < α < 1,

ψ(X1, . . . , Xm,W1−α
2
(m)) < β < ψ(X1, . . . , Xm,Wα

2
(m))

is a 100(1 − α)% 
on�den
e interval for β, where ψ(X1, . . . , Xm, t) is the solution of β
for the equation

1
m

∑m
i=1(e

X
β
i − 1)

[∏m
i=1(e

X
β
i − 1)

]1/m = t.

Proof. Note that

P
(
W1−α

2
(m) < W (β,m) < Wα

2
(m)

)
= 1− α,

for any 0 < α < 1. Then, by Lemma 2.4, one 
an 
onstru
t an exa
t 
on�den
e interval

for β. �

It should be mentioned here that sin
e the exa
t distribution of the pivotal quan-

tity W (β,m) is too hard to derive algebrai
ally, we need to 
ompute the per
entiles of

W (β,m) by using Monte Carlo simulation. In Table 1, we present the upper per
entiles

Wα(m) of W (β,m) for m = 2, 3, . . . , 20 and various values of α, over 50000 repli
ations.

Now, in order to derive the exa
t joint 
on�den
e region for (β, λ), let

(2.2) S = Uj + Vj = 2Ym.

It is easy to show that S has a 
hi-square distribution with 2m degrees of freedom.

Furthermore, by Johnson et al. [13℄, Tj de�ned in (2.1) and S are independent for

ea
h j. Using the joint pivots (S, T1), . . . , (S, Tm−1), we 
an 
onstru
t m− 1 exa
t joint


on�den
e regions for (β, λ).
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Table 1. Upper per
entile Wα(m) of W (β,m)

α

m 0.995 0.005 0.99 0.01 0.975 0.025 0.95 0.05 0.90 0.10

2 1.0000 7.1897 1.0000 4.9480 1.0001 3.2949 1.0003 2.4000 1.0013 1.7691

3 1.0004 4.9643 1.0010 3.9014 1.0028 2.8395 1.0061 2.2901 1.0131 1.8074

4 1.0028 4.2341 1.0043 3.5076 1.0092 2.7647 1.0161 2.2669 1.0296 1.8387

5 1.0071 3.4388 1.0100 3.0886 1.0182 2.5200 1.0277 2.1453 1.0461 1.8156

6 1.0096 3.2875 1.0149 2.8818 1.0253 2.4163 1.0382 2.0899 1.0586 1.7836

7 1.0169 2.9389 1.0227 2.6522 1.0344 2.2674 1.0489 1.9794 1.0725 1.7498

8 1.0207 2.8689 1.0276 2.5550 1.0433 2.2014 1.0608 1.9594 1.0862 1.7358

9 1.0278 2.7457 1.0352 2.4686 1.0513 2.1332 1.0684 1.9258 1.0955 1.7185

10 1.0325 2.6099 1.0425 2.3344 1.0607 2.0542 1.0788 1.8808 1.1066 1.6924

11 1.0362 2.4933 1.0452 2.2812 1.0641 2.0258 1.0836 1.8503 1.1107 1.6784

12 1.0417 2.4335 1.0528 2.2743 1.0702 2.0070 1.0922 1.8420 1.1209 1.6655

13 1.0462 2.3429 1.0574 2.1808 1.0762 1.9588 1.0991 1.8082 1.1292 1.6606

14 1.0530 2.2814 1.0658 2.1009 1.0842 1.9174 1.1059 1.7818 1.1349 1.6489

15 1.0546 2.2565 1.0650 2.0953 1.0886 1.9038 1.1091 1.7598 1.1404 1.6315

16 1.0623 2.1736 1.0733 2.0553 1.0940 1.8935 1.1155 1.7673 1.1456 1.6357

17 1.0641 2.1703 1.0768 2.0406 1.0979 1.8751 1.1194 1.7487 1.1482 1.6220

18 1.0679 2.1394 1.0792 2.0114 1.1001 1.8594 1.1235 1.7355 1.1544 1.6173

19 1.0779 2.1080 1.0873 1.9745 1.1071 1.8248 1.1300 1.7167 1.1607 1.6043

20 1.0753 2.0807 1.0883 1.9579 1.1096 1.8176 1.1322 1.7005 1.1635 1.5874

Let χ2
α(υ) be the upper α per
entile of the χ2

distribution with υ degrees of freedom.

The following theorem provide m− 1 exa
t joint 
on�den
e regions for (β, λ).

2.6. Theorem. Suppose that X1 < X2 < · · · < Xm be the �rst m observed upper

re
ord values from the two-parameter bathtub-shaped distribution. Then, for any j =
1, 2, . . . ,m−1, the following inequalities determine a 100(1−α)% joint 
on�den
e region

for (β, λ):

ϕ
(
X1, . . . , Xm, F 1+

√
1−α
2

(2(m−j),2j)

)
< β < ϕ

(
X1, . . . , Xm, F 1−

√
1−α
2

(2(m−j),2j)

)
,

and

χ2
1+

√
1−α
2

(2m)

2(eX
β
m − 1)

< λ <
χ2

1−
√

1−α
2

(2m)

2(eX
β
m − 1)

.

where 0 < α < 1, and ϕ(X1, . . . , Xm, t) is the solution of β for the equation

j

m− j

[
eX

β
m − 1

eX
β
j − 1

− 1

]

= t.

Proof. From (2.2), we know that

S = 2λ(eX
β
m − 1),

has a 
hi-square distribution with 2m degrees of freedom, and it is independent of Tj for

ea
h j. Next, for 0 < α < 1, we have

P
(
F 1+

√
1−α
2

(2(m−j),2j)
< Tj < F 1−

√
1−α
2

(2(m−j),2j)

)
=

√
1− α,
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and

P

(
χ2

1+
√

1−α
2

(2m)
< S < χ2

1−
√

1−α
2

(2m)

)
=

√
1− α.

From these relationships, we 
on
lude that

P
(
F 1+

√
1−α
2

(2(m−j),2j)
< Tj < F 1−

√
1−α
2

(2(m−j),2j)
,

χ2
1+

√
1−α
2

(2m)
< S < χ2

1−
√

1−α
2

(2m)

)
= 1− α,

or equivalently

P

(
ϕ(X1, . . . , Xm, F 1+

√
1−α
2

(2(m−j),2j)
) < β <

ϕ(X1, . . . , Xm, F 1−
√

1−α
2

(2(m−j),2j)
) ,
χ2

1+
√

1−α
2

(2m)

2(eX
β
m − 1)

< λ <
χ2

1−
√

1−α
2

(2m)

2(eX
β
m − 1)

)

= 1− α.

This 
ompletes the proof. �

3. Simulation Results

In this se
tion, we 
arry out a Monte Carlo simulation to study the performan
e of

our proposed 
on�den
e intervals and regions. In this simulation, we randomly generate

upper re
ord sample X1, X2, . . . , Xm from a two-parameter bathtub-shaped lifetime dis-

tribution with the values of parameters (β, λ) = (0.5, 0.02), (1, 0.1), and (1.2, 0.05) and
sample sizes m = 5, 7, 10, 15. We then 
ompute the 95% 
on�den
e intervals and regions

using Theorems 2.3, 2.5, and 2.6. We also provide the approximate joint 
on�den
e re-

gion obtained by the asymptoti
 normality of the MLEs. We repli
ate the pro
ess 5000

times. We present, in Tables 2 and 3, the average 
on�den
e lengths and 
on�den
e

areas. The simulation results show that:

(1) The 
overage probabilities of the exa
t 
on�den
e intervals for β and joint 
on-

�den
e regions for (β, λ) are 
lose to the desired level of 0.95 for di�erent pa-

rameters and sample sizes. But, the 
overage probabilities of the approximate

joint 
on�den
e region for (β, λ) are very low.

(2) The pivot W (β,m) works better than the pivots Tj(β), j = 1, . . . ,m − 1 to

establish 
on�den
e interval for the parameter β. This is be
ause the average


on�den
e lengths based on W (β,m) are smaller than those based on Tj(β),
j = 1, . . . ,m− 1.

(3) If we 
onsider m− 1 pivotal quantities T1(β), . . . , Tm−1(β) to establish the 
on-

�den
e intervals for the parameter β, We �nd that the pivotal quantity Tj(β)
provides the shortest 
on�den
e length when j is around [m

2
], where [y] denotes

the largest integer whi
h is less than or equal to y.
(4) From Table 3, we observe that in the most of 
ases 
onsidered, the �rst joint

pivot (S, T1) provides the smallest 
on�den
e area for (β, λ). Thus, the �rst

joint 
on�den
e region is the best exa
t joint 
on�den
e region.

(5) In most of the 
ases 
onsidered, the approximate method does not work well to

establish the joint 
on�den
e region for (β, λ). It provides the low 
overage prob-

abilities. Also, the average 
on�den
e area based on the approximate method is

bigger than those obtained based on the exa
t methods.



407

Table 2. The average 
on�den
e length (CL) and 
overage probability

(CP) of the 95% 
on�den
e interval for β

(β, λ)=( 0.5, 0.02) (β, λ)=( 1, 0.1) (β, λ)=( 1.2, 0.05)

m Method CL CP CL CP CL CP

5 W (β,m) 1.6223 0.947 3.7091 0.949 3.9695 0.952

T1(β) 6.6763 0.954 16.2102 0.948 18.1848 0.954

T2(β) 1.9591 0.956 5.1808 0.949 5.4815 0.946

T3(β) 1.9323 0.957 4.9852 0.952 5.6397 0.948

T4(β) 8.8491 0.951 15.1237 0.953 17.5400 0.951

7 W (β,m) 0.8227 0.953 2.0708 0.948 2.1691 0.953

T1(β) 5.0157 0.950 12.5267 0.952 13.2268 0.950

T2(β) 1.3491 0.951 3.2347 0.952 3.6846 0.943

T3(β) 1.0302 0.951 2.2803 0.951 2.6532 0.945

T4(β) 1.0676 0.950 2.6369 0.942 2.6851 0.945

T5(β) 1.4285 0.948 3.4875 0.953 4.0611 0.941

T6(β) 14.2993 0.950 21.7503 0.937 39.4215 0.948

10 W (β,m) 0.4918 0.951 1.1508 0.947 1.2793 0.957

T1(β) 3.9378 0.954 9.9073 0.950 10.1735 0.958

T2(β) 1.0393 0.943 2.4302 0.953 2.7124 0.949

T3(β) 0.6972 0.948 1.6400 0.950 1.8349 0.946

T4(β) 0.6120 0.954 1.3761 0.955 1.5010 0.947

T5(β) 0.6077 0.955 1.4188 0.948 1.5628 0.952

T6(β) 0.6669 0.946 1.5013 0.946 1.7014 0.948

T7(β) 0.7960 0.958 1.8017 0.950 2.0555 0.952

T8(β) 1.1632 0.954 2.8045 0.952 3.1162 0.955

T9(β) 6.7247 0.948 13.1327 0.947 15.3015 0.951

15 W (β,m) 0.3065 0.952 0.7895 0.950 0.8206 0.953

T1(β) 3.3448 0.950 7.8014 0.952 8.4577 0.947

T2(β) 0.7912 0.950 1.9128 0.941 2.0974 0.946

T3(β) 0.5138 0.950 1.1995 0.954 1.3766 0.948

T4(β) 0.4226 0.949 0.9857 0.947 1.1265 0.944

T5(β) 0.3960 0.946 0.9055 0.951 0.9934 0.955

T6(β) 0.3879 0.944 0.8782 0.947 0.9948 0.951

T7(β) 0.3795 0.946 0.8580 0.954 0.9915 0.951

T8(β) 0.3916 0.953 0.9160 0.950 1.0350 0.945

T9(β) 0.4071 0.952 0.9896 0.949 1.0614 0.946

T10(β) 0.4661 0.954 1.0737 0.937 1.1867 0.949

T11(β) 0.5410 0.947 1.1941 0.951 1.3402 0.948

T12(β) 0.6802 0.948 1.5637 0.944 1.7454 0.946

T13(β) 1.0401 0.949 2.5110 0.952 2.7780 0.949

T14(β) 5.5032 0.948 16.648 0.950 13.9555 0.957
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Table 3. The average 
on�den
e area (CA) and 
overage probability

(CP) of the 95% 
on�den
e region for (β, λ) obtained by the exa
t and

approximate methods.

(β, λ)=( 0.5, 0.02) (β, λ)=( 1, 0.1) (β, λ)=( 1.2, 0.05)

m Method CA CP CA CP CA CP

5 (S, T1) 0.0103 0.951 0.1252 0.952 0.0699 0.950

(S, T2) 0.0156 0.958 0.1609 0.956 0.0904 0.953

(S, T3) 0.0226 0.960 0.2172 0.937 0.1256 0.954

(S, T4) 0.0360 0.957 0.2989 0.954 0.1861 0.948

approx 0.0216 0.837 0.2041 0.896 0.1013 0.397

7 (S, T1) 0.0067 0.955 0.0826 0.952 0.0454 0.952

(S, T2) 0.0090 0.948 0.1001 0.952 0.0549 0.944

(S, T3) 0.0119 0.951 0.1196 0.955 0.0692 0.950

(S, T4) 0.0158 0.951 0.1435 0.946 0.0880 0.952

(S, T5) 0.0223 0.956 0.1848 0.955 0.1167 0.947

(S, T6) 0.0336 0.949 0.2507 0.938 0.1658 0.951

approx 0.0137 0.599 0.1376 0.596 0.0812 0.309

10 (S, T1) 0.0046 0.954 0.0549 0.944 0.0297 0.956

(S, T2) 0.0056 0.950 0.0640 0.956 0.0350 0.954

(S, T3) 0.0068 0.955 0.0712 0.953 0.0412 0.952

(S, T4) 0.0082 0.954 0.0808 0.956 0.0472 0.943

(S, T5) 0.0099 0.954 0.0940 0.946 0.0555 0.952

(S, T6) 0.0123 0.950 0.1100 0.947 0.0671 0.954

(S, T7) 0.0158 0.956 0.1325 0.953 0.0836 0.941

(S, T8) 0.0218 0.949 0.1652 0.956 0.1083 0.956

(S, T9) 0.0312 0.951 0.2193 0.946 0.1509 0.954

approx 0.0094 0.652 0.0952 0.666 0.0534 0.345

15 (S, T1) 0.0030 0.953 0.0367 0.947 0.0198 0.948

(S, T2) 0.0035 0.951 0.0399 0.945 0.0222 0.950

(S, T3) 0.0040 0.952 0.0441 0.954 0.0247 0.954

(S, T4) 0.0045 0.952 0.0473 0.950 0.0271 0.948

(S, T5) 0.0051 0.950 0.0508 0.955 0.0303 0.949

(S, T6) 0.0056 0.946 0.0555 0.944 0.0330 0.950

(S, T7) 0.0065 0.944 0.0613 0.947 0.0362 0.951

(S, T8) 0.0075 0.956 0.0664 0.946 0.0406 0.952

(S, T9) 0.0087 0.951 0.0745 0.946 0.0472 0.950

(S,T10) 0.0101 0.954 0.0845 0.946 0.0545 0.952

(S,T11) 0.0122 0.948 0.0991 0.954 0.0649 0.946

(S,T12) 0.0157 0.951 0.1180 0.944 0.0781 0.950

(S,T13) 0.0209 0.946 0.1501 0.949 0.1009 0.941

(S,T14) 0.0294 0.944 0.1941 0.942 0.1377 0.956

approx 0.0057 0.586 0.0591 0.591 0.0338 0.315
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Figure 1. PP-plot of the real data set in Example 4.1.

4. Illustrative Examples

To illustrate the use of our proposed estimation methods, the following two numeri
al

examples are dis
ussed.

4.1. Example. (Real data set) Here we 
onsider the real data of the amount of

annual rainfall (in in
hes) re
orded at the Los Angeles Civi
 Center for the 50 years,

from 1959 to 2009. (see the website of Los Angeles Almana
: www.laalmana
.
om/

weather/we08aa.htm) The data are as follows:

8.180 4.850 18.790 8.380 7.930 13.680 20.440 22.000 16.580

27.470 7.740 12.320 7.170 21.260 14.920 14.350 7.210 12.300

33.440 19.670 26.980 8.960 10.710 31.280 10.430 12.820 17.860

7.660 2.480 8.081 7.350 11.990 21.000 7.360 8.110 24.350

12.440 12.400 31.010 9.090 11.570 17.940 4.420 16.420 9.250

37.960 13.190 3.210 13.530 9.080

We 
he
k the validity of the two-parameter bathtub-shaped distribution based on the

parameters β̂ = 0.4721 and λ̂ = 0.0212 using the Kolmogorov-Smirnov (K-S) test. It

is observed that the K-S distan
e is 0.1385 with a 
orresponding p-value 0.2715. This

indi
ates that the two-parameter bathtub-shaped distribution provides a good �t to the

data. Figure 1 also shows the probability plot (PP) of the data. This �gure supports our


on
lusion. During this period, we observe the following seven upper re
ord values:

8.18 18.79 20.44 22.00 27.47 33.44 37.96

The MLEs of β and λ are β̂ = 0.432798 and λ̂ = 0.0566, respe
tively. Let us now

obtain the approximate joint 
on�den
e region. Based on the result in Se
tion 2.1, a
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Figure 2. The 95% approximate joint 
on�den
e region in Example 4.1

95% approximate joint 
on�den
e region is the ellipse

A =

{
(β, λ) : m

(
β̂ − β

λ̂− λ

)
′ [

340.3978 312.4234
312.4234 311.9288

](
β̂ − β

λ̂− λ

)
− 5.9991 ≤ 0

}
,

where m = 7. This ellipse is provided in Figure 2. The area of this approximate joint


on�den
e region is 0.0291. Now, we use the methods proposed in Se
tion 2.2 to 
onstru
t

the exa
t 
on�den
e intervals for β and exa
t joint 
on�den
e region for (β, λ). To obtain
the 95% 
on�den
e intervals for β, we 
onsider the pivotsW (β,m), T1(β), . . . , T6(β). We

need the per
entiles

W0.025(7) = 2.2674, W0.975(7) = 1.0344, F0.025(12,2) = 39.41462,

F0.975(12,2) = 0.1962375, F0.025(10,4) = 8.843881, F0.975(10,4) = 0.2237967,

F0.025(8,6) = 5.599623, F0.975(8,6) = 0.2149754, F0.025(6,8) = 4.651696,

F0.975(6,8) = 0.1785835, F0.025(4,10) = 4.468342, F0.975(4,10) = 0.1130725,

F0.025(2,12) = 5.095867, and F0.975(2,10) = 0.0253713.

Here, the per
entiles of W0.025(7) and W0.975(7) are obtained from Table 1. By Theorems

2.3 and 2.5 and using the S-PLUS pa
kage, the 95% 
on�den
e intervals and 
orrespond-

ing 
on�den
e lengths for β are given in Table 4.

From the simulation result in Se
tion 3, we know that, on the average, the pivot

W (β,m) works better than the pivots Tj(β), j = 1, . . . , 6. It is not the best one in this

example be
ause the result here is based on only one sample. Among the pivots Tj(β), j =
1, . . . , 6, we observe that, in this example, the pivot T4(β) provides the shortest 
on�den
e
interval length and hen
e, (0.3723, 0.5095) is an optimal 95% 
on�den
e interval for β.
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Table 4. The 95% 
on�den
e interval (CI) for β and 
orresponding


on�den
e length (CL)

Pivot CI CL

W (β,m) (0.3859,0.6861) 0.3001

T1(β) (0.4100,1.2874) 0.8774

T2(β) (0.3909,0.9163) 0.5254

T3(β) (0.3811,0.6094) 0.2283

T4(β) (0.3723,0.5095) 0.1372

T5(β) ( 0.3511,0.5321) 0.1810

T6(β) ( 0.3214, 0.6568) 0.3354

To obtain the 95% joint 
on�den
e regions for (β, λ), we need the per
entiles

F0.0127(12,2) = 78.15579, F0.9873(12,2) = 0.15572, F0.0127(10,4) = 12.79912,

F0.9873(10,4) = 0.179534, F0.0127(8,6) = 7.37466, F0.9873(8,6) = 0.1699301,

F0.0127(6,8) = 5.884774, F0.9873,(6,8) = 0.135599, F0.0127(4,10) = 5.569966,

F0.9873,(4,10) = 0.07813, F0.0127(2,12) = 6.421784, F0.9873,(2,10) = 0.01279496,

χ2
0.0127(14) = 28.37037, and χ2

0.9873(14) = 4.888863.

By Theorem 2.6 and using the S-PLUS pa
kage for solving non-linear equation, we obtain

the following 95% joint 
on�den
e regions for (β, λ) based on the joint pivots (S, Tj),
j = 1, . . . , 6:

A1 =

{
(β, λ) : 0.4091 < β < 2.1540,

4.888863

2(e(37.96)β − 1)
< λ <

28.37037

2(e(37.96)β − 1)

}
,

A2 =

{
(β, λ) : 0.3882 < β < 1.1574,

4.888863

2(e(37.96)β − 1)
< λ <

28.37037

2(e(37.96)β − 1)

}
,

A3 =

{
(β, λ) : 0.3792 < β < 0.6847,

4.888863

2(e(37.96)β − 1)
< λ <

28.37037

2(e(37.96)β − 1)

}
,

A4 =

{
(β, λ) : 0.3709 < β < 0.5474,

4.888863

2(e(37.96)β − 1)
< λ <

28.37037

2(e(37.96)β − 1)

}
,

A5 =

{
(β, λ) : 0.3496 < β < 0.5779,

4.888863

2(e(37.96)β − 1)
< λ <

28.37037

2(e(37.96)β − 1)

}
,

A6 =

{
(β, λ) : 0.3206 < β < 0.7445,

4.888863

2(e(37.96)β − 1)
< λ <

28.37037

2(e(37.96)β − 1)

}
.

Figure 3 shows the above joint 
on�den
e regions for parameters β and λ. The areas

of above joint 
on�den
e regions are 0.0073, 0.0109, 0.0128, 0.0145, 0.0210, and 0.0331,

respe
tively. Thus, in this example, A1 is the optimal joint 
on�den
e region (β, λ) sin
e
the joint pivot (S, T1) provides the smallest 
on�den
e area. Note that the 
on�den
e

areas based on all the joint pivots (S, Tj), j = 1, . . . , 5 are all smaller than the area based

on the approximate method. However, the area based on joint pivot (S, T6) is larger than
that based on the approximate method.
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Figure 3. The 95% joint 
on�den
e region for (β, λ) in Example 4.1
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Figure 4. The 95% approximate joint 
on�den
e region in Example 4.2

4.2. Example. (Simulated data set) Let us 
onsider the �rst four upper re
ord

values simulated from the two-parameter bathtub-shaped distribution with β = 1.2 and

λ = 0.05. The simulated data are as follows:

1.351052 1.989847 3.030312 3.821197

The MLEs of β and λ are β̂ = 0.8039041 and λ̂ = 0.2237688, respe
tively. For 95%

approximate joint 
on�den
e region, we have the ellipse

B =

{

(β, λ) : m

(
β̂ − β

λ̂− λ

)
′ [

21.19736 18.58491
18.58491 19.97105

](
β̂ − β

λ̂− λ

)

− 5.9991 ≤ 0

}

,

where m = 4. The ellipse is provided in Figure 4. The area of above joint 
on�den
e

region is 0.5331. To obtain the 95% 
on�den
e intervals for β, we need the per
entiles

W0.025(4) = 2.7647, W0.975(4) = 1.0092, F0.025(6,2) = 39.33146,

F0.975(6,2) = 0.137744, F0.025(4,4) = 9.60453, F0.975(4,4) = 0.1041175,

F0.025(2,6) = 7.259856 and F0.975(2,6) = 0.0254249.

By Theorems 2.3 and 2.5 and using the S-PLUS pa
kage, the 95% 
on�den
e intervals

for β are given in Table 5.

To obtain the 95% joint 
on�den
e regions for (β, λ), we need the per
entiles

F0.0127(6,2) = 78.07254, F0.9873(6,2) = 0.101436, F0.0127(4,4) = 14.02461,

F0.9873(4,4) = 0.0713032, F0.0127(2,6) = 9.858393, F0.9873(2,6) = 0.012809,

χ2
0.0127(8) = 19.4347, and χ2

0.9873(8) = 1.768713.

One 
an obtain the 95% joint 
on�den
e regions for (β, λ) as follows:

B1 =

{
(β, λ) : 1.0427 < β < 1.8677,

1.768713

2(e(3.821197)β − 1)
< λ <

19.4347

2(e(3.821197)β − 1)

}
,
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Table 5. The 95% 
on�den
e interval (CI) for β and 
orresponding


on�den
e length (CL)

Pivot CI CL

W (β,m) (0.9705,1.2487) 0.2782

T1(β) (1.0431,1.4578) 0.4147

T2(β) (1.0130,1.1272) 0.1142

T3(β) (0.9124,1.1999) 0.2875

Figure 5. The 95% joint 
on�den
e region for (β, λ) in Example 4.2

B2 =

{
(β, λ) : 1.0126 < β < 1.1802,

1.768713

2(e(3.821197)β − 1)
< λ <

19.4347

2(e(3.821197)β − 1)

}
,

B3 =

{
(β, λ) : 0.9119 < β < 1.3032,

1.768713

2(e(3.821197)β − 1)
< λ <

19.4347

2(e(3.821197)β − 1)

}
.

Figure 5 shows the above joint 
on�den
e regions. The areas of the above joint 
on�den
e

regions are 0.05005, 0.0200, and 0.0238, respe
tively. Thus, in this example, B2 is the

optimal joint 
on�den
e regions for parameters β and λ.

5. Con
lusions

The subje
t of re
ord values has re
eived attention in the past few de
ades. The

two-parameter bathtub-shaped lifetime distribution 
an be widely used in reliability ap-

pli
ations be
ause of its failure rate fun
tion. We study the interval estimation of pa-

rameters of the two-parameter bathtub-shaped distribution based on re
ord values. We
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provide three theorems based on the method of pivotal quantity to establish the exa
t


on�den
e intervals and regions for the parameters. Two numeri
al examples are used to

illustrate the proposed methods, and we also assess the 
on�den
e intervals and regions

by performing a Monte Carlo simulation. The simulation results provide us some idea to


hoose the optimal pivots for 
onstru
ting 
on�den
e intervals and regions.
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Modified systematic sampling in the presence of
linear trend
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Abstract
A new systematic sampling design called “Modified Systematic Sam-
pling (MSS)”, proposed by [2] is more general than Linear System-
atic Sampling (LSS) and Circular Systematic Sampling (CSS). In the
present paper, this scheme is further extended for populations having
a linear trend. Expressions for mean and variance of sample mean are
obtained for the population having perfect linear trend among popu-
lation values. Expression for the average variance is also obtained for
super population model. Further, efficiency of MSS with respect to
CSS is obtained for different sample size.
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1. Introduction
In survey sampling, Linear Systematic Sampling (LSS) is a commonly used design.

Generally, it is useful when population size N is a multiple of sample size n, i.e. N = nk
(where k is the sampling interval). Thus, we have k samples each of size n. However,
LSS is not beneficial when population size N is not a multiple of the sample size n,
i.e. N 6= nk. Because in this case, LSS cannot provide a constant sample size n, thus,
estimate of population mean (total) is biased. Therefore, Circular Systematic Sampling
(CSS) was introduced by Lahiri in 1952 (cited in [1, p.139]). Contrary to LSS, CSS is
not advantageous when population size N is a multiple of the sample size n, i.e. N = nk
as in this case, CSS produces n replicates of k samples. Further, in CSS, the number of
samples also rapidly increase to N as compared to k samples of LSS.
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To improve the efficiency of systematic sampling, researchers proposed several modifica-
tions in the selection procedure. The considerable work is done by [4], [6] and [7]. In the
recent years, [8] proposed Diagonal Systematic Sampling (DSS) under the condition that
n ≤ k as a competitor of LSS. Later, the condition n ≤ k for DSS have relaxed by [9].
The generalization of DSS is suggested by [10]. Some modification in LSS are proposed
by [11], in which odd and even sample sizes are dealt separately. Further modification on
LSS is also proposed by [12]. Diagonal Circular Systematic Sampling (DCSS) proposed
by [5] is an extension of DSS to the circular version of systematic sampling. A note on
DCSS has been proposed by [3]. However, some of these schemes are applicable when
N = nk while other can be used only when N 6= nk.

A new systematic sampling design called “Modified Systematic Sampling (MSS)” pro-
posed by [2], which is applicable in both situations, whether N = nk or N 6= nk.
According to this design, first compute least common multiple of N and n, i.e. L, then
find k1, m, s and k, where k1 = L

n
, m = L

N
, s = N

k1
and k = [k1/m] or k = [N/n] is

rounded off to integer. Consequently, ms = n, which means that there are m sets and
each set contains s units in a sample. Thus, in MSS the jth unit of the ith set of a sample
of n units can be written as:

(1.1) y
(r)
ij = r+ (i− 1)k+ (j − 1)k1 − hN if hN < r+ (i− 1)k+ (j − 1)k1 ≤ (h+ 1)N

for h = 0, 1, 2; i = 1, 2, 3, ...,m and j = 1, 2, 3, ..., s.
This sampling scheme reduces to LSS if L = N or N = nk and CSS if L = N × n, the
detail is given below.
If N = nk then L = N , k1 = k, m = 1 and s = n. Thus, Equation (1.1) reduces to

(1.2) y
(r)
j = r + (j − 1)k, j = 1, 2, 3, ..., n

which is LSS.
Similarly, if L = N × n, then k1 = N , m = n and s = 1. So, Equation (1.1) can be
written as

(1.3) y
(r)
i = r + (i− 1)k − hN if hN < r + (i− 1)k ≤ (h+ 1)N

for h = 0, 1, 2; i = 1, 2, 3, ..., n.
Which is CSS.
To study the characteristics of MSS, we use an alternative method by partitioning the
total number of samples into different sets of similar samples. To develop an alternative
method, let us assume that k1 can be written as k1 = qk + rm, where q and rm are
quotient and remainder respectively. Further, we assume that w = 1 if (m − q) ≤ 1
and, w = (m− q) if (m− q) > 1. In both cases, there are two types of partitioning, i.e.
between samples and within samples(see detail in Subsections 1.1 and 1.2).

1.1. When w = 1. In this case partitioning between samples and within samples are
given in the Subsections 1.1.1 and 1.1.2.

1.1.1. Partitioning between samples. In this case, k1 possible samples are mainly parti-
tioned into two groups. The first group consists of initial {k1 − (m− 1)k} samples and
second group contains last (m − 1)k samples. However, in the second group, there are
(m − 1) subgroups, each attains k samples. If a random number r is selected from the
first k1 units of a population, there is a possibility that it is selected from the first group,
i.e. {k1 − (m− 1)k} or it is selected from the (m−1) subgroups of the second group, i.e.
{k1 − (m− u)k} < r ≤ {k1 − (m− u− 1)k} such that u = 1, 2, ..., (m− 1), where integer
u is selected corresponding to a random number r.
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1.1.2. Partitioning within samples. Furthermore, in the first group, all s units of all
m sets in each sample are labeled as r + (i − 1)k + (j − 1)k1, such that i = 1, 2, ...,m
and j = 1, 2, ..., s; while in the second group, all s units of the first (m − u) sets are
labeled as r+ (i− 1)k+ (j − 1)k1 such that i = 1, 2, ..., (m− u) and j = 1, 2, ..., s and in
each of the last u sets, first (s− 1) units are labeled as r+ (i− 1)k+ (j − 1)k1 such that
i = (m−u+1), ...,m; j = 1, 2, ..., (s−1) and last unit is labeled as r+(i−1)k+(j−1)k1−N
such that i = (m− u+ 1), ...,m and j = s.

1.2. When w = (n − q) > 1. In this case partitioning between samples and within
samples are given in the Subsections 1.2.1 and 1.2.2.

1.2.1. Partitioning between samples. In this case k1 samples are mainly partitioned into
two groups, the first group consists of the number of samples in which r ≤ {k1 − (w − 1)k + rm}.
The econd group contains the number of samples in which r > {k1 − (w − 1)k + rm}.
The first group is further partitioned into {(m− w)− (w − 1) + 2} subgroups in which,
there are rm number of samples in each of the first and the last subgroups, and k sam-
ples in each of the middle {(m− w)− (w − 1)} subgroups. In each subgroup of the
first group, corresponding to a random number r, an integer u is picked in such a way
that u = (w − 1) if 1 ≤ r ≤ {k1 − (m− u− 1)k}, u = w,w + 1, w + 2, ..., (m − w) if
{k1 − (m− u)k} < r ≤ {k1 − (m− u− 1)k} and u = (m− w + 1) if {k1 − (m− u)k} <
r ≤ {k1 − (m− u)k + rm}.
The second group consists of last {(w − 1)k − rm} = {(k − rm) + (w − 2)k} samples,
which is the combination of the first (k − rm) samples and the last (w − 2) sets of k
samples. These (w− 2) sets of k samples further partitioned in such a way that the first
rm of every k samples forms the first subgroup and the last (k − rm) samples of every k
samples together with the first (k−rm) samples of this group forms the second subgroup.
However, when w = 2, then we have only (k − rm) samples in the second group.

1.2.2. Partitioning within samples. In each sample of the first group, all s units of the
first (m − u) sets are labeled as r + (i − 1)k + (j − 1)k1 such that i = 1, 2, ..., (m − u)
and j = 1, 2, ..., s, and in each of the last u sets, the first (s − 1) units are labeled as
r + (i− 1)k + (j − 1)k1 such that i = (m− u+ 1), ...,m, j = 1, 2, ..., (s− 1) and the last
unit is labeled as r+ (i− 1)k+ (j− 1)k1 −N such that i = (m− u+ 1), ...,m and j = s.

In each sample of the first subgroup of the second group, all s units of the first (w−x)
sets are labeled as r+ (i− 1)k+ (j− 1)k1 such that i = 1, 2, ..., (w−x) and j = 1, 2, ..., s;
the units of middle (m−w+ 1) sets are labeled in such a way that, the first (s− 1) units
of each set are labeled as r + (i− 1)k + (j − 1)k1 such that i ∈ (w−x+1), ..., (m−x+1),
j = 1, 2, ..., (s− 1) and the last unit of each set is labeled as r + (i− 1)k + (j − 1)k1 −N
such that i ∈ (w− x+ 1), ..., (m− x+ 1) and j = s; the units of the last (x− 1) sets are
labeled in such a way that, the first (s−2) units are labeled as r+(i−1)k+(j−1)k1 such
that i ∈ (m−x+ 2), ...,m, j = 1, 2, ..., (s−2) and the last two units in each set is labeled
as r+(i−1)k+(j−1)k1−N such that i ∈ (m−x+2), ...,m and j = (s−1), s. However,
when s = 1, the units in these (x− 1) sets are labeled as r + (i− 1)k + (j − 1)k1 − 2N .
The possible values of x are 2, 3, ..., (w − 1).
Note: If w = 2, then this set of samples does not exist.
In the second subgroup of the second group, all s units of the the first (w − x) sets are
labeled as r + (i − 1)k + (j − 1)k1 such that i = 1, 2, ..., (w − x) and j = 1, 2, ..., s; The
units of middle (m − w) sets are labeled in such a way that the first (s − 1) units of
each set are labeled as r + (i− 1)k + (j − 1)k1 such that i ∈ (w− x+ 1), ..., (m− x) and
j = 1, 2, ..., (s−1), the last unit of each set is labeled as r + (i− 1)k + (j − 1)k1 −N such
that i ∈ (w − x+ 1), ..., (m− x) and j = s, the units of the last (x− 1) sets are labeled

419



in such a way that, the first (s− 2) units are labeled as r+ (i− 1)k+ (j− 1)k1 such that
i ∈ (m− x+ 2), ...,m, j = 1, 2, ..., (s− 2) and the last two units in each set is labeled as
r+ (i− 1)k+ (j − 1)k1 −N such that i ∈ (m− x+ 2), ...,m and j = (s− 1), s. However,
when s = 1, the units in these (x− 1) sets are labeled as r + (i− 1)k + (j − 1)k1 − 2N ,
the possible values of x are 1, 2..., (w − 1).

2. Mean and variance of MSS for population having linear trend
The following linear model of hypothetical population is to be considered as

(2.1) Yt = α+ β t, t = 1, 2, 3, ..., N

where α and β are the intercept and slope of the model respectively.

2.1. Mean of MSS. The sample mean for both cases, i.e. w = 1 and w > 1 are given
below (see detial in Appendix A.1).

Case (i) when w = 1

(2.2) ȳMSS = α+ β





[
r + 1

2
{(s− 1)k1 + (m− 1)k}

]
,

if r ≤ {k1 − (m− 1)k}[
r + 1

2
{(s− 1)k1 + (m− 1)k} − u k1

m

]
,

where

∣∣∣∣∣
u = 1, 2, ..., (m− 1) if

{k1 − (m− u)k} < r ≤ {k1 − (m− u− 1)k}.

Case (ii) when w > 2

(2.3) ȳMSS = α+ β





[
r + 1

2
{(s− 1)k1 + (m− 1)k} − uN

n

]
,

where

∣∣∣∣∣∣∣∣∣∣∣

u = (w − 1) if r ≤ {k1 − (m− u− 1)k

u = w,w + 1, ..., (m− w) if

{N − (m− u)k} < r ≤ {k1 − (m− u− 1)k},
u = (m− w + 1) if

{k1 − (m−m)k} < r ≤ {k1 − (m− u)k + rm}[
r + 1

2
{(s− 1)k1 + (m− 1)k} − (m− w − 1 + 2x)N

n

]
,

where

∣∣∣∣∣
x = 2, ..., (w − 1) if

{k1 − (w − x)k} < r ≤ {k1 − (w − x)k + rm}[
r + 1

2
{(s− 1)k1 + (m− 1)k} − (m− w + 2x)N

n

]
,

where

∣∣∣∣∣
x = 1, 2, 3, ..., (w − 1) if

{k1 − (w − x)k}+ rm < r ≤ {k1 − (w − x)k + k}

If w = 2, the Equation (2.3) will reduce to

(2.4) ȳMSS = α+ β





[
r + 1

2
{(s− 1)k1 + (m− 1)k} − uN

n

]

where

∣∣∣∣∣∣∣∣∣∣∣

u = (w − 1) if r ≤ {k1 − (m− u− 1)k,

u = w,w + 1, ..., (m− w) if

{N − (m− u)k} < r ≤ {k1 − (m− u− 1)k},
u = (m− w + 1) if

{k1 − (m−m)k} < r ≤ {k1 − (m− u)k + rm}[
r + 1

2
{(s− 1)k1 + (m− 1)k} − (m− w + 2x)N

n

]
,

where

∣∣∣∣∣
x = 1, 2, 3, ..., (w − 1) if

{k1 − (w − x)k}+ rm < r ≤ {k1 − (w − x)k + k}
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2.1.1. Unbiasedness of ȳMSS. (see detial in Appendix A.1.1).
The sample mean (ȳMSS) is an unbiased estimator of population mean (Ȳ )

(2.5) E(ȳMSS) = α+ β

{
N + 1

2

}
= Ȳ .

2.1.2. Variance of ȳMSS. (see detial in Appendix A.2)

(i) when w = 1

(2.6) V (ȳMSS) =
1

12m2
b2
[
m2(k21 − 1) +m(m2 − 1)k(mk − 2k1)

]
.

Note: In this case, if N = nk then L = N , so m = 1, thus,

V (ȳMSS) =
1

12
b2(k2 − 1).

This is a variance of linear systematic sampling.

(ii) when w > 1

(2.7) (ȳMSS) = 1
12m2 b

2
[
m2(k21 − 1) +m(m2 − 1)k(mk − 2k1)

+4w(w − 1)k1 {3k1 − (3m− 2w + 1)k}] .

3. Yates corrected estimator
Yates corrected estimator of population mean for MSS is derived below.

3.1. Yates corrected estimator for MSS. The corrected estimator ȳcMSS of popula-
tion mean using MSS is given by

(3.1) ȳcMSS = 1
n

[
λ1lYr1 +

∑n−1
l=2 Yrl + λ2lYrn

]
,

where λ1l and λ2l are selected so that sample mean coincides with the population mean
in the presence of linear trend for all choices of r ∈ 1, 2, ..., k1.
Alternatively Equation (3.1) can be written as

(3.2) ȳcMSS = ȳMSS + al(r) (Yr1 − Yrn) ,

where al(r) = λ1l−1
n

= 1−λ2l
n

.
Under the model given in (2.1), the population mean is

(3.3) Ȳ = α+ β
N + 1

2
.

As mentioned earlier, that there are two cases, i.e. (i) w = 1 and (ii) w > 1.
First, we consider the Case (i).

3.1.1. Case (i): when w = 1. In this situation, a random start r is selected from k1
units such that r ≤ {k1 − (m− 1)k} or r > {k1 − (m− 1)k}.
If r ≤ {k1 − (m− 1)k}, then l = 1 and the last value of each sample is labeled {r+ (m−
1)k + (s− 1)k1}. Thus, (3.2) becomes

(3.4) ȳcMSS = ȳMSS + a1(r)
(
Yr − Yr+(m−1)k+(s−1)k1

)
.

Under the linear model given in (2.1), we have ȳMSS = α+β
[
r + 1

2
{(s− 1)k1 + (m− 1)k}

]
,

Yr = α+ β r and Yr+(m−1)k+(s−1)k1 = α+ β {r + (m− 1)k + (s− 1)k1}.
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Putting these values in (3.4), we have

(3.5) ȳcMSS = α+ β

[
r +

1

2
{(m− 1)k + (s− 1)k1} − a1(r) {(m− 1)k + (s− 1)k1}

]
.

Comparing the coefficients of α and β in (3.3) and (3.5) and solving for a1(r), we have

a1(r) =

{
2r − 1 + (m− 1)k − k1

2 {(m− 1)k + (s− 1)k1}

}
.

Putting a1(r) in (3.4), we have

(3.6) ȳcMSS = ȳMSS +
2r − 1 + (m− 1)k − k1

2 {(m− 1)k + (s− 1)k1}
(
Yr − Yr+(m−1)k+(s−1)k1

)
.

If r > {k1 − (m− 1)k}, then l = 2 and the last value of each sample is labeled {r+ (m−
1)k + (s− 1)k1 −N}. Thus, (3.2) becomes

(3.7) ȳcMSS = ȳMSS + a2(r)
(
Yr − Yr+(m−1)k+(s−1)k1−N

)
.

Under the linear model (2.1), we have ȳMSS = α+β
[
r + 1

2
{(s− 1)k1 + (m− 1)k} − u k1

m

]
,

where u = 1, 2, ..., (m − 1) if{k1 − (m − u)k} < r ≤ {k1 − (m − u − 1)k}, Yr = α + β r
and Yr+(s−1)k1+(m−1)k−N = α+β {r + (s− 1)k1 + (m− 1)k −N}. Putting these values
in (3.7), we have

(3.8) ȳcMSS = α+ β

[
r +

1

2
{(s− 1)k1 + (m− 1)k} − uk1

m
− a2(r){(m− 1)k − k1}

]
.

Comparing the coefficients of α and β in (3.3) and (3.8) and solving for a2(r), we have

(3.9) a2(r) =

{
2r − (k1 + 1) + (m− 1)k − 2uk1/m

2 {(m− 1)k − k1}

}
,

where u = 1, 2, ..., (m − 1), which are picked corresponding to a random number r such
that {k1 − (m− u)k} < r ≤ {k1 − (m− u− 1)k}.
Putting a2(r) in (3.7), we have

(3.10)
ȳcMSS = ȳMSS +

{
2r − (k1 + 1) + (m− 1)k − 2uk1/m

2 {(m− 1)k − k1}

}
×

(
Yr − Yr+(m−1)k+(s−1)k1−N

)
.

3.1.2. Case (ii): when w > 1. As mentioned earlier in Section 1 , when s = 1, MSS
becomes CSS (see [2]). Therefore, we focus the MSS for s > 1. It is also mentioned in
Subsection 1.2, all k1 samples are partitioned into two groups. The first group contains
the samples where r ≤ k1 − (w − 1)k + rm and the second group consist of the samples
in which r > k1 − (w − 1)k + rm.
The corrected sample mean for each sample in the first group is similar to the corrected
sample mean found in Subsection 3.1.1, where r > k1− (m− 1)k, because the pattern of
samples in both situations is similar. Further, the weights assigned to the first and the
last units of each sample in this group will be similar to the weights given in (3.9), i.e.

ȳcMSS = ȳMSS + a2(r)
(
Yr − Yr+(m−1)k+(s−1)k1−N

)
,

a2(r) =

{
2r − (k1 + 1) + (m− 1)k − 2uk1/n

2 {(m− 1)k − k1}

}
,

where u = (w − 1) corresponding to a random number r such that 1 ≤ r ≤ {k1 − (m −
u − 1)k}, u = w,w + 1, ..., (m − w) if {k1 − (m − u)k} < r ≤ {k1 − (m − u − 1)k} and
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u = (m− w + 1) if {k1 − (m− u)k} < r ≤ {k1 − (m− u)k + rm}. Thus,

(3.11) ycMSS = ȳMSS +
{

2r−(k1+1)+(m−1)k−2uk1/n
2{(m−1)k−k1}

}

×
(
Yr − Yr+(m−1)k+(s−1)k1−N

)
.

The second group having samples in which r > k1−(w−1)k+rm, and the first subgroup
consists of the number of samples in which {k1 − (w− x)k} < r ≤ {k1 − (w− x)k+ rm}
such that x = 2, ..., (w − 1). The Yates corrected estimator with l = 3 in (3.2), for the
samples of the first subgroup can be written as

(3.12) ȳcMSS = ȳMSS + a3(r)
(
Yr − Yr+(m−1)k+(s−1)k1−N

)
.

Under a linear model (2.1) ȳMSS = α+β[r+ 1
2
{(s−1)k1+(m−1)k} −(m−w−1+2x) k1

m
],

where x = 2, ..., (w− 1) if {k1− (w−x)k} < r ≤ {k1− (w−x)k+ rm}, Yr = α+ β r and
Yr+(s−1)k1+(m−1)k−N = α + β{r + (s − 1)k1 + (m − 1)k − N}. Putting these values in
(3.12), we have

(3.13)
ȳcMSS = α+ β

[
r + 1

2
{(s− 1)k1 + (m− 1)k} − (m− w − 1 + 2x) k1

m

+a3(r){(m− 1)k − k1}
]
.

Comparing the coefficients of α and β given in (3.3) and (3.13) and solving for a3(r), we
have

(3.14) a3(r) =

{
2r − (k1 + 1) + (m− 1)k − 2k1(m− w + 2x− 1)/m

2 {(m− 1)k − k1}

}
.

Putting a3(r) in the corrected estimator given in (3.12), we have

(3.15) ȳcMSS = ȳMSS +
{

2r−(k1+1)+(m−1)k−2k1(m−w+2x−1)/m
2{(m−1)k−k1}

}

×
(
Yr − Yr+(m−1)k+(s−1)k1−N

)
,

where x = 2, ..., (w − 1), which are picked corresponding to a random number r
such that {k1 − (w − x)k} < r ≤ {k1 − (w − x)k + rm}. Similarly, the second
subgroup consists of the number of samples in which {k1 − (w− x)k + rm} < r ≤
{k1− (w− x)k+ k} such that x = 1, 2, ..., (w− 1). The Yates corrected estimator
with l = 4 in (3.2), for samples of this subgroup, can be written as

(3.16) ȳcMSS = ȳMSS + a4(r)
(
Yr − Yr+(m−1)k+(s−1)k1−N

)
.

Under the linear model (2.1), ȳMSS = α+β[r+ 1
2{(s−1)k1+(m−1)k}−(m−w+

2x)k1m ], where x = 1, 2, ..., (w− 1) if {k1 − (w− x)k} < r ≤ {k1 − (w− x)k+ rm},
Yr = α + βr and Yr+(s−1)k1+(m−1)k−N = α + β {r + (s− 1)k1 + (m− 1)k −N}.
Putting these values in (3.16), we have

(3.17)
ȳcMSS = α+ β

[
r + 1

2{(s− 1)k1 + (m− 1)k} − (m− w + 2x)k1m

+a4(r){(m− 1)k − k1}
]
.

Comparing the coefficients of α and β given in (3.3) and (3.17) and solving for
a4(r), we have

(3.18) a4(r) =

{
2r − (k1 + 1) + (m− 1)k − 2k1(m− w + 2x)/m

2 {(m− 1)k − k1}

}
.
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Putting a4(r) in the corrected estimator given in (3.16), we have

(3.19) ycMSS = ȳMSS +
{

2r−(k1+1)+(m−1)k−2k1(m−w+2x)/m
2{(m−1)k−k1}

}

×
(
Yr − Yr+(m−1)k+(s−1)k1−N

)
,

where x = 1, 2, ..., (w− 1), which are picked corresponding to a random number r
such that {k1 − (w − x)k} < r ≤ {k1 − (w − x)k + rm}.

4. Average variance

In real life application, we hardly found such population exhibiting perfect linear
trend. Therefore, it is necessary to study the average variance of the corrected
estimator under MSS using following super population model.

(4.1) Yt = α+ β t+ et,

where E(et) = 0, V (et) = E(e2t ) = σ2tg, Cov(et, ev) = 0, t 6= v = 1, 2, 3, ..., N and
g is the predetermined constant.
The average variance of ȳ(r)MSS under modified systematic sampling for population
modeled by Yt = α+ β t+ et is given by

Case (i) when w = 1 (see detial in Appendix B)

(4.2)

E
{
V (ȳ

(r)
MSS)

}
= σ2

k1

{∑k1−(m−1)k
r=1 χ1 (u, r)

+
∑m−1
u=1

∑k1−(m−u−1)k
r=k1−(m−u)k+1 χ2 (u, r)

+k1
∑N
t=1 t

g
/
N2
}
,

where
χ1 (u, r) = δ+1 (r)rg + θ

∑m
i=1

∑s
j=1{r + (i− 1)k + (j − 1)k1}g

+δ−1 (r){r + (m− 1)k + (s− 1)k1}g,
χ2 (u, r) = δ+2 (r)rg + θ 1

n2

{∑m−u
i=1

∑s
j=1 (r + (i− 1)k + (j − 1)k1)

g

+
∑m
i=m−u+1

(∑s−1
j=1 (r + (i− 1)k + (j − 1)k1)

g
+
(
r + (i− 1)k

+(s− 1)k1 −N
)g)}

+ δ−2 (r) (r + (m− 1)k + (s− 1)k1 −N)
g
,

δ+l (r) = al(r){al(r) + 2
(
1
n − 1

N

)
}, δ−l (r) = al(r){al(r)− 2

(
1
n − 1

N

)
} and

θ = 1
n

(
1
n − 2

N

)
, such that l = 1, 2.

Case (ii) When w > 1 (see detial in Appendix B)

(4.3)

E
{
V
(
ȳ
(r)
MSS

)}
= σ2

k1

[∑w−1
u=w−1

∑k1−(m−u−1)k
r=1 χ2 (u, r)

+
∑m−w
u=w

∑k1−(m−u−1)k
r=k1−(m−u)k+1 χ2 (u, r)

+
∑m−w+1
u=m−w+1

∑k1−(m−u−1)k
r=k1−(m−u)k+1 χ2 (u, r)

+
∑w−1
x=2

∑k1−(w−x)k+rm
r=k1−(w−x)k+1 χ3 (x, r)

+
∑w−1
x=1

∑k1−(w−x)k+k
r=k1−(w−x)k+rm+1 χ4 (x, r)

+ k1
∑N
t=1 t

g
/
N2
]
,
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where
χ2 (u, r) = δ+2 (r)rg + θ 1

n2

{∑m−u
i=1

∑s
j=1 (r + (i− 1)k + (j − 1)k1)

g

+
∑m
i=m−u+1

(∑s−1
j=1 (r + (i− 1)k + (j − 1)k1)

g

+(r + (i− 1)k + (s− 1)k1 −N)
g
)}

+ δ−2 (r) (r + (m− 1)k + (s− 1)k1 −N)
g
,

χ3 (x, r) = δ+3 (r)rg + θ
{∑w−x

i=1

∑s
j=1{r + (i− 1)k + (j − 1)k1}g

+
∑m−x+1
i=w−x+1

(∑s−1
j=1{r + (i− 1)k + (j − 1)k1}g

+{r + (i− 1)k + (s− 1)k1 −N}g
)

+
∑m
i=m−x+2

(∑s−2
j=1{r + (m− 1)k + (j − 1)k1}g

+
∑s
j=s−1{r + (i− 1)k + (j − 1)k1 −N}g

)}

+δ−3 (r){r + (m− 1)k + (s− 1)k1 −N}g,
χ4 (x, r) = δ+4 (r)rg + θ

{∑w−x
i=1

∑s
j=1{r + (i− 1)k + (j − 1)k1}g

+
∑m−x
i=w−x+1

(∑s−1
j=1{r + (i− 1)k + (j − 1)k1}g

+{r + (i− 1)k + (s− 1)k1 −N}g
)

+
∑m
i=m−x+1

(∑s−2
j=1{r + (m− 1)k + (j − 1)k1}g

+
∑s
j=s−1{r + (i− 1)k + (j − 1)k1 −N}g

)}

+δ−4 (r){r + (m− 1)k + (s− 1)k1 −N}g,
δ+l (r) = al(r){al(r) + 2

(
1
n − 1

N

)
}, δ−l (r) = al(r){al(r)− 2

(
1
n − 1

N

)
} and

θ = 1
n

(
1
n − 2

N

)
, for l = 2, 3, 4

5. Empirical study

Due to the complex nature of the derived expressions, the average variances of MSS
and CSS cannot be theoretically compared. Therefore, in this paper, a computer
based efficiency comparison of MSS and CSS is made numerically under super
population model (4.1). The numerical comparison has been made for N = 21,
N = 30, N = 50 and N = 78. As mentioned earliar, if L = N then MSS re-
duces to LSS and if L = (N × n) then MSS becomes CSS. Therefore, the choice
of a sample size considered in this paper is based on the fact that N < L < (N×n).

The relative efficiency of MSS over CSS is presented in Table 1 under g = 0, 1, 2, 3.
This table includes 40 different combinations of N and n each at g = 0, 1, 2 and 3
which are to be considered for efficiency comparison, and it is observed that CSS
is not applicable for 4 combinations. Thus, we have 36 × 4 = 144 results of
efficiency comparison and found that MSS is more efficient than CSS in 135 cases.
Further, it is to be noted, whenever N

n =
(
n
2 + 1

2

)
, the efficiency of MSS over CSS

is dramatically increased.

5.1. Natural Population. We use the following natural population for efficiency
comparison. The results are given in Table 2. Population 1: [Source: [1, page.228].
Table 2 reflacts that MSS is more efficient than CSS.
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Table 1. Rercent Relative Efficiency (PRE) of MSS over CSS under linear trend

N n g = 0 g = 1 g = 2 g = 3 N n g = 0 g = 1 g = 2 g = 3

21 6 1235.016 1933.767 2709.724 3246.609 78 4 117.427 136.092 146.405 147.684
9 117.385 151.130 174.582 186.989 8 129.769 182.162 229.578 259.786
12 240.000 591.045 1375.565 2521.240 9 192.866 316.722 411.684 454.488

30 4 135.923 162.510 180.204 185.741 10 139.707 208.739 281.749 337.633
8 246.131 376.018 544.687 700.611 12 6766.915 13989.818 19161.993 21879.417
9 103.060 138.491 160.844 170.657 14 - - - -
12 - - - - 15 90.595 152.753 201.481 223.241
14 103.355 144.513 188.675 222.580 16 191.878 323.211 512.333 718.994

50 4 122.565 143.552 155.795 158.042 18 105.243 205.796 258.754 278.058
6 101.443 123.039 137.125 142.782 20 257.844 455.482 780.262 1198.619
8 97.891 125.605 146.267 156.789 21 236.637 633.532 1610.276 3245.550
12 93.959 130.154 163.181 184.581 22 7.521 14.757 28.913 56.125
14 43.631 84.386 161.900 305.136 24 114.967 260.473 359.195 399.452
15 113.396 192.752 237.112 255.203 27 - - - -
16 93.665 136.682 182.496 217.408 28 129.784 203.929 293.560 381.668
18 176.253 339.329 667.273 1275.240 30 - - - -
20 83.942 360.224 621.068 698.071 32 127.980 210.134 322.967 448.077
22 128.892 193.530 275.040 353.302 33 153.748 309.110 503.525 655.560
24 101.712 159.836 238.027 313.959 34 129.642 215.246 339.183 482.954

36 151.165 418.855 673.244 790.552
38 100.656 170.712 280.950 410.473

The symbol (-) indicates that CSS is not possible

Table 2. Percent Relative Efficiency (PRE) of MSS over CSS for Population 1

N = 80 Variance Eff =
V (CSS)
V (MSS)

× 100

n MSS CSS
6 148053.500 148326.200 100.184
12 37312.340 46858.630 125.585
14 33277.620 37824.400 113.663
15 28206.520 39716.150 140.805
18 29362.610 50787.490 172.967
24 9108.401 37832.020 415.353
25 7983.309 19399.580 243.002
26 7471.210 8915.224 119.328
28 6836.277 12549.070 183.566

Here, V (MSS) = Variance of modified systematic sampling and V (CSS) = Variance of circular
systematic sampling.

6. Conclusion

Modified Systematic Sampling (MSS) is a more general scheme than LSS and CSS.
Because, when least common multiple of N and n is equal to lower extreme, i.e.
L = N , MSS coincides with LSS. If it is equal to upper extreme, i.e. L = (N ×n),
then MSS coincides with CSS. However, when L lies between these two extreme
values, i.e. N < L < (N × n), MSS is advantageous over CSS. In this case, the
number of samples is considerably reduced in MSS as compared to CSS, i.e. min-
imum reduction is half of the samples.
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Contrary to the CSS, the explicit expressions for mean and variance of mean are
derived for population having perfect linear trend among the population values.
Further, numerical comparison is carried out in this paper clearly favors the use
of MSS over CSS for population modeled by a super population model with linear
trend as well as for natural population.
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comments helped to improve the presentation of this paper.
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Appendix A. Mean and variance of MSS for population having
linear trend

The following linear model of hypothetical population is to be considered

(A.1) Yt = α+ β t, t = 1, 2, 3, ..., N,

where α and β are the intercept and slope of the model respectively.

A.1. Mean of MSS. The sample mean for both cases, i.e. w = 1 and w > 1
are separately discussed below:

Case (i) when w = 1
If r ≤ (k1 − (m− 1)k, the mean, ȳMSS can be written as

ȳMSS = α+ β
1

ms

m−w+1∑

i=1

s∑

j=1

{r + (i− 1)k + (j − 1)k1}

After simplification, we have

ȳMSS = α+ β

[
r +

1

2
{(s− 1)k1 + (m− 1)k}

]
.

If {k1 − (m− u)k} < r ≤ {k1 − (m− u− 1)k} for u = 1, 2, ...,m− 1, then

ȳMSS = α+ β 1
ms

[∑m−u
i=1

∑s
j=1{r + (i− 1)k + (j − 1)k1}

+
∑m
i=m−u+1

{∑s−1
j=1 {r + (i− 1)k + (j − 1)k1}

+ {r + (i− 1)k + (s− 1)k1 −N}
}]
.

After simplification, we have

ȳMSS = α+ β

[
r +

1

2
{(s− 1)k1 + (m− 1)k} − uk1

m

]
.

Thus ȳMSS is a piecewise function of r, i.e.

(A.2) ȳMSS = α+ β





[
r + 1

2
{(s− 1)k1 + (m− 1)k}

]

if r ≤ {k1 − (m− 1)k}[
r + 1

2
{(s− 1)k1 + (m− 1)k} − u k1

m

]

where

∣∣∣∣∣
u = 1, 2, ..., (m− 1) if

{k1 − (m− u)k} < r ≤ {k1 − (m− u− 1)k}.

Case (ii) when w > 1
If r ≤ {k1 − (w − 1)k + rm}, then r must belongs to any one of the three
subgroups which have been discussed in Section 1. Therefore, corresponding
to a random number r, an integer u is picked in such a way that u = (w − 1)
if 1 ≤ r ≤ {k1 − (m− u− 1)k}; u = w,w+ 1, w+ 2, ..., (m−w) if {k1 − (m−
u)k} < r ≤ {k1 − (m − u − 1)k} and u = (m − w + 1) if {k1 − (m − u)k} <
r ≤ {k1 − (m− u)k + rm}.
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For each subgroup, ȳMSS can be written as

ȳMSS = α+ β 1
ms

[∑m−u
i=1

∑s
j=1{r + (i− 1)k + (j − 1)k1}

+
∑m
i=m−u+1

{∑s−1
j=1 {r + (i− 1)k + (j − 1)k1}

+ {r + (i− 1)k + (s− 1)k1 −N}
]
.

After few steps, we have

ȳMSS = α+ β

[
r +

1

2
{(s− 1)k1 + (m− 1)k} − uk1

m

]
.

If w > 2, then it is also possible that {k1−(w−x)k} < r ≤ {k1−(w−x)k+r1},
such that x = 2, 3, ..., w − 1. So,

(A.3)

ȳMSS = α+ β 1
ms

[∑w−x
i=1

∑s
j=1{r + (i− 1)k + (j − 1)k1}

+
∑m−x+1
i=w−x+1

{∑s−1
j=1 {r + (i− 1)k + (j − 1)k1}

+ {r + (i− 1)k + (s− 1)k1 −N}
+
∑m
i=m−x+2

{∑s−2
j=1 {r + (i− 1)k + (j − 1)k1}

+
∑s
j=s−1 {r + (i− 1)k + (j − 1)k1 −N} .

When s = 2, then Equation (A.3) can be expressed as

ȳMSS = α+ β 1
ms

[∑w−x
i=1

∑s
j=1{r + (i− 1)k + (j − 1)k1}

+
∑m−x+1
i=w−x+1

{∑s−1
j=1 {r + (i− 1)k + (j − 1)k1}

+ {r + (i− 1)k + (s− 1)k1 −N}
}

+
∑m
i=m−x+2

{∑s
j=s−1 {r + (i− 1)k + (j − 1)k1 −N}

}]
.

Also, when s = 1, then Equation (A.3) can be expressed as

ȳMSS = α+ β 1
ms

[∑w−x
i=1

∑s
j=1{r + (i− 1)k + (j − 1)k1}

+
∑m−x+1
i=w−x+1 {r + (i− 1)k + (s− 1)k1 −N}

+
∑m
i=m−x+2 {r + (i− 1)k + (s− 1)k1 − 2N}

]
.

After simplifying of Equation (A.3) for each case, i.e. s = 1, s = 2 and s > 2,
we have

ȳMSS = α+ β

[
r +

1

2
{(s− 1)k1 + (m− 1)k} − (m− w − 1 + 2x)

k1
m

]
.

If {k1 − (w − x)k + r1} < r ≤ {k1 − (w − x)k + k}, then

(A.4)

ȳMSS = α+ β 1
ms

[∑w−x
i=1

∑s
j=1{r + (i− 1)k + (j − 1)k1}

+
∑m−x
i=w−x+1

{∑s−1
j=1 {r + (i− 1)k + (j − 1)k1}

+ {r + (i− 1)k + (s− 1)k1 −N}
}

+
∑m
i=m−x+1

{∑s−2
j=1 {r + (i− 1)k + (j − 1)k1}

+
∑s
j=s−1 {r + (i− 1)k + (j − 1)k1 −N}

}]
.
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When s = 2, then Equation (A.4) can be expressed as

ȳMSS = α+ β 1
ms

[∑w−x
i=1

∑s
j=1{r + (i− 1)k + (j − 1)k1}

+
∑m−x
i=w−x+1

{∑s−1
j=1 {r + (i− 1)k + (j − 1)k1}

+ {r + (i− 1)k + (s− 1)k1 −N}
}

+
∑m
i=m−x+1

∑s
j=s−1 {r + (i− 1)k + (j − 1)k1 −N}

]
.

When s = 1, then Equation (A.4) can be expressed as,

ȳMSS = α+ β 1
ms

[∑w−x
i=1

∑s
j=1{r + (i− 1)k + (j − 1)k1}

+
∑m−x
i=w−x+1 {r + (i− 1)k + (s− 1)k1 −N}

+
∑m
i=m−x+1 {r + (i− 1)k + (s− 1)k1 − 2N}

]
.

After simplification of Equation (A.4) for each case, i.e. s = 1, s = 2 and
s > 2, we have

ȳMSS = α+ β
[
r +

1

2
{(s− 1)k1 + (m− 1)k} − (m− w + 2x)

k1
m

]
.

Thus, mean of MSS for above model of hypothetical population with random
start r is given by:

(A.5) ȳMSS = α+ β





[
r + 1

2
{(s− 1)k1 + (m− 1)k} − uN

n

]

where

∣∣∣∣∣∣∣∣∣∣

u = (w − 1) if r ≤ {k1 − (m− u− 1)k,
u = w,w + 1, ..., (m− w) if
{N − (m− u)k} < r ≤ {k1 − (m− u− 1)k},
u = (m− w + 1) if
{k1 − (m− u)k} < r ≤ {k1 − (m− u)k + rm}[

r + 1
2
{(s− 1)k1 + (m− 1)k} − (m− w − 1 + 2x)N

n

]
,

where

∣∣∣∣
x = 2, ..., (w − 1) if
{k1 − (w − x)k} < r ≤ {k1 − (w − x)k + rm}[

r + 1
2
{(s− 1)k1 + (m− 1)k} − (m− w + 2x)N

n

]
,

where

∣∣∣∣
x = 1, 2, 3, ..., (w − 1) if
{k1 − (w − x)k}+ rm < r ≤ {k1 − (w − x)k + k}

If w = 2, then Equation (A.5) reduces to

ȳMSS = α+β





[
r + 1

2{(s− 1)k1 + (m− 1)k} − uNn
]

where

∣∣∣∣∣∣∣∣∣∣

u = (w − 1) if r ≤ {k1 − (m− u− 1)k,
u = w,w + 1, ..., (m− w) if
{N − (m− u)k} < r ≤ {k1 − (m− u− 1)k},
u = (m− w + 1) if
{k1 − (m− u)k} < r ≤ {k1 − (m− u)k + rm}[

r + 1
2{(s− 1)k1 + (m− 1)k} − (m− w + 2x)Nn

]
,

where

∣∣∣∣
x = 1, 2, 3, ..., (w − 1) if
{k1 − (w − x)k}+ rm < r ≤ {k1 − (w − x)k + k}

A.1.1. Unbiasedness of sample mean ȳMSS. We have two cases:
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Case (i) when w = 1: Taking the expected value of (A.2), we have

E(ȳMSS) = 1
k1

[∑(k1−(m−1)k)
r=1

[
r + 1

2{(s− 1)k1 + (m− 1)k}
]

+
∑m−1
u=1

∑k1−(m−u−1)k)
r=(k1−(m−u)k)+1

[
r + 1

2{(s− 1)k1 + (m− 1)k} − uk1m
]]
.

As sk1 = N , then
E(ȳMSS) = 1

k1

[∑(k1−(m−1)k)
r=1

[
α+ β

{
r + 1

2 (N − k1 + (m− 1)k)
}]

+
∑m−1
u=1

∑k1−(m−u−1)k)
r=(k1−(m−u)k)+1

[
α+ β

{
r + 1

2 (N − k1 + (m− 1)k)

−uk1m
}]]

.

After a little algebra, we have

E(ȳMSS) = α+ β

{
N + 1

2

}
= Ȳ ,

which shows that ȳMSS is an unbiased estimator of Ȳ .

Case (ii) when w > 1:
If w > 2, we take the expected value of (A.5), we have

E(ȳMSS) = 1
k1

[∑w−1
u=w−1

∑k1−(m−u−1)k
r=1

[
α+ β

{
r + 1

2 ((s− 1)k1

+(m− 1)k − uk1m
}]

+
∑m−w
u=w

∑k1−(m−u−1)k
r=k1−(m−u)k+1

[
α+ β

{
r + 1

2 ((s− 1)k1

+(m− 1)k − uk1m
}]

+
∑m−w+1
u=m−w+1

∑k1−(m−u)k+rm
r=k1−(m−u)k+1

[
α+ β

{
r + 1

2 ((s− 1)k1

+(m− 1)k − uk1m
}]

+
∑w−1
x=2

∑k1−(w−x)k+rm
r=k1−(w−x)k+1

[
α+ β

{
r + 1

2 ((s− 1)k1

+(m− 1)k − (m−w−1+2x)k1
m

}]

+
∑w−1
x=1

∑k1−(w−x)k+k
r=k1−(w−x)k+rm+1

[
α+ β

{
r + 1

2 ((s− 1)k1

+(m− 1)k − (m−w+2x)k1
m

}]]
.

But if w = 2, we take the expected value of (A.5), given by

E(ȳMSS) = 1
k1

[∑w−1
u=w−1

∑k1−(m−u−1)k
r=1

[
α+ β

{
r + 1

2 ((s− 1)k1

+(m− 1)k − uk1m
}]

+
∑m−w
u=w

∑k1−(m−u−1)k
r=k1−(m−u)k+1

[
α+ β

{
r + 1

2 ((s− 1)k1

+(m− 1)k − uk1m
}]

+
∑m−w+1
u=m−w+1

∑k1−(m−u)k+rm
r=k1−(m−u)k+1

[
α+ β

{
r + 1

2 ((s− 1)k1

+(m− 1)k − uk1m
}]

+
∑w−1
x=1

∑k1−(w−x)k+k
r=k1−(w−x)k+rm+1

[
α+ β

{
r + 1

2 ((s− 1)k1

+(m− 1)k − (m−w+2x)k1
m

}]]
.
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After few steps, we have

E(ȳMSS) = 1
2m

[
2αm+ β

{
2k1 − 2r1 − 2km+ 2wk + 2wr1

+2kwm− 2k1w − 2kw2 +Nm+m
}]

E(ȳMSS) =
[
α+ β 1

2m

{
m (N + 1)− 2k1(w − 1)

+2r1(w − 1)− 2wk(w − 1) + 2km(w − 1)
}]

(A.6) E(ȳMSS) =

[
α+ β

{
N + 1

2
+

(w − 1)

m
(r1 − k1 − wk + km)

}]
.

When w = (m− q) in (A.6), we have

E(ȳMSS) =

[
α+ β

{
N + 1

2
+

(m− q − 1)

m
(r1 − k1 − (m− q)k + km)

}]
,

E(ȳMSS) =

[
α+ β

{
N + 1

2
+

(m− q − 1)

m
(qk + r1 − k1 −mk + km)

}]
,

E(ȳMSS) = α+ β

{
N + 1

2
+

(m− q − 1)

m
(qk + r1 − k1)

}
,

E(ȳMSS) = α+ β

{
N + 1

2

}
= Ȳ

.
the above equation shows that ȳMSS is unbiased estimator of Ȳ as k1 = qk+r1.
Note: Putting w = 1 in (A.6), we also have

E(ȳMSS) = α+ β

{
N + 1

2

}
= Ȳ .

A.2. The variance of ȳMSS.

V (ȳMSS) = E(ȳMSS − Ȳ )2 = 1
k1

∑k1
r=1(ȳr(MSS) − Ȳ )2.

(i) when w = 1

V (ȳMSS) = 1
k1

[∑k1−(m−1)k
r=1

{
ȳr(MSS) − Ȳ

}2

+
∑m−1
u=1

∑k1−(m−u−1)k
r=k1−(m−u)k+1

{
ȳr(MSS) − Ȳ

}2]
.

V (ȳMSS) = 1
k1

[∑k1−(m−1)k
r=1

[
α+ β

{
r + 1

2 ((s− 1)k1 + (m− 1)k)
}

−
{
α+ βN+1

2

}]2

+
∑m−1
u=1

∑k1−(m−u−1)k
r=k1−(m−u)k+1

[
α+ β{r + 1

2 ((s− 1)k1 + (m− 1)k)

−uk1m
}
−
{
α+ βN+1

2

}]2]
.

V (ȳMSS) = 1
k1

[∑k1−(m−1)k
r=1

[
β
{
r + 1

2 ((m− 1)k − k1)
}
− β

2

]2

+
∑m−1
u=1

∑k1−(m−u−1)k
r=k1−(m−u)k+1

[
β
{
r + 1

2 ((m− 1)k − k1)

−uk1m
}
− β

2

]2]
.
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After simplification, we have

(A.7) V (ȳMSS) =
1

12m2
b2
[
m2(k21 − 1) +m(m2 − 1)k(mk − 2k1)

]
,

Note: If N = nk, then L = N , so m = 1, thus

V (ȳMSS) =
1

12
b2(k2 − 1).

This is a variance of linear systematic sampling.

(ii) when w > 1
If w > 2, then V (ȳMSS) will be expressed as:

V (ȳMSS) = 1
k1

[∑w−1
u=w−1

∑k1−(m−u−1)k
r=1

{
ȳr(MSS) − Ȳ

}2

+
∑m−w
u=w

∑k1−(m−u−1)k
r=k1−(m−u)k+1

{
ȳr(MSS) − Ȳ

}2

+
∑m−w+1
u=m−w+1

∑k1−(m−u)k+rm
r=k1−(m−u)k+1

{
ȳr(MSS) − Ȳ

}2

+
∑w−1
x=2

∑k1−(w−x)k+rm)
r=(k1−(w−x)k)+1

{
ȳr(MSS) − Ȳ

}2

+
∑w−1
x=1

∑k1−(w−x)k+k)
r=(k1−(w−x)k)+rm+1

{
ȳr(MSS) − Ȳ

}2]
.

If w = 2, then the term
∑w−1
x=2

∑k1−(w−x)k+rm)
r=(k1−(w−x)k)+1

{
ȳr(MSS) − Ȳ

}2will be omit-
ted from V (ȳMSS).

V (ȳMSS) = 1
k1

[∑w−1
u=w−1

∑k1−(m−u−1)k
r=1

[
α+ β

{
r + 1

2

(
(s− 1)k1

+(m− 1)k
)
− uk1m

}
−
{
α+ βN+1

2

}]2

+
∑m−w
u=w

∑k1−(m−u−1)k
r=k1−(m−u)k+1

[
α+ β

{
r + 1

2

(
(s− 1)k1

+(m− 1)k
)
− uk1m

}
−
{
α+ βN+1

2

}]2

+
∑m−w+1
u=m−w+1

∑k1−(m−u)k+rm
r=k1−(m−u)k+1

[
α+ β

{
r + 1

2

(
(s− 1)k1

+(m− 1)k
)
− uk1m

}
−
{
α+ βN+1

2

}]2

+
∑w−1
x=2

∑k1−(w−x)k+r1)
r=(k1−(w−x)k)+1

[
α+ β

{
r + 1

2

{
(s− 1)k1

+(m− 1)k
}
− (m− w − 1 + 2x)k1m

}
−
{
α+ βN+1

2

}]2

+
∑w−1
x=1

∑k1−(w−x)k+k)
r=(k1−(w−x)k)+r1+1

[
α+ β

{
r + 1

2

{
(s− 1)k1

+(m− 1)k
}
− (m− w + 2x)k1m

}
−
{
α+ βN+1

2

}]2]
,

434



(A.8)

V (ȳMSS) = 1
k1

[∑w−1
u=w−1

∑k1−(m−u−1)k
r=1

[
β
{
r + 1

2 ((m− 1)k − k1)

−uk1m
}
− β

2

]2

+
∑m−w
u=w

∑k1−(m−u−1)k
r=k1−(m−u)k+1

[
β
{
r + 1

2 ((m− 1)k − k1)

−uk1m
}
− β

2

2

+
∑m−w+1
u=m−w+1

∑k1−(m−u)k+rm
r=k1−(m−u)k+1

[
β
{
r + 1

2 ((m− 1)k − k1)

−uk1m
}
− β

2

]2

+
∑w−1
x=2

∑k1−(w−x)k+rm
r=k1−(w−x)k+1

[
α+ β

{
r + 1

2 ((m− 1)k − k1)

−(m− w − 1 + 2x)k1m

}
− β

2

]2

+
∑w−1
x=1

∑k1−(w−x)k+k
r=k1−(w−x)k+rm+1

[
α+ β

{
r + 1

2 ((m− 1)k − k1)

−(m− w + 2x)k1m

}
− β

2

]2
.

If w = 2, then Equation (A.8) reduces to

V (ȳMSS) = 1
k1

[∑w−1
u=w−1

∑k1−(m−u−1)k
r=1

[
β
{
r + 1

2 ((m− 1)k − k1)

−uk1m
}
− β

2

]2

+
∑m−w
u=w

∑k1−(m−u−1)k
r=k1−(m−u)k+1

[
β
{
r + 1

2 ((m− 1)k − k1)

−uk1m
}
− β

2

]2

+
∑m−w+1
u=m−w+1

∑k1−(m−u)k+rm
r=k1−(m−u)k+1

[
β
{
r + 1

2 ((m− 1)k − k1)

−uk1m
}
− β

2

]2

+
∑w−1
x=1

∑k1−(w−x)k+k
r=k1−(w−x)k+rm+1

[
α+ β

{
r + 1

2 ((m− 1)k − k1)

−(m− w + 2x)k1m

}
− β

2

]2]
.

After simplification, we have

V (ȳMSS) = 1
12m2 b

2
[
m2(k21 − 1) +m(m2 − 1)k(mk − 2k1)

+4(w − 1)
{

3k(m− q − w) {m(k1 − qk) + (k1 −mk)}
+k1w {3k1 − (3m− 2w + 1)k}

}]
.

The term (w − 1) [3k(m− q − w) {m(k1 − qk) + (k1 −mk)}] will be vanished
in both situations, when w = 1 or w = (m− q). So, we are left with

(A.9) V (ȳMSS) = 1
12m2 b

2
[
m2(k21 − 1) +m(m2 − 1)k(mk − 2k1)

+4w(w − 1)k1 {3k1 − (3m− 2w + 1)k}] .
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Appendix B. Average variance

In real life application, we hardly found such population exhibiting perfect
linear trend, therefore, it is necessary to study the average variance of the
corrected estimator under MSS using following super population model.

(B.1) Yt = α+ βt+ et,

where E(et) = 0, V (et) = E(e2t ) = σ2tg, Cov(et, ev) = 0, t 6= v =
1, 2, 3, ..., Nand g is a predetermine constant.
Under the above super population model (B.1), the average variance expres-
sion of MSS is given below:

Case (i) when w = 1
Consider that l th sum of squares (SSl) are given by

(B.2) SSl =
[
ȳ
(r)
MSS − Ȳ

]2
=
[
{ȳMSS + al(r) (Yr1 − Yrn)} − Ȳ

]2
,

where l = 1 if r ≤ k1 − (m− 1)k and l = 2 if r > k1 − (m− 1)k.
When r ≤ k1 − (m − 1)k, the expressions of ȳMSS , Ȳ , Yr1and Yrn under the
model Yt = α+ β t+ et, can be expressed as:
ȳMSS = α+ β

[
r + 1

2 {(s− 1)k1 + (m− 1)k}
]

+ 1
ms

∑m
i=1

∑s
j=1 er+(i−1)k+(j−1)k1 ,

Ȳ = α + βN+1
2 + 1

N

∑N
t=1 et, Yr1 = α + βr + er and Yrn =

α+ β {r + (m− 1)k + (s− 1)k1}+ er+(m−1)k+(s−1)k1 .
Substituting these expressions in (B.2), we have

SS1 =
[
ȳ
(r)
MSS − Ȳ

]2
=
[
1
n

{∑m
i=1

∑s
j=1 er+(i−1)k+(j−1)k1

+na1(r)
(
er − er+(m−1)k+(s−1)k1

)}
− 1

N

∑N
t=1 et

]2
.

Similarly, if r > k1− (m− 1)k the expressions of ȳMSS , Ȳ , Yr1 and Yrn under
the super population model Yt = α+ β t+ et, can be written as
ȳMSS = α+ β

[
r + 1

2 {(s− 1)k1 + (m− 1)k} − uk1m
]

+ 1
ms

[∑m−u
i=1

∑s
j=1 er+(i−1)k+(j−1)k1

+
∑m
i=m−u+1

{∑s−1
j=1 er+(i−1)k+(j−1)k1 + er+(i−1)k+(s−1)k1−N

}]
,

Ȳ = α + βN+1
2 + 1

N

∑N
t=1 et, Yr1 = α + βr + er and Yrn =

α+ β {r + (m− 1)k + (s− 1)k1 −N}+ er+(m−1)k+(s−1)k1−N .
Thus,

SS2 =
[
ȳ
(r)
MSS − Ȳ

]2
=
[
1
n

{∑m−u
i=1

∑s
j=1 er+(i−1)k+(j−1)k1

+
∑m
i=m−u+1

(∑s−1
j=1 er+(i−1)k+(j−1)k1 + er+(i−1)k+(s−1)k1−N

)

+ na2(r)(er − er+(m−1)k+(s−1)k1−N )
}
− 1

N

∑N
t=1 et

]2
.

The average variance of the corrected sample mean can be written as:

(B.3)
E
{
V (ȳ

(r)
MSS)

}
= 1

k1

{∑k1−(m−1)k
r=1 E (SS1)

+
∑m−1
u=1

∑k1−(m−u−1)k
r=k1−(m−u)k+1E (SS2)

}
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under the assumptions of super population model.

E (SS1) =
[

1
n2

{∑m
i=1

∑s
j=1E(e2r+(i−1)k+(j−1)k1) + n2a21(r)

{
E(e2r)

+E(e2r+(m−1)k+(s−1)k1)
}

+ 2na1(r)
{
E(e2r)

−E(e2r+(m−1)k+(s−1)k1)
}}

+ 1
N2

∑N
t=1E(e2t )− 2

nN

{∑m
i=1

∑s
j=1E(e2r+(i−1)k+(j−1)k1)

+na1(r)
{
E(e2r)− E(e2r+(m−1)k+(s−1)k1)

}}]
,

E (SS1) = σ2
[

1
n2

{∑m
i=1

∑s
j=1 (r + (i− 1)k + (j − 1)k1)

g

+n2a21(r) {rg + (r + (m− 1)k + (s− 1)k1)
g}

+2na1(r) {rg − (r + (m− 1)k + (s− 1)k1)
g}
}

− 2
nN

{∑m
i=1

∑s
j=1 (r + (i− 1)k + (j − 1)k1)

g

+na1(r) {rg − (r + (m− 1)k + (s− 1)k1)
g}
}

+ 1
N2

∑N
t=1 t

g
]
.

(B.4)

E (SS1) = σ2
{
a1(r)

(
a1(r) + 2

(
1
n − 1

N

))
rg

+ 1
n

(
1
n − 2

N

)∑m
i=1

∑s
j=1{r + (i− 1)k + (j − 1)k1}g

+a1(r)
(
a1(r)− 2

(
1
n − 1

N

))
{r + (m− 1)k + (s− 1)k1}g

+ 1
N2

∑N
t=1 t

g
}
.

Similarly,

E (SS2) =
[

1
n2

{∑m−u
i=1

∑s
j=1E(e2r+(i−1)k+(j−1)k1)

+
∑m
i=m−u+1

(∑s
j=1E(e2r+(i−1)k+(j−1)k1)

+E(e2r+(i−1)k+(s−1)k1−N )
)

+ n2a22(r)
{
E(e2r)

+E(e2r+(m−1)k+(s−1)k1−N )
}

+ 2na2(r)
{

(E(e2r)

−E(e2r+(m−1)k+(s−1)k1−N )
}}

− 2
nN

{∑m−u
i=1

∑s
j=1E(e2r+(i−1)k+(j−1)k1)

+
∑m
i=m−u+1

(∑s
j=1E(e2r+(i−1)k+(j−1)k1)

+E(e2r+(i−1)k+(s−1)k1−N )
)

+ na2(r)
{

(E(e2r)− E(e2r+(m−1)k+(s−1)k1−N )
}}

+ 1
N2

∑N
t=1E(e2t )

]
,
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E (SS2) =
[

1
n2

{∑m−u
i=1

∑s
j=1 (r + (i− 1)k + (j − 1)k1)

g

+
∑m
i=m−u+1

(∑s−1
j=1 (r + (i− 1)k + (j − 1)k1)

g

+ (r + (i− 1)k + (s− 1)k1 −N)
g
)

+ n2a22(r)
{
rg

+ (r + (m− 1)k + (s− 1)k1 −N)
g
}

+2na2(r) {rg − (r + (m− 1)k + (s− 1)k1 −N)
g}
}

− 2
nN

{∑m−u
i=1

∑s
j=1 (r + (i− 1)k + (j − 1)k1)

g
.

+
∑m
i=m−u+1

(∑s−1
j=1 (r + (i− 1)k + (j − 1)k1)

g

+ (r + (i− 1)k + (s− 1)k1 −N)
g
)

+ na2(r) {rg − (r + (m− 1)k + (s− 1)k1 −N)
g}
}

+ 1
N2

∑N
t=1 t

g
]
,

(B.5)

E (SS2) =
[
a2(r)

(
a2(r) + 2

(
1
n − 1

N

))
rg

+ 1
n

(
1
n − 2

N

)
1
n2

{∑m−u
i=1

∑s
j=1 (r + (i− 1)k + (j − 1)k1)

g

+
∑m
i=m−u+1

(∑s−1
j=1 (r + (i− 1)k + (j − 1)k1)

g

+ (r + (i− 1)k + (s− 1)k1 −N)
g
)}

+a2(r)
(
a2(r)− 2

(
1
n − 1

N

)) (
r + (m− 1)k + (s− 1)k1

−N
)g

+ 1
N2

∑N
t=1 t

g
]
.

Equations (B.4) and (B.5) can be written as:

E (SS1) = σ2
{
δ+1 (r)rg + θ

∑m
i=1

∑s
j=1{r + (i− 1)k + (j − 1)k1}g

+δ−1 (r){r + (m− 1)k + (s− 1)k1}g + 1
N2

∑N
t=1 t

g
}

and

E (SS2) = σ2
[
δ+2 (r)rg + θ 1

n2

{∑m−u
i=1

∑s
j=1 (r + (i− 1)k + (j − 1)k1)

g

+
∑m
i=m−u+1

(∑s−1
j=1 (r + (i− 1)k + (j − 1)k1)

g
.

+ (r + (i− 1)k + (s− 1)k1 −N)
g
}

+δ−2 (r) (r + (m− 1)k + (s− 1)k1 −N)
g

+ 1
N2

∑N
t=1 t

g
]
,

where δ+l (r) = al(r){al(r) + 2
(
1
n − 1

N

)
}, δ−l (r) = al(r){al(r) − 2

(
1
n − 1

N

)
}

and θ = 1
n

(
1
n − 2

N

)
, such that l = 1, 2. Also

(B.6) E (SS1) = σ2
{
χ1 (u, r) + 1

N2

∑N
t=1 t

g
}

and

(B.7) E (SS2) = σ2
{
χ2 (u, r) + 1

N2

∑N
t=1 t

g
}
,
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where

χ1 (u, r) = δ+1 (r)rg + θ
∑m
i=1

∑s
j=1{r + (i− 1)k + (j − 1)k1}g

+δ−1 (r){r + (m− 1)k + (s− 1)k1}g
,
and

χ2 (u, r) = δ+2 (r)rg + θ 1
n2

{∑m−u
i=1

∑s
j=1 (r + (i− 1)k + (j − 1)k1)

g

+
∑m
i=m−u+1

(∑s−1
j=1 (r + (i− 1)k + (j − 1)k1)

g

+ (r + (i− 1)k + (s− 1)k1 −N)
g
)}

+δ−2 (r) (r + (m− 1)k + (s− 1)k1 −N)
g
.

Substituting the values of E (SS1) and E (SS2) in (B.3), we have

(B.8)

E
{
V (ȳ

(r)
MSS)

}
= σ2

k1

{∑k1−(m−1)k
r=1 χ1 (u, r)

+
∑m−1
u=1

∑k1−(m−u−1)k
r=k1−(m−u)k+1 χ2 (u, r)

+k1
∑N
t=1 t

g
/
N2
}
.

Case (ii) when w > 1
We can write

(B.9) SSl =
[
ȳ
(r)
MSS − Ȳ

]2
=
[
{ȳMSS + al(r) (Yr1 − Yrn)} − Ȳ

]2
,

where l = 2 if r ≤ k1 − (w − 1)k + rm, l = 3 if k1 − (w − x)k < r ≤
k1 − (w − x)k + rm such that x = 2, ..., (m− 1)
and l = 4 if k1−(w−x)k+rm < r ≤ k1−(w−x)k+k such that x = 1, 2, ...,m−1.
Furthermore, when r ≤ k1 − (w − 1)k + rm, we realize whether 1 ≤ r ≤
k1− (m−u− 1)k such that u = w− 1, k1− (m−u)k < r ≤ k1− (m−u− 1)k
such that u = w,w+ 1, ..., (m−w) or k1− (m−u)k < r ≤ k1− (m−u)k+ rm
such that u = (m − w + 1). However, for each of these subgroups E (SS2)
will be used. Thus, the average variance of the corrected sample mean can be
expressed as

(B.10)

E
[
V
(
ȳ
(r)
MSS

)]
= 1

N

[∑w−1
u=w−1

∑k1−(m−u−1)k
r=1 E [SS2]

+
∑n−w
u=w

∑k1−(m−u−1)k
r=k1−(m−u)k+1E [SS2]

+
∑m−w+1
u=m−w+1

∑k1−(m−u)k+rm
r=k1−(m−u)k+1E [SS2]

+
∑w−1
x=2

∑k1−(w−x)k+rm
r=k1−(w−x)k+1E [SS3]

+
∑w−1
x=1

∑k1−(w−x)k+k
r=k1−(w−x)k+rm+1E [SS4]

]
.

The E (SS2) is already obtained in case of w = 1, i.e.

(B.11) E (SS2) = χ2 (u, r) + 1
N2

∑N
t=1 t

g.

Now consider

(B.12) E (SS3) = E
[
{ȳMSS + a3(r) (Yr1 − Yrn)} − Y

]2
.
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Under the super population model, we have

ȳMSS = α+ β
{
r + 1

2{(s− 1)k1 + (m− 1)k} − (m− w − 1 + 2x)k1m

}

+ 1
n

[∑w−x
i=1

∑s
j=1 er+(i−1)k+(j−1)k1

+
∑m−x+1
i=w−x+1

{∑s−1
j=1 er+(i−1)k+(j−1)k1 + er+(i−1)k+(s−1)k1−N

}

+
∑m
i=m−x+2

{∑s−2
j=1 er+(i−1)k+(j−1)k1

+
∑s
j=s−1 er+(i−1)k+(s−1)k1−N

}]
,

Ȳ = α + βN+1
2 + 1

N

∑N
t=1 et, Yr1 = α + βr + er and Yrn = α +

β {r + (m− 1)k + (s− 1)k1}+ er+(m−1)k+(s−1)k1 .
Substituting these expressions in (B.11), we have

E (SS3) = E
[
1
n

{∑w−x
i=1

∑s
j=1 er+(i−1)k+(j−1)k1

+
∑m−x+1
i=w−x+1

{∑s−1
j=1 er+(i−1)k+(j−1)k1 + er+(i−1)k+(s−1)k1−N

}

+
∑m
i=m−x+2

{∑s−2
j=1 er+(i−1)k+(j−1)k1 +

∑s
j=s−1 er+(i−1)k+(j−1)k1−N

}

+ na2(r)(er − er+(m−1)k+(s−1)k1−N )
}
− 1

N

∑N
t=1 et

]2
.

Applying the assumption of super population model, we have

E (SS3) =
[

1
n2

{∑w−x
i=1

∑s
j=1E(e2r+(i−1)k+(j−1)k1)

+
∑m−x+1
i=w−x+1

{∑s−1
j=1 E(e2r+(i−1)k+(j−1)k1)

+E(e2r+(i−1)k+(s−1)k1−N )
}

+
∑m
i=m−x+2

{∑s−2
j=1 E(e2r+(i−1)k+(j−1)k1)

+
∑s
j=s−1E(e2r+(i−1)k+(j−1)k1−N )

}

+n2a22(r)
{
E(e2r) + E(e2r+(m−1)k+(s−1)k1−N )

}

+2na2(r)
{
E(e2r)− E(e2r+(m−1)k+(s−1)k1−N )

}}

−2 1
nN

{∑w−x
i=1

∑s
j=1E(e2r+(i−1)k+(j−1)k1)

+
∑m−x+1
i=w−x+1

{∑s−1
j=1 E(e2r+(i−1)k+(j−1)k1)

+E(e2r+(i−1)k+(s−1)k1−N )

+
∑m
i=m−x+2

{∑s−2
j=1 E(e2r+(i−1)k+(j−1)k1)

+
∑s
j=s−1E(e2r+(i−1)k+(j−1)k1−N )

}

+na2(r)
{
E(e2r)− E(e2r+(m−1)k+(s−1)k1−N )

}}

+ 1
N2

∑N
t=1E(e2t )

]
.
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E (SS3) =
[

1
n2

{∑w−x
i=1

∑s
j=1 (r + (i− 1)k + (j − 1)k1)

g

+
∑m−x+1
i=w−x+1

{∑s−1
j=1 (r + (i− 1)k + (j − 1)k1)

g

+ (r + (i− 1)k + (j − 1)k1 −N)
g
}

+
∑m
i=m−x+2

{∑s−2
j=1 (r + (i− 1)k + (j − 1)k1)

g

+
∑s
j=s−1 (r + (i− 1)k + (j − 1)k1 −N)

g
}

+n2a22(r) {rg + (r + (i− 1)k + (j − 1)k1 −N)
g}

+2na2(r) {rg − (r + (i− 1)k + (j − 1)k1 −N)
g}
}

−2 1
nN

{∑w−x
i=1

∑s
j=1 (r + (i− 1)k + (j − 1)k1)

g

+
∑m−x+1
i=w−x+1

{∑s−1
j=1 (r + (i− 1)k + (j − 1)k1)

g

+ (r + (i− 1)k + (j − 1)k1 −N)
g
}

+
∑m
i=m−x+2

{∑s−2
j=1 (r + (i− 1)k + (j − 1)k1)

g

+
∑s
j=s−1 (r + (i− 1)k + (j − 1)k1 −N)

g
}

+na2(r) {rg − (r + (i− 1)k + (j − 1)k1 −N)
g}
}

+ 1
N2

∑N
t=1 t

g
]
,

E (SS3) = a3(r)
(
a3(r) + 2

(
1
n − 1

N

))
rg

+
∑w−1
x=2

∑k1−(w−x)k+r1
r=k1−(w−x)k+1

{
1
n

(
1
n − 2

N

){∑w−x
i=1

∑s
j=1{r

+(i− 1)k + (j − 1)k1}g
+
∑m−x+1
i=w−x+1

(∑s−1
j=1{r + (i− 1)k + (j − 1)k1}g

+{r + (i− 1)k + (s− 1)k1 −N}g
)

+
∑m
i=m−x+2

(∑s−2
j=1{r + (m− 1)k + (j − 1)k1}g

+
∑s
j=s−1{r + (i− 1)k + (j − 1)k1 −N}g

)}

+a3(r)
(
a3(r)− 2

(
1
n − 1

N

))
{r + (m− 1)k + (s− 1)k1 −N}g

+ 1
N2

∑N
t=1 t

g,

E (SS3) = δ+3 (r)rg + θ
{∑w−x

i=1

∑s
j=1{r + (i− 1)k + (j − 1)k1}g

+
∑m−x+1
i=w−x+1

(∑s−1
j=1{r + (i− 1)k + (j − 1)k1}g

+{r + (i− 1)k + (s− 1)k1 −N}g
)

+
∑m
i=m−x+2

(∑s−2
j=1{r + (m− 1)k + (j − 1)k1}g

+
∑s
j=s−1{r + (i− 1)k + (j − 1)k1 −N}g

)}

+δ−3 (r){r + (m− 1)k + (s− 1)k1 −N}g + 1
N2

∑N
t=1 t

g,

where

δ+3 (r) = a3(r){a3(r) + 2
(
1
n − 1

N

)
} and δ−3 (r) = a3(r){a3(r)− 2

(
1
n − 1

N

)
}.
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Also

(B.13) E (SS3) = χ3 (x, r) + 1
N2

∑N
t=1 t

g,

where

χ3 (x, r) = δ+3 (r)rg + θ
{∑w−x

i=1

∑s
j=1{r + (i− 1)k + (j − 1)k1}g

+
∑m−x+1
i=w−x+1

(∑s−1
j=1{r + (i− 1)k + (j − 1)k1}g

+{r + (i− 1)k + (s− 1)k1 −N}g
)

+
∑m
i=m−x+2

(∑s−2
j=1{r + (m− 1)k + (j − 1)k1}g

+
∑s
j=s−1{r + (i− 1)k + (j − 1)k1 −N}g

)}

+δ−3 (r){r + (m− 1)k + (s− 1)k1 −N}g.
Similarly,

(B.14) E (SS4) = χ4 (x, r) + 1
N2

∑N
t=1 t

g,

where

χ4 (x, r) = δ+4 (r)rg + θ
{∑w−x

i=1

∑s
j=1{r + (i− 1)k + (j − 1)k1}g

+
∑m−x
i=w−x+1

(∑s−1
j=1{r + (i− 1)k + (j − 1)k1}g

+{r + (i− 1)k + (s− 1)k1 −N}g
)

+
∑m
i=m−x+1

(∑s−2
j=1{r + (m− 1)k + (j − 1)k1}g

+
∑s
j=s−1{r + (i− 1)k + (j − 1)k1 −N}g

)}

+δ−4 (r){r + (m− 1)k + (s− 1)k1 −N}g.
Putting E (SSl) for l = 2, 3, 4 in (B.10), we have

E
{
V
(
ȳ
(r)
MSS

)}
= σ2

k1

[∑w−1
u=w−1

∑k1−(m−u−1)k
r=1 χ2 (u, r)

+
∑m−w
u=w

∑k1−(m−u−1)k
r=k1−(m−u)k+1 χ2 (u, r)

+
∑m−w+1
u=m−w+1

∑k1−(m−u−1)k
r=k1−(m−u)k+1 χ2 (u, r)

+
∑w−1
x=2

∑k1−(w−x)k+rm
r=k1−(w−x)k+1 χ3 (x, r)

+
∑w−1
x=1

∑k1−(w−x)k+k
r=k1−(w−x)k+rm+1 χ4 (x, r)

+k1
∑N
t=1 t

g
/
N2
]
.
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Generalized class of estimators for population
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Abstract
This article suggests a generalized class of estimators for population
median of the study variable in simple random sampling using infor-
mation on an auxiliary variable. Asymptotic expressions of bias and
mean square error of the proposed class of estimators have been ob-
tained. Asymptotic optimum estimator has been investigated along
with its approximate mean square error. It has been shown that pro-
posed generalized class of estimators are more efficient than estimators
considered by [26] , [5],[6], [22], [1] , [19] and other estimators . In addi-
tion theoretical findings are supported by an empirical study based on
two populations to show the superiority of the constructed estimators
over others.
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1. Introduction
In the sampling literature, Statisticians are often interested in dealing with variables

that have highly skewed distributions such as consumptions and incomes. In such sit-
uations median is considered the more appropriate measure of location than mean. It
has been well recognised that use of auxiliary information results in efficient estimators
of population parameters. Initially, estimation of median without auxiliary variable ana-
lyzed, after that some authors including [6], [9], [24] and [7] used the auxiliary information
in median estimation. [6], proposed the problem of estimating the population median
My of study variable Y using the auxiliary variable X for the unites in the sample and its
median Mx for the whole population. Some other important references in this context
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are [3], [11], [8], [15], [2], [4], [21, 20],[25] and [19].
Let Yi and Xi (i =1,2,....N) be the values of the population unites for the study variable
Y and auxiliary variable X respectively .Further suppose that yi and xi (i=1,2.....n) be
the values of the unites including in the sample say, sn of size n drawn by simple random
sampling without replacement scheme. [6] suggested a ratio estimator for population
median My of the study variable Y, assuming population median of auxiliary variable X,
Mx is known, given as

(1.1) M̂r = M̂y
Mx

M̂x

where M̂y (due to [5]) and are the sample estimators ofMy andMx respectively. Suppose
that Y(1),Y(2),.....Y(n) are the y values of sample unites in ascending order. Further,
suppose t be an integer satisfying and p=t/n be the proportion of y values in the sample
that are less than or equal to the median valueMy, an unknown population parameter. If
Qy(t) denote the t-quantile of Y then M̂y = Qy(0.5) . [6] defined a matrix of proportion
(pij) is

Y ≤My Y ≤My Total
X ≤Mx p11 p21 p.1
X > Mx p12 p21 p.2
Total p1 p2 1

Following [14] and [10], the product estimator for population median My is defined as

(1.2) M̂p = M̂y
M̂x

Mx

The usual difference estimator for population median My is given by

(1.3) M̂d = M̂y + d(Mx − M̂x)

Where d is a constant to be determined such that the mean square error of M̂d is mini-
mum.
[21] proposed the following modified product and ratio estimator for population median
My , respectively, as

(1.4) M̂1 = M̂y
a− M̂x

a+Mx

and

(1.5) M̂2 = M̂y
a+Mx

a− M̂x

Where a is suitably chosen scalar.
[26] type estimator for median estimation is

(1.6) M̂3 = M̂y
Mx

M̂x

[12, 13] and [30]-type estimator is given by

(1.7) M̂4 = M̂y

[
Mx

Mx + β(M̂x −Mx)

]
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[16]-type esatimator is given by

(1.8) M̂5 = M̂y

[
2−

(
Mx

M̂x

)ν]

[29]- type esatimator is given by

(1.9)





M̂6 = wM̂y + (1− w)M̂y
M̂x

Mx

M̂7 = wM̂y + (1− w)M̂y
Mx

M̂x

Where w is suitably chosen scalar .
All the estimator considered from (1.1) to (1.9) and conventional estimator M̂y are mem-
bers of the [27] and [28]-type class of estimators

(1.10) G =

{
M̂ (G)
y : M̂ (G)

y = G

(
M̂y,

M̂x

Mx

)}

Where the function G assumes a value in a bounded closed convex subset Q ⊂ R2, which
contains the point (My ,1) and is such that G(My, 1) = 1

Using first order Taylor’s series expansion about the point(M̂y, 1) , we have

(1.11) (M̂ (G)
y = G(My, 1) + (M̂y −My)G10(My, 1) +O(n−1))

Where U =
M̂x

Mx

and G01(My, 1) =
∂G(.)

∂U
(My,1)

Using condition we have

M̂ (G)
y = My + (M̂y −My) + (U − 1)G01(My, 1) +O(n−1)

or

(M̂ (G)
y −My) = (M̂y −My) + (U − 1)G01(My, 1) +O(n−1)(1.12)

Squaring and taking expectations both sides of (1.12),we get the MSE of M̂ (G)
y to the

first order of approximation as

(1.13) MSE(M̂ (G)
y ) =

[
V (M̂y) +

V (M̂y)

Mx
2 G2

01(M̂y, 1) + 2
Cov(M̂y, M̂x)

Mx
G2

01(M̂y, 1)

]

Here as N →∞ ,n→∞ then n/N→ f and we assumed that as N →∞ the distribution
of (X, Y) approaches a continues distribution with marginal densities fx(x) and fy(y) of
X and Y respectively. Super population model framework is necessary for treating the
values of X and Y in a realization of N independent observation from a continuous distri-
bution. It is also assumed that fx(Mx) and fy(My) are positive. Under these conditions,
sample median M̂y is consistent and asymptotically normal (due to [5]) with mean My

and variance

(1.14) V (M̂y) = γM2
yC

2
y

(1.15) and V (M̂x) = γM2
xC

2
x

(1.16) Cov(M̂y, M̂x) = γρcMyMxCyCx

Where γ = (1 − f)/4n, f = n/N,Cy = [Myfy(My)]−1 , Cx = [Mxfx(Mx)]−1 and ρc =
(4p11 − 1)) with p11 = P (Mx,My)goes from −1 to +1 as p11increase from 0 to 0.5.
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Substituting these values we get the MSE of M̂ (G)
y to the first degree of approximation

as

(1.17) MSE(M̂ (G)
y ) = γ

[
M2
yC

2
y + C2

x{G01(My, 1)}2 + 2ρcCxCyMyG01(My, 1)
]

The MSE is minimum when

(1.18) G01 = (My, 1) = −kcMy

Where kc = ρc

(
Cy
Cx

)

Thus the minimum MSE of M̂ (G)
y is given by

(1.19) MSEmin(M̂ (G)
y ) = γC2

yM
2
y (1− ρ2c) = MSEmin(M̂d)

Which equal to the minimum MSE of the estimator M̂d defined at (1.3).
It is to be mentioned that minimumMSEs of the estimators M̂r ,M̂p and M̂i(i = 1, 2, ..., 7)
are equal to MSE expression given in equation (1.19). It is obvious from (1.19) that the
estimators of the form M̂

(G)
y are asymptotically no more efficient than the difference

estimator at its optimum value or the regression type estimator given as

(1.20) M̂lr = M̂y + d̂(Mx − M̂x)

where d̂ =
f̂xM̂x

f̂yM̂y

(4p̂11 − 1)

[19] Suggested following Classes of estimator

(1.21) M̂
(1)
d = d1M̂y + (1− d1)(Mx − M̂x)

(1.22) M̂
(2)
d = d1M̂y + d2(Mx − M̂x)

(1.23) M̂
(3)
d = d1M̂y + d2M̂x + (1− d1 − d2)Mx

(1.24) M̂
(4)
d =

[
d1M̂y + d2(Mx − M̂x)

]( (φMx + δ)

(φM̂x + δ)

)β

where d1 and d2 are suitable constants to be determined such that MSEs of the estimators
considered in (1.21) to (1.24) are minimum, φ and δ are either real numbers or the
functions of the known parameters of auxiliary variable X.
Biases and minimum MSEs of the estimators considered in (1.21) to (1.24) are given as

(1.25) B
(
M̂

(1)
d

)
= (d1 − 1)My

(1.26) B
(
M̂

(2)
d

)
= (d1 − 1)My

(1.27) B
(
M̂

(3)
d

)
= (d1 − 1)(1−R)My

(1.28) B
(
M̂

(4)
d

)
= My

[
d21{1 + γδC2

x(δ − kc)}+ d2RγδC
2
x − 1

]

(1.29) MSEmin
(
M̂

(1)
d

)
= M2

y

[
1 +R2γC2

x −
{1 +RγC2

x(R+ kc)}2
{1 + γ(C2

y +RC2
x(R+ 2kc))}

]

(1.30) MSEmin
(
M̂

(2)
d

)
=

M2
yγC

2
y

(
1− ρ2c

)
[
1 + γC2

y (1− ρ2c)
]

(1.31) MSEmin
(
M̂

(3)
d

)
=
M2
yγC

2
y

(
1− ρ2c

)
(1−R)2[

(1−R)2 + γC2
y (1− ρ2c)

]

(1.32) MSEmin
(
M̂

(4)
d

)
=

(
1− δ2γC2

x

)
M2
yγC

2
y

(
1− ρ2c

)
[
(1− δ2γC2

x) + γC2
y (1− ρ2c)

]
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2. The Suggested Generalised Class of Estimators
We propose a generalized family of estimators for population median of the study

variable Y, as

(2.1) tm =

{
w1M̂y

(
Mx

M̂x

)α
exp

(
η(Mx − M̂x)

η(Mx + M̂x) + 2λ

)}
+ w2M̂x + (1− w1 − w2)Mx

where w1 and w2 are suitable constants to be determined such that MSE of tm is min-
imum, η and λ are either real numbers or the functions of the known parameters of
auxiliary variables such as coefficient of variation Cx, skewness β1(x), kurtosis β2(x) and
correlation coefficientρc (see [17]).
It is to be mentioned that
(i) For (w1, w2) =(1,0), the class of estimator tm reduces to the class of estimator as

(2.2) tmp =

{
M̂y

(
Mx

M̂x

)α
exp

(
η(Mx − M̂x)

η(Mx + M̂x) + 2λ

)}

(ii) For (w1, w2) = (w1, 0), the class of estimator tm reduces to the class of estimator as

(2.3) tmq =

{
w1M̂y

(
Mx

M̂x

)α
exp

(
η(Mx − M̂x)

η(Mx + M̂x) + 2λ

)}

A set of new estimators generated from (2.1) using suitable values of w1, w2, α, η and λ
are listed in Table 2.1.

Table 2.1:Set of estimators generated from the class of estimators tm
Subset of proposed estimator w1 w2 α η λ

tm1 = M̂y [5] 1 0 0 0 1

tm2 = M̂y

(
Mx

M̂x

)
= M̂r [6] 1 0 1 0 1

tm3 = M̂y

(
Mx

M̂x

)α
= M̂3 [26] 1 0 α 0 1

tm4 = M̂y

(
M̂x

Mx

)
= Mp [10] 1 0 -1 0 1

tm5 = w1M̂y

(
Mx

M̂x

)
[1] 1 0 1 0 1

tm6 = w1M̂y

(
M̂x

Mx

)
w1 0 -1 0 1

tm7 = w1M̂y [1] w1 0 0 0 1
*tm8 = w1M̂y + w2M̂x + (1− w1 − w2)Mx = M̂3

d w1 w2 0 0 1

*Estimator proposed by [19] given in equation (1.23). Another set of estimators generated
from class of estimator tmq given in (2.3) using suitable values of η and λ are summarized
in table 2.2
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Table 2.2:Set of estimators generated from the estimator tmq
Subset of proposed estimator α η λ

t
(1)
mq =

{
w1M̂y

(
Mx

M̂x

)
exp

(
(Mx − M̂x)

(Mx + M̂x) + 2

)}
1 1 1

t
(2)
mq =

{
w1M̂y

(
Mx

M̂x

)
exp

(
(Mx − M̂x)

(Mx + M̂x) + 2ρc

)}
1 1 ρc

t
(3)
mq =

{
w1M̂y

(
Mx

M̂x

)
exp

(
(Mx − M̂x)

(Mx + M̂x) + 2Mx

)}
1 1 Mx

t
(4)
mq =

{
w1M̂y

(
Mx

M̂x

)
exp

(
(Mx − M̂x)

(Mx + M̂x)

)}
1 1 0

t
(5)
mq =

{
w1M̂y

(
M̂x

Mx

)
exp

(
(Mx − M̂x)

(Mx + M̂x)

)}
-1 1 0

t
(6)
mq =

{
w1M̂y

(
Mx

M̂x

)
exp

(
Mx(Mx − M̂x)

Mx(Mx + M̂x) + 2ρc

)}
1 Mx ρc

t
(7)
mq =

{
w1M̂yexp

(
Mx(Mx − M̂x)

Mx(Mx + M̂x) + 2ρc

)}
0 Mx ρc

t
(8)
mq =

{
w1M̂y

(
Mx

M̂x

)
exp

(
ρc(Mx − M̂x)

ρc(Mx + M̂x) + 2Mx

)}
1 ρc Mx

t
(9)
mq =

{
w1M̂y

(
M̂x

Mx

)
exp

(
ρc(Mx − M̂x)

ρc(Mx + M̂x) + 2Mx

)}
-1 ρc Mx

Expressing (2.1) in terms of e’s, we have

(2.4) tm = w1My(1+e0)(1+e1)−αexp{−ke1(1+ke1)−1}+w2Mx(1+e1)+(1−w1−w2)Mx

where k =
ηMx

2(ηMx + λ)
Up to the first order of approximation we have,

(2.5) (tm −My) =
[
(w1 − 1)b+ w2My{e0 − ae1 + de21 − ae0e1}+ w2Mxe1

]

where a = (α+ k), b = (My −Mx) and d =

{
3

2
k2 + αk +

α(α+ 1)

2

}

Squaring both sides of equation (2.5) and neglecting terms of e’s having power greater
than two, we have

(2.6)

(tm−Ȳ )2 =
[
(1− 2w1)b2 + w2

1{b2 +m2
y(e20 + a2e21 − 2ae0e1)}+ w2

2M
2
xe

2
1 + 2w1w2MyMx(e0e1 − ae21)

]

Taking expectations both sides, we get the MSE of the estimator tm to the first order of
approximation as

(2.7) MSE(tm) =
[
(1− 2w1)b2 + w2

1A+ w2
2B + 2w1w2C

]

where,
A = b2 +M2

yγ(C2
y + a2C2

x − 2aρcCyCx)

B = M2
xγC

2
x

C = MyMxγ(ρcCy − aCx)Cx
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The optimum values of w1 and w2 are obtained by minimizing (2.7) and is given by

(2.8) w∗1 =
b2B

(AB − C2)
and w∗2 =

−b2C
(AB − C2)

Substituting the optimal values of w1 and w2 in equation (2.7) we obtain the minimum
MSE of the estimator tm as

(2.9) MSEmin(tm) = b2
[
1− b2B

(AB − C2)

]

Putting the values of A, B, C and b and simplifying, we get the minimum MSE of
estimator tm as

(2.10) MSEmin(tm) =

[
M2
y (1−R)2γC2

y(1− ρ2c)
(1−R)2γC2

y(1− ρ2c)

]

where R =
Mx

My

MSE expression given in (2.10) is same as the minimum MSE of Estimator M̂3
d given in

(1.31)
Similarly, the minimum MSE of the class of estimators tmq is given by

(2.11) MSEmin(tmq) = M2
y

[
(γC2

y + a2γC2
x − 2aγρcCyCx)

(1 + γC2
y + a2γC2

x − 2aγρcCyCx)

]

3. Efficiency Comparisons
From equations (1.19) and (2.10) we have

(3.1)

{
MSEmin

(
M̂ (G)
y

)
= MSEmin

(
M̂d

)}
−MSEmin

(
t̂m
)

=
(1−R)2MSEmin

(
M̂d

)

(1−R)2 +
MSEmin

(
M̂d

)

M2
y

> 0

From equations (1.19) and (2.11) we have{
MSEmin

(
M̂

(G)
y

)
= MSEmin

(
M̂d

)}
−MSEmin (tm) > 0

γC2
yM

2
y (1− ρ2c)−M2

y

[
(γC2

y + a2γC2
x − 2aγρcCyCx)

(1 + 1 + γC2
y + a2γC2

x − 2aγρcCyCx)

]
> 0

(3.2) γC2
yM

2
y (1−ρ2c)(1+1+γC2

y +a2γC2
x−2aγρcCyCx) > γC2

y +a2γC2
x−2aγρcCyCx)

From equations (1.30) and (2.10)
MSEmin (tm)−MSEmin

(
M̂d

)

(3.3)

=
M2
yR(R− 2)MSEmin

(
M̂d

)

M2
y +MSEmin

(
M̂d

){
M2
y (1−R)2 +MSEmin

(
M̂d

)} < 0, When 0 < R < 2

Since, MSEmin
(
M̂

(2)
d

)
−MSEmin

(
M̂

(4)
d

)
> 0

(3.4)
δ2γC2

xM
2
y

{
MSEmin

(
M̂d

)}2

M2
y +MSEmin

(
M̂d

){
M2
y (1− δ2γC2

x) +MSEmin
(
M̂d

)} > 0
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and from (3.3) we have, MSEmin (tm)−MSEmin
(
M̂

(2)
d

)
< 0

(3.5) Therefore,MSEmin (tm)−MSEmin
(
M̂

(4)
d

)
< 0,When 0 < R < 2

It follows from (3.1), (3.2),(3.3), (3.4) and (3.5) that the proposed class of estimators tm
is better than the Conventional difference estimator M̂d , the class of estimators My

(G)

and estimator belonging to the class of estimators My
(G) i.e. usual unbiased estimator

M̂y ,due to [5], usual ratio-type estimator M̂y due to [6], product estimator M̂p and M̂i

(i=3,4...7) at their optimum conditions. Further it is shown that the proposed class of
estimators tm is better than the estimators M (2)

d ,M
(4)
d and M (1)

d considered by [19].

Remark 3.1: Estimator Based on optimum values
Putting the optimum values of w∗1 and w∗2 in the equation (2.1) we get the optimum
estimator as:

(3.6) t′m =

{
w∗1M̂y

(
Mx

M̂x

)α
exp

(
η(Mx − M̂x)

η(Mx + M̂x) + 2λ

)}
+w∗2M̂x + (1−w∗1 −w∗2)Mx

If the experimenter is not able to specify the value precisely, then it may be desirable to
estimate the optimum values from the samples, therefore the values of w∗1 and w∗2 are

given as: w∗1 =
b̂2B̂

(ÂB̂ − Ĉ2)
and w∗2 =

b̂2Ĉ

(ÂB̂ − Ĉ2)

where, A = b̂2 + M̂y
2
γ(Ĉy

2
+ â2Ĉx

2 − 2aρ̂cĈyĈx)

B = M̂x
2
γĈx

2
, ρ̂c = 4(4p̂11 − 1)

C = M̂yM̂xγ(ρ̂cĈy − aĈx)Ĉx, Ĉx =
{
M̂xf̂x

(
M̂x

)}−1

, Ĉy =
{
M̂y f̂y

(
M̂y

)}−1

â = (α+ k̂), b̂ = (M̂y − M̂x) and k̂ =
ηM̂x

2(ηM̂x + λ)
Here, we have assumed that the population median of auxiliary variable x is known,
therefore M̂x can also be remain as Mx .
Expressing (3.6) in terms of e’s, we have
t′m = w∗1My(1 + e0)(1 + e1)−αexp{−k̂e1(1 + k̂e1)−1}+w∗2Mx(1 + e1) + (1−w∗1 −w∗2)Mx

Proceeding as above, we get the minimum MSE of the estimator t′m given as:

(3.7) MSEmin(t′m) =

[
M̂y

2
(1− R̂)2γ̂Ĉy

2
(1− ρ̂c2)

(1− R̂)2γ̂Ĉy
2
(1− ρ̂c2)

]

Remark 3.2.It may be noted here that the minimum MSEs of the estimators consid-
ered in (2.10) and (2.11) are usable only if we know the exact values of Cx, Cy, R, kc
and ρc . If these values are unknown then we can estimate them from samples as

Ĉy =
{
M̂y f̂y

(
M̂y

)}−1

,Ĉx =
{
M̂xf̂x

(
M̂x

)}−1

, R̂ = M̂x/M̂y, k̂c = ρ̂c
(
Ĉy/Ĉx

)
and

ρ̂c = 4(4p̂11 − 1) with p̂11 being the sample values analogues of p11 ([18]; [24]).

4. Empirical study
Data Statistics: To illustrate the efficiency of proposed generalized class of estimators

in the application, we consider the following two population data sets.
Population I. (Source [23])
y : The number of fish caught by marine recreational fisherman in 1995.
x : The number of fish caught by marine recreational fisherman in 1964.
The values of the required parameters are :
N=69, n=17,My = 2068,Mx = 2011, fy(My) = 0.00014,fx(Mx) = 0.00014, ρc = 0.1505,
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R=0.97244
Population II. (Source [23])
y : The number of fish caught by marine recreational fisherman in 1995.
x : The number of fish caught by marine recreational fisherman in 1993.
The values of the required parameters are:
N=69, n=17,My = 2068,Mx = 2307, fy(My) = 0.00014,fx(Mx) = 0.00013, ρc = 0.3166,
R=1.11557

Table 3.1: Variances / MSEs/minimum MSEs of different Estimators
Estimators Population I Population II

V
(
M̂y

)
565443.57 565443.57

MSE
(
M̂r

)
988372.76 536149.50

MSEmin
(
M̂d

)
552636.13 508766.02

MSEmin
(
M̂

(G)
d

)
552636.13 508766.02

MSEmin
(
M̂i

)
552636.13 508766.02

MSEmin
(
M̂1
d

)
485969.06 495484.97

MSEmin
(
M̂2
d

)
489395.24 454675.78

MSEmin
(
M̂3
d

)
3229.34 51355.17

MSEmin
(
M̂3
d

)
480458.97 454616.15

MSEmin (tm) 3229.34 51355.17
MSEmin

(
t1mq
)

3267.42 58727.72
MSEmin

(
t2mq
)

3267.43 58729.63
MSEmin

(
t3mq
)

3254.89 55919.25
MSEmin

(
t4mq
)

3267.43 58730.48
MSEmin

(
t5mq
)

3238.55 55037.68
MSEmin

(
t6mq
)

3267.43 58730.48
MSEmin

(
t7mq
)

3232.56 51514.08
MSEmin

(
t8mq
)

3247.25 54709.03
MSEmin

(
t9mq
)

3253.88 59211.32

(for i=1,2,....,7)

Analysing table 3.1 we conclude that the estimators based on auxiliary information are
more efficient than the one which does not use the auxiliary information as M̂y .The
members of the class of estimators tmq ,obtained from generalized class of estimators tm
, are almost equally efficient but more than the usual unbiased estimator M̂y (due to
[5]), usual ratio estimator M̂r (due to [6]), difference type estimator M̂d , the class of
estimators M̂ (G)

y , the estimators M̂i (i=1,2,...7) and the estimators M̂ (1)
d , M̂ (2)

d and M̂ (3)
d

(due to [19]). Among the proposed estimators tm and tjmq (j=1,2,...9) the performance
of the estimator tm ,which is equal efficient to the estimator M̂ (3)

d (due to [19]) , is best
in the sense of having the least MSE followed by the estimator M̂ (7)

mq which utilize the
information on population median Mx and ρc

5. Conclusion
In this article we have suggested a generalized class of estimators for the population

median of study variable y when information is available on an auxiliary variable in simple
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random sampling without replacement (SRSWOR). In addition, some known estimators
of population median such as usual unbiased estimator for population median M̂y due
to [5], estimators due to [6], [26], [10] , [1] and [19] are found to be members of the
proposed generalized class of estimators. Some new members are also generated from
the proposed generalized class of estimators. We have determined the biases and mean
square errors of the proposed class of estimators up to the first order of approximation.
The proposed generalized class of estimators are advantageous in the sense that the
properties of the estimators, which are members of the proposed class of estimators,
can be easily obtained from the properties of the proposed generalized class. Thus the
study unifies properties of several estimators for population median. In theoretical and
empirical efficiency comparisons, it has been shown that the proposed generalized class
of estimators are more efficient than the estimators considered here and equally efficient
to the estimator M̂ (3)

d
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We introduce a new model called the Weibull-Lomax distribution which
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1. Introduction
The Lomax or Pareto II (the shifted Pareto) distribution was pioneered to model

business failure data by Lomax [45]. This distribution has found wide application in a
variety of fields such as income and wealth inequality, size of cities, actuarial science,
medical and biological sciences, engineering, lifetime and reliability modeling. It has
been applied to model data obtained from income and wealth [37, 16], firm size [23],
size distribution of computer files on servers [40], reliability and life testing [38], receiver
operating characteristic (ROC) curve analysis [21] and Hirsch-related statistics [34].

The characterization of the Lomax distribution is described in a number of ways. It is
known as a special form of Pearson type VI distribution and has also considered as a mix-
ture of exponential and gamma distributions. In the lifetime context, the Lomax model
belongs to the family of decreasing failure rate [24] and arises as a limiting distribution
of residual lifetimes at great age [18]. This distribution has been suggested as heavy
tailed alternative to the exponential, Weibull and gamma distributions [19]. Further, it
is related to the Burr family of distributions [55] and as a special case can be obtained
from compound gamma distributions [30]. Some details about the Lomax distribution
and Pareto family are given in Arnold [12] and Johnson et al. [41].

The distributional properties, estimation and inference of the Lomax distribution are
described in the literature as follows. In record value theory, some properties and mo-
ments for the Lomax distribution have been discussed in [7, 17, 43, 11]. The comparison
of Bayesian and non-Bayesian estimation from the Lomax distribution based on record
values have been made in [4, 49]. The moments and inference for the order statistics and
generalized order statistics (gos) are given in [52, 25] and [47], respectively. The estima-
tion of parameters in case of progressive and hybrid censoring have been investigated in
[13, 28, 10, 39] and [14]. The problem of Bayesian prediction bounds for future observa-
tion based on uncensored and type-I censored sample from the Lomax model are dealt in
[3] and [9]. Further, the Bayesain and non-Bayesian estimators of the sample size in case
of type-I censored samples for the Lomax distribution are obtained in [1], and the esti-
mation under step-stress accelerated life testing for the Lomax distribution is considered
in [38]. The parameter estimation through generalized probability weighted moments
(PWMs) is addressed in [2]. More recently, the second-order bias and bias-correction for
the maximum likelihood estimators (MLEs) of the parameters of the Lomax distribution
are determined in [33].

The main aim of this paper is to provide another extension of the Lomax distribution
using theWeibull-G generator defined by Bourguignon et al. [20]. So, we propose the new
Weibull-Lomax (“WL” for short) distribution by adding two extra shape parameters to
the Lomax model. The objectives of the research are to study some structural properties
of the proposed distribution.

A random variable Z has the Lomax distribution with two parameters α and β, if it
has cumulative distribution function (cdf) (for x > 0) given by

(1.1) Hα,β(x) = 1−
[
1 +

(x
β

)]−α
,

where α > 0 and β > 0 are the shape and scale parameters, respectively. The probability
density function (pdf) corresponding to (1.1) reduces to

(1.2) hα,β(x) =
α

β

[
1 +

(x
β

)]−(α+1)

.
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The survival function S(t) and the hazard rate function (hrf) h(t) at time t for the Lomax
distribution are given by

S(t) =
[
1 +

(x
β

)]−α
and h(t) =

α

β

[
1 +

(x
β

)]−1

,

respectively.
The rth moment of Z (for r < k) comes from (1.2) as µ

′
r<Z = αβr B(r + 1, α − r),

where B(p, q) =
∫ 1

0
wp−1 (1 − w)q−1dw is the complete beta function. The mean of

Z can be expressed as E(Z) = β/(α − 1), for α > 1, and the variance is V ar(Z) =
β2/[(α− 1)2 (α− 2)], for α > 2. As α tends to infinity, the mean tends to β, the variance
tends to β2, the skewness tends to 36 and the excess kurtosis approaches 21.

The trend of parameter(s) induction to the baseline distribution has received increased
attention in recent years to explore properties and for efficient estimation of the pa-
rameters. In the literature, some extensions of the Lomax distribution are available
such as the exponentiated Lomax (EL) [6], Marshall-Olkin extended-Lomax (MOEL)
[32, 35], beta-Lomax (BL), Kumaraswamy-Lomax (KwL), McDonald-Lomax (McL) [44]
and gamma-Lomax (GL) [27].

The first parameter induction to the Lomax distribution was suggested by [6] using
Lehmann alternative type I proposed by Gupta et al. [36]. The three-parameter EL cdf
(for x > 0) is defined by

(1.3) Ga,α,β(x) =
{

1−
[
1 +

(x
β

)]−α}a
,

where a > 0 is a shape power parameter. The pdf corresponding to (1.3) (for x > 0) is
given by

(1.4) ga,α,β(x) =
aα

β

[
1 +

(x
β

)]−(α+1){
1−

[
1 +

(x
β

)]−α}a−1

,

with two shape parameters and one scale parameter.
Let Y be a random variable having the EL distribution (1.4) with parameters a, α

and β. Using the transformation t = 1− [1 + (x/β)]−α and the binomial expansion, the
rth moment of Y (for r < α) is obtained from (1.4) as

(1.5) µ
′
r,Y (x) = a βr

r∑

m=0

(−1)m
(
r

m

)
B
(
a, m−r

α
+ 1
)
.

The rth incomplete moment of Y is given by

(1.6) µ
′
(r,Y )(z) =

∫ z

0

yr ga,α,β(y) dy = a βr
r∑

m=0

(−1)m
(
r

m

)
By
(
a, m−r

α
+ 1
)
,

where By(p, q) =
∫ y
0
wp−1 (1 − w)q−1dw is the incomplete beta function. Some other

mathematical quantities of Y are obtained in [5, 6, 42].
The second parameter extension to the Lomax model, named the MOEL distribution,

was proposed by [32] using a flexible generator pioneered by Marshall and Olkin [46].
The three-parameter MOEL cdf is given by

(1.7) Fα,β,δ(x) = δ
{[

1 +
(x
β

)]α
− δ
}−1

.

The pdf corresponding to (1.7) becomes

(1.8) fα,β,δ(x) = αβδ
[
1 +

(x
β

)]α−1 {[
1 +

(x
β

)]α
− δ
}−2

,

where δ = 1− δ and δ > 0 is a shape (or tilt) parameter.
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The properties and the estimation of the reliability for the MOEL distribution are
studied in [32] and [35]. The acceptance sampling plans (double and grouped) based on
non-truncated and truncated samples for the MOEL distribution has been considered by
[15, 53, 54, 50].

Lemonte and Cordeiro [44] discussed three parameter inductions to the Lomax dis-
tributions, namely the BL, KwL and McL by including two, two and three extra shape
parameters using the beta-G, Kumaraswamy-G and McDonald-G generators defined by
Eugene et al. [31], Cordeiro and de Castro [26] and Alexander et al. [8], respectively.
The cdfs of the BL, KwL and McL distributions are given by

(1.9) FBL(x; a, b, α, β) = I{
1−
[
1+( x

β
)
]−α}

(x)
(a, b),

(1.10) FKwL(x; a, b, α, β) = 1−
[
1−

{
1−

[
1 +

(x
β

)]−α}a]b

and

(1.11) FMcL(x; a, b, c, α, β) = I{
1−
[
1+( x

β
)
]−α}c

(x)
(a, b),

respectively, where Iw(p, q) = Bx(p, q)/B(p, q) is the incomplete beta function ratio, and
a > 0, b > 0 and c > 0 are extra shape parameters whose role is to govern the skewness
and tail weights.

The density functions corresponding to (1.9), (1.10) and (1.11) are given by

(1.12) fBL(x; a, b, α, β) =
α

β B(a, b)

[
1 +

(x
β

)]−(αb+1){
1−

[
1 +

(x
β

)]−α}a−1

,

(1.13) fKwL(x; a, b, α, β) =
a bα

β

[
1 +

(x
β

)]−(α+1) {
1−

[
1 +

(x
β

)]−α}a−1

×
[
1−

{
1−

[
1 +

(x
β

)]−α}a]b−1

and

(1.14) fMcL(x; a, b, c, α, β) =
c α

β B(a c−1, b)

[
1 +

(x
β

)]−(α+1)

×
{

1−
[
1 +

(x
β

)]−α}a−1 [
1−

{
1−

[
1 +

(x
β

)]−α}c]b−1

,

respectively.
Recently, Cordeiro et al. [27] introduced a three-parameter gamma-Lomax (GL) dis-

tribution based on a versatile and flexible gamma generator proposed by Zagrafos and
Balakrishnan [56] using Stacy’s generalized gamma distribution and record value theory.
The GL cdf is given by

(1.15) F (a, α, β)(x) =
Γ
(
a, α log

[
1 +

(
x
β

)])

Γ(a)
, x > 0,

where α > 0 and a > 0 are shape parameters and β > 0 is a scale parameter. The pdf
corresponding to (1.15) is given by

(1.16) f(a, α, β)(x) =
αa

β Γ(a)

[
1 +

(x
β

)]−(α+1){
log
[
1 +

(x
β

)]}a−1

, x > 0.

More recently, Bourguignon et al. [20] proposed the Weibull-G class influenced by the
Zografos-Balakrishnan-G class. Let G(x; Θ) and g(x; Θ) denote the cumulative and den-
sity functions of the baseline model with parameter vector Θ and consider the Weibull
cdf FW (x) = 1 − e−a x

b

(for x > 0 and a, b > 0). Bourguignon et al. [20] replaced the
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argument x by G(x; Θ)/G(x; Θ), where G(x; Θ) = 1−G(x; Θ), and defined their class of
distributions, say Weibull-G(a, b,Θ), by the cdf

(1.17) F (x; a, b,Θ) = a b

∫ [
G(x;Θ)

G(x;Θ)

]

0

xb−1 exp
(
−a xb

)
dx = 1− exp

{
−a

[
G(x; Θ)

G(x; Θ)

]b}
.

The Weibull-G density function is given by

(1.18) f(x; a, b,Θ) = a b g(x; Θ)

[
G(x; Θ)b−1

G(x; Θ)b+1

]
exp

{
−a

[
G(x; Θ)

G(x; Θ)

]b}
, x ∈ <.

In this context, we propose and study the WL distribution based on equations (1.17)
and (1.18). The paper is outlined as follows. In Section 2, we define the WL distribution.
We provide a mixture representation for its density function in Section 3. Structural
properties such as the ordinary and incomplete moments, Bonferroni and Lorenz curves,
mean deviations, mean residual life, mean waiting time, probability weighted moments,
generating function and quantile function are derived in Section 4. In Section 5, we
obtain the Rényi and q entropies. The density of the order statistics is determined in
Section 6. The maximum likelihood estimation of the model parameters is discussed in
Section 7. We explore its usefulness by means of two real data sets in Section 8. Finally,
Section 9 offers some concluding remarks.

2. The WL distribution
Inserting (1.1) in equation (1.17) yields the four-parameter WL cdf

(2.1) F (x; a, b, α, β) = 1− exp

{
−a
{[

1 +

(
x

β

)]α
− 1

}b}
.

The pdf corresponding to (2.1) is given by

f(x; a, b, α, β) =
abα

β

[
1 +

(x
β

)]b α−1 {
1−

[
1 +

(x
β

)]−α}b−1

× exp

{
−a
{[

1 +

(
x

β

)]α
− 1

}b}
,(2.2)

where a > 0 and b > 0 are two additional shape parameters.
Plots of the WL pdf for some parameter values are displayed in Figure 1. Hence-

forth, we denote by X ∼WL(a, b, α, β) a random variable having the pdf (2.2). The
survival function (sf) (S(x)), hrf (h(x)), reversed-hazard rate function (rhrf) (r(x)) and
cumulative hazard rate function (chrf) (H(x)) of X are given by

(2.3) S(x; a, b, α, β) = exp

{
−a
{[

1 +

(
x

β

)]α
− 1

}b}
,

h(x) =
a bα

β

[
1 +

(x
β

)]b α−1 {
1−

[
1 +

(x
β

)]−α}b−1

,

r(x) =

ab α
β

[
1 +

(
x
β

)]b α−1 {
1−

[
1 +

(
x
β

)]−α}b−1 exp
{
−a
{[

1 +
(
x
β

)]α
− 1
}b}

1− exp
{
−a
{[

1 +
(
x
β

)]α − 1
}b}

and

H(x) = −a
{[

1 +
(x
β

)]α − 1
}b
,
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respectively. Plots of the WL hrf for some parameter values are displayed in Figure 2.
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Figure 1. Plots of the WL pdf for some parameter values
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Figure 2. Plots of the WL hrf for some parameter values

3. Mixture representation
The WL density function can be expressed as

(3.1) f(x; a, b, α, β) = a b g(x)
G(x)b−1

G(x)b+1
exp

{
−a
[
G(x)

G(x)

]b}
.

Inserting (1.1) and (1.2) in equation (3.1), we obtain

f(x; a, b, α, β) =
abα

β

[
1 +

(x
β

)]−(α+1)

{
1−

[
1 +

(
x
β

)]−α}b−1

[
1−

{
1−

[
1 +

(
x
β

)]−α}]b+1

× exp



−a

{
1−

[
1 +

(
x
β

)]−α

1−
{

1−
[
1 +

(
x
β

)]−α}
}b
 .(3.2)

In order to obtain a simple form for the WL pdf, we can expand (3.1) in power series.

Let A = exp



−a

{
1−
[
1+
(
x
β

)]−α

1−
{
1−
[
1+
(
x
β

)]−α}
}b
.
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By expanding the exponential function in A, we have

A =

∞∑

k=0

(−1)k ak

k!

{
1−

[
1 +

(
x
β

)]−α}kb

[
1−

{
1−

[
1 +

(
x
β

)]−α}]kb .

Inserting this expansion in (3.2) and, after some algebra, we obtain

f(x; a, b, αβ) =

∞∑

k=0

(−1)k ak

k!

a bα

β

[
1 +

(x
β

)]−(α+1)

×
{

1−
[
1 +

(x
β

)]−α}b(k+1)−1

×
[
1−

{
1−

[
1 +

(x
β

)]−α}]−[b(k+1)−1]

︸ ︷︷ ︸
Bk

.

After a power series expansion, the quantity Bk in the last equation becomes

Bk =

∞∑

j=0

(−1)j
(
−[(k + 1)b+ 1]

j

) {
1−

[
1 +

(x
β

)]−α}j
.

Combining the last two results, we can write

f(x; a, b, α, β) =

∞∑

k,j=0

(−1)k ak+1

k! j!

b

[(k + 1)b+ j]

Γ([k + 1]b+ j + 1)

Γ([k + 1]b+ 1)︸ ︷︷ ︸
vk,j

× [(k + 1)b+ j]
α

β

[
1 +

(x
β

)]−(α+1)
{

1−
[
1 +

(x
β

)]−α}[(k+1)b+j]−1

︸ ︷︷ ︸
ga,α,(k+1)b+j

.

The last equation can be rewritten as

(3.3) f(x; a, b, α, β) =

∞∑

k,j=0

vk,j ga,α,(k+1)b+j(x).

Equation (3.3) reveals that the WL density function has a double mixture represen-
tation of EL densities. So, several of its structural properties can be derived form those
of the EL distribution. The coefficients vk,j depend only on the generator parameters.
This equation is the main result of this section.

4. Some Structural Properties
Established algebraic expansions to determine some structural properties of the WL

distribution can be more efficient than computing those directly by numerical integration
of its density function, which can be prone to rounding off errors among others.

4.1. Quantile Function. Quantile functions are in widespread use in general statistics
and often find representations in terms of lookup tables for key percentiles. The quantile
function (qf) of X is obtained by inverting (2.1) as

(4.1) Q(u) = β

{[{
−a−1 log(1− u)

}1/b
+ 1
]1/α

− 1

}
.

Simulating the WL random variable is straightforward. If U is a uniform variate on the
unit interval (0, 1), then the random variableX = Q(U) follows (2.2), i.e. X ∼WL(a, b, α, β).
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4.2. Moments. Some of the most important features and characteristics of a distribu-
tion can be studied through moments (e.g. tendency, dispersion, skewness and kurtosis).
The rth moment of X can be obtained from (3.3) as

µ′r = E(Xr) =

∞∑

k,j=0

vk,j

∫ ∞

0

xr ga,α,(k+1)b+j(x) dx.

Using (3.3), we obtain (for r ≤ α)

(4.2) µ′r = βr
r∑

m=0

∞∑

k,j=0

(−1)m [(k + 1)b+ j]

(
r

m

)
vk,j B

(
[k + 1]b+ j, m−r

α
+ 1
)
.

Setting r = 1 in (4.2), we have the mean of X. Further, the central moments (µn)
and cumulants (κn) of X are obtained from (4.2) as

µn =

n∑

k=0

(
n

k

)
(−1)k µ′k1 µ′n−k and κn = µ′n −

n−1∑

k=1

(
n− 1

k − 1

)
κk µ

′
n−k,

respectively, where κ1 = µ′1. Thus, κ2 = µ′2 − µ′21 , κ3 = µ′3 − 3µ′2µ
′
1 + 2µ′31 , etc. The

skewness and kurtosis measures can be calculated from the ordinary moments using
well-known relationships.

The nth descending factorial moment of X (for n = 1, 2, . . .) is

µ′(n) = E(X(n)) = E[X(X − 1)× · · · × (X − n+ 1)] =

n∑

j=0

s(n, j)µ′j ,

where s(n, j) = (j!)−1 [djj(n)/dxj ]x=0 is the Stirling number of the first kind.

4.3. Incomplete moments. The answers to many important questions in economics
require more than just knowing the mean of the distribution, but its shape as well. This
is obvious not only in the study of econometrics but in other areas as well. The rth
incomplete moment of X (r ≤ α) follows from (3.3) as

(4.3) mr(z) = βr
r∑

m=0

∞∑

k,j=0

(−1)m [(k + 1)b+ j] vk,j

(
r

m

)
Bz
(
[k + 1]b+ j, m−r

α
+ 1
)
.

The main application of the first incomplete moment refers to the Bonferroni and
Lorenz curves. These curves are very useful in economics, reliability, demography, insu-
rance and medicine. For a given probability π, they are defined by B(π) = m1(q)/(π µ′1)
and L(π) = m1(q)/µ′1, respectively, wherem1(q) can be determined from (4.3) with r = 1
and q = Q(π) is calculated from (4.1).

The amount of scatter in a population is measured to some extent by the totality of
deviations from the mean and median defined by δ1 =

∫∞
0
|x − µ|f(x)dx and δ2(x) =∫∞

0
|x − M |f(x)dx, respectively, where µ′1 = E(X) is the mean and M = Q(0.5) is

the median. These measures can be determined from δ1 = 2µ′1F (µ′1) − 2m1(µ′1) and
δ2 = µ′1 − 2m1(M), where F (µ′1) comes from (2.1).

A further application of the first incomplete moment is related to the mean resid-
ual life and the mean waiting time given by m(t; a, b, α, β) = [1 − m1(t)]/S(t) − t
and µ(t; a, b, α, β) = t − [m1(t)/F (t; a, b, α, β)], respectively, where F (·; ·) and S(·; ·) =
1− F (·; ·) are obtained from (2.1).
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4.4. Probability weighted moments. The probability weighted moments (PWMs)
are used to derive estimators of the parameters and quantiles of generalized distributions.
These moments have low variance and no severe bias, and they compare favorably with
estimators obtained by the maximum likelihood method. The (s, r)th PWM of X (for
r ≥ 1, s ≥ 0) is formally defined by ρr,s = E[Xr F (X)s] =

∫∞
0
xr F (x)s f(x)dx. We can

write from (2.1)

F (x; a, b, α, β)s =

∞∑

i=0

(−1)i
(
s
i

)
exp

{
−i a

{(
1 +

x

β

)α
− 1

}b}
.

Then, we can express ρs,r after some algebra from (2.1) and (2.2) as

ρr,s =

∞∑

i=0

(−1)i
(
s
i

)

i+ 1

∫ ∞

0

xr f(x; (i+ 1)a, b, α, β)dx.

By using (4.2), we obtain (for r < α)

ρr,s = βr
∞∑

i,j,k=0

(−1)i
(
s
i

)

(i+ 1)
si,k,j

r∑

m=0

B
(

[k + 1]b+ j, (m−r)
α

+ 1
)
,

where

si,k,j =
(−1)k ak (i+ 1)k Γ((k + 1)b+ j + 1)

[(b+ 1)k + 1] Γ((k + 1)b+ 1) j! k!
.

4.5. Generating function. The moment generating function (mgf)MX(t) of a random
variable X provides the basis of an alternative route to analytical results compared with
working directly with the pdf and cdf of X. We obtain the mgf of the WL distribution
from equation (3.3) as

MX(t) =

∞∑

k,j=0

vk,j

∫ ∞

0

[(k + 1)b+ j]
α

β

[
1 +

(x
β

)]−(α+1)

×
{

1−
[
1 +

(x
β

)]−α}[(k+1)b+j]−1

etx dx.

By expanding the binomial terms, we can write

MX(t) =
α

β

∞∑

k,j=0

vk,j

∞∑

m=0

(−1)m
(

[(k + 1)b+ j]− 1

m

) ∫ ∞

0

[(k + 1)b+ j]

×
(

1 +
x

β

)−(m+1)α−1

etx dx.

By expanding the binomial terms again, we obtain (for t < 0)

MX(t) = α

∞∑

k,j,m,n=0

(−1)m [(k + 1)b+ j] vk,j n!

βn+1

(
[(k + 1)b+ j]− 1

m

)

×
(
−(1 +m)α− 1

n

)
(−t)−(n+1),

which is the main result of this section.
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5. Rényi and q-Entropies
The entropy of a random variable X is a measure of the uncertain variation. The

Rényi entropy is defined by

IR(δ) =
1

1− δ log [I(δ)],

where I(δ) =
∫
< f

δ(x) dx, δ > 0 and δ 6= 1. We have

I(θ) =
(a bα

β

)δ ∫ ∞

0

(
1 +

x

β

)δ(bα−1) {
1−

(
1 +

x

β

)−α}δ(b−1)

× exp

{
−aδ

{(
1 +

x

β

)α
− 1

}b}
dx.

By expanding the exponential term of the above integrand, we can write

I(θ) =
(a bα

β

)δ ∫ ∞

0

(
1 +

x

β

)δ(bα−1) {
1−

(
1 +

x

β

)−α}δ(b−1)

×
∞∑

k=0

(−1)k (δ a)k

k!

{(
1 +

x

β

)α
− 1

}bk
dx.

Using the binomial expansion twice in the last equation and integrating, we obtain

(5.1) I(θ) =
(a bα

β

)δ ∞∑

m=0

tm.

Hence, the Rényi entropy reduces to

(5.2) IR(δ) =
1

1− δ log

[(a bα
β

)δ ( ∞∑

m=0

tm
)]

,

where

tm =

∞∑

k,j=0

(−1)k βm+1 Γ(δ(b+ 1) + bk + j) Γ(m− δ(b− 1) + bk + j)

k! j!m! [mα+ δ(α+ 1)− 1] Γ(δ(b+ 1) + bk) Γ(bk − δ(b+ 1) + j)
.

The q-entropy, say Hq(f), is defined by

Hq(f) =
1

q − 1
log [1− Iq(f)] ,

where Iq(f) =
∫
< f

q(x) dx, q > 0 and q 6= 1. From equation (5.2), we can easily obtain

Hq(f) =
1

q − 1
log

[
1−

(a bα
β

)q ( ∞∑

m=0

tm
)]
.

6. Order Statistics
Here, we provide the density of the ith order statistic Xi:n, fi:n(x) say, in a random

sample of size n from the WL distribution. By suppressing the parameters, we have (for
i = 1, . . . , n)

(6.1) fi:n(x) =
f(x)

B(i, n− i+ 1)

n−i∑

j=0

(−1)j
(
n−i
j

)
F (x)i+j−1.

Thus, we can write

F (x)i+j−1 =

∞∑

k=0

(−1)k
(
i+j−1
k

)
exp

{
−ak

{(
1 +

x

β

)α
− 1

}b}
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and then by inserting (2.2) in equation (6.1), we obtain

(6.2) fi:n(x) =

∞∑

m=0

tm+1 f(x; (m+ 1)a, b, α, β),

where

tm+1 =
1

(m+ 1)B(i, n− i+ 1)

n−i∑

j=0

(−1)j+m
(
n−i
j

) (
i+j−1
m

)

and f(x; (m+ 1)a, b, α, β) denotes the WL density function with parameters (m+ 1)a, b,
α and β. So, the density function of the WL order statistics is a mixture of WL densities.
Based on equation (6.2), we can obtain some structural properties of Xi:n from those WL
properties.

The rth moment of Xi:n (for r < α) follows from (4.2) and (6.2) as

(6.3) E(Xr
i:n) = βr

r∑

m=0

(−1)m
(
r

m

)
tm+1

∞∑

k,j=0

[(k+1)b+j] vk,j B
(

[k+1]b+j, m−r
α

+1
)
,

where vk,j is given in Section 3.
The L-moments are analogous to the ordinary moments but can be estimated by linear

combinations of order statistics. They exist whenever the mean of the distribution exists,
even though some higher moments may not exist, and are relatively robust to the effects
of outliers. Based upon the moments (6.3), we can derive explicit expressions for the
L-moments of X as infinite weighted linear combinations of the means of suitable WL
distributions. They are linear functions of expected order statistics defined by (for s ≥ 1)
λs = s−1∑s−1

p=0(−1)p
(
s−1
p

)
E(Xs−p:p).

The first four L-moments are: λ1 = E(X1:1), λ2 = 1
2
E(X2:2 −X1:2), λ3 = 1

3
E(X3:3 −

2X2:3 +X1:3) and λ4 = 1
4
E(X4:4 − 3X3:4 + 3X2:4 −X1:4). We can easily obtain the λ’s

for X from (6.3) with r = 1.

7. Estimation
Here, we consider the estimation of the unknown parameters of the WL distribution

by the maximum likelihood method. Let x1, . . . , xn be a sample of size n from the WL
distribution given by (2.2). The log-likelihood function for the vector of parameters
Θ = (a, b, α, β)ᵀ can be expressed as

(7.1) ` = `(Θ) = n log (abα)− n log β − (α− 1)

n∑

i=1

log
[
1 +

xi
β

]

+ (b− 1)

n∑

i=1

log
{[

1 +
xi
β

]α − 1
}
− a

n∑

i=1

{[
1 +

xi
β

]α − 1
}b
.

Let zi =
(
1 + xi

β

)α − 1. Then, we can write ` as

(7.2) ` = n log (abα)− n log β −
(
1− 1

α

) n∑

i=1

log
(
zi + 1

)
+ (b− 1)

n∑

i=1

log(zi)− a
n∑

i=1

zbi .

The log-likelihood function can be maximized either directly by using the R-package (Ad-
equecyModel), SAS (PROC NLMIXED) or the Ox program (sub-routine MaxBFGS) (see
Doornik, [29]) or by solving the nonlinear likelihood equations obtained by differentiating
(7.1) or (7.2). In AdequecyModel package, there exists many maximization algorithms like
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NR (Newton-Raphson), BFGS (Broyden-Fletcher-Goldfarb-Shanno), BHHH (Berndt-
Hall-Hall-Hausman), NM (Nelder-Mead), SANN (Simulated-Annealing) and Limited-
Memory quasi-Newton code for Bound-constrained optimization (L-BFGS-B). However,
the MLEs here are computed using L-BFGS-B method.

The components of the score vector U(Θ) are given by

Ua = n
a
−∑n

i=1 z
b
i ,

Ub = n
b
−∑n

i=1 log zi − a
∑n
i=1 z

b
i log zi,

Uα = n
α

+ 1
α2

∑n
i=1 log (zi + 1) +

(
1− 1

α

) ∑n
i=1 log (zi + 1)

1
α

+(b− 1)
∑n
i=1

[(
1 + z−1

i

)
log (zi + 1)

1
α

]

−ab ∑n
i=1

(
zbi + zb−1

i

)
log (zi + 1)

1
α ,

Uβ = −n
β
− α

β2

(
1− 1

α

)∑n
i=1 (zi + 1)−

1
α

−α(b−1)

β2

∑n
i=1 z

−1
i (zi + 1)1−

1
α + abα

β2

∑n
i=1 z

b−1
i (zi + 1)1−

1
α .

Setting these above equations to zero and solving them simultaneously also yield the
MLEs of the four parameters.

For interval estimation of the model parameters, we require the 4× 4 observed infor-
mation matrix J(Θ) = {Jrs} (for r, s = a, b, α, β) given in Appendix A. Under standard
regularity conditions, the multivariate normal N4(0, J(Θ̂)−1) distribution can be used
to construct approximate confidence intervals for the model parameters. Here, J(Θ̂) is
the total observed information matrix evaluated at Θ̂. Then, the 100(1 − γ)% confi-

dence intervals for a, b, α and β are given by â ± zγ/2 ×
√
var(â), b̂ ± zγ/2 ×

√
var(b̂),

α̂ ± zγ/2 ×
√
var(α̂) and β̂ ± zγ/2 ×

√
var(β̂), respectively, where the var(·)’s denote

the diagonal elements of J(Θ̂)−1 corresponding to the model parameters, and zγ/2 is
the quantile (1 − γ/2) of the standard normal distribution. Two problems that can be
addressed in a future research are: (i) how large are the correlations between the param-
eter estimates? and (ii) how about the sample size required in order for the asymptotic
standard errors to be reasonable approximations? The answer to problem (i) could be
investigated through simulation studies. The answer to (ii) is related to the adequacy of
the normal approximation to the MLE Θ̂. Clearly, some asymptotic techniques could be
adopted to improve the normal approximation for Θ̂.

The likelihood ratio (LR) statistic can be used to check if the fitted new distribution is
strictly “superior” to the fitted Lomax distribution for a given data set. Then, the test of
H0 : a = b = 1 versus H1 : H0 is not true is equivalent to compare the WL and Lomax
distributions and the LR statistic becomes w = 2{`(â, b̂, α̂, β̂)− `(1, 1, α̃, β̃)}, where â, b̂,
α̂ and β̂ are the MLEs under H1 and α̃ and β̃ are the estimates under H0.

8. Applications
In this section, we illustrate the usefulness of the WL model. We fit the WL distri-

bution to two data sets and compare the results with those of the fitted McL, KwL, GL,
BL, EL and Lomax models.
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8.1. Aircraft Windshield data sets. The windshield on a large aircraft is a complex
piece of equipment, comprised basically of several layers of material, including a very
strong outer skin with a heated layer just beneath it, all laminated under high temper-
ature and pressure. Failures of these items are not structural failures. Instead, they
typically involve damage or delamination of the nonstructural outer ply or failure of the
heating system. These failures do not result in damage to the aircraft but do result in
replacement of the windshield.

We consider the data on failure and service times for a particular model windshield
given in Table 16.11 of Murthy et al. [48]. These data were recently studied by Ramos
et al. [51]. The data consist of 153 observations, of which 88 are classified as failed
windshields, and the remaining 65 are service times of windshields that had not failed at
the time of observation. The unit for measurement is 1000 h.

First data set: Failure times of 84 Aircraft Windshield
0.040, 1.866, 2.385, 3.443, 0.301, 1.876, 2.481, 3.467, 0.309, 1.899, 2.610, 3.478, 0.557,

1.911, 2.625, 3.578, 0.943, 1.912, 2.632, 3.595, 1.070, 1.914, 2.646, 3.699, 1.124, 1.981,
2.661, 3.779,1.248, 2.010, 2.688, 3.924, 1.281, 2.038, 2.82,3, 4.035, 1.281, 2.085, 2.890,
4.121, 1.303, 2.089, 2.902, 4.167, 1.432, 2.097, 2.934, 4.240, 1.480, 2.135, 2.962, 4.255,
1.505, 2.154, 2.964, 4.278, 1.506, 2.190, 3.000, 4.305, 1.568, 2.194, 3.103, 4.376, 1.615,
2.223, 3.114, 4.449, 1.619, 2.224, 3.117, 4.485, 1.652, 2.229, 3.166, 4.570, 1.652, 2.300,
3.344, 4.602, 1.757, 2.324, 3.376, 4.663.

Second data set: Service times of 63 Aircraft Windshield
0.046, 1.436, 2.592, 0.140, 1.492, 2.600, 0.150, 1.580, 2.670, 0.248, 1.719, 2.717, 0.280,

1.794, 2.819, 0.313, 1.915, 2.820, 0.389, 1.920, 2.878, 0.487, 1.963, 2.950, 0.622, 1.978,
3.003, 0.900, 2.053, 3.102, 0.952, 2.065, 3.304, 0.996, 2.117, 3.483, 1.003, 2.137, 3.500,
1.010, 2.141, 3.622, 1.085, 2.163, 3.665, 1.092, 2.183, 3.695, 1.152, 2.240, 4.015, 1.183,
2.341, 4.628, 1.244, 2.435, 4.806, 1.249, 2.464, 4.881, 1.262, 2.543, 5.140.

We estimate the unknown parameters of each model by maximum likelihood using
L-BFGS-B method and the goodness-of-fit statistics Akaike information criterion (AIC),
Bayesian information criterion (BIC), consistent Akaike information criterion (CAIC),
Hannan-Quinn information criterion (HQIC), Anderson-Darling (A∗) and Cramér–von
Mises (W ∗) are used to compare the five models. The statistics A∗and W ∗ are described
in details in [22]. In general, the smaller the values of these statistics, the better the fit to
the data. The required computations are carried out using the R-script AdequacyModel
developed by Pedro Rafael Diniz Marinho, Cícero Rafael Barros Dias and Marcelo Bour-
guignon. It is freely available from
http://cran.r-project.org/web/packages/AdequacyModel/AdequacyModel.pdf.

Tables 1 and 3 give the MLEs and their corresponding standard errors (in parentheses)
of the model parameters. The model selection is carried out using the AIC , BIC, CAIC
and HQIC statistics defined by:

AIC = −2`(·) + 2p, BIC = −2`(·) + p log(n),

CAIC = −2`(·) +
2pn

n− p− 1
, and HQIC = 2 log

[
log(n)

(
k − 2 `(·)

) ]
,

where `(·) denotes the log-likelihood function evaluated at the MLEs, p is the number
of parameters, and n is the sample size. The figures in Tables 1 and 3 indicate that
the fitted Lomax models have huge parameter estimates, although they are accurate
compared with their standard errors. Sometimes, the log-likelihood can become quite
flat by fitting special models of the WL distribution leading to numerical maximization
problems. For these cases, we can obtain different MLEs for the model parameters using
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alternative algorithms of maximization since they correspond to local maximums of the
log-likelihood function. Thus, it is important to investigate the global maximum.

The values of the AIC, CAIC, BIC, HQIC, A∗ and W ∗ are listed in Tables 2 and 4.
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Table 1. MLEs and their standard errors (in parentheses) for
failure times of 84 Aircraft Windshield data

Distribution a b c α β

WL 0.0128 0.5969 - 6.7753 1.5324

(0.0114) (0.3590) - (3.9049) (1.3863)

McL 2.1875 119.1751 12.4171 19.9243 75.6606

(0.5211) (140.2970) (20.8446) (38.9601) (147.2422)

KwL 2.6150 100.2756 - 5.2771 78.6774

(0.3822) (120.4856) - (9.8116) (186.0052)

GL 3.5876 - - 52001.4994 37029.6583

(0.5133) - - (7955.0003) ( 81.1644)

BL 3.6036 33.6387 - 4.8307 118.8374

(0.6187) (63.7145) - (9.2382) (428.9269)

EL 3.6261 - - 20074.5097 26257.6808

(0.6236) - - (2041.8263) (99.7417)

Lomax - - - 51425.3500 131789.7800

- - - (5933.4892) (296.1198)

Table 2. The statistics `(·), AIC, BIC , CAIC , HQIC, A∗ and
W ∗ for failure times of 84 Aircraft Windshield data

Distribution `(·) AIC CAIC BIC HQIC A∗ W∗

WL -127.8652 263.7303 264.2303 273.5009 267.6603 0.6185 0.0932
McL -129.8023 269.6045 270.3640 281.8178 274.5170 0.6672 0.0858
KwL -132.4048 272.8096 273.3096 282.5802 276.7396 0.6645 0.0658
GL -138.4042 282.8083 283.1046 290.1363 285.7559 1.3666 0.1618
BL -138.7177 285.4354 285.9354 295.2060 289.3654 1.4084 0.1680
EL -141.3997 288.7994 289.0957 296.1273 291.7469 1.7435 0.2194
Lomax -164.9884 333.9767 334.1230 338.8620 335.9417 1.3976 0.1665

Tables 2 and 4 compare the WL model with the McL, KwL, GL, BL, EL and Lomax
models. We note that the WL model gives the lowest values for the AIC, BIC and CAIC,
HQIC and A∗ statistics (except W ∗ for the first data set) among all fitted models. So,
the WL model could be chosen as the best model. The histogram of the data and
the estimated pdfs and cdfs for the fitted models are displayed in Figure 3. It is clear
from Tables 2 and 4 and Figure 3 that the WL distribution provides a better fit to the
histogram and therefore could be chosen as the best model for both data sets.
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Table 3. MLEs and their standard errors (in parentheses) for
service times of 63 Aircraft Windshield data

Distribution a b c α β

WL 0.1276 0.9204 - 3.9136 3.0067

(0.2964) (0.4277) - (3.8489) (8.2769)

McL 1.3230 53.7712 5.7144 7.4371 42.8972

(0.2517) (199.2803) (5.3853) (34.7310) (150.8150)

KwL 1.6691 60.5673 - 2.5649 65.0640

(0.2570) (86.0131) - (4.7589) (177.5919)

GL 1.9073 - - 35842.4330 39197.5715

(0.3213) - - (6945.0743) (151.6530)

BL 1.9218 31.2594 - 4.9684 169.5719

(0.3184) (316.8413) - (50.5279) (339.2067)

EL 1.9145 - - 22971.1536 32881.9966

(0.3482) - - (3209.5329) (162.2299)

Lomax - - - 99269.78 00 207019.3700

- - - (11863.5222) (301.2366)
Table 4. The statistics `(·), AIC, BIC, CAIC, HQIC, A∗ and
W ∗ for service times of 63 Aircraft Windshield data

Distribution `(.) AIC CAIC BIC HQIC A∗ W∗

WL -98.11712 204.2342 204.9239 212.8068 207.6059 0.2417 0.0356
McL -98.5883 207.1766 208.2292 217.8923 211.3911 0.3560 0.0573
KwL -100.8676 209.7353 210.4249 218.3078 213.1069 0.7391 0.1219
GL -102.8332 211.6663 212.0731 218.0958 214.1951 1.112 0.1836
BL -102.9611 213.9223 214.6119 222.4948 217.2939 1.1336 0.1872
EL -103.5498 213.0995 213.5063 219.5289 215.6282 1.2331 0.2037
Lomax -109.2988 222.5976 222.7976 226.8839 224.2834 1.1265 0.1861

9. Concluding remarks
In this paper, we propose a four-parameter Weibull-Lomax (WL) distribution. We

study some structural properties of the WL distribution including an expansion for the
density function and explicit expressions for the ordinary and incomplete moments, mean
residual life, mean waiting time, probability weighted moments, generating function and
quantile function. Further, the explicit expressions for the Rényi entropy, q entropy
and order statistics are also derived. The maximum likelihood method is employed for
estimating the model parameters. We also obtain the observed information matrix. We fit
theWLmodel to two real life data sets to show the usefulness of the proposed distribution.
The new model provides consistently a better fit than the other models, namely: the
McDonald-Lomax, Kumaraswamy-Lomax, gamma-Lomax, beta-Lomax, exponentiated-
Lomax and Lomax distributions. We hope that the proposed model will attract wider
application in areas such as engineering, survival and lifetime data, hydrology, economics
(income inequality) and others.

Acknowledgments
The authors would like to thank the Editor and the two referees for careful reading

and for comments which greatly improved the paper.

470



(a) Estimated pdfs for the first data set (b) Estimated cdfs for the first data set.
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(c) Estimated pdfs for the second data set (d) Estimated cdfs for the second data set
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Figure 3. Plots of the estimated pdfs and cdfs for the WL, McL,
KwL, GL, BL, EL and Lomax models to the first and second data
sets.

Appendix A
The elements of the 4 × 4 observed information matrix J(Θ) = {Jrs} (for r, s =

a, b, α, β) are given by

Jaa = − n
a2 ,

Jab = −∑n
i=1 z

b
i log zi,

Jaα = −b ∑n
i=1 z

b−1
i (zi + 1) log (zi + 1)

1
α ,

Jaβ = αb
β2

∑n
i=1 z

b−1
i (zi + 1)1−

1
α ,

Jbb = − n
b2
− a ∑n

i=1 z
b
i [log(zi)]

2 ,

Jbα =
∑n
i=1

(
1 + z−1

i

)
log (zi + 1)

1
α

−a(b+ 1)
∑n
i=1

[
zb−1
i (zi + 1) log (zi + 1)

1
α

]
,

Jbβ = − α
β2

∑n
i=1 z

−1
i (zi + 1)1−

1
α − aα

β2

∑n
i=1 z

b−1
i (zi + 1)1−

1
α [1 + b log zi] ,

Jαα = − n
α2 +

∑n
i=1 (zi + 1)

[
α+ (b− 1)

{
α
(
1 + z−1

i

)
− z−2

i

}

−ab
{
α
(
zbi + zb−1

i

)
+ b zbi + (b− 1) zb−2

i

} ]
,

Jαβ = − 1
β2

∑n
i=1 (zi + 1)−

1
α

−∑n
i=1 (zi + 1)1−

1
α

[
− (b−1)

β2

{
z−1
i − z−2

i log (zi + 1)
1
α
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+ ab
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b zb−1
i + (b− 1)zb−2

i

]} ]
,

Jββ = − n
β2

+ α
β3

(
1− 1

α

)∑n
i=1 (zi + 1)−

1
α

{
zi + 1

β
(zi + 1)1−

1
α log (zi + 1)

}

− α
β3 (b− 1)

∑n
i=1 (zi + 1)1−

1
α

[
− 2 z−1

i − α
β
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1
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β

(
1− 1

α

)
z−1
i (zi + 1)−

1
α

]

+abα
β3

∑n
i=1 (zi + 1)1−

1
α

[
− 2 zb−1

i − (b−1)α
β

zb−1
i (zi + 1)1−

1
α − α

β

(
1− 1

α

)
zb−1
i (zi + 1)−

1
α

]
.
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Abstract
In this paper; survival (non-ruin) probability after a definite time period
of an insurance company is studied in a discrete time model based on
non-homogenous claim occurrences. Furthermore, distributions of the
minimum and maximum levels of surplus in compound binomial risk
model with non-homogeneous claim occurrences are obtained and some
of its characteristics are given.
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1. Introduction
Surplus process (or risk process) is a model of accumulation of insurer’s capital and

the premium incomes during the periods. So, the surplus process is one of the most
important stochastic process for an insurance company which can be defined as discrete
or continuous time in actuarial risk theory. Ruin occurs when surplus is zero or negative
value which means that the total claim amounts equal or exceed the surplus at a certain
time for insurance companies. Furthermore, the estimation of the surplus at a certain
time is essential for the insurance companies due to their future investment strategies and
actions to be taken just before ruin. In this regard, it is vital importance for controlling
the maximum and minimum level of the surplus and its related quantities.

The compound binomial model has been first proposed by Gerber (1988 a). Distribu-
tional properties of some actuarial quantities associated with compound binomial model
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have been studied in De Vylder and Goovaerts (1984,1988), Shiu (1989), Willmot (1993),
Dickson (1994) and De Vylder and Marceau (1996). The compound binomial model,
as a discrete time version of the classical compound Poisson model of risk theory has
been widely studied in the recent literature (see, e.g. Yuen and Guo (2001), Cosette and
Marceau (2000), Cossette et al. (2003, 2004 and 2006), Liu and Zhao (2007), Tuncel and
Tank (2014) ).

In classical risk model, the number of the claims is assumed to have a Poisson pro-
cess {Nt : t ≥ 0} with parameter λ and the claim amounts Y1, Y2, . . . are non-negative,
independent and identically distributed random variables with same distribution func-
tion. The total claim amounts process {St : t ≥ 0} is a compound Poisson process with

parameter λ where St =
Nt∑
i=1

Yi designates the total claim amounts up to time t. In this

regards, surplus of the insurers at time t can be defined as follows

(1.1) Ut = u+ ct− St
where U0 = u is the amount of initial reserve, the premium income is c per each period,
and Yi is the eventual claim amount in period i. For simplicity, throughout the paper we
assume that c = 1.

Let Ii be a binary random variable representing the claim occurrence. That is Ii = 1
if a claim occurs in period i and Ii = 0, otherwise. For i ≥ 1, define Yi = IiXi,
where the random variable Ii and the individual claim amount random variable Xi
are independent in each time period. The random variable Xi is strictly positive and
{Xi, i ≥ 1} forms a sequence of iid random variables with probability mass function
(p.m.f.) f(x) = P {X = x} . Under this assumptions, the process (1.1) can be rewritten
as

(1.2) Ut = u+ t−
t∑

i=1

IiXi,

where u is non negative integer, Nn is the number of claims up to time n and Xi is
the amount of ith claim. It is assumed that Xi random variables are independent and
identically distributed (i.i.d.) and independent of the claim number process. Ruin of
insurer’s occurs when Ut ≤ 0 for some t ≥ 1. The random time to ruin is defined as

(1.3) T = inf {t > 0 : Ut ≤ 0} .
by Gerber (1988). Thus, ultimate ruin probability and survival probability can be defined
as

ψ(u) = P (T <∞|Uo = u)

φ(u) = 1− ψ(u)
respectively. Similarly, ruin probability and survival probability in finite time can be
defined as

ψ(u, n) = P (T ≤ n|Uo = u)

φ(u, n) = 1− ψ(u, n)
respectively.

Let the random indicators I1, I2, ... be independent with p = P {Ii = 1} , then the
model (1.2) is called the compound binomial model and

P {Nn = k} = Cknp
k(1− p)n−k, k = 0, 1, ..., n.

In here, distribution of Nn is classical binomial distribution.Tuncel and Tank (2014) sug-
gested a recursive formula when the claim occurrences probabilities are non-homogeneous
such as pi = P {Ii = 1}.
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Let Mn and Kn denote respectively the maximum and minimum levels of the surplus
process up to period n,

Mn = max
1≤t≤n

Ut , Kn = min
1≤t≤n

Ut.

These quantities may be useful tools on possible future investment or borrowing strategies
for their consistent financial statement in an insurance company. Recursive equations
are given for both marginal and joint distributions of the Mn and Kn values under the
condition that insurance company survives at time n for homogenous case by Eryilmaz
et.al. (2012).

The remainder of the present paper is organized as follows: Section 2 presents recursive
equations to compute marginal and joint distributions ofMn and Kn under the condition
T > n. Section 3 gives means and variances of Mn and Kn for zero truncated geometric
claim size distribution. Finally, discussions are given in Section 4.

2. Distributions of Extremes Surplus Process
For u = 1, 2, ... and n ≥ 0, define

φ(1,n) (u) = Pu (T > n)

θ(1,n) (u; k) = Pu (Mn ≤ k, T > n)

γ(1,n) (u; k) = Pu (Kn ≥ k, T > n)

where

Pu (T > n) = φ(1,n) (u)

=





1 ,n = 0
n∑
t=1

pt
t−1∏
i=1

qi
u+t−1∑
x=1

f (x)Pu+t−x(T
(t+1,n) > n− t)

+

(
1−

n∑
t=1

pt
t−1∏
i=1

qi

) ,n > 0

and k is a positive threshold which can be also considered as an upper barrier for surviving
of the insurance company. In here, T (t+1,n) and φ(1,n) (u) represents ruin time after the
t-th period and non-ruin probability when the claim occurrences have nonhomogeneous
probabilities respectively (Tuncel and Tank(2014)).

2.1. Theorem. For u = 1, 2, ...

(2.1) Pu (Mn ≤ k |T > n) =
θ(1,n) (u; k)

φ(1,n) (u)

where

a. If k ≥ u+ n and n ≥ 0 then

θ(1,n) (u; k) = φ(1,n) (u)

b. If u ≤ k < u+ n and n ≥ 0 then

(2.2) θ(1,n) (u; k) =

k−u+1∑

t=1

pt

t−1∏

i=1

qi

u+t−1∑

x=max(1,u+t−k)
f(x)θ(t+1,n−t) (u+ t− x; k)

Proof. It is clear that Pu (Mn ≤ k | T > n) = 1 for k ≥ u+n. So θ(1,n) (u; k) = φ(1,n) (u)
is trivial.
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By conditioning on W1, the time of the first claim, for u ≤ k < u+ n and n ≥ 0 then

Pu (Mn ≤ k, T > n) =

∞∑

t=1

Pu (U1 ≤ k, ..., Un ≤ k |W1 = t)P (W1 = t)

where P (W1 = t) =
t−1∏
i=1

qipt.

If t ≤ n then

Pu (U1 = u+ 1, ..., Ut−1 = u+ t− 1|W1 = t) = 1

and

(2.3) Pu (U1 ≤ k, ..., Un ≤ k |W1 = t) = Pu
(
Ut ≤ k, ..., Un ≤ k, T (t+1,n) > n− t

)

for t ≤ k − u+ 1. Noting that Ut > 0 for t ≤ n since the ruin occurs after period n and
than by conditioning on the value of the first claim one obtains

Pu (Ut ≤ k, ..., Un ≤ k, T > n− t|W1 = t)

=

∞∑

x=1

Pu
(
u+ t−X > 0, X = x,M

(t+1,n)
n−t ≤ k, T (t+1,n) > n− t

)

=

u+t−1∑

x=max(1,u+t−k)
f(x)Pu+t−x

(
M

(t+1,n)
n−t ≤ k, T (t+1,n) > n− t

)
(2.4)

for t ≤ k − u + 1. For t > n, P (Mn = u + n) = 1. Thus P (Mn ≤ k, T > n) = 0, if
k < u+ n and t > n. Thus, for u ≤ k < u+ n,

θ(1,n) (u; k) =

k−u+1∑

t=1

pt

t−1∏

i=1

qi

u+t−1∑

x=max(1,u+t−k)
f(x)θ(t+1,n−t) (u+ t− x; k)

can be obtained by using (2.3) and (2.4). Hence the proof is completed. �

Expansion of (2.2), which is recursive formula given in Theorem 2.1, as in follows:
• For n = 1 and u ≤ k < u+ 1

θ(1,1) (u; k) =

p1
u∑

x=u+1−k
f(x)

φ(1,1) (u)

• For n = 2 and u ≤ k < u+ 2

(2.5) θ(1,2) (u; k) =

{
1

φ(1,2)(u)
[A1] , k = u

1

φ(1,2)(u)
[A2] , k = u+ 1

where

A1 = p1p2

u∑

x=max(1,u+1−k)
f(x)

u+1−x∑

y=max(1,u+2−k−x)
f(y) + p1q2

u∑

x=max(1,u+2−k)
f(x).

A2 = p1p2

u∑

x=max(1,u+1−k)
f(x)

u+1−x∑

y=max(1,u+2−k−x)
f(y)

+ p1q2

u∑

x=max(1,u+2−k)
f(x) + q1p2

u+1∑

x=max(1,u+2−k)
f(x).
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• For n = 3 and u ≤ k < u+ 3

(2.6) θ(1,3) (u; k)=





1

φ(1,3)(u)
[A3] , k = u

1

φ(1,3)(u)
[A4] , k = u+ 1

1

φ(1,3)(u)
[A5] , k = u+ 2

where

A3 =p1p2p3

u∑

x=max(1,u+1−k)
f(x)

u+1−x∑

y=max(1,u+2−k−x)
f(y)

u+2−x−y∑

z=max(1,u+3−k−x−y)
f(z)

+ p1p2q3

u∑

x=max(1,u+1−k)
f(x)

u+1−x∑

y=max(1,u+3−k−x)
f(y)

+ p1q2p3

u∑

x=max(1,u+2−k)
f(x)

u+2−x∑

y=max(1,u+2−k−x)
f(y)

+ p1q2q3

u∑

x=max(1,u+3−k)
f(x)

A4 =p1p2p3

u∑

x=max(1,u+1−k)
f(x)

u+1−x∑

y=max(1,u+2−k−x)
f(y)

u+2−x−y∑

z=max(1,u+3−k−x−y)
f(z)

+ p1p2q3

u∑

x=max(1,u+1−k)
f(x)

u+1−x∑

y=max(1,u+3−k−x)
f(y)

+ p1q2q3

u∑

x=max(1,u+3−k)
f(x) + q1p2q3

u+1∑

x=max(1,u+3−k)
f(x)

+ p1q2p3

u∑

x=max(1,u+2−k)
f(x)

u+2−x∑

y=max(1,u+2−k−x)
f(y)

+ q1p2p3

u+1∑

x=max(1,u+2−k)
f(x)

u+2−x∑

y=max(1,u+3−k−x)
f(y)

A5 = p1p2p3

u∑

x=max(1,u+1−k)
f(x)

u+1−x∑

y=max(1,u+2−k−x)
f(y)

u+2−x−y∑

z=max(1,u+3−k−x−y)
f(z)

+ p1q2q3

u∑

x=max(1,u+3−k)
f(x) + q1p2q3

u+2∑

x=max(1,u+2−k)
f(x)

+ p1q2p3

u∑

x=max(1,u+2−k)
f(x)

u+2−x∑

y=max(1,u+2−k−x)
f(y)

+ q1p2p3

u+1∑

x=max(1,u+2−k)
f(x)

u+2−x∑

y=max(1,u+3−k−x)
f(y)

+ p1p2q3

u∑

x=max(1,u+1−k)
f(x)

u+1−x∑

y=max(1,u+3−k−x)
f(y).
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2.2. Theorem. For u = 1, 2, ...

(2.7) Pu (Kn ≥ k | T > n) =
γ(1,n) (u; k)

φ(1,n) (u)

where
a. If k ≤ n and n = 0 then

γ(1,n) (u; k) = 1

b. If k ≤ u+ 1 and n ≥ 0 then,

γ(1,n) (u; k) =

n∑

t=max(1,k−u+1)

pt

t−1∏

i=1

qi

u+t−k∑

x=1

f(x)γ(t+1,n−t) (u+ t− x; k)+
∞∑

t=n+1

pt

t−1∏

i=1

qi

Proof. The proof is clear for k ≤ n and n = 0.
By conditioning on the time of first claim, for k ≤ u+ 1

(2.8) Pu (Kn ≥ k |T > n) =

∞∑

t=1

Pu (U1 ≥ k, ..., Un ≥ k|W1 = t)P (W1 = t)

where P (W1 = t) =
t−1∏
i=1

qipt. If t ≤ n and k ≤ u+ 1 then

(2.9) Pu (U1 ≥ k, ..., Ut−1 ≥ k |W1 = t) = 1

and

Pu (U1 ≥ k, ..., Ut−1 ≥ k, T > n|W1 = t) = Pu
(
Ut ≥ k, ..., Un ≥ k, T (t+1,n)> n− t|W1 = t

)

If t > n and k ≤ u+ 1 then

(2.10) Pu (U1 ≥ k, ..., Un ≥ k |W1 = t) = 1.

By conditioning on the time of first claim, for t ≤ n and k ≤ u+ 1

(2.11)

Pu (Ut ≥ k, ..., Un ≥ k, T > n− t |W1 = t) =

u+t−k∑

x=1

Pu+t−x
(
K

(t+1,n)
n−t ≥ k, T (t+1,n) > n− t

)

for t ≤ n and k ≤ u+ 1. Hence,

γ(1,n) (u; k) =

n∑

t=max(1,k−u+1)

pt

t−1∏

i=1

qi

u+t−k∑

x=1

f(x)γ(t+1,n−t) (u+ t− x; k)+
∞∑

t=n+1

pt

t−1∏

i=1

qi

can be obtained by using (2.9),(2.10) and (2.11). Thus the proof is completed. �

Expansion of (2.7) for n = 1, 2, 3, which is also recursive formula given in Theorem
2.2, as in follows:

• For n = 1

(2.12) γ(1,1) (u; k) =

{
1 , k = u+ 1

1

φ(1,1)(u)
[a1] , k < u+ 1

where

a1 = p1

u+1−k∑

x=1

f(x) + q1
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• For n = 2

(2.13) γ(1,2) (u; k) =

{
1

φ(1,2)(u)
[a2] , k = u+ 1

1

φ(1,2)(u)
[a3] , k < u+ 1

where

a2 = q1p2

u+2−k∑

x=1

f(x) + q1q2

and

a3 = p1p2

u+1−k∑

x=1

f(x)

u+2−x−k∑

y=1

f(y) + p1q2

u+1−k∑

x=1

f(x) + q1p2

u+2−k∑

x=1

f(x) + q1q2

• For n = 3

(2.14) γ(1,3) (u; k) =

{
1

φ(1,3)(u)
[a4] , k = u+ 1

1

φ(1,3)(u)
[a5] , k < u+ 1

where

a4 = q1q2p3

u+3−k−x∑

y=1

f(y)+q1p2p3

u+2−k∑

x=1

f(x)

u+3−k−x∑

y=1

f(y)+q1q2q3+q1p2q3

u+2−k∑

y=1

f(y)

and

a5 = p1p2p3

u+1−k∑

x=1

f(x)

u+2−k−x∑

y=1

f(y)

u+3−k−x−y∑

z=1

f(z)

+ p1q2q3

u+1−k∑

x=1

f(x) + p1q2p3

u+1−k∑

x=1

f(x)

u+3−k−x∑

y=1

f(y)

+ p1p2q3

u+1−k∑

x=1

f(x)

u+2−k−x∑

y=1

f(y) + q1q2p3

u+3−k∑

y=1

f(y)

+ q1p2q3

u+2−k∑

x=1

f(x) + q1p2p3

u+2−k∑

x=1

f(x)

u+3−k−x∑

y=1

f(y)

+ q1q2q3

3. Case study
As mentioned before, insurance company may face nonhomogeneous claim occurrences

probabilities in different periods (e.g. month). For this reason, in this section four
different cases are considered for different values of α and u in finite time model and
given in Table 1 where P (Ii = 1) = pi for i = 1, ..., 12.

Table 1. Claim occurrence probabilities

Case1 Case2
pi = 0.01 ∗ i , i = 1, ..., 12 pi = 0.02 ∗ i , i = 1, ..., 12

Case3 Case4
pi = 0.03 ∗ i , i = 1, ..., 12 pi = 0.04 ∗ i , i = 1, ..., 12
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Let claim size distribution be geometric with the following cdf and pmf

F (x) = 1− αx , x = 1, 2, ...(3.1)

f(x) = (1− α)αx−1 , x = 1, 2, ...(3.2)

respectively. It is clear that

(3.3) E(X) =
1

1− α , 0 < α < 1.

According to the cases which are given in Table 1, we obtained expected values and
variances of Mn and Kn for the cases, which are given in Table 2 where the claim
amount distribution as in (3.2) and µ1 = E(Mn | T > n),σ2

1 = V ar(Mn | T > n),µ2 =
E(Kn | T > n) and σ2

2 = V ar(Kn | T > n).

Table 2. Expected values and variances of Mn and Kn for α = 9/10 in cases

u Cases µ1 σ2
1 µ2 σ2

2

4 Case1 14.7363 3.6557 4.9425 0.1632
Case2 13.7613 5.0934 4.8865 0.3170
Case3 12.9846 5.4676 4.8333 0.4561
Case4 12.3376 5.3540 4.7801 0.5920

8 Case1 18.3975 5.2155 8.8418 0.8073
Case2 17.2249 6.9138 8.6875 1.5438
Case3 16.3182 7.1493 8.5432 2.2048
Case4 15.6258 6.7602 8.4036 2.8110

We sketch the graphics of cumulative distribution function of Mn and Kn for cases in
Figure 1 and Figure 2 respectively. In the Figures 1 and 2 solid line represents for u = 4
and dashed line represents u = 8.
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Figure 1. Cumulative Distribution function of Mn given T > n
a) Case 1 b) Case 2
c) Case 3 d) Case 4
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Figure 2. Cumulative Distribution function of Kn given T > n
a) Case 1 b) Case 2
c) Case 3 d) Case 4

4. Conclusions
This study presents some characteristical results and distributions of maximum and

minimum levels of surplus in compound binomial risk model with nonhomogeneous claim
occurrences by different cases which have critical importance for an insurance company.
This study may also lead to future studies with stochastic premium income in continuous
time model.
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1. Introduction
In the actuarial literature, the surplus process of an insurance company is often mod-

eled by the following classic risk process

U(t) = u+ ct−
N(t)∑

i=1

Yi, t ≥ 0, (1.1)

where u = U(0) ≥ 0 is the initial surplus, c > 0 is the constant premium income rate,
N(t) counting the number of claims that occurred before time t is a Poisson process, and
{Yi}i≥1 is a sequence of strictly positive random variables (r.v.) representing the claim
amounts.

Classic risk models rely on assumption that there is only one class of claims. Although
this hypothesis simplifies the study of many risk quantities, it has been proven to be
too restrictive in different contexts. In recent years, many authors have studied various
aspects of the so-called correlated aggregate claims risk model. Yuen et al. [18] considered
the non-ruin probability for a correlated risk process involving two dependent classes of
insurance risks, with exponential claims, which can be transformed into a surplus process
with two independent classes of insurance risks, for which one claim number process is
Poisson and the other is a renewal process with Erlang(2) claim inter-arrival times. Li
and Garrido [9] considered a risk process with two classes of independent risks, namely,
the compound Poisson process and the renewal process with generalized Erlang(2) inter-
arrival times. A system of integro-differential equations for the non-ruin probabilities
was derived and explicit results for claim amounts having distributions belonging to
the rational family were obtained. A further extension was given by Li and Lu [10].
They derived a system of integro-differential equations for the Gerber-Shiu discounted
penalty functions, when the ruin is caused by a claim belonging either to the first or
to the second class and obtained explicit results when the claim sizes are exponentially
distributed. Recently, Zhang et al. [19] extended the model of Li and Lu [10], by
considering the claim number process of the second class to be a renewal process with
generalized Erlang(n) inter-arrival times. The authors derived an integro-differential
equation system for the Gerber-Shiu functions, and obtained their Laplace transforms
when the corresponding Lundberg equation has distinct roots. Chadjiconstantinidis and
Papaioannou [4] studied a risk model with two independent classes of insurance risks in
the presence of a constant dividend barrier. A system of integro-differential equations
with certain boundary conditions for the Gerber-Shiu function was derived and solved.
Using systems of integro-differential equations for the moment-generating function as well
as for the arbitrary moments of the discounted sum of the dividend payments until ruin,
a matrix version of the dividends-penalty was derived. Under the risk models involving
two classes of insurance risks described above, the premiums are assumed to be received
at a constant rate over time.

Sometimes, the insurance company may have lump sums of income. In order to
describe the stochastic income, Boucherie et al. [3] added a compound Poisson process
with positive jumps to the Cramér-Lundberg model. The (non-)ruin probabilities for
the risk models with stochastic premiums were studied in Boikov [2] and Temnov [12].
Assuming that the premium process is a Poisson process, Bao [1] studied the Gerber-
Shiu function in the compound Poisson risk model. Yang and Zhang [17] extended the
compound Poisson risk model in Bao [1] to a Sparre Andersen risk model with generalized
Erlang(n) interclaim time distribution. Labbe and Sendova [7] considered a risk model
with stochastic premiums income, where both the premium size distribution and the
claim size distribution are non-lattice. Zhang and Yang [20] extended the model in
Labbe and Sendova [7] by assuming that there exists a specific dependence structure
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among the claim sizes, interclaim times and premium sizes. Xie and Zou [16] construct
a risk model with a dependence setting where there exists a specific structure among the
time between two claim occurrences, premium sizes and claim sizes. When the claims are
subexponentially distributed, the asymptotic formulae for ruin probabilities are obtained.

All risk models with random incomes described in the paragraph above focus on risk
model with only one class of insurance risk. Motivated by these papers, we explore
analogue problems, but in a risk model with random incomes involving two independent
classes of insurance risks. Moreover, we assume that the two independent claim counting
processes are, respectively, the Poisson and the Erlang(2) process.

Studying the risk model with two classed of claims and random incomes is of interest
in ruin theory for two reasons. The first is to make predictions and give risk measures
for smaller business whose premium income is more fluctuant than what is received in
well establish and large insurance company. The second reason for study this risk model
is to provide insight about how the randomness in premiums’ process influences the risk
process with two classes of claims. Replacing the constant premium income in risk model
with two classes of claims by a stochastic income can also be interpreted as a stepping
stone for risk models with two classes of claims that are closer to real phenomena.

The paper is structured as follows: the risk model with two independent classes of
insurance risks and random incomes is introduced in Section 2. Assuming that the pre-
miums are exponentially distributed, the explicit expressions for the Laplace transforms
of the expected discounted penalty are derived in Section 3 and the defective renewal
equations for the expected discounted penalty are obtained in Section 4. By employing
an associated compound geometric distribution, the analytic expressions for the solu-
tions of the defective renewal equations are also given in Section 4. In Section 5, given
that distributions of the premium sizes have rational Laplace transforms, we derive the
explicit representations for the Laplace transforms of the expected discounted penalty
functions. Finally, in Section 6, two numerical examples are given.

2. The model
Let us consider the surplus process U(t) of an insurance company,

U(t) = u+

M(t)∑

j=1

Xj − S(t), t ≥ 0, (2.1)

where u = U(0) is the initial capital and Xj is the jth premium income with distribution
function G, probability density function (p.d.f.) fG, mean µG and Laplace transform
(LT) f̃G(s) =

∫∞
0
e−sxfG(x)dx. We assume thatM(t) is a Poisson process with intensity

λ > 0, then the corresponding premium income inter-arrival times, denoted by {Wi}i≥1,
are independent and identically distributed (i.i.d.) exponentially distributed r.v. with
parameter λ.

In this paper, we assume that S(t) is generated by two classes of insurance risks,
namely

S(t) = S1(t) + S2(t) =

N1(t)∑

i=1

Yi +

N2(t)∑

i=1

Zi, t ≥ 0, (2.2)

where Si(t), i = 1, 2, represents the aggregate claims up to time t from the i-th class.
Although such models are usually studied in the context of correlated aggregate claims,
here we assume that S1(t) and S2(t) are stochastically independent.

The r.v. {Yi}i≥1 are the nonnegative claim severities from the first class, which are
i.i.d. random variables with common distribution function F1, p.d.f. f1, mean µF1 and
LT f̃1(s) =

∫∞
0
e−sxf1(x)dx. Similarly, {Zi}i≥1 are the positive claim severities from the
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second class, also assumed i.i.d. r.v., with common distribution function F2, p.d.f. f2,
mean µF2 and LT f̃2(s) =

∫∞
0
e−sxf2(x)dx. The claim number process N1(t) is assumed

to be Poisson with parameter λ1 > 0. More specifically, the corresponding claim inter-
arrival times, denoted by {Vi}i≥1, are i.i.d. exponentially distributed r.v. with parameter
λ1. In addition, N2(t) is a renewal process with i.i.d. claim inter-arrival times {Li}i≥1,
which are independent of {Vi}i≥1 and Erlang(2) distributed r.v., i.e. Li = Li1 + Li2,
where {Lij}i≥1,j≥1 are i.i.d. exponentially distributed r.v. with parameter λ2.

We finally assume that {Xi}i≥1, {Yi}i≥1 and {Zi}i≥1 are mutually independent, also
independent of M(t), N1(t) and N2(t), and λµG > λ1µF1 + λ2/2µF2 , providing a net
profit condition.

Denote the ruin time by T = inf{t ≥ 0 : U(t) < 0} and ∞ if U(t) ≥ 0 for all t ≥ 0.
The ruin probability is defined as φ(u) = P (T < ∞|U(0) = u), u ≥ 0. Further define
J to be the cause-of-ruin r.v., i.e., J = j, if the ruin is caused by a claim of class j,
j = 1, 2, then ruin probability φ(u) can be decomposed as φ(u) = φ1(u) + φ2(u), where
φj(u) = P (T < ∞, J = j|U(0) = u), u ≥ 0, j = 1, 2, is the ruin probability due to a
claim of class j. For δ ≥ 0, and j = 1, 2, the expected discounted penalty (Gerber-Shiu)
function at ruin, if the ruin is caused by a claim of class j is defined as

Φj(u) = E[e−δTwj(U(T−), |U(T )|)I(T <∞, J = j)|U(0) = u], u ≥ 0, (2.3)

where δ ≥ 0 is interpreted as the force of interest, U(T−) is the surplus immediately
before ruin, |U(T )| is the deficit at ruin, I(.) is the indicator function, and wj(x1, x2), 0 ≤
x1, x2 <∞, j = 1, 2, be the non-negative measurable function defined on [0,∞)× (0,∞).
The financial explanations on w(x1, x2) can be found in Gerber and Shiu [6]. It is easy
to see that choosing different forms of the function wj(x1, x2) in Eq.(2.3) yields different
information relating to the deficit at ruin and the surplus immediately before ruin.

In the classical risk model, due to the strong Markov property of the surplus process,
the expected discounted penalty function is time homogenous, i.e., it is independent of
the time at which the surplus process is observed. However, for our risk model, the
expected discounted penalty function functions are no longer time homogeneous, due to
the assumption that the claim inter-arrival times from the second class are Erlang(2)
distributed. Therefore, for the expected discounted penalty functions, defined in (2.3),
we assume that a claim from the second class occurs exactly at time 0. More generally, we
can define the expected discounted penalty functions, denoted by Φj(u, τ), as bivariate
functions of current reserve u and the length of time τ , elapsed since the time of the
last claim from the second class (the surplus process renews itself at these points). The
quantities we are interested in are Φj(u, 0) = Φj(u), j = 1, 2, and u ≥ 0,

Ψj(u) = E[e−δ(T−t)wj(U(T−), |U(T )|)I(T <∞, J = j)|L11 = t, U(t) = u], (2.4)

the expected discounted penalty functions at the time of the realization of {Li1}i≥1.
Then by the law of total probability, for j = 1, 2, we have

Φj(u, τ) = Φj(u)Pr(L11 > τ) + Ψj(u)Pr(L11 < τ) = e−λ2τΦj(u) + (1− e−λ2τ )Ψj(u).

3. Laplace transforms
Throughout this paper, we will use a hat ˜ to designate the Laplace transform of

a function. Given that the premium size is exponentially distributed, the explicit ex-
pressions for the Laplace transforms of the expected discounted penalty functions can be
derived. For this purpose, we first consider the integral equation satisfied by the expected
discounted penalty function.
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Let J = min{V1, L11,W1}, then for u ≥ 0,

Φ1(u) =

∫ ∞

0

∫ ∞

0

Pr(J = t, J = W1)e−δtΦ1(u+ x)dG(x)dt

+

∫ ∞

0

Pr(J = t, J = V1)e−δt
[∫ u

0

Φ1(u− y)dF1(y) +

∫ ∞

u

w1(u, y − u)dF1(y)

]
dt

+

∫ ∞

0

Pr(J = t, J = L11)e−δtΨ1(u)dt. (3.1)

Note that Pr(J = W1) = λ/(λ + λ1 + λ2), Pr(J = V1) = λ1/(λ + λ1 + λ2), Pr(J =
L11) = λ2/(λ+ λ1 + λ2), Pr(J > t|J = W1) = Pr(J > t|J = V1) = Pr(J > t|J = L11) =
exp(−(λ+ λ1 + λ2)t).

Plugging the expressions above into (3.1) and making some simplifications, we can get

Φ1(u) =
λ

λ∗ + δ

∫ ∞

0

Φ1(u+ x)dG(x) +
λ2

λ∗ + δ
Ψ1(u)

+
λ1

λ∗ + δ

[∫ u

0

Φ1(u− y)dF1(y) + w1(u)

]
, (3.2)

where λ∗ = λ+ λ1 + λ2, w1(u) =
∫∞
u
w1(u, y − u)dF1(y). Similarly, we derive

Ψ1(u) =
λ

λ∗ + δ

∫ ∞

0

Ψ1(u+ x)dG(x) +
λ2

λ∗ + δ

∫ u

0

Φ1(u− y)dF2(y)

+
λ1

λ∗ + δ

[∫ u

0

Ψ1(u− y)dF1(y) + w1(u)

]
, (3.3)

Assume A1(u) =
∫∞

0
Φ1(u + x)dG(x) and Ā1(u) =

∫∞
0

Ψ1(u + x)dG(x). Taking
Laplace transforms in (3.2) and (3.3) and making some simplifications, we have

Φ̃1(s) =
λ

λ∗ + δ
Ã1(s) +

λ2

λ∗ + δ
Ψ̃1(s) +

λ1

λ∗ + δ

[
Φ̃1(s)f̃1(s) + w̃1(s)

]
, (3.4)

Ψ̃1(s) =
λ

λ∗ + δ
˜̄A1(s) +

λ2

λ∗ + δ
Φ̃1(s)f̃2(s) +

λ1

λ∗ + δ

[
Ψ̃1(s)f̃1(s) + w̃1(s)

]
, (3.5)

Similar analysis gives

Φ2(u) =
λ

λ∗ + δ

∫ ∞

0

Φ2(u+x)dG(x)+
λ2

λ∗ + δ
Ψ2(u)+

λ1

λ∗ + δ

∫ u

0

Φ2(u−y)dF1(y), (3.6)

Ψ2(u) =
λ

λ∗ + δ

∫ ∞

0

Ψ2(u+ x)dG(x) +
λ2

λ∗ + δ

[∫ u

0

Φ2(u− y)dF2(y) + w2(u)

]

+
λ1

λ∗ + δ

∫ u

0

Ψ2(u− y)dF1(y). (3.7)

Assume A2(u) =
∫∞

0
Φ2(u+ x)dG(x) and Ā2(u) =

∫∞
0

Ψ2(u+ x)dG(x). Taking Laplace
transforms in (3.6) and (3.7) and making some simplifications, we obtain

Φ̃2(s) =
λ

λ∗ + δ
Ã2(s) +

λ2

λ∗ + δ
Ψ̃2(s) +

λ1

λ∗ + δ
Φ̃2(s)f̃1(s), (3.8)

Ψ̃2(s) =
λ

λ∗ + δ
˜̄A2(s) +

λ2

λ∗ + δ

[
Φ̃2(s)f̃2(s) + w̃2(s)

]
+

λ1

λ∗ + δ
Ψ̃2(s)f̃1(s). (3.9)

Now, we introduce the Dickson-Hipp operator Tr provided by Dickson and Hipp [5].
Define the Dickson-Hipp operator Tr as be

Trf(x) =

∫ ∞

x

e−r(y−x)f(y)dy, x ≥ 0,
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where f(x) is a real-valued function, r is a complex number. It is easy to see that
Tsf(0) = f̃(s), and that for distinct r1 and r2,

Tr1Tr2f(x) = Tr2Tr1f(x) =
Tr1f(x)− Tr2f(x)

r2 − r1
, x ≥ 0.

If r1 = r2 = r,

Tr1Tr2f(x) =

∫ ∞

x

(y − x)e−r(y−x)f(y)dy, x ≥ 0.

The properties for the Dickson-Hipp operator can also be found in Dickson and Hipp [5],
Li and Garrido [8], Xie and Zou [15].

Suppose the premium sizes are exponentially distributed, i.e., G(x) = 1 − e
− x
µG ,

for µG > 0. Taking Laplace transform of Ai(u), i = 1, 2, and using the Dickson-Hipp
operator, we can get

Ãi(s) =

∫ ∞

0

e−su
∫ ∞

0

Φi(u+ x)
e
− x
µG

µG
dxdu =

∫ ∞

0

∫ ∞

0

e−suΦi(u+ x)du
e
− x
µG

µG
dx

=

∫ ∞

0

TsΦi(x)
e
− x
µG

µG
dx =

1

µG
T 1
µG

TsΦi(0) =
Φ̃i(s)− Φ̃i(

1
µG

)

1− sµG
, i = 1, 2. (3.10)

Similarly,

˜̄Ai(s) =
Ψ̃i(s)− Ψ̃i(

1
µG

)

1− sµG
, i = 1, 2. (3.11)

Combining the above results with (3.4), (3.5), (3.8) and (3.9), respectively, we derive

Φ̃1(s) =

−
(

1− λ
(λ∗+δ)(1−sµG)

− λ1f̃1(s)
λ∗+δ

)( λΦ̃1( 1
µG

)

(λ∗+δ)(1−sµG)
− λ1w̃1(s)

λ∗+δ

)
− λ2$1(s)

λ∗+δ

(
1− λ

(λ∗+δ)(1−sµG)
− λ1f̃1(s)

λ∗+δ

)2

− λ2
2f̃2(s)

(λ∗+δ)2

, (3.12)

Φ̃2(s) =
−
λΦ̃2( 1

µG
)(1− λ

(λ∗+δ)(1−sµG)
−λ1f̃1(s)

λ∗+δ )

(λ∗+δ)(1−sµG)
− λ2$2(s)

λ∗+δ(
1− λ

(λ∗+δ)(1−sµG)
− λ1f̃1(s)

λ∗+δ

)2

− λ2
2f̃2(s)

(λ∗+δ)2

. (3.13)

where $i(s) =
λΨ̃i(

1
µG

)

(λ∗+δ)(1−sµG)
− λiw̃i(s)

λ∗+δ , i = 1, 2.
To obtain Φ̃1(s) and Φ̃2(s), we still have to determine Φ̃1( 1

µG
), Ψ̃1( 1

µG
), Φ̃2( 1

µG
), and

Ψ̃2( 1
µG

). For this purpose, we discuss analytically the zeros of the common denominators
of (3.12) and (3.14), i.e., the roots of following equation

(
1− λ

(λ∗ + δ)(1− sµG)
− λ1f̃1(s)

λ∗ + δ

)2

− λ2
2f̃2(s)

(λ∗ + δ)2
= 0. (3.14)

3.1. Lemma. 1. For δ > 0, Eq.(3.14) has exactly two roots, say, ρ1(δ), and ρ2(δ), in
the right half complex plane, i.e., Re ρi(δ) > 0 for i = 1, 2.

Proof. Eq.(3.14) can be simplified as
(

1− sµG − λ

λ∗ + δ
− λ1(1− sµG)f̃1(s)

λ∗ + δ

)2

− (λ2(1− sµG))2f̃2(s)

(λ∗ + δ)2
= 0.

Let r > 0 be a sufficiently large number, and define Cr as the contour containing the
imaginary axis running from −ir to ir and a half circle with radius r running clockwise
from ir to −ir. Firstly, we apply Rouché,s theorem to prove that equation

1− sµG − λ

λ∗ + δ
− λ1(1− sµG)f̃1(s)

λ∗ + δ
= 0,
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has exactly one root inside Cr. When s on the imaginary axis, we have,∣∣∣λ1(1−sµG)f̃1(s)
λ∗+δ

∣∣∣
∣∣∣1− sµG − λ

λ∗+δ

∣∣∣
=

∣∣∣λ1(1−sµG)
λ∗+δ

∣∣∣ |f̃1(s)|
∣∣∣λ1+λ2+δ

λ∗+δ − sµG
∣∣∣
≤

∣∣∣λ1(1−sµG)
λ∗+δ

∣∣∣
∣∣∣λ1+λ2+δ

λ∗+δ − sµG
∣∣∣
< 1.

For s on the half circle, we have for ∀ ε > 0,∣∣∣ 1
µG
− s
∣∣∣

∣∣∣ λ1+λ2+δ
(λ∗+δ)µG

− s
∣∣∣
< 1 + ε,

when r is sufficiently large. In particular, for ε = λ+λ2+δ
λ1

, there exists r0 > 0 such that
when r > r0, we get∣∣∣λ1(1−sµG)f̃1(s)

λ∗+δ

∣∣∣
∣∣∣1− sµG − λ

λ∗+δ

∣∣∣
≤ λ1

λ∗ + δ

∣∣∣ 1
µG
− s
∣∣∣

∣∣∣ λ1+λ2+δ
(λ∗+δ)µG

− s
∣∣∣
<

λ1

λ∗ + δ
(1 + ε) ≤ 1.

That is to say, we show that for s ∈ Cr, the module |1− sµG − λ
λ∗+δ | > |

λ1(1−sµG)f̃1(s)
λ∗+δ |.

Using Rouché,s theorem, we conclude that the number of roots of the equation 1−sµG−
λ

λ∗+δ −
λ1(1−sµG)f̃1(s)

λ∗+δ = 0 equals the number of roots of the equation 1−sµG− λ
λ∗+δ = 0

inside Cr. Moreover, the latter has exactly one root inside Cr. It follows that 1− sµG−
λ

λ∗+δ −
λ1(1−sµG)f̃1(s)

λ∗+δ = 0 has exactly one positive real root inside Cr.
Secondly, we apply Rouché,s theorem and the result above to prove this Lemma.

When s on the imaginary axis∣∣∣∣∣

(
1− sµG − λ

λ∗ + δ
− λ1(1− sµG)f̃1(s)

λ∗ + δ

)2
∣∣∣∣∣

≥
(∣∣∣∣
λ1 + λ2 + δ

λ∗ + δ
− sµG

∣∣∣∣−
∣∣∣∣
λ1(1− sµG)f̃1(s)

λ∗ + δ

∣∣∣∣
)2

>

(
λ2 |1− sµG|
λ∗ + δ

)2

≥
∣∣∣∣
(λ2(1− sµG))2f̃2(s)

(λ∗ + δ)2

∣∣∣∣ .

For s on the half circle, we get for ε = λ
λ1+λ2+δ

, there exists r1 > 0 such that when
r > r1,∣∣∣ (λ1+λ2+δ)(1−sµG)

λ∗+δ

∣∣∣
∣∣∣1− sµG − λ

λ∗+δ

∣∣∣
≤ λ1 + λ2 + δ

λ∗ + δ

∣∣∣ 1
µG
− s
∣∣∣

∣∣∣ λ1+λ2+δ
(λ∗+δ)µG

− s
∣∣∣
<
λ1 + λ2 + δ

λ∗ + δ
(1 + ε) ≤ 1,

then ∣∣∣∣∣

(
1− sµG − λ

λ∗ + δ
− λ1(1− sµG)f̃1(s)

λ∗ + δ

)2
∣∣∣∣∣

>

(
(λ1 + λ2 + δ) |1− sµG|

λ∗ + δ
− λ1 |1− sµG|

λ∗ + δ

)2

>

∣∣∣∣
(λ2(1− sµG))2f̃2(s)

(λ∗ + δ)2

∣∣∣∣ .

That is to say, for s ∈ Cr,∣∣∣∣∣

(
1− sµG − λ

λ∗ + δ
− λ1(1− sµG)f̃1(s)

λ∗ + δ

)2
∣∣∣∣∣ >

∣∣∣∣
(λ2(1− sµG))2f̃2(s)

(λ∗ + δ)2

∣∣∣∣ .

Using Rouché,s theorem, we conclude that the number of roots of the equation
(

1− sµG − λ

λ∗ + δ
− λ1(1− sµG)f̃1(s)

λ∗ + δ

)2

− (λ2(1− sµG))2f̃2(s)

(λ∗ + δ)2
= 0
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equals the number of roots of the equation
(

1− sµG − λ
λ∗+δ −

λ1(1−sµG)f̃1(s)
λ∗+δ

)2

= 0 in-
side Cr. Moreover, by the discussion in the paragraph above, the latter has exactly two
roots with positive real parts inside Cr. It follows from all above that Eq.(3.14) has
exactly two distinct positive real roots, say, ρ1(δ), and ρ2(δ), inside Cr. Finally, letting
r →∞ completes the proof. 2

Denote the root with the smaller module by ρ1(δ). It is easily seen that ρ1(δ) → 0+

as δ → 0+. In the rest of the paper, we denote these two roots ρi(δ) by ρi, i = 1, 2, for
simplicity.

Since Φ̃(s) is finite for all s with Re s ≥ 0, we know ρ1 and ρ2 must be zeros of the
numerators of (3.12) and (3.13). From Eq.(3.12), we can give the following equations for
Φ̃1( 1

µG
) and Ψ̃1( 1

µG
),

−(1− λ

(λ∗ + δ)(1− ρiµG)
− λ1f̃1(ρi)

λ∗ + δ
)(

λΦ̃1( 1
µG

)

(λ∗ + δ)(1− ρiµG)
− λ1w̃1(ρi)

λ∗ + δ
)

=
λ2(

λΨ̃1( 1
µG

)

(λ∗+δ)(1−ρiµG)
− λ1w̃1(ρi)

λ∗+δ )

λ∗ + δ
, (3.15)

where i = 1, 2. From Eq.(3.13), we can give the following equations for Φ̃2( 1
µG

) and
Ψ̃2( 1

µG
),

−
λΦ̃2( 1

µG
)
(

1− λ
(λ∗+δ)(1−ρiµG)

− λ1f̃1(ρi)
λ∗+δ

)

(λ∗ + δ)(1− ρiµG)
=

λ2

(
λΨ̃2( 1

µG
)

(λ∗+δ)(1−ρiµG)
− λ2w̃2(ρi)

λ∗+δ

)

λ∗ + δ
. (3.16)

By solving linear equations (3.15) and (3.16), we can get Φ̃i(
1
µG

) and Ψ̃i(
1
µG

), i = 1, 2.
Then Φ̃1(s) and Φ̃2(s) can also be obtained.

4. Defective renewal equations
In this section, we study the defective renewal equations satisfied by the two expected

discounted penalty functions in the risk model with two classes of claims and random
income.

Based on the results of (3.12) and (3.13), the Laplace transforms of Φ1(u) and Φ2(u)
can be simplified as

Φ̃1(s) =
f̃1,1(s) + f̃1,2(s)

h̃1(s)− h̃2(s)
, (4.1)

Φ̃2(s) =
f̃2,1(s) + f̃2,2(s)

h̃1(s)− h̃2(s)
, (4.2)

where h̃1(s) = (1−sµG− λ
λ∗+δ )2, h̃2(s) =

s2µ2
G

(λ∗+δ)2 (2λ1(λ∗+δ)f̃1(s)+λ2
2f̃2(s)−λ2

1f̃
2
1 (s))+

2sµG
(λ∗+δ)2 ((2λ1(λ∗+δ)−λλ1)f̃1(s)+λ2

2f̃2(s)−λ2
1f̃

2
1 (s))+ 1

(λ∗+δ)2 ((2λ1(λ∗+δ)−2λλ1)f̃1(s)+

λ2
2f̃2(s)− λ2

1f̃
2
1 (s)), f̃1,1(s) = −(1− sµG − λ

λ∗+δ )
λΦ̃1( 1

µG
)

λ∗+δ −
λλ2(1−sµG)Ψ̃1( 1

µG
)

(λ∗+δ)2 , f̃1,2(s) =
λ1

(λ∗+δ)2 ((λ∗+λ2−λ1+δ)w̃1(s)−λ1f̃1(s)w̃1(s)+λΦ̃1( 1
µG

)f̃1(s))− sµGλ1

(λ∗+δ)2 ((2(λ∗+λ2+δ)−
λ)w̃1(s)− 2λ1f̃1(s)w̃1(s) + λΦ̃1( 1

µG
)f̃1(s)) +

s2µ2
Gλ1

(λ∗+δ)2 ((λ∗+ λ2 + δ)w̃1(s)− λ1f̃1(s)w̃1(s)),

f̃2,1(s) = −(1 − sµG − λ
λ∗+δ )

λΦ̃2( 1
µG

)

λ∗+δ −
λλ2(1−sµG)Ψ̃2( 1

µG
)

(λ∗+δ)2 , f̃2,2(s) = 1
(λ∗+δ)2 (λ2

2w̃2(s) +

λλ1f̃1(s)Φ̃2( 1
µG

))− sµG
(λ∗+δ)2 (2λ2

2w̃2(s) + λλ1f̃1(s)Φ̃2( 1
µG

)) +
s2µ2

Gλ
2
2w̃2(s)

(λ∗+δ)2 . Define f1,1(u),
f1,2(u), f2,1(u), f2,2(u), h1(u) and h2(u) as the inverse image functions of f̃1,1(s), f̃1,2(s),
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f̃2,1(s), f̃2,2(s), h̃1(s), and h̃2(s), i.e., Tsfi,j(0) = f̃i,j(s) and Tshi(0) = h̃i(s), i = 1, 2,
j = 1, 2.

4.1. Proposition. 1. The Laplace transform Φ̃i(s) of the expected discounted penalty
function satisfies

Φ̃i(s) =
TsTρ2Tρ1h2(0)

µ2
G

Φ̃i(s) +
TsTρ2Tρ1fi,2(0)

µ2
G

, i = 1, 2. (4.3)

Proof. Since Φ̃i(s) (i = 1, 2) is analytic for all s with Re s ≥ 0, we know ρ1 and ρ2

are zeros of the numerators of which means that f̃i,1(ρj) = −f̃i,2(ρj) for i = 1, 2, j = 1, 2.
Because f̃i,1(s) is a polynomial of degree 1, applying the Lagrange interpolating theorem,
we have

f̃i,1(s) = − f̃i,2(ρ1)(s− ρ2)− f̃i,2(ρ2)(s− ρ1)

ρ1 − ρ2
,

which yields

f̃i,1(s) + f̃i,2(s) =
(s− ρ2)

(
f̃i,2(s)− f̃i,2(ρ1)

)
− (s− ρ1)

(
f̃i,2(s)− f̃i,2(ρ2)

)

ρ1 − ρ2

= (s− ρ1)(s− ρ2)TsTρ2Tρ1fi,2(0). (4.4)

Obviously, an simple expression for the denominator of Φ̃i(s), i = 1, 2, can be dealt
with in a similar way. Due to Lemma 1, we get that h̃1(ρi) = h̃2(ρi) for i = 1, 2. Similarly,
because h̃1(s) is a polynomial of degree 2, using the Lagrange interpolating theorem, we
have

h̃1(s) = h̃1(0)
(s− ρ1)(s− ρ2)

ρ1ρ2
+ s

(
h̃1(ρ1)

ρ1

s− ρ2

ρ1 − ρ2
+
h̃1(ρ2)

ρ2

s− ρ1

ρ2 − ρ1

)

= h̃1(0)
(s− ρ1)(s− ρ2)

ρ1ρ2
+ (s− ρ1)(s− ρ2)

(
h̃2(ρ1)

ρ1

1

ρ1 − ρ2
+
h̃2(ρ2)

ρ2

1

ρ2 − ρ1

)

+h̃2(ρ1)
s− ρ2

ρ1 − ρ2
+ h̃2(ρ2)

s− ρ1

ρ2 − ρ1
.

Using the result above and recalling the Property 6 of the Dickson-Hipp operator derived
in Li and Garrido [8], h̃1(s)− h̃2(s) can be rewritten as

h̃1(s)−h̃2(s) = h̃1(0)
(s− ρ1)(s− ρ2)

ρ1ρ2
+(s−ρ1)(s−ρ2)

(
h̃2(ρ1)

ρ1(ρ1 − ρ2)
+

h̃2(ρ2)

ρ2(ρ2 − ρ1)

)

−
(
h̃2(s)− h̃2(ρ1)

s− ρ2

ρ1 − ρ2
− h̃2(ρ2)

s− ρ1

ρ2 − ρ1

)

= (s− ρ1)(s− ρ2) (T0Tρ2Tρ1h1(0)− TsTρ2Tρ1h2(0)) . (4.5)

It is easy to check that T0Tρ2Tρ1h1(0) = µ2
G which makes (4.5) become

h̃1(s)− h̃2(s) = (s− ρ1)(s− ρ2)
(
µ2
G − TsTρ2Tρ1h2(0)

)
. (4.6)

Invoking (4.4) and (4.6) into (4.1) and (4.2), we can derive Φ̃i(s) =
TsTρ2Tρ1fi,2(0)

µ2
G
−TsTρ2Tρ1h2(0)

which gives (4.3). The result of Proposition 1 is proved. 2

Now, we are ready to obtain the defective renewal equations for Φi(u), i = 1, 2.
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4.2. Proposition. 2. Φi(u) satisfies the following defective renewal equation

Φi(u) = κδ

∫ u

0

Φi(u− y)ς(y)dy + ξi(u), i = 1, 2, (4.7)

where

κδ =
(2λ1(λ∗ + δ)− 2λλ1)T0Tρ2Tρ1f1(0) + λ2

2T0Tρ2Tρ1f2(0)− λ2
1T0Tρ2Tρ1f1 ∗ f1(0)

(λ∗ + δ)2µ2
G

+
2

(λ∗ + δ)2µG
((2λ1(λ∗ + δ)− λλ1)(ρ1T0Tρ2Tρ1f1(0)− T0Tρ2f1(0))

+λ2
2(ρ1T0Tρ2Tρ1f2(0)− T0Tρ2f2(0))− λ2

1(ρ1T0Tρ2Tρ1f1 ∗ f1(0)− T0Tρ2f1 ∗ f1(0)))

+
1

(λ∗ + δ)2
(2λ1(λ∗ + δ)(1− (ρ2 + ρ1)T0Tρ2f1(0)

+ρ2
1T0Tρ2Tρ1f1(0)) + λ2

2(1− (ρ2 + ρ1)T0Tρ2f2(0) + ρ2
1T0Tρ2Tρ1f2(0))

−λ2
1(1− (ρ2 + ρ1)T0Tρ2f1 ∗ f1(0) + ρ2

1T0Tρ2Tρ1f1 ∗ f1(0))),

ς(y) =
1

κδ
{ (2λ1(λ∗ + δ)− 2λλ1)Tρ2Tρ1f1(y) + λ2

2Tρ2Tρ1f2(y)− λ2
1Tρ2Tρ1f1 ∗ f1(y)

(λ∗ + δ)2µ2
G

+
2

(λ∗ + δ)2µG
((2λ1(λ∗ + δ)− λλ1)(ρ1Tρ2Tρ1f1(y)− Tρ2f1(y))

+λ2
2(ρ1Tρ2Tρ1f2(y)− Tρ2f2(y))− λ2

1(ρ1Tρ2Tρ1f1 ∗ f1(y)− Tρ2f1 ∗ f1(y)))

+
1

(λ∗ + δ)2
(2λ1(λ∗ + δ)(f1(y)− (ρ2 + ρ1)Tρ2f1(y)

+ρ2
1Tρ2Tρ1f1(y)) + λ2

2(f2(y)− (ρ2 + ρ1)Tρ2f2(y) + ρ2
1Tρ2Tρ1f2(y))

−λ2
1(f1 ∗ f1(y)− (ρ2 + ρ1)Tρ2f1 ∗ f1(y) + ρ2

1Tρ2Tρ1f1 ∗ f1(y))) }.
and

ξ1(u) =
λ1((λ∗ + λ2 − λ1 + δ)Tρ2Tρ1w1(u)− λ1Tρ2Tρ1f1 ∗ w1(u) + λΦ̃1( 1

µG
)Tρ2Tρ1f1(u))

(λ∗ + δ)2µ2
G

− λ1

(λ∗ + δ)2µG
(((2(λ∗ + λ2 + δ)− λ)(ρ1Tρ2Tρ1w1(u)− Tρ2w1(u))

−2λ1(ρ1Tρ2Tρ1f1 ∗ w1(u)− Tρ2f1 ∗ w1(u)) + λΦ̃1(
1

µG
)(ρ1Tρ2Tρ1f1(u)− Tρ2f1(u)))

+
λ1

(λ∗ + δ)2
((λ∗ + λ2 + δ)(w1(u)− (ρ2 + ρ1)Tρ2w1(u) + ρ2

1Tρ2Tρ1w1(u))

−λ1(f1 ∗ w1(u)− (ρ2 + ρ1)Tρ2f1 ∗ w1(u) + ρ2
1Tρ2Tρ1f1 ∗ w1(u))),

ξ2(u) =
1

(λ∗ + δ)2µ2
G

(λ2
2Tρ2Tρ1w2(u) + λλ1Φ̃2(

1

µG
)Tρ2Tρ1f1(u))

−
2λ2

2(ρ1Tρ2Tρ1w2(u)− Tρ2w2(u)) + λλ1Φ̃2( 1
µG

)(ρ1Tρ2Tρ1f1(u)− Tρ2f1(u))

(λ∗ + δ)2µG

+
λ2

2

(λ∗ + δ)2
(w2(u)− (ρ2 + ρ1)Tρ2w2(u) + ρ2

1Tρ2Tρ1w2(u)).
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Proof. By employing the property of the Dickson-Hipp operator, we deduce
f̃(s)−f̃(ρ2)

s−ρ2 − f̃(s)−f̃(ρ1)
s−ρ1

ρ2 − ρ1
=
TsTρ1f(0)− TsTρ2f(0)

ρ2 − ρ1
= TsTρ2Tρ1f(0), (4.8)

sf̃(s)−ρ2f̃(ρ2)
s−ρ2 − sf̃(s)−ρ1f̃(ρ1)

s−ρ1
ρ2 − ρ1

= ρ1TsTρ2Tρ1f(0)− TsTρ2f(0), (4.9)

s2f̃(s)−ρ22f̃(ρ2)

s−ρ2 − s2f̃(s)−ρ21f̃(ρ1)

s−ρ1
ρ2 − ρ1

= f̃(s)− (ρ2 + ρ1)TsTρ2f(0) + ρ2
1TsTρ2Tρ1f(0). (4.10)

Recalling the definition of the Dickson-Hipp operator Tr and together with (4.8)-
(4.10), one finds

TsTρ2Tρ1h2(0)

=
(2λ1(λ∗ + δ)− 2λλ1)TsTρ2Tρ1f1(0) + λ2

2TsTρ2Tρ1f2(0)− λ2
1TsTρ2Tρ1f1 ∗ f1(0)

(λ∗ + δ)2

+
2µG

(λ∗ + δ)2
((2λ1(λ∗ + δ)− λλ1)(ρ1TsTρ2Tρ1f1(0)− TsTρ2f1(0))

+λ2
2(ρ1TsTρ2Tρ1f2(0)− TsTρ2f2(0))− λ2

1(ρ1TsTρ2Tρ1f1 ∗ f1(0)− TsTρ2f1 ∗ f1(0)))

+
µ2
G

(λ∗ + δ)2
(2λ1(λ∗ + δ)(f̃1(s)− (ρ2 + ρ1)TsTρ2f1(0)

+ρ2
1TsTρ2Tρ1f1(0)) + λ2

2(f̃2(s)− (ρ2 + ρ1)TsTρ2f2(0) + ρ2
1TsTρ2Tρ1f2(0))

−λ2
1(f̃2

1 (s)− (ρ2 + ρ1)TsTρ2f1 ∗ f1(0) + ρ2
1TsTρ2Tρ1f1 ∗ f1(0))). (4.11)

Similarly, we find

TsTρ2Tρ1f1,2(0) =
λ1

(λ∗ + δ)2
((λ∗+λ2−λ1 + δ)TsTρ2Tρ1w1(0)

−λ1TsTρ2Tρ1f1 ∗ w1(0) + λΦ̃1(
1

µG
)TsTρ2Tρ1f1(0))

− µGλ1

(λ∗ + δ)2
(((2(λ∗ + λ2 + δ)− λ)(ρ1TsTρ2Tρ1w1(0)− TsTρ2w1(0))

−2λ1(ρ1TsTρ2Tρ1f1 ∗ w1(0)− TsTρ2f1 ∗ w1(0))

+λΦ̃1(
1

µG
)(ρ1TsTρ2Tρ1f1(0)− TsTρ2f1(0))) +

µ2
Gλ1

(λ∗ + δ)2
((λ∗ + λ2 + δ)(w̃1(s)

−(ρ2 + ρ1)TsTρ2w1(0) + ρ2
1TsTρ2Tρ1w1(0))− λ1(f̃1(s)w̃1(s)

−(ρ2 + ρ1)TsTρ2f1 ∗ w1(0) + ρ2
1TsTρ2Tρ1f1 ∗ w1(0))) = µ2

GTsξ1(0), (4.12)

and

TsTρ2Tρ1f2,2(0) =
1

(λ∗ + δ)2
(λ2

2TsTρ2Tρ1w2(0) + λλ1Φ̃2(
1

µG
)TsTρ2Tρ1f1(0))

− µG
(λ∗ + δ)2

(2λ2
2(ρ1TsTρ2Tρ1w2(0)− TsTρ2w2(0))

+λλ1Φ̃2(
1

µG
)(ρ1TsTρ2Tρ1f1(0)− TsTρ2f1(0)))

+
µ2
Gλ

2
2

(λ∗ + δ)2
(w̃2(s)− (ρ2 + ρ1)TsTρ2w2(0) + ρ2

1TsTρ2Tρ1w2(0)) = µ2
GTsξ2(0), (4.13)

where the operator * is denoted as convolution.
Therefore, plugging (4.11), (4.12) and (4.13) into (4.3), we can get

Φ̃i(s) =
TsTρ2Tρ1h2(0)

µ2
G

Φ̃i(s) + Tsξi(0), i = 1, 2. (4.14)
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Inverting the Laplace transform in (4.14) gives

Φi(u) =
T0Tρ2Tρ1h2(0)

µ2
G

∫ u

0

Φi(u− y)
Tρ2Tρ1h2(y)

T0Tρ2Tρ1h2(0)
dy + ξi(u),

which corresponds to (4.7).
To show that (4.7) to be a defective renewal equation, we need to verified κδ < 1. We

first consider the case δ > 0. Comparing (4.11) at s = 0 to the expression of κδ gives
κδ =

T0Tρ1Tρ2h2(0)

µ2
G

. Because of ρ1(δ) > 0 and ρ2(δ) > 0, putting (4.6) at s = 0 in (4.6),
one deduces

κδ =
T0Tρ1Tρ2h2(0)

µ2
G

= 1− h̃1(0)− h̃2(0)

µ2
Gρ1ρ2

= 1− δ2 + 2λ2δ

µ2
G(λ∗ + δ)2ρ1ρ2

< 1.

For δ = 0, putting s = ρ1(δ) in (3.14) yields
(
λ∗ + δ − (λ∗ + δ)µGρ1(δ)− λ− λ1(1− µGρ1(δ))f̃1(ρ1(δ))

)2

= λ2
2(1− µGρ1(δ))2f̃2(ρ1(δ)).

Note the fact that ρ1(0) = 0. Differentiating the equation above with respect to δ and
then putting δ = 0, one finds

ρ
′
1(0) =

1

λµG − λ1µF1 −
λ2µF2

2

> 0,

where the inequality above follows from the net profit condition. Then takeing the limit
δ → 0+ in κδ and using L,Hôpital,s rule, we can get

κ0 =
T0T0Tρ2(0)h2(0)

µ2
G

= 1− 1

µ2
G(λ∗)2ρ2

× lim
δ→0+

δ2 + 2λ2δ

ρ1(δ)

= 1− 2λ2

µ2
G(λ∗)2ρ2ρ

′
1(0)

< 1.

Thus, Eq.(4.7) is defective renewal equation. This completes the proof. 2

In order to derive the analytic expression for Φi(u), an associated compound geometric
distribution function are defined as

H(u) =
ζ

1 + ζ

∞∑

n=1

(
1

1 + ζ

)n
K
∗n

(u), u ≥ 0,

where ζ = (1−κδ)/κδ, K∗n(u) is the tail of the n-fold convolution of K(u) = 1−K(u) =∫ u
0
ς(y)dy. By employing the Theorem 2.1 of Lin and Willmot [11], we can derive the

following Proposition.

4.3. Proposition. 3. The expected discounted penalty function Φi(u) satisfying the
defective renewal equation (4.7) can be rewritten as

Φi(u) =
1

ζ

∫ u

0

[1−H(u− y)]dBi(y) +
Bi(0)

ζ
[1−H(u)], i = 1, 2, (4.15)

or

Φi(u) =
1

ζ

∫ u

0

Bi(u− y)dH(y) +
1

1 + ζ
Bi(u), i = 1, 2, (4.16)

where Bi(u) = ξi(u)/κδ.

Proof. Using the Eq.(4.7) and the result of Theorem 2.1 obtained in Lin and Willmot
[11], the proof is straightforward. 2
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5. Premium sizes with rational Laplace transforms
In this section, we consider the situation in which the premium size have the following

rational Laplace transforms, i.e.,

f̃G(s) =
%(s)∏N

i=1(s+ %i)ni
, (5.1)

where N,ni ∈ N+ with n1 + n2 + · · ·+ nN = n, %i > 0, i = 1, 2, · · · , N , and %i 6= %j for
i 6= j. %(s) is a polynomial function of degree n−1 or less and satisfying %(0) =

∏N
i=1 %

ni
i .

Using partial fraction, Eq.(5.1) can be rewritten as

f̃G(s) =

N∑

i=1

ni∑

j=1

αij%
j
i

(s+ %i)j
, (5.2)

where

αij =
1

%ji (ni − j)!
dni−j

dsni−j





N∏

k=1,k 6=i

%(s)

(s+ %k)nk



 |s=−%i

Taking the inverse Laplace transform of Eq.(5.2), one deduces

fG(x) =

N∑

i=1

ni∑

j=1

αij
xj−1%jie

−%ix

(j − 1)!
, (5.3)

which is a density function of a combination of Erlangs. Define

βij(x) =
xj−1%jie

−%ix

(j − 1)!
, x > 0, j ∈ N+,

as the density function of Erlang(j) with parameter %i, χij is a random variable with
density function βij(x). Thus, χij can be defined as χij = ϑi1 + ϑi2 + · · · + ϑij , where
ϑi1, ϑi2, · · · , ϑij are i.i.d. exponentials with mean 1/%i. For Re s > max(%i), we get, for
k = 1, 2,

Ãk(s) =

∫ ∞

0

e−su
∫ ∞

0

Φk(u+ x)fG(x)dxdu

=

N∑

i=1

ni∑

j=1

αij

∫ ∞

0

βij(x)TsΦk(x)dx =

N∑

i=1

ni∑

j=1

αijE[TsΦk(ϑi1 + ϑi2 + · · ·+ ϑij)]

=

N∑

i=1

ni∑

j=1

αij%
j
iE
[
TsT

j
%iΦk(0)

]
,

where T j%i = T%i · · ·T%i︸ ︷︷ ︸
j

. Furthermore, by the Property 5 of the Dickson-Hipp operator

provided in Li and Garrido [8], we get, k = 1, 2,

Ãk(s) =

N∑

i=1

ni∑

j=1

αij%
j
i

(
Φ̃k(s)

(%i − s)j
−

j∑

l=1

T j%iΦk(0)

(%i − s)j+1−l

)
= f̃G(−s)Φ̃k(s)−Qk(s), (5.4)

where Qk(s) =
∑N
i=1

∑ni
j=1 αij%

j
i

∑j
l=1

T j%i
Φk(0)

(%i−s)j+1−l . Similarly, after some careful calcula-
tions, we can find k = 1, 2,

˜̄Ak(s) =

N∑

i=1

ni∑

j=1

αij%
j
i

(
Ψ̃k(s)

(%i − s)j
−

j∑

l=1

T j%iΨk(0)

(%i − s)j+1−l

)
= f̃G(−s)Ψ̃k(s)− Q̄k(s), (5.5)

where Q̄k(s) =
∑N
i=1

∑ni
j=1 αij%

j
i

∑j
l=1

T j%i
Ψk(0)

(%i−s)j+1−l .
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Substituting (5.4) and (5.5) into (3.4), (3.5), (3.8) and (3.9), one finds

Φ̃1(s) =
λ1L(s)w̃1(s)− λL(s)Q1(s)− λλ2Q̄1(s) + λ1λ2w̃1(s)

L2(s)− λ2
2f̃2(s)

, (5.6)

Φ̃2(s) =
−λL(s)Q2(s)− λλ2Q̄2(s) + λ2

2w̃2(s)

L2(s)− λ2
2f̃2(s)

, (5.7)

where L(s) = λ∗ + δ − λf̃G(−s)− λf̃1(s).
Note that the common denominator of (5.6) and (5.7) is analytic for s in the right

half complex plane expect the points %i’s. To make it analytic for all s with Re s ≥ 0,
we assume Λ(s) =

∏N
i=1(s − %i)ni and multiply both the numerators and denominators

of (5.6) and (5.7) by Λ(s). Then, one finds

Φ̃1(s) =
λ1L(s)Λ(s)w̃1(s)− λL(s)Λ(s)Q1(s)− λλ2Λ(s)Q̄1(s) + λ1λ2Λ(s)w̃1(s)

L2(s)Λ(s)− λ2
2f̃2(s)Λ(s)

, (5.8)

Φ̃2(s) =
−λL(s)Λ(s)Q2(s)− λλ2Λ(s)Q̄2(s) + λ2

2Λ(s)w̃2(s)

L2(s)Λ(s)− λ2
2f̃2(s)

. (5.9)

From (5.8) and (5.9), in order to determine Φ̃1(s) and Φ̃2(s), we need to find Λ(s)Qk(s)
and Λ(s)Q̄k(s), k = 1, 2. Note that Λ(s)Qk(s) and Λ(s)Q̄k(s), k = 1, 2 are polynomials
of degree n− 1, i.e.,

Λ(s)Qk(s) =

n∑

i=1

Lk,is
i−1, Λ(s)Q̄k(s) =

n∑

i=1

L̄k,is
i−1.

Then, we need to find n unknown coefficients Lk,i’s and n unknown coefficients L̄k,i’s.
For this purpose, we give without proof the following Lemma. The result of the following
Lemma can be proved by the same technique provided in Lemma 1.

5.1. Lemma. 2 For δ > 0, the common denominator of (5.8) and (5.9) has exactly 2n
zeros, say ρ1(δ), · · · , ρ2n(δ), in the right half complex plane.

Assume that ρ1(δ), · · · , ρ2n(δ) are distinct. Since Φ̃1(s) and Φ̃2(s) are analytic for all
s with Re s ≥ 0, then the roots ρ1(δ), · · · , ρ2n(δ) are zeros of the numerators of (5.8)
and (5.9). Thus we can get the following 2n linear equations satisfied by L1,i and L̄1,i,
i = 1, 2, · · · , 2n,

λ1L(ρi(δ))Λ(ρi(δ))w̃1(ρi(δ))− λL(ρi(δ))Λ(ρi(δ))Q1(ρi(δ))− λλ2Λ(ρi(δ))Q̄1(ρi(δ))

+λ1λ2Λ(ρi(δ))w̃1(ρi(δ)) = 0. (5.10)

Similarly, we also get 2n linear equations satisfied by L2,i and L̄2,i, i = 1, 2, · · · , 2n,

−λL(ρi(δ))Λ(ρi(δ))Q2(ρi(δ))−λλ2Λ(ρi(δ))Q̄2(ρi(δ))+λ2
2Λ(ρi(δ))w̃2(ρi(δ)) = 0. (5.11)

After solving linear equations (5.10) and (5.11), Lk,i and L̄k,i, k = 1, 2, i = 1, 2, · · · , n
can be determined. Then, we can derive the Laplace transforms (5.8) and (5.9).

6. Numerical examples
In this section, we give two numerical examples to show how to find the ruin proba-

bilities φ1(u), φ2(u) and φ(u) and illustrate the behavior of these ruin probabilities.
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Figure 1. (a)Ruin probabilities in Example 1. (b)Ruin probabilities
in Example 2.

6.1. Example 1. We illustrate the ruin probabilities when the claim sizes and the
premium sizes are exponentially distributed. For illustration purpose, we set µG = 1.8,
µF1 = 1.5, µF2 = 1, λ = 2.5, λ1 = 1 and λ2 = 3. The net profit condition is obviously
fulfilled. Let δ = 0, wi(x1, x2) = 1(i = 1, 2), then the expected penalty function Φi(u)(i =
1, 2) simplifies to the ruin probability φi(u)(i = 1, 2).

Eq. (3.14) can be simplified as
(

1− 5

13(1− 1.8s)
− 1

6.5(1 + 1.5s)

)2

=

(
3

6.5

)2
1

(1 + s)
.

After solving the equation above, we obtain five roots, 0, 0.390477, -0.879945, -0.600289, -
0.141669. Then, we derive Φ̃1( 1

µG
) = 0.640091, Ψ̃1( 1

µG
) = 0.559909, Φ̃2( 1

µG
) = 0.510574,

and Ψ̃1( 1
µG

) = 0.689426. Finally, the inversion of the Laplace transforms in (3.12) and
(3.13) yields

φ1(u) = −0.071144e−0.879945u + 0.018003e−0.600289u + 0.469982e−0.141669u,

φ2(u) = 0.079266e−0.879945u − 0.016749e−0.600289u + 0.327589e−0.141669u.

Figure 1(a) shows the behavior of ruin probabilities φ1(u), φ2(u) and φ(u) in Example
1, for different values of u ∈ [0, 15].

6.2. Example 2. In this numerical example, we illustrate the ruin probabilities ruin
probabilities when claim sizes from one class are distributed as Erlang(2) and claim
sizes from the other class are distributed as a mixture of two exponentials, i.e., f1(x) =
6.76xe−2.6x and f2(x) = 0.15e−x + 1.5e−2x, for x ≥ 0. For illustration purpose, we also
assume that δ = 0, wi(x1, x2) = 1(i = 1, 2) and the premium sizes are exponentially dis-
tributed with µG = 1.8. Let λ = 2.5, λ1 = 1, λ2 = 3. Solving Eq.(3.14) yields eight roots,
0, 0.390985, -1.194764, -0.489621, -3.578668-0.234714i, -3.578668+0.234714i, -1.946361-
0.1240087i, -1.946361+0.1240087i. Then, we derive Φ̃1( 1

µG
) = 0.307941, Ψ̃1( 1

µG
) =

0.307444, Φ̃2( 1
µG

) = 0.453832, and Ψ̃1( 1
µG

) = 0.296168. Furthermore, the inversion of
the Laplace transforms in (3.12) and (3.13) gives

φ1(u) = 0.081003e−1.946361u cos(0.124009u) + 0.088605e−1.946361u sin(0.124009u)

−0.125463e−3.578668u cos(0.234714u) + 0.117397e−3.578668u sin(0.234714u)
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+0.093966e−1.194764u + 0.273590e−0.489621u.

φ2(u) = −0.072828e−1.946361u cos(0.124009u)− 0.084349e−1.946361u sin(0.124009u)

+0.084415e−3.578668u cos(0.234714u)− 0.108023e−3.578668u sin(0.234714u)

−0.046824e−1.194764u + 0.348229e−0.489621u.

Figure 1(b) shows the behavior of the ruin probabilities φ1(u), φ2(u) and φ(u) in Example
2, for different values of u ∈ [0, 5].

7. Concluding remarks
In this paper, we analyze the ruin problems in a risk model with two independent

classes of insurance risks and random incomes, one is from the classical risk process, the
other is from a Erlang(2) risk process. The expected discounted penalty functions are
studied through some analytic methods. Assuming that the premium sizes are exponen-
tially distributed, we show the defective renewal equations for the expected discounted
penalty functions can be derived. While for the distributions of premium sizes have ra-
tional Laplace transforms, the Laplace transforms for the discounted penalty functions
are also be derived.

The model considered in this paper can be extended in the more general framework.
For example, the model can be a risk process with two independent classes, one being
compound Poisson, the other being generalized Erlang(2), and such extension will only
lead to a little computation involvement.
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second order stochastic dominance
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Abstract
Statistical inferences under second order stochastic dominance for two
sample case has a long and rich history. But the k(≥ 2) sample case has
not been well studied. In this article we consider k(≥ 2) sample test for
the equality of distribution functions against second order stochastic
dominance alternative. A test statistic is constructed with isotonic re-
gression estimates of stop-loss transform functions, and the asymptotic
distribution of the proposed test is given. A bootstrap procedure is
employed to obtain the p-value of the test, and some simulation results
are presented to illustrate the proposed test method.
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1. Introduction
Ordering of distribution functions play an important role in many scientific areas

including lifetime testing, reliability and economics, (see, for example, Alzaid et al. [1],
Boland and Samaniego [6], Li and Lu [14], Shaked and Shanthikumar [18]). Many types
of orderings of varying degrees of strength for comparing univariate distributions are
discussed in the literature, including likelihood ratio ordering (Dykstra et al. [8]), uniform
stochastic ordering or hazard rate ordering (Dykstra et al. [7]), and first- and second-
order stochastic ordering (Feng and Wang [11], Klonner [13], Schnid and Trede [17]).
Among them, first- and second-order stochastic ordering are the weakest, and used widely
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in practice (see, for example, Fong et al. [12], Klonner [13], Sriboonchita et al. [20], Wong
[23]).

Second-order stochastic ordering is often called as second-order stochastic dominance
or concave stochastic order, especially in economics. Since the beginning of the 1970’s,
stochastic dominance rules have been an essential tool in the comparison and analysis of
poverty and income inequality. More recently, stochastic dominance has also been em-
ployed in the development of the theory of decision under risk and in actuarial sciences.
The influential articles by Atkinson [2] and Shorrocks [19] are examples of theoretical
works that provided a far-reaching insight into the importance of the stochastic domi-
nance rules. And in economics and finance, second order stochastic dominance plays a
major role in developing a general framework to establish a criterion for selecting one
option over another. Therefore, it is of major interest to acquire a deep understanding
of the meaning and implications of the second order stochastic dominance assumptions.
This is why we focus on the statistical test of second order stochastic dominance in this
article.

Testing against second order stochastic dominance of two distributions has a rich
history and has been studied by many authors, for example, Liu and Wang [15], Bai
et al.[3] and Berrendero and Carcamo [5], among others. In practice, we may be faced
to compare multiple distributions in the mean of second order stochastic dominance.
However, as far as we know, the multi-sample comparisons have not been well studied.
In this article, we consider the test of stochastic equality of multiple distributions against
the stochastic monotonicity under second order stochastic dominance.

The rest of the article is organized as follows. In section 2, as preparation we define
some estimators for the unknown functionals of distribution functions, and discuss their
consistency. In section 3 we provide test for the stochastic equality against second order
stochastic dominance of k distributions and give the asymptotic distribution of the test
statistic. In section 4 we establish a bootstrap procedure to implement the proposed test.
In section 5 we present simulation to illustrate the performance of the proposed method.
Some conclusion remarks are given in section 6.

2. Preliminaries
In this section, we first recall the definition of second order stochastic dominance for

the convenience of statement, and then present estimators of the integrated distribution
functions which satisfy the ordering restrictions.

2.1. Second order stochastic dominance.

2.1. Definition. Let X and Y be independent random variables with corresponding
cumulative distribution functions F and G respectively. We say that Y dominates X in
the sense of second order stochastic dominance, and denote by X ≤SSD Y or F ≤SSD G,
if for every nondecreasing and concave function u(·), we have

(2.1) E(u(X)) ≤ E(u(Y ))

or if

(2.2) E(X − t)− ≤ E(Y − t)−, ∀t ∈ R.

The equivalence of (2.1) and (2.2) refers to Stoyan [21]. In addition, a straightforward
application of Fubini’s theorem leads to yet another equivalent expression. In fact, define
the transform WF associated with a distribution function F by

(2.3) WF (t) =
∫ t
−∞ F (y)dy, ∀t ∈ R,
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then (2.1) is equivalent to

(2.4) WF (t) ≥WG(t), ∀t ∈ R.

see Theorem 4.A.2 in Shaked and Shanthikumar [18].

2.2. Isotonic regression estimators of the integrated distribution functions.
Assume that there are k independent samplesXi1, Xi2, · · · , Xini , whereXij , j = 1, · · · , ni
have common distribution function Fi, i = 1, 2, · · · , k. We are interested in how to test
with the samples that

(2.5) F1 ≥SSD F2 ≥SSD · · · ≥SSD Fk

or, equivalently

(2.6) WF1(t) ≤WF2(t) ≤ · · · ≤WFk (t), ∀t ∈ R.

For this purpose, we first estimate the integrated distribution functions WFi(t).
As is well known, a suitable estimator of Fi is the empirical distribution function

F̂i(x) =
1

ni

ni∑

j=1

I[Xij ,∞)(x)

where IA(·) denotes the indicator function associated with the set A. An immediate
estimator of WFi , denoted by WF̂i

, can be obtained by substituting Fi(x) with F̂i(x),
WF̂i

(t) =
∫ t
−∞ F̂i(y)dy, ∀t ∈ R. Let

WF̂ (t) = (WF̂1
(t),WF̂2

(t), · · · ,WF̂k
(t)), t ∈ R.

It is obvious that the vectorWF̂ (t) need not satisfy inequality (2.6), even if the inequality

holds. To get such estimators, we employ isotonic regression. Let Nrs =
s∑
j=r

nj , and

Avn[WF̂ (t), r, s] =
s∑
j=r

njWF̂j
(t)/Nrs for r ≤ s. Define the estimator of WFi(t) by

(2.7) W ∗
F̂i

(t) = max
r≤i

min
s≥i

Avn[WF̂ (t), r, s], i = 1, · · · , k.

Avn[WF̂ (t), r, s] is the weighted average of WF̂r
(t), · · · ,WF̂s

(t), and for each t, W ∗
F̂i

(t) is
the isotonic regression estimator of WF̂i

(t) with weights {n1, · · · , nk} (see Robertson et
al.[16]).

Let || · || denote the sup norm. The following lemma gives the consistency of the
estimators, and thus the reasonability to construct a test statistic with them.

2.2. Lemma. P [‖WF̂i
−WFi ‖→ 0, ni →∞, i = 1, · · · , k] = 1.

Furthermore, if inequality (2.6) holds, then

P [||W ∗F̂i
−WFi || → 0, ni →∞, i = 1, 2, · · · , k] = 1.

The first conclusion of Lemma 2.2 is a straightforward consequence of Glivenko-
Cantelli Theorem in van der Vaart and Wellner [22], and the second one can be proved
easily by combining the first one and the properties of isotonic regression ( Robertson et
al. [16]). We omit the proof (see also, for example, El Barmi and Marchev [9]).
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3. Hypothesis Tests
In this section, we discuss the tests of hypotheses under second order stochastic dom-

inance. The hypotheses are defined as

H0 : F1 = F2 = · · · = Fk,

and
H1 : F1 ≥SSD F2 ≥SSD · · · ≥SSD Fk,

We first set the notation in Subsection 3.1, then study the tests of H0 versus H1−H0 in
Subsection 3.2.

3.1. Notation and lemmas. Let n =
∑k
i=1 ni,

ain =
ni
n
,

Zini(t) =
√
ni[WF̂i

(t)−WFi(t)],

Z∗ini
(t) =

√
ni[W

∗
F̂i

(t)−WFi(t)], i = 1, 2, · · · , k,

and

Arsn =

s∑

j=r

ajn, 1 ≤ r ≤ s ≤ k.

When limits

(3.1) lim
n→∞

ain = ai > 0, i = 1, 2, · · · , k

exist, denote

Ars = lim
n→∞

Arsn =

s∑

j=r

aj .

For standard Brownian bridge B = (B(t))0≤t≤1 and distribution function H on R,

denote BH(x) =
x∫
−∞

B(H(s))ds, x ∈ R. If
∫
x2H(dx) <∞, then BH = (BH(x))x∈R is a

centered Gaussian process with covariance function

ρH(x, y) =

x∫

−∞

y∫

−∞

(H(u ∧ v)−H(u)H(v))dudv, x, y ∈ R.

See Berrendero and Carcamo [5].
In this paper, we use ”

w→ ” to denote weak convergence (or convergence in distribution
).

The following result is helpful to derive the asymptotic distributions of test statistics.
Its proof is similar to that of Lemma 1 in Baringhaus and Grübel [4].

3.1. Lemma. Let fn, gn(n ∈ N), g, h be continuous real functions on K = [−∞,∞]
such that fn = gn + cnh, where (cn)n∈N is a sequence of non-negative real numbers with
lim
n→∞

cn =∞. Assume further that h ≤ 0, A = {h = 0} 6= ∅, and gn converges uniformly
to g. Then

lim
n→∞

sup
t∈K

fn(t) = sup
t∈A

g(t).
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3.2. Test of H0 versus H1−H0. In this subsection, we consider the problem of testing
H0 versus H1 −H0. To this end, define test statistic Tn by

Tn =
√
n sup
t∈R

(W ∗F̂k
(t)−W ∗F̂1

(t)).

It is easy to see from Lemma 2.2 that when the alternative hypotheses holds, W ∗
F̂k

and
W ∗
F̂1

would have different limits, thus Tn would take large values with large probability.
To obtain the properties of Tn more explicitly, we next study its asymptotic distribution.

3.2. Theorem. If for all Fis have finite second moments, then

(Z1n1(t), Z2n2(t), · · · , Zknk (t))′
w→ (BF1(t), BF2(t), · · · , BFk (t))′, ∀t ∈ R,

as minni →∞.

The theorem is an easy result of empirical process theory (van der Vaart and Wellner
[22], see also Theorem 1 in Baringhaus and Grübel [4]). From Theorem 3.2, it may be
shown the following theorem.

Let Si = {j : WFj (t) = WFi(t),∀t ∈ R, j = 1, · · · , k}, ci and di be the left and right
endpoints of the support of Fi, i = 1, 2, · · · , k. The following condition will be employed
to give the asymptotic distribution of Z∗ini

s.

(3.2) inf
ci+η≤t≤di−η

[WFj (t)−WFi(t)] > 0,

for some η > 0 and all j > Si, i = 1, 2, · · · , k, where inf∅(.) = ∞, and j > Si means
j > l for all l ∈ Si.

3.3. Theorem. Suppose all the k distributions have finite second moments, and (3.1)
and (3.2) hold. Then under H1 it holds that

(Z∗1n1
(t), Z∗2n2

(t), · · · , Z∗knk
(t))′

w→ (Z∗1 (t), Z∗2 (t), · · · , Z∗k(t))′, t ∈ R

as n→∞, where

Z∗i (t) =
√
ai max
r≤i,r∈Si

min
i≤s,s∈Si

∑
{r≤j≤s}

√
ajBFj (t)

Ars
.

We omit its proof, which is similar to that of Theorem 4 in El Barmi and Mukerjee
[10]. Based on the conclusion, we may obtain the asymptotic distribution of the test
statistic.

3.4. Theorem. Suppose the conditions of Theorem 3.3 are satisfied. Then under H0 it
holds that

Tn
w→ T = sup

t∈R
{max
r≤k

k∑
j=r

√
ajBFj (t)

Ark
−min

s≥1

s∑
j=1

√
ajBFj (t)

A1s
}.

Proof. Define stochastic processes Vn(t) =
√
n(W ∗

F̂k
(t)−W ∗

F̂1
(t)), then

(3.3)

Vn(t) =
√
n(W ∗

F̂k
(t)−WFk (t))−√n(W ∗

F̂1
(t)−WF1(t))

+
√
n(WFk (t)−WF1(t))

=
√

n
nk

√
nk(W ∗

F̂k
(t)−WFk (t))−

√
n
n1

√
n1(W ∗

F̂1
(t)−WF1(t))

+
√
n(WFk (t)−WF1(t))

=
√

n
nk
Z∗knk

(t)−
√

n
n1
Z∗1n1

(t) +
√
n(WFk (t)−WF1(t)).
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Under H0, the third term on the right-hand side is just zero. By Theorem 3.3 and Slutsky
theorem, we obtain

√
n
nk
Z∗k,nk

(t)−
√

n
n1
Z∗1,n1

(t)
w→
√

1/akZ
∗
k(t)−

√
1/a1Z

∗
1 (t)

= max
r≤k

k∑
j=r

√
ajBFj

(t)

Ark
−min

s≥1

s∑
j=1

√
ajBFj

(t)

A1s
.

By Lemma 3.1 and continuous mapping theorem, we have

Tn
w→ T = sup

t∈R
{max
r≤k

k∑
j=r

√
ajBFj

(t)

Ark
−min

s≥1

s∑
j=1

√
ajBFj

(t)

A1s
}. �

3.5. Theorem. Suppose that H1 −H0 does hold. Then P (Tn →∞) = 1.

Proof. The first two terms on the right-hand side of (3.3) are stochastically bounded.
If H1 −H0 does hold, then there is at least one i which satisfies WFi(t) < WFi+1(t) for
all t in some non-empty interval (a, b) ⊂ R. As √n→∞, we obtain

sup
t∈R

Vn(t)→∞

with probability one. �

Theorem 3.4 gives the null asymptotic distribution of Tn, thus the feasibility of the
test theoretically. Theorem 3.5 reveals that the proposed test is consistent.

4. Bootstrap Procedure
To use the statistic Tn to make a decision in practice, we require the p-value of the test

statistic. Although the asymptotic distribution of Tn under the null hypothesis is given,
however, it is very complicated, and depends on the underlying unknown distributions
Fi, thus is difficult to be used directly to compute the critical value. In this section, we
give a bootstrap method to compute an approximated p-value for Tn.

4.1. Asymptotic behavior of Bootstrap statistic. Recall that F̂i are the empirical
distribution functions associated with the samples Xi1, · · · , Xini from Fi, i = 1, · · · , k.
These random variables are the initial segments of k infinite sequences (Xij)j∈N of ran-
dom variables defined on some background probability space (Ω,A, P ); the almost sure
statements below refer to P. Given the initial segments, let ζ̂n,1 · · · , ζ̂n,n be a sample of
size n from the (random) distribution function
(4.1) Hn = n1

n
F̂1 + n2

n
F̂2 + · · ·+ nk

n
F̂k.

Let

F̂n,ni(x) =
1

ni

n1+···+ni∑

j=n1+···+ni−1+1

I[ζ̂n,j ,∞)(x),

W ∗F̂n,ni
(x) = max

r≤i
min
s≥i

Avn[WF̂n,ni
(x), r, s],

Ẑn,ni =
√
ni(WF̂n,ni

−WHn),

Ẑ∗n,ni
=
√
ni(W

∗
F̂n,ni

−WHn), i = 1, · · · , k,

and define the bootstrap version of Tn by

(4.2) T̂n = sup
t∈R

√
n(W ∗

F̂n,nk
(t)−W ∗

F̂n,n1
(t))

508



The following theorem shows that, with probability 1, the limit distribution of T̂n is
the same as that of Tn.

4.1. Theorem. Suppose that the conditions of Theorem 3.4 hold, then with probability
one,

(4.3) T̂n
w→ sup

t∈R
{max
r≤k

k∑
j=r

√
ajBFj

(t)

Ark
−min

s≥1

s∑
j=1

√
ajBFj

(t)

A1s
}

where ai, Ark, A1s, i, r, s = 1, · · · , k are the same as in Theorem 3.4.

Proof. Let F = {φt(x) = (x− t)− : t ∈ R}, and ÛFi
n,ni

= (ÛFi
ni

(φ))φ∈F,

ÛFi
n,ni

(φ) :=
√
ni(

∫
φdF̂n,ni −

∫
φdHn)

be the empirical processes associated with the k parts of the resamples. See van der
Vaart and Wellner [22], with probability one, we have

(4.4) ÛFi
n,ni

w→ BFi , i = 1 · · · , k.
In analogy to (3.2), we now define the stochastic processes V̂n(t) by

V̂n(t) =
√
n(W ∗F̂n,nk

(t)−W ∗F̂n,n1
(t))

=
√
n[(W ∗F̂n,nk

(t)−
∫
φtdHn)− (W ∗F̂n,n1

(t)−
∫
φtdHn)]

=

√
n

nk

√
nk(W ∗F̂n,nk

(t)−WHn(t))−
√

n

n1

√
n1(W ∗F̂n,n1

(t)−WHn(t))

=

√
n

nk
Ẑ∗n,nk

(t)−
√

n

n1
Ẑ∗n,n1

(t)

Note that Ẑ∗n,nk
(t) may be obtained from the isotonic regression of ÛFi

n,ni
(φt), i = 1, · · · , k.

By continuous mapping theorem, the conditional independence of the subsamples and
(4.4), we obtain

V̂n(t)
w→ max

r≤k

k∑
j=r

√
ajBFj (t)

Ark
−min

s≥1

s∑
j=1

√
ajBFj (t)

A1s

with probability one. This leads to that

T̂n = sup
t∈R

V̂n(t)
w→ sup

t∈R
{max
r≤k

k∑
j=r

√
ajBFj (t)

Ark
−min

s≥1

s∑
j=1

√
ajBFj (t)

A1s
}

with probability one, by continuous mapping theorem and Lemma 3.1. �

4.2. Determination of the p-value. To apply the test in practice, we propose a
bootstrap approximation to the p-value of the test as follows.

Step 1. Compute test statistic Tn from the original samplesXi1, · · · , Xini , i = 1, · · · , k;

Step 2. Let ζ̂n,1 · · · , ζ̂n,n be a bootstrap sample of size n from the pooled empiri-
cal distribution function Hn = n1

n
F̂1 + n2

n
F̂2 + · · · + nk

n
F̂k, where F̂i is the empirical

distribution function associated with the sample Xi1, · · · , Xini , i = 1, · · · , k. Divide this
bootstrap sample into k parts ζ̂n,n1+···+ni−1+1, · · · , ζ̂n,n1+···+ni , i = 1, · · · , k. Use these
k parts to compute a bootstrap version of the test statistic T̂n by (4.2);

Step 3. Repeat step 2 a large number B of times, yielding B bootstrap test statistics
T̂

(b)
n , b = 1, · · · , B;
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Step 4. The p-value of the proposed test is given by p = Card{b:T̂ (b)
n >Tn,b=1,··· ,B}

B
.

We reject H0 at a given level α when p < α. Theorem 4.1, Theorem 3.4 and Theorem
3.5 ensure that the true level of the proposed test would be closed to the nominal sig-
nificant level under H0, and the power (the rejection probability) should be high under
H1 − H0 when the sample sizes are enough large. The simulation in next section will
confirm the intuition statements.

5. Simulation Study
To investigate the properties of the tests, we carried out a simulation study for k = 3.

The empirical rejection rates of Tn in 1000 replications are recorded for various scenarios.
For each of the scenarios, the number of resampling is taken as 1000; the sample sizes of
the three distributions are taken as the same, and they are set at 100, 200 in different
simulations for evaluating the effect of sample size.

Table 1 reports the simulation results for scenarios for which H0 is true. Two different
significance levels are considered. In Table 2, the empirical rejection rates of the test
are given for the scenarios for which H1 −H0 is true. The significance level is taken as
α = 0.05.

TABLE 1: Empirical rejection rates of the test under H0

Distributions n1 = n2 = n3 = 100 n1 = n2 = n3 = 200

F1 = F2 = F3 α = 0.01 α = 0.05 α = 0.01 α = 0.05

U(0,1) 0.012 0.060 0.015 0.051
Exp(1) 0.013 0.057 0.010 0.056
N(0,1) 0.012 0.062 0.010 0.048
χ2(2) 0.016 0.037 0.012 0.047

Beta(2,2) 0.007 0.055 0.009 0.052

TABLE 2: Empirical rejection rates of the test under H1 −H0

Distributions n1 = n2 = n3 = 100 n1 = n2 = n3 = 200

F1 F2 F3 p̂ p̂

Uni(0,1.1) Uni(0,1) Uni(0,1) 0.732 0.946
Uni(0,1.1) Uni(0,1.1) Uni(0,1) 0.721 0.985
Exp(1) Exp(1) Exp(1.1) 0.213 0.236
Exp(1) Exp(1.1) Exp(1.1) 0.134 0.291
Exp(1) Exp(1.1) Exp(1.2) 0.324 0.569
N(0.1,1) N(0,1) N(0,1) 0.191 0.275
N(0.1,1) N(0.1,1) N(0,1) 0.174 0.253
N(0.5,1) N(0.25,1) N(0,1) 0.976 1.000
Uni(0,1) Uni(0,1) Beta(2,2) 0.478 0.853
Uni(0,1) Beta(2,2) Beta(2,2) 0.629 0.860

From Table 1, we see that the simulated size of the proposed test is reasonable and
gets closer to α with the sample size n increasing. For fixed sample sizes, the performance
of the test vary slightly with the population distributions.

Furthermore, from Table 2, we could have the following observations.
(1) With the increasing of sample sizes, the power (empirical rejection rate) of the

proposed test increases fast.
(2) The power is related to how the probability distributions going against the null

hypothesis. It is lower when the differences of the population distributions are slight,
and goes higher when the differences become significant. In addition, the test looks more
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sensitive to the differences of the distributions with bounded supports than that with
unbounded supports.

6. Concluding Remarks
In this article, we present an extension of Baringhaus and Grübel [4] through isotonic

regression, and give a test for the homogeneity of multiple populations against the second
stochastic dominance ordering. The method can be used also to test the null hypothesis
of second stochastic dominance ordering, even umbrella ordering in the sense of second
stochastic dominance ordering, with an appropriate estimators of the distributions under
umbrella ordering restriction.

Bootstrap method is employed to give the p-value of the proposed test. Generally,
the approximated p-value is good for limited sample sizes. However, when the null
hypothesis is not the homogeneity of the distributions, based on our simulations those
are not presented here, the obtained p-value may not enough accurate (conservative in
general), and how to improve the approximation should be studied further.
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