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1. Introduction
Today, it is generally agreed that competencies are 

the critical elements for a company’s long-term success 
as the increasing internationalization and demands 
of the global market have required organizations to 
equip their staff with the key competencies to enable 
them to work within diverse environments (Nolan, 
Conway, Farrell & Monks, 2010). Internationalization, 
as a conspicuous phenomenon of the twentieth and 
twenty-first centuries, compels tourism and hospitality 
firms to compete, attract more tourists and boost their 
profits (Isik, Dogru & Sirakaya-Turk, 2018; Dogru, Isik & 
Sirakaya-Turk, 2019). Hence, it drives people to adapt 
to changing and evolving demands in an extremely 
competitive environment. Digitalization, apart from 
internationalization, is the ultimate phenomenon that 
has already started to influence and shape a plethora of 
businesses, including tourism, in their manifold aspects. 
Competencies of employees and human resources 
activities and routines overall are just some of the 

aspects that digitalization is revolutionizing. As digita-
lization is changing and streamlining businesses and 
their human resources processes (Thite, 2019; Baum, 
2015), it is transforming the employment requirements 
and requiring human resources to be equipped with 
ultimate competencies.    

Since tourism is one of the well-known service 
industries that people work in favor of people (Baum, 
2006) and since tourists are much more quality de-
manding (Baum & Kokkranikal, 2005) than ever before, 
competencies of employees have become critically 
important for tourism employers over the past few 
decades. As the quality of services depends on the 
way they are offered by employees (Belias, Vasiliadis & 
Velissariou, 2020), both short- and long-term success 
of tourism and hospitality firms, now, mostly thrive on 
competent employees. Furthermore, today points to 
much more competitive tourism business and a much 
more demanding tourist profile that makes compe-
tency-based recruitment a matter of utmost concern. 

ABSTRACT
The increasing internationalization and demands of the global market have put pressure on organizations to equip 
their staff with critical competencies. Therefore, the purpose of the study is to identify the core competencies regarded 
as essential in entering the senior management positions of the hotel industry. By employing a mixed method of 
both quantitative and qualitative techniques, the study was carried out in Turkey. The findings suggest that the 
core competencies pertain to the leadership, interpersonal, administrative, and conceptual/creative domains of the 
competency domain model. 

Keywords: core competencies; hotel industry; hospitality management competencies; human resource development, 
the competency domain model
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The discussion on hospitality management com-
petencies first appeared in the early 1970s (see Morris, 
1973). Still much to be done, many studies have been 
carried out examining the facts and figures of the con-
cept till the day. From the seminal studies of Mariam-
polski, Spears & Vaden (1980), Buergermeister (1983), 
and particularly Tas (1988) onwards, researchers, such 
as Baum (1990), Christou (2002), Whitelaw (2005), Nolan 
et al. (2010) brought the subject to discussion. These 
studies, carried out at different times and locations with 
different samples, investigated the topic with its nu-
merous aspects. For example, Morris (1973) examined 
job competencies expected of hotel and restaurant 
administration graduates for entry-level management 
positions by applying to the paid membership of the 
Oklahoma Restaurant Association.

Similarly, Mariampolski, Spears & Vaden (1980) 
probed into competencies for entry-level restaurant 
managers by referring to experienced professionals in 
restaurant management in the USA. Buergermeister 
(1983) assessed the educational skills and competen-
cies needed by entry-level hospitality managers in 
the USA. Probably, the most influencing study on the 
subject belonged to Tas (1988). In his seminal study, 
he delved into the most important competencies for 
hotel general-manager trainees in the USA with a 
survey of thirty-six items questionnaire. Baum (1990), 
readdressing the study of Tas (1988), determined the 
competency needs of hotel industry in the UK by 
comparing the participants’ ratings of competency 
statements of the two studies, while Christou (2002) 
discovered the competencies for Greek hotel industry 
by comparing the mean rates of competencies with 
those of Tas (1988) and Baum (1990) with the help of 
the same questionnaire.

In contrast with the countries in which the studies 
above were carried out, competencies for hotel mana-
gement positions in countries such as Turkey have not 
been well studied until the day. Moreover, there is an 
urgent need to identify the most recent competencies 
sought to enter the management positions in the 
industry. Therefore, the main purpose of the study is 
to identify the most recent key competencies for the 
management candidates of the hotel industry by refer-
ring to some previous studies written in the last decade 
along with the recent job ads for hotel management 
candidates and make some recommendations for 
future research thereupon. The sub-purposes to focus 
on are as follows: (a) Identify the core competencies 
for executive positions in the Turkish hotel industry, 

(b) Compare the perceptions of professionals and 
academics of the core competencies and evaluate the 
results of the study in terms of previous studies.

2. Literature Review
Most customers expect the best services (Dieke, 

2001). With the growing impetus of technology, cus-
tomers have become more demanding, and thus the 
competition has become more challenging (Oakland, 
2014) in an environment of economic uncertainties 
(Isik, Sirakaya-Turk & Ongan, 2019). Kotler, Bowen & 
Makens (2010) propound that understanding mar-
ket settings and customer demands should be the 
starting point to develop lucrative customer links. 
Furthermore, the new management model suggests 
that the focus is on how well we are responding to 
customers’ needs, but not how much we are making 
(George & Weimerskirch, 1994). The only way to meet 
customers’ needs seems to be thinking quality-centric 
(Evans & Dean, 2003; Swarbrooke & Horner, 2007). If 
understood appropriately and devoted to hard work, 
quality is measurable, and along with that substantially 
profitable (Crosby, 1980; George & Weimerskirch, 1994). 
As quality improves, costs decrease, and thus it results 
in improved market share, profit, and growth (Ross & 
Perry, 1999).  

It is well known that the concept of quality is of 
manufacturing industry origin. It gained wide pro-
minence in time, and the concept was borrowed by 
various industries, particularly the services (Williams & 
Buswell, 2003). Since then, quality in services has been 
a matter for concern as prevalent as that in manufac-
turing. Today, it is generally agreed that success and 
customer loyalty in services are attained through the 
quality of services that leads to customer satisfaction 
rather than the price (Kandampully & Suhartanto, 2000; 
Christou, 2002). 

When the quality of services is under consideration, 
there are three parties involved in the process: (1) the 
service provider, (2) the service receiver as an individual, 
(3) and the service receiver as a company (Rosander, 
1985). Here, the emphasis should be given to the 
receiver of service rather than the provider concerning 
the nature of the concept. Namely, quality achievement 
in services depends on good MOT (Normann, 1977) 
experiences and satisfaction of both internal (emplo-
yees) and external customers of a firm (Kotler et al., 
2010; George & Weimerskirch, 1994; Bouranta, Chitiris 
& Paravantis, 2008). Well satisfied customers stay “loyal” 
(Kandampully & Suhartanto, 2000) and share their 
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contentment with people at every turn (Kotler et al., 
2010). In other words, customer satisfaction results in 
the reduction of customer relations fade (Touminen 
& Kettunen, 2003) to the least possible level. It thus 
forms a natural market phenomenon by word of mouth 
(Helm, 2003) that Kotler et al. (2010) define it overall as 
service-profit-chain. 

2.1. Competent Human Resources as a Factor 
of Service Quality

Human resources have become a vital source 
for attaining organizational performance (Devanna, 
Fombrun & Tichy, 1981) and quality, particularly in the 
post-industrial community. In the last two decades, hu-
man resources also have taken center stage in tourism 
development and management in many countries due 
to the changing trends in tourism and the competitive 
environment (Dieke, 2001). Today, tourists are much 
aware of the quality, and the provision of quality ser-
vices is becoming ever more essential for the industry 
to survive in an increasingly competitive international 
market (Baum & Kokkranikal, 2005; Isik, Sirakaya-Turk & 
Ongan, 2019). Kotler et al. (2010) propound that people 
are one of the three main ways that service companies 
of the day can differentiate their service delivery. Here 
the word ‘people’ corresponds to more able and reli-
able customer contact staff of an organization that its 
competitors do not have (Kotler et al., 2010). Correspon-
dingly, a service quality guru Gronroos (1988) defines 
a set of criteria for good perceived quality in services 
consisting of professionalism and skills, attitudes and 
behavior, accessibility and flexibility, reliability and 
trustworthiness, recovery, reputation, and credibility, 
all of which are of people related, unequivocally.

If organizational service quality (Christou, 2002; 
Jolliffe & Farnsworth, 2003) and success are gained 
through people, then the skills (Pfeffer, 1994) and 
competencies (Tas, 1988; Baum, 1990) of those pe-
ople are of critical importance. Todays’ firms are in a 
demanding competition for obtaining and retaining 
the most competent people due to common skills 
shortage (D’Annunzio-Green, Maxwell & Watson, 
2005; Ayres, 2006). Having industry-specific skills is no 
longer enough for securing a satisfying job; quite the 
contrary, competence in problem-solving, communi-
cating with others, allocating resources conveniently, 
understanding complex interrelationships of the work 
environment, and so forth is the prevailing trend for 
employability (Fournier & Ineson, 2010). In that regard, 
tourism professionals need to have knowledge, skills, 
abilities, and other characteristics (KSAOs) to be able to 

cope with various problems and be prepared for future 
professional life (Kay & Morcarz, 2004). That is a critical 
requirement for them to gain a sustainable competitive 
advantage (Lepak & Snell, 1999; Auw, 2009; Ployhart & 
Moliterno, 2011). 

2.2. The Competency Domain Model

As the main purpose of the study was to discover 
core competencies for hotel executives, a popular mo-
del on the classification of competencies put forth by 
Sandwith (1993) was employed to be able to predicate 
the work on a further theoretical frame as fleshed out 
under the findings section.  

The competency domain model (CDM) was based 
on Katz’s (1955) concept of skills needed by supervisors, 
managers, and executives in organizations. Katz (1955) 
identified three fundamental areas that consisted of 
technical, human, and conceptual skills for managers 
at different levels. However, the CDM delineated 
competencies by extending these three areas through 
field research into five specific domains as follows; (1) 
conceptual/creative, (2) leadership, (3) interpersonal, 
(4) administrative, and (5) technical. The five-domain 
model propounds that the core activity of managers 
is to make decisions. The decision-making process 
consists of choosing appropriate responses based on 
perceived factors in a particular activity, and it pivots 
on the competencies possessed by the decision-maker 
outlined in the specified domains.

In summary, the conceptual/creative domain 
refers both to the cognitive skills that are associated 
with comprehending important elements of a job 
and to the understanding of brain-mind functioning 
and creative thought. The leadership domain turns 
thought into productive action by providing a strategic 
link between the conceptual/creative domain and the 
other domains. The interpersonal domain concentrates 
on the skills for effective interaction with others, such 
as customers and organizational peers. The technical 
domain refers to the actual work that the organization 
does, while the administrative domain is thought to 
have evolved as a way of addressing those areas of 
activity in organizations that lie between the interper-
sonal and the technical domains. Namely, it refers to 
the personnel and financial management aspects of 
organizational life. 

2.3. Setting the Hypotheses

Stated in the introduction, researchers such as Tas 
(1988) and Baum (1990) determined competencies 
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for general managers (GMs) by consulting hotel 
professionals. Studies of Nelson & Dopson (2001), 
Christou (2002), and Nolan et al. (2010) examined 
them in a broader context by comparing expectations 
of professionals with those of graduates. However, the 
study, being inspired by the latter, aims to compare the 
perceptions of professionals with those of academics as 
it was believed that instead of just relying on graduates, 
also asking for opinions of academics would be a more 
advantageous choice, since academics are one of the 
distinctly qualified stakeholders of the industry, and 
thus well capable of assessing the hospitality mana-
gement competencies. 

Following the second purpose of the study, the per-
ceptions of professionals and academics of hospitality 
management competencies that were delineated in the 
four domains of the CDM were statistically compared, 
and thus the hypotheses tested are as follows; 

Hypothesis 1: There is a significant difference between 
the perceptions of professionals and academics of the 
conceptual/creative domain,

Hypothesis 2: There is a significant difference between 
the perceptions of professionals and academics of the 
leadership domain,

Hypothesis 3: There is a significant difference between 
the perceptions of professionals and academics of the 
interpersonal domain,

Hypothesis 4: There is a significant difference between 
the perceptions of professionals and academics of the 
administrative domain.

3. Methodology

3.1. The Population and Determining the 
Sample Size

The study was carried out in Turkey, located in Sout-
heast Europe. The population of the study consisted of 
both GMs and HR managers (HRMs) of five-star hotels 
and Ph.D. graduate academics employed as professors 
at the higher tourism programs of the country. The 
Ministry of Culture and Tourism reported that there 
was a total of 618 five-star hotels by the end of 2015. 
The majority of those were regular five-star (523), and 
the rest consisted of resorts (67) and thermal hotels 
(28). As the population of professionals was based on 
the given numbers, only one manager (either a GM 
or HRM) per hotel was surveyed. On the other hand, 
the second group was comprised of 475 academics 
who were affiliated with higher tourism programs 

in tourism, business, business and management, 
commercial sciences, economics, economic and admi-
nistrative sciences, economic-administrative and social 
sciences schools as reported by the Council of Higher 
Education (December 2016). Of the 475 academics, 322 
were employed as assistant professors, 98 as associate 
professors, and 55 as professors. By depending on 
these statistics, the sample size was determined to be 
approximately 243 for the professionals, and 218 for 
the academics with a 95 percent confidence and p = 
.5 using the equation proposed by Yamane (1967) and 
restated by Israel (1992). 

3.2. Data Collection, Survey Design, and Pilot 
Testing

Based on survey research, the study employed a 
questionnaire that is used to gather information on the 
backgrounds, behaviors, beliefs, or attitudes of large 
numbers of people. The questionnaire layout consis-
ted of two parts. Part one measured the participants’ 
demographics, such as age, gender, education and 
occupation, job experience, job position, and job affi-
liation. The age variable was adapted from the United 
Nations’ (2016) age classification for social stratification 
and mobility, while the job experience variable was 
derived from Pardo & Ruiz-Tagle (2017).

Part two consisted of competency statements that 
measured the perceptions of participants. The state-
ments were arranged in five-point Likert type scaling 
that was comprised of essential (mean rating over 
4.50), very important (4.49-3.50), important (3.49-2.50), 
slightly important (2.49-1.50) and unimportant (under 
1.49) categories (Tas, 1988; Nelson & Dopson, 2001). 

Part two was designed using two sources. The first 
source was the previous studies on hospitality mana-
gement competencies, such as Tas (1988), Tsai, Goh, 
Huffman & Wu (2006), Nolan et al. (2010), and Cheung, 
Law & He (2010). As the main source of the study, all 
36 competency items of Tas (1988) were adopted. Tas 
(1988) was conducted in the US; therefore, two of the 
items were slightly altered in the path of Baum (1990) 
and Christou (2002) as these two suited the nature of 
our study better. Each competency item of the four stu-
dies was compared one to another, and consequently, 
29 items that differed from those of Tas (1988) were 
also adopted. Of the 29 items, 15 were derived from 
Nolan et al. (2010), 12 from Tsai et al. (2006), and 2 from 
Cheung et al. (2010). 

The second source was job ads. Job ads seem to be 
a good source for driving implications on employers’ 
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expectations of employee quality. Therefore, the se-
cond examination was conducted on the top-browsed 
career websites of Turkey (Alexa, 2016), such as kariyer.
net, eleman.net, yenibiris.com, secretcv.com, and 
elemanonline.com.tr. These websites were browsed 
periodically from March 1 through March 24, 2016, 
just before the domestic peak season of the industry, 
and about three hundred advertisements published 
on those websites were recorded down electronically. 
These ads were analyzed by employing a content 
analysis that is a good way of analyzing big data such 
as web sources easily, effectively, and systematically. 

The job ads analysis resulted in a list of 179 items 
in total. 24 of the items were eliminated from the list 
as they did not possess any attribute of a competency 
approach. The remainders were sorted by importance 
depending on the categories derived from Nelson & 
Dopson (2001) and Brown (2010). Consequently, a total 
of 14 items that fell under the categories of essential, 
very important, important, and slightly important were 
compared with the items retrieved from the literature 
review as described above. The comparison showed 
that most of the items corresponded in meaning. 
Therefore, some of the items were altered to extend 
and update their meanings, while some others were left 
as is. Consequently, final items decided to be included 
in the questionnaire, either as pristine or altered, are 
shown in Table 1. 

Table 1:  Final Items Added in the Questionnaire 
after Literature - Job Ads Comparison

Competency statements
Knows multiple languages both written and orally

Uses business technology effectively (e.g., reservation 
systems, MS Office, electronic cash registers, POS devices, etc.)

Thinks customer satisfaction-oriented

Knows budgeting 

Possesses needed leadership qualities [e.g., analytical/
critical thinking skills (problem-solving, etc.), team working 
skills, etc.] to achieve organizational objectives

Knows sales techniques

Following the analyses, the raw-form questionnaire 
of sixty-seven competency items underwent a couple 
of pilot tests. Although there is always some probability 
of error, and no measurement is perfectly reliable at all, 
pretesting is a good way of increasing the reliability of 
research. 

The initial pretest was carried out in EMITT 2017, 
one of the prominent international tourism fairs of 
Europe with purposive sampling that is a method 
providing a chance to pick cases that are judged to be 
typical of the population. During the four-day fair, GMs 
or HRMs of the participating five-star hotels were asked 
to fill out the draft questionnaire, and consequently, 21 
responses were returned in total. Just a few days later, 
the draft also was either emailed or handed in person 
to some of the prominent tourism academics of the 
country. 8 of the academics responded favorably soon 
after. Eventually, data obtained through a total of 29 
questionnaires were tested for its reliability through 
SPSS, and the analysis resulted in high internal consis-
tency of the 67 items, Cronbach’s α = .96.  

The initial pretest was conducted concurrently with 
cognitive interviewing through which participants 
frankly convey their thoughts, thinking aloud to assess 
the functionality and validity of the questionnaire. Some 
capable participants were asked for their opinions on 
the overall design. By eliciting much cordial regard, 
some of the participants commented that the questi-
onnaire looked quite fine. For some other participants, 
it seemed to be a product of a detailed work mirroring 
the prevalent expectations of the professionals. These 
comments could be construed as if the questionnaire’s 
face validity was achieved in general. However, some 
people also commented that it was too long in size, 
thus exhausting and dramatically time-taking. As to 
Neuman (2014), there is no definite length in ques-
tionnaires, but as their length increases, the chance 
of responding decreases substantially. Lund & Gram 
(1998) also state that the length of a questionnaire affe-
cts the response rate significantly. Therefore, the length 
of the questionnaire was decided to be lessened to a 
more reasonable degree to make it more compact and 
applicable. According to Tas (1988), competencies over 
3.50 should be regarded as considerably important. By 
relying on that, items below 3.50 were removed from 
the list to reduce the burden on participants, reduce the 
probability of error in response due to inattention to the 
response task, increase their possibility of participation, 
and thus boost the attendance rate. 

The rectified questionnaire was emailed to more 
sampling units to test its new format, and consequently, 
the attendance rate doubled in quite a short time. 
Furthermore, as it is hard enough to expect consistent 
reactions from participants regarding a questionnaire, 
and as there is always some risk of bias, the question-
naire’s design, color, and rubric that could discomfort 
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the viewer were revised to minimize such potential 
negative effectors. 

The revised form of the questionnaire was sent to 
sampling units online, which is one of the cheapest, 
simplest, and fastest methods. The delivery was made 
with simple random sampling that is a probability 
sampling technique in which every member of the 
population has an equal chance of being selected. Even-
tually, data obtained from a total of 114 questionnaires 
were tested for its reliability in which 48 competency 
statements had high internal consistency, Cronbach’s 
α = .96. 

As both pilot tests proved that the questionnaire 
was highly reliable, the final form of it was sent to the 
population online. However, the professionals were 
contacted by phone initially to ask for their participation 
in the survey and get their email addresses. Along with 
that, executives of some of the largest hotel chains 
and hotel associations were contacted to ask for their 
reference to augment participation. Thereafter, most of 
the professionals and the academics were invited via 
email to participate in the online survey. It took months 
to distribute the questionnaire to the population. Many 
of the sampling units that received online invitation 
responded in a few days, while it took much more 
for the others to respond. Many sampling units were 
prompted a couple of times to attend the survey. Finally, 
over a ten-month effort resulted in 462 responses in 
total. 

3.3. Statement of the Normality Assumption

The study was based on parametric testing. Before 
conducting a parametric test, data sets to be analyzed 
are generally tested for their normality and are expec-
ted to have a normal distribution. However, according 
to the central limit theorem, if samples are larger than 
30 (40 or 200 in some statements), the sampling dist-
ribution is supposed to be normally distributed in any 
case without applying to any certain criteria.

4. Findings and Discussion

4.1. Demographics of the Participants

Demographics analysis determined that most of 
the participants (53%) were professionals, while the 
others were academics, as shown in Table 2. Of the 
whole participants, 48 percent were females, and 52 
percent were males. Almost all the participants were 
middle-aged (71 percent were aged between 24 and 
44). 28 percent were aged between 45 and 64. 1 percent 

of the participants were aged over 65, and less than one 
percent was aged under 24. Regarding their positions, 
44 percent of the participants were HRMs. 26 percent 
were assistant professors. 15 percent were associate 
professors. 9 percent were GMs, and 6 percent were full 
professors. Besides, more than one half of them (55%) 
held a graduate degree (at least a master’s degree), 
which indicated that most of the participants were 
highly intellectual. 35 percent held an undergraduate 
degree, and 8 percent held an associate degree, while 
only 2 percent graduated from either a middle or high 
school. Along with that, 42 percent of the participants 
majored in tourism. 28 percent majored in business 
administration. 7 percent majored in economics, and 
the rest majored in some other fields. Finally, 47 percent 
of the participants had a work experience of 0-12 years. 
30 percent had a work experience of 13-21 years, and 
23 percent had work experience of 22+ years.

4.2. Classifying the Core Competencies 
through a PCA Analysis 

In this section, factor analysis was employed to 
discover and understand the structure of the latent 
variables of the data set, reduce it to a more manage-
able size, explore how well the items are related to each 
other, form clusters or factors, and thus group them 
by more generic names. Therefore, a principal com-
ponent analysis (PCA) that is of the same functionality 
with factor analysis and a special case of it, yet, a less 
complex technique was conducted on the 48 items 
with orthogonal rotation (varimax). As shown in Table 
3, the Kaiser-Meyer-Olkin measure verified the sampling 
adequacy for the analysis, KMO = .87, and all KMO values 
for individual items were above the acceptable limit of 
.5 (Field, 2009). Bartlett’s test of sphericity χ² (105) = 
2479.78, p < .000, indicated that correlations between 
items were adequately large for PCA. An initial analysis 
run to obtain eigenvalues for each component in the 
data suggested that four components had eigenvalues 
over Kaiser’s criterion of 1 and explained 63.5% of the 
variance overall.  

The analyses were conducted with theoretical 
reference of the CDM outlined before, and thus com-
petencies of which’s categorization did not comply with 
the theory were omitted from the measure. Hence, of 
the fifteen items that clustered around four factors, 
factor 1 consisting of three items referred to the concep-
tual/creative domain. Factor 2, consisting of five items 
referred to the leadership domain. Factor 3 consisting 
of three items referred to the interpersonal domain, 
and factor 4, consisting of four items referred to the 
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administrative domain. However, no item correspon-
ded to the technical domain, which was ascribed to 
the fact that the research was conducted considering 
the senior management positions. Following the 
categorization phase of the competency statements, 
a reliability analysis was conducted to test the internal 

consistency of the residuals. The results indicated that 
all domains had a moderate reliability; conceptual/
creative domain, Cronbach’s α = .74, leadership domain, 
Cronbach’s α = .81, interpersonal domain, Cronbach’s α 
= .77, and administrative domain, Cronbach’s α = .79.

Table 2: Demographics of the Participants

Frequency Percent
Group Professional/Academic 244/218 52.8/47.2
Gender Female/Male 220/242 47.6/52.4
Age (Under) 24/25-44/45-64/(Over) 65 6/326/128/2 1.3/70.6/27.7/.4
Position GM/HRM/Asst. Prof./Assoc. Prof./Prof. 40/204/121/68/29 8.7/44.2/26.2/14.7/6.3
Education Degree Middle or high school/Associate/Undergraduate/

Graduate
11/36/163/252 2.4/7.8/35.3/54.5

Major field Tourism/Business administration/Economics/Other 196/129/32/105 42.4/27.9/6.9/22.7
Work Experience 0-12/13-21/(Over) 22 217/140/105 47.0/30.3/22.7

Table 3. Results of the PCA Analysis: Competencies Delineated into the Four Domains of the Competency 
Domain Model

Factors
Conceptual/
Creative

Leadership Interpersonal Administrative

Uses past and current information to predict future 
departmental revenues and expenses

.839

Uses past and current information to predict future 
hotel reservations

.827

Assists in establishing organizational objectives and 
their priorities

.525

Possesses needed leadership qualities [e.g., analy-
tical/critical thinking skills (problem-solving, etc.), 
team working skills, etc.] to achieve organizational 
objectives

.750

Strives to achieve positive working relationships 
with employees

.713

Maintain professional and ethical standards in the 
work environment

.683

Motivates employees to achieve the desired perfor-
mance

.665

Demonstrates professional appearance and poise .633
Manages guest problems with understanding and 
sensitivity

.842

Develops positive customer relations .823
Thinks customer satisfaction-oriented .701
Follows hygiene and safety regulations to ensure 
compliance by the organization

.799

Effectively manages life-threatening situations, such 
as fire, bomb threat, serious illness, etc.

.760

Follows established personnel management proce-
dures in the supervision of employees

.700

Follows the legal responsibilities associated with 
hotel operations

.682

Eigenvalues 1.94 2.87 2.13 2.58
% of variance 12.91 19.14 14.22 17.23
Cronbach’s α .74 .81 .77 .79
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4.3. Testing of the Hypotheses

The four hypotheses of the study stated above were 
tested by employing a series of independent samples 
t-tests to determine whether the two groups’ means 
were different from each other. The results shown in 
Table 4 are reported in the following sections. 

Perceptions of the participants of the conceptu-
al/creative domain. Hypothesis 1: There is a significant 
difference between the perceptions of professionals and 
academics of the conceptual/creative domain

The results of the t-test carried out to test Hypothe-
sis 1 indicated that there was no significant difference 
between the perceptions of professionals and academi-
cs of the conceptual/creative domain. Therefore, Hypo-
thesis 1 was not supported, which means professionals 
and the academics concurred on the importance level 
of the conceptual/creative domain. 

Perceptions of the participants of the leadership 
domain. Hypothesis 2: There is a significant difference 
between the perceptions of professionals and academics 
of the leadership domain

The results of the t-test carried out to test Hypothe-
sis 2 indicated that there was no significant difference 
between the perceptions of professionals and acade-
mics of the leadership domain. Therefore, Hypothesis 
2 was not supported, which means professionals and 
academics also concurred on the importance level of 
the leadership domain. 

Perceptions of the participants of the interperso-
nal domain. Hypothesis 3: There is a significant difference 
between the perceptions of professionals and academics 
of the interpersonal domain

The results of the t-test carried out to test Hypot-
hesis 3 indicated that there was a significant difference 
between the perceptions of professionals and acade-
mics of the interpersonal domain, p < .05. Therefore, 
Hypothesis 3 was supported, meaning professionals 
and academics do not concur on the importance level 
of the interpersonal domain. Furthermore, the group 
statistics chart revealed that academics’ mean (M = -,14, 
SE = ,06) was larger than that of professionals (M = ,13, 
SE = ,06). 

Perceptions of the participants of the admi-
nistrative domain. Hypothesis 4: There is a significant 
difference between the perceptions of professionals and 
academics of the administrative domain

The results of the t-test carried out to test Hypot-
hesis 4 indicated that there was a significant difference 
between the perceptions of professionals and acade-
mics of the administrative domain, p < .05. Therefore, 
Hypothesis 4 was supported, meaning professionals 
and the academics do not concur on the importance 
level of the administrative domain just as it was in the 
interpersonal domain. It should be also noted that 
academics’ mean (M = -,10, SE = ,07) was larger than 
that of professionals (M = ,09, SE = ,06).

Testing the effect of demographics on the par-
ticipants’ perceptions. Apart from the t-test analyses, 
a couple of two-way ANOVA tests were carried out 
to see whether perceptions of the two groups were 
affected by some demographics, such as gender, age, 
work experience, and major (field of specialization). 
The results indicated that their perceptions were not 
affected by gender, age, or work experience. However, 
they were significantly affected by their majors (i.e., tou-
rism, business administration, economics, and other),                        
p < .05. The Bonferroni post hoc test revealed that 
there was a significant difference between the major 
of tourism and the major of business administration,        
p < .05. The test rendered no other significant-difference 
results for the rest of the pairs of comparison between 
the four categories of major.  

4.4. Comparing the Competency Means with 
the Antecedents 

As one of the purposes of the study was to appraise 
the results regarding the previous studies, this section 
was allotted to the comparison of competency means 
with those of some antecedents. Because of the unique 
pattern of the study, it was not possible to compare its 
results in every detail with its counterparts. However, 
there are a couple of renowned studies, such as Tas 
(1988), Baum (1990), Christou & Eaton (2000), Christou 
(2002), and Whitelaw (2005), that allowed us to make 
some inferences from one-on-one item comparisons. 
The means of the competencies, as shown in Table 
5, revealed that there is an inconsistent pattern of 
the overall means except for the first item (C1). This 
fluctuating pattern seems to be quite natural when 
some factors are considered. These variations may be 
resulting from the fact that these studies were carried 
out in uncontrollably different settings and several 
countries. Besides, the data was gathered from the 
studies conducted at discrete time segments. For 
example, it has been almost thirty years between the 
first and last studies. Apart from those, there might be 
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some perceptual biases due to linguistic dissimilarities 
and cultural diversities. 

One thing to note is that all means of the six studies 
are over 3.50, indicating each competency statement 
falls either into the category of very important or into 
the category of essential. In that case, the means above, 
along with the overall findings, suggest that the compe-
tencies listed in Table 5 are critical in entering the senior 
management positions of the industry. For example, by 
mutual consent of the five studies except for Ireland, 
C1 is the most important competency, although the 
means vary by study. As five of the means are over 4.50, 
C1 falls into the category of essential.  Likewise, the 
study consists with Baum (1990) on C5, C6, C13, and 
C15, with Whitelaw (2005) on C4 and C5, and finally 
with Christou (2002) on C7 and C15 that reinforces 
the validity of those items. Furthermore, C2, C4, C8, 
C10, C13, and C14 have exalted overall despite their 

lower means when compared to the previous studies. 
Contrariwise, C6, C9, and C12 have abased in general. 
C5, C7, C11, and C15 has a fluctuating pattern. C3 is 
a novel requisite for senior management candidates, 
which did not appear in the previous studies.   

One thing to note is that the means of the study are 
lower than the means of other studies in general. For 
example, the highest value of the study is 4.51, whe-
reas it goes up to 4.89 in the others. Regardless of the 
counterparts, the study interestingly indicates that the 
competencies of interpersonal and leadership domains, 
chiefly but not barely, cluster in the upper rows of the 
list by the mean. With a more inconsistent pattern, the 
competencies of the administrative domain surpass 
those of the conceptual/creative domain. However, 
the leadership domain, with its five items outstands 
in general. Overall, the results seem rather decent and 
reasonable for a senior management position. 

Table 4: The T-test Results of the Two Groups’ Perceptions of the Competency Domains

Domains t df Sig. (2-tailed) Mean differences Std. error differences

Conceptual/Creative .341 454 .733 .03197247 .09383999

Leadership -1.846 454 .066 -.17261548 .09350169

Interpersonal 2.981 454 .003 27710716 .09294653

Administrative 2.225 437.354 .027 .20868721 .09378249

Table 5: Means of the Competency Statements in Sequence and Comparison of the Studies 

Core competencies Domains Means
Whitelaw 
(2005) 
Ireland1

Christou 
(2002) 
Greece2 

Christou & 
Eaton (2000) 
Greece3

Baum 
(1990)
UK4

Tas 
(1988)
USA5

C1 Manages guest problems with understanding and sen-
sitivity Interpersonal 1: 4.51 10: 4.44 1: 4.87 1: 4.89 1: 4.81 1: 4.80

C2 Follows the legal responsibilities associated with hotel 
operations Administrative 2: 4.45 9: 4.45 10: 4.54 11: 4.50 7: 4.54 14: 3.90

C3 Thinks customer satisfaction-oriented Interpersonal 3: 4.45 - - - - -

C4
Possesses needed leadership qualities [e.g., analytical/cri-
tical thinking skills (problem-solving, etc.), team working 
skills, etc.] to achieve organizational objectives

Leadership 4: 4.36 4: 4.50 8: 4.59 5: 4.60 9: 4.40 7: 4.48

C5 Demonstrates professional appearance and poise Leadership 5: 4.33 5: 4.50 3: 4.73 2: 4.83 5: 4.56 3: 4.61
C6 Develops positive customer relations Interpersonal 6: 4.32 2: 4.55 2: 4.76 3: 4.72 6: 4.55 5: 4.60

C7 Maintain professional and ethical standards in the work 
environment Leadership 7: 4.30 12: 4.37 7: 4.60 6: 4.58 9: 4.40 2: 4.69

C8 Assists in establishing organizational objectives and their 
priorities

Conceptual/

Creative
8: 4.21 - 16: 4.31 12: 4.42 22: 3.92 21: 3.67

C9 Strives to achieve positive working relationships with 
employees Leadership 8: 4.21 6: 4.49 5: 4.66 4: 4.63 4: 4.57 6: 4.52

C10 Effectively manages life-threatening situations, such as 
fire, bomb threat, serious illness, etc. Administrative 9: 4.20 - 13: 4.42 15: 4.33 11: 4.37 11: 4.09

C11 Follows hygiene and safety regulations to ensure compli-
ance by the organization Administrative 10: 4.15 8: 4.49 11: 4.50 13: 4.38 2: 4.71 13: 3.99

C12 Motivates employees to achieve desired performance Leadership 11: 4.14 1: 4.60 9: 4.57 7: 4.58 8: 4.52 8: 4.44

C13 Uses past and current information to predict future 
departmental revenues and expenses

Conceptual/

Creative
12: 4.01 - 19: 4.21 17: 4.24 12: 4.31 18: 3.75

C14 Uses past and current information to predict future hotel 
reservations

Conceptual/

Creative
13: 3.94 - 20: 4.18 22: 3.95 18: 4.06 23: 3.61

C15 Follows established personnel management procedures 
in supervision of employees Administrative 14: 3.91 32: 4.04 14: 4.38 19: 4.11 14: 4.23 9: 4.33

Sources: 1Baum (2006), 2Christou (2002), 3Christou & Eaton (2000), 4Baum (1990), 5Tas (1988).
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5. CONCLUSION
Even though the tourism industry has not been 

qualification-minded historically (Evans, 1993),  the 
increasing internationalization, digitalization, and 
demands of the global market have required hotel 
employees, particularly the managers, to be equipped 
with the critical competencies to be able to achieve 
organizational service quality and success. This study 
identified the most recent competencies for being 
promoted and assigned to an executive position in 
the hotel industry. Despite being not truly coincident 
and conducted in different settings, circumstances, and 
time series, findings of the study confirm Tas (1988), 
Baum (1990), Christou & Eaton (2000), Christou (2002) 
and Whitelaw (2005) in general, which indicates that 
the agreed competencies of the six studies are critically 
essential. Moreover, the study reveals that the critical 
competencies sought in entering the senior manage-
ment positions refer to the leadership, interpersonal, 
administrative, and conceptual/creative domains. 
Therefore, candidates who are preparing themselves 
for senior management positions are expected to 
be competent in the specified domains. They should 
develop and improve their leadership, interpersonal, 
administrative, and conceptual/creative competencies 
to be successful in the business. They should be well 
equipped with up-to-date competencies in terms of 
the changing expectations of the industry.

The study also indicates that the professionals and 
the academics concur on the importance level of the 
conceptual/creative and leadership domains.  However, 
they do not agree on the interpersonal and administra-
tive domains. The gap between the perceptions of the 
two groups in Turkey of the core competencies might 
negatively affect the effective preparation of future 
hotel managers for the business. To eliminate such 
negativity, the two stakeholders should reciprocally cul-
tivate a robust dialogue and collaboration. For example, 
they should cooperate closely in the training process 
of hospitality students.  Apart from that, academics 
should closely follow the trends in the industry and 
update their curricula to help students improve their 
qualities, and thus meet the latest expectations of the 
professionals. 

Furthermore, the study revealed that some 
demographic variables, such as gender, age, or work 
experience, do not affect the identification of critical 
competencies. In other words, professionals and aca-
demics decide the importance levels of competencies 
regardless of their genders, ages, and work experiences. 

However, they determine the importance levels by 
depending on their majors. 

The overall results drive us to make some recommen-
dations for the development of human resources in the 
tourism and hospitality business. First, the employers 
should abstain from not being qualification-minded 
and breeding down-skilling cycle (see Baum, 2002). 
They should constantly try to cultivate competent 
people through human resource development instead. 
Organizations should set functional systems for ope-
ning and developing internal career paths of their staff 
to cope with high levels of staff mobility, knowledge, 
and skills transfer/migration. Besides, higher tourism 
institutions should provide the most proper settings 
for prospective hospitality managers to prepare them 
well for the challenging tourism business. Hospitality 
management candidates should seek to develop their 
competencies through formal, non-formal, and infor-
mal education and through on-the-job and off-the-job 
training to be able to meet the ultimate expectations 
of supervisors and customers. Finally, the stakeholders, 
such as professionals, scholars, and governors, should 
strive to build effective collaborative strategies to 
nurture competent human resources.   

6. Limitations of the Study and Further 
Research
This study examined the core competencies for 

senior management positions in the hotel industry of 
Turkey. Aside from that, it compared the perceptions of 
the two principal stakeholders of those competencies 
and then compared the competencies’ mean results 
with those of some antecedents. 

Future studies perhaps would go over these studies’ 
findings and test their validity in different contexts, 
locations, and time-series with different methods and 
populations. For example, a more extensive compara-
tive study at the international level could investigate 
the latest expectations and requirements with regard 
to the competencies of human resources by involving 
successful professionals, specialists, academics, and 
also customers, using in-depth qualitative or quanti-
tative methods. Further, future studies could attempt 
to develop advanced higher education curricula and 
methods/models for teaching, training, and developing 
students and trainees in light of the findings of extant 
studies on the subject. 
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1. INTRODUCTION
In many developed and developing economies, 

household consumption expenditures constitute the 
largest part of Gross Domestic Product. According to 
Keynes (1936), consumption is the sole purpose and 
objective of all economic activity. The main source of 
this doctrine is that current consumption expenditures 
are the most crucial component of aggregate demand 
and that the planned consumption expenditures are 
the main driving force of the other components.

Keynes divided the factors determining the con-
sumption propensity into objective and subjective 
elements. The objective factors are prices, taxes, wealth, 
interest rates, income distribution and changes in the 
relationship between current income and income 
expectations (Keynes, 1936). These are the foundations 
of mainstream consumption theories (Pressman, 1997). 

For example, the phenomenon of wealth is the main 
source of Modigliani’s (1963) ‘life cycle’ hypothesis, 
and interest rates and income expectations are the 
main sources of Friedman’s (1957) ‘’permanent income 
hypothesis’’. Unlike the Keynesian view, the principal 
determinant of consumption is not current income 
but the permanent or life-cycle income. Accordingly, 
consumers spend a certain share of their lifetime or 
permanent income. Even if there is a change in current 
income, this spreads over periods and the concept of 
“consumption smoothing” arises. Even in developed 
countries, while a certain share of the decision making 
units makes consumption decisions based on the 
current income, another determines consumption de-
cisions based on the permanent income. These findings 
suggest that some economic decision-making units 
behave in compliance with the Keynesian approach 
in the short-run, while in the long run certain share of 

ABSTRACT
The consumption function describes the relationship between consumption expenditures and income. As is well known, 
the distribution of macroeconomic data such as income and consumption is unequal. Accordingly, estimators derived 
from linear models may be inefficient. This study attempted to reach efficient estimators, using gamma distribution, 
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the consumption expenditures are explained by the 
permanent income hypothesis.

This study presents information on the theoretical 
basis of consumer behavior in the EU member states 
and the cluster of countries in the negotiation process. 
This process requires the estimation of consumption 
trends in the short and long term. At the same time, 
the study tests the liquidity constraints of consumers 
and the excess sensitivity of consumption expenditures 
to income (Flavin, 1981; Dornbusch, Fischer & Bossons, 
1987) in the framework of the consumption function 
literature.

The global income and consumption inequality 
require that the average, standard deviation, skewness, 
and kurtosis criteria (moments) of the series should be 
taken into consideration in the estimation process. 
The Generalized Method of Moments (GMM) allows 
estimators based on these characteristics. Within this 
framework, GLM estimators was tested with the GMM 
method. This approach is to determine whether the 
coefficients are reliable. Finally, machine learning-based 
GLM findings are also included as the parameters of 
the permanent income hypothesis estimated under 
the assumption of adaptive expectations and are 
questionable in terms of predictive potential.

2. EMPIRICAL LITERATURE ON 
CONSUMPTION FUNCTIONS
There is inconsistency in the origin of the empirical 

studies on consumption between Keynesian consump-
tion theory and the empirical findings of Kuznets (1946). 
In this section, applied studies concerning consumption 
theories are presented in Table 1 to Table 3. In macro-
economics, the consumption function literature was 

developed over linear models before the “spurious 
regression” phenomenon and the development of “unit 
root” and “co-integration” approaches. Therefore, the 
regression models established between the disposable 
income and consumption expenditures in these studies 
are controversial.

The limited extent of applied literature on the 
absolute income hypothesis are presented in Table 
1. In addition to these studies, Kaldor (1955) analyzes 
household income into two parts as labour and profit 
income, within the framework of the Keynesian con-
sumption function.  The findings in the study support 
that mpc out of wage is lower than the mpc out of profit.

Table 2 presents the applied literature on the life 
cycle and permanent income hypotheses. The most 
important constraint on the empirical Life Cycle Hypo-
thesis is the question of whether current data supports 
the fundamental hypothesis (Deaton, 2005).

The Life Cycle Hypothesis presumes that savings 
made in the working period will finance the retirement 
period. Therefore, “consumption smoothing” occurs 
in the life cycle. However, studies on the US and UK 
revealed that consumption expenditures fall relatively 
low during retirement (Banks et al., 1988; Hurd & Ro-
hwedder, 2005).  Additionally, the absence of a bequest 
motive -one of the fundamental assumptions of the Life 
Cycle hypothesis- also did not correspond with actual 
observations. In the basic sense, the fall in consumption 
expenditures during the retirement period is called the 
“retirement puzzle” (Kankaanranta, 2006). Smith (2004) 
presents findings that consumption of durable goods 
decreased during retirement, but the consumption of 
non-durables remained the same.

Table 1: Empirical Literature on the Absolute Income Hypothesis 

Authors Sample Method Findings

Davis (1959) USA (1929-1940) Linear Regression 
(OLS)

The consumption function is consistent with the 
Keynesian absolute income hypothesis.

Ferber (1966) USA (1929-1940),                
(1947-1957), (1958-1968)

Linear Regression 
(OLS)

The absolute income hypothesis is valid. MPCs vary 
between periods.

Okçu (2008) Turkey (1987-2007) Cointegration 
Analysis

The absolute income hypothesis rejected. Mpc = 0.89, 
apc = 0.69, but no long-term cointegration was observed.

Carruth, Gibson, & 
Tsakalotos, (2010) EU OLS Consumption functions are differentiating between 

countries.

Alimi, (2013) Nigeria (1970-2011) Time Series 
Analysis

For the short run, the absolute income hypothesis 
confirmed. (mpc = 0.49 - 0.79)

Aras (2014) Turkey (1998-2010) Linear Regression 
(OLS)

The absolute income hypothesis is accepted, and 
the emphasis placed on the phenomenon of lagging 
consumption. (Mpc=0.66.)

Ianole & Elena, (2015) EU (2000-2013) Panel data analysis The absolute income hypothesis validated. (mpc = 0.58)

Source: Prepared by authors.
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Table 2: Empirical Literature on Life Cycle and Permanent Income Hypothesis

Authors Sample Method Findings

Slacalek (2004) OECD Countries 
(1960-2000)

Cointegration 
Approach

There is long-term relation between income, 
wealth and consumption.

Slacalek  (2009) OECD Countries 
(1960-2000) IV Approach There is a wealth effect on consumption 

expenditures.

Hayashi (1982) USA (1948-1978) OLS and Tobit 
Regression

The permanent income hypothesis accepted 
for the durable goods but rejected for the non-
durable goods.

Souleles (2002) USA (1980-1991) OLS MPC is approximately 0.7 on tax returns.

Manitsaris (2006) Euro Area (1980-2005) Panel Data Analysis The permanent income hypothesis is accepted. 
(MPC estimated between 0.7-0.85).

DeJuan, Seater, & 
Wirjanto (2006)

West Germany 
(1980-1986)

Time Series 
Analysis

The permanent income hypothesis is not 
accepted. 

Jawadi & Sousa, 
(2015)

USA, UK and EURO 
Area 
(1947 Q1-2008 Q4)

Quantile 
Regression, Linear 
Models 

Mpc was estimated to be approximately 0.7.

Alimi (2015) Nigeria and South 
Africa

Time Series 
Analysis

In both countries, the permanent income 
hypothesis accepted.

Bilgili &Bağlıtaş, 
(2016) Turkey (1998-2012) Time Series 

Analysis
The absolute income hypothesis is accepted for 
Turkey (mpc = 0.7-0.8).

Altunç & Aydın, 
(2014)

D-8 Countries 
(1980-2010)

Cointegration 
Approach

Permanent Income Hypothesis accepted for D-8 
countries.

Carroll,Slacalek,& 
Tokuoka, (2014)

15 Europe Country 
(2013)

Calibration 
Techniques

Wealth and wealth inequality effect both mpc 
and the distribution of mpc among households. 
MPC estimated between 0.2 and 0.6.

Source: Prepared by the authors.

Table 3: Empirical Literature on the Random Walk Hypothesis

Authors Sample Method Findings

Flavin, (1981) USA (1949-1979) Maximum Likelihood 
Approach

Consumption expenditures are sensitive to 
current income. In the short run the mpc was 
estimated at = 0.35.

Hall & Mishkin, 
(1982) USA (1969-1975) Maximum Likelihood 

Approach

Total consumption expenditure (80%) largely 
corresponds to the random walk hypothesis. (Λ 
= 0.8)

Campbell & 
Mankiw, 
(1991)

USA (1948-1985) Instrumental Variable 
Approach

Approximately 45% of consumers determine their 
spending decisions according to current income 
changes. (Λ = 0.8)

Souleles, (2002) USA (1982) OLS
The random walk hypothesis rejected. Liquidity 
constraints have an impact. The mpc is between 
0.6 and 0.9.

Rao, (2005) Australia and Fiji 
(1970-2005)

Instrumental Variable 
Approach

The ratio of Keynesian consumers in Australia is 
0.3, while in Fiji it is 0.52.)

Bilgili, (2006) Turkey (1987-2003) VAR Approach The random walk hypothesis rejected.

Alegre & Pou, 
(2008) Spain (1986-1996) GMM The behaviour of full-time employed consumers 

conforms to the random walk hypothesis.
Sivri & Eryüzlü, 
(2010) Turkey (1987-2007) Cointegration 

Approach
In the sample of Turkey, the random walk 
hypothesis rejected.

Poterba, (2017) USA (1959-1987) OLS The random walk hypothesis rejected. Mpc ranges 
between 0.12-0.24 out of tax returns.

Source: Prepared by the authors.
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Table 3 reveals the main empirical studies of the 
random walk hypothesis. In the applied literature, 
“excess smoothing” and “excess sensitivity” concepts 
arise when the hypothesis is the subject of the test. 
These linked to whether the disposable income series 
is stationary. In addition to these studies, Deaton 
(1987) tests the random walk hypothesis with a distinct 
approach. Here, the variances of the dependent (∆C) 
and the independent variables (ϵ) were compared. 
Accordingly, the variance of the error term is greater 
than the variance of the independent variable. These 
results show an important finding that the hypothesis 
is not confirmed. Findings of the empirical literature on 
the random walk hypothesis revealed that the excess 
sensitivity hypothesis is verified. Liquidity constraints 
and the myopia of consumers were presented as the 
possible cause of this outcome.

The applied literature on the consumption functions 
was presented in this section. In our study, based on the 
skewness of the income and consumption distribution, 
GLM based estimators were obtained and tested with 
techniques based on GMM and machine learning. In 
this framework, we presented our contribution to the 
applied literature.

3. DATASET AND THE METHOD
The data set and econometric methods used in esti-

mating consumption functions in the European Union 
sample presented are in this part of the study. Here, 

1 Malta excluded from the analysis due to lack of data. Negotiating Countries: Bosnia and Herzegovina, Kosovo, Macedonia, Serbia, 
Turkey. (Montenegro and Albania are not included in the analysis due to lack of data)

the functions of mainstream consumption theories 
are comparatively analyzed in the applied perspective.

3.1. Definition and Source of the Data

In this study, data from thirty-three countries co-
vering the period of 2000-2017 were employed. The 
definition and source of the variables are summarized 
in the table below. 

The descriptive statistics of the variables are sum-
marized in Table 5. Accordingly, Luxembourg possesses 
the highest per capita income (112 thousand USD) and 
Kosovo the lowest (1919 USD). Again, as expected, 
Luxembourg has the highest per capita expenditure 
and Kosovo the lowest. The real interest rate fluctuates 
between -12% and 25% in the period. The house price 
index (instrument for wealth) varied between 38 and 
209 and the average of the period is 98.

Table 5: Descriptive Statistics

Variable N Mean S.D Min Max     

( ) 582 14885.24 8738.134 2239.636 34493.09

( ) 594 28110.26 21544.09 1919.838 112000

( ) 565 1.077 3.869 -12.507 25.21

( ) 427 98.554 20.662 38.125 209.43

Source: Prepared by authors.

Table 4: Definition and Source of Variables

Variables Definition Source Unit

Consumption Expenditure ( ) Total Market Value of Goods and Services 
Purchased by Households (Per Capita).

World Development 
Indicators (World Bank) USD

Income ( ) Gross Domestic Product Per Capita World Development 
Indicators (World Bank) USD

Real Interest Rate ( ) Quarterly average interest rate (adjusted 
using gross domestic product deflator)

AMECO (EU Annual 
Macroeconomic 
Database)

Percentage 
(%)

Wealth ( ) Housing Price Index (Instrument Variable)
BIS (Bank for 
International 
Settlement)

2010=100

Note: The data set of the study covers 200-2017 period. EU-28 and negotiating countries included1.
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3.2. Methodology

The estimation process of the income-consumption 
relationship requires the use of a more general approa-
ch than the linear model for two main reasons. The first 
of these related to the distribution of the dependent 
variable. If the dependent variable has a distribution 
characteristic other than the normal distribution, the 
estimators may lose their unbiasedness properties. 
The second reason is that the economic relationship 
is mostly nonlinear. 

The generalized linear model is represented as 
follows:

 (2)

Where  refers to the explanatory variables and β 
refers to the regression coefficients. The components of 
the generalized linear model are expressed as follows 
(Nelder & Wedderburn, 1972):

1) Distribution of dependent variable: probability 
density function  is in the exponential family 
with  parameters.

2) Systematic component ,

3) Link function: 

The link function relates the expected value of μ 
with the linear component η. In other words, the link 
function defines the relationship between independent 
and dependent variables. This may be any differen-
tiable monotonic function. The literature provides a 
piece of preliminary information on the distribution 
under which the modeling process is conducted. 
Gamma distribution is regarded as one of the statis-
tical distributions that have descriptive power on the 
income distribution (McDonald, (1984); Salem & Mount, 
(2006); McDonald & Jensen, (1979); Kloek & van Dijk, 
(1978), Bandourian, McDonald & Turley, (2002)). The 
main advantage of utilizing the gamma distribution is 
that it is defined only as positive values ((Thom, 1958); 
(Wilks, 1968)). 

The probability density function of the gamma 
distribution is presented as follows (Minka, 2002):

 (3)

In this context, MLE estimators are the parameters 
that maximize the logarithmic likelihood function. This 
process (MLE) requires a full description of the model 
and determination of the probability distribution. 
The GMM model eliminates this disadvantage of MLE 
(Matyas, 1999). In economics, GMM is mainly used in 
dynamic panel data models ((Baltagi & Levin, (1986); 
(Holtz-Eakin, Newey, & Rosen, (1988); Arellano & Bond 
(1991); (Blundell, Bond, Devereux, & Schiantarelli, 
(1992); (Islam, (1995); (Ziliak, (1997); (Baltagi, (2005); 
(Balestra & Nerlove, (2006)). The dynamic panel data 
model is expressed as follows:

 (4)

Since the lag of the dependent variable is included 
among the independent variables, the assumption of 
strict externality is relaxed. Therefore, when T is constant 
and N goes to infinity, the dynamic model is applied 

because ordinary panel data models (fixed and random 
effects) cannot provide efficient estimators (Cameron 
& Trivedi, 2005). Additionally, the two main problems 
arising from the dynamic model are autocorrelation 
and heterogeneity in unit effects. The GMM process 
proposed by Arellano and Bond (1991) provides solu-
tions to autocorrelation and heterogeneity problems.

In this study, the reliability of traditional GLM 
parameters are tested using GLM based on machine 
learning. Machine learning is a sub-branch of artificial 
intelligence consisting of modelling that makes in-
ferences from existing data using mathematical and 
statistical methods and makes forecasts by these infe-
rences (Akay, 2018). In traditional GLM, the objective 
function is presented as follows (Nykodym, Kraljevic, 
Wang, & Wong, 2019):

 (5)
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The data set used in the estimation process is divi-
ded into two parts as training and test data by machine 
learning iteration. Therefore, when the model learns 
the signal (mathematical form) and noise (error term), 
the algorithm that works with the training data yields 
estimators that include the error term. This problem is 
referred to as “overfitting”. To avoid this, the coefficients 
are reduced by adding a regularization penalty to the 
objective function:

 (6)

The coefficient estimates are obtained by analyzing 
the following optimization process:

 (7)

Regularization penalties is applied to reduce the 
variance of the prediction error.  The two penalized reg-
ressions are Ridge and Lasso (Least Absolute Shrinkage 
and Selection Operator). The parameter represents the 
choice between these two approaches. In the equation, 
Ridge regression occurs if α=1 and LASSO if α=0. The 
degree of regularization is determined by parameter λ. 
For example, if λ=0, no regularization is applied.

The models are established to estimate the most 
appropriate consumption function of the European 
Union and negotiating countries are listed as follows:

 (8)

 (9)

 (10)

 (11)

Where  refers to per capita consumption,  
per capita income,  refers to wealth, and  refers  
to the real interest rate. Following the evaluation of 
both models, the interest rate and the lagged value of 
consumption are added to the model in the context of 
the permanent income hypothesis on “adaptive expec-
tations” assumption. The mathematical transformations 
executed in this framework are presented as follows: 

 (12)

Where  and  represents the permanent con-
sumption and the permanent income respectively.  
Since these are not directly observable, the following 
adjustment is made ((Gujarati, 2004); (Manitsaris, 2006)):

 (13)

 (14)

Where θ is the partial adaptation coefficient and φ 
is the adaptive expectation coefficient:

 (15)

or,

 (16)

Equation (11) is restated as follows:

 (17)

 (18)

Following Koutsoyiannis, (1979) and Alimi, (2015), 
we combine equations to convert them into a predic-
table format using observable values and to estimate 
long run mpc;

 (19)

 (20)

4. ANALYSIS
Concerning the objective of this study, it is expected 

that the estimators obtained under the normal distri-
bution assumption will be biased if the distribution of 
economic data is non-normal. Table 6 presents coeffi-
cient estimates for traditional consumption functions 
under the gamma distribution.

According to the findings in Model 1, the reliability 
of the estimators of the Keynesian consumption func-
tion is not fit well in terms of theoretical expectations 
and statistical significance. The link test indicates 
that the model is not consistent in terms of statistical 
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distribution and functional form. The estimators of 
the Model 2 are economically valid (Mpc = 0.88 out of 
disposable income and 0.07 out of wealth). However, 
in the context of the link test, the model is rejected 
because the combination of statistical distribution and 
link function is not appropriate. Therefore, this model 
is not reliable in the context of long-term forecasting.

Among all four-model specifications, the most 
useful estimators for forecasting are obtained from 
the permanent income hypothesis (Model III). The 
consumption function estimated by Hall (1978), tested 
in the structure of Model IV. Although estimators of this 
model are significant, it does not eliminate the uncerta-
inties about the coefficient of the lag of consumption 
in Model 3. In this context, Model 4 is significant but 
does not provide supportive evidence for the policy 
structure in terms of consumption expenditure. In 
summary, considering that the GLM approach, the 
main outcome of the four models is that the permanent 
income hypothesis appears robust.

All estimators in Model 3 are statistically significant. 
The short run mpc is 0.31. The adaptive expectation 

coefficient is 0.37 (1-0.63). Interpreted together from 
these two estimators, the long-term mpc is calculated 
as follows:

To test the above controversial findings with 
stronger evidence, permanent income and random 
walk hypotheses are estimated using the GMM model. 
Absolute and life cycle income models are excluded 
from this process because of their static structures. The 
findings presented in Table 7 are quite consistent with 
the GLM model estimators.

Here, as in the GLM technique, although the 
distribution property of the independent variables 
is not taken into consideration, sample moments are 
applied to population moments. Based on the AR1 and 
AR2 statistics, there is no autocorrelation problem. In 
addition, the validity of the instrumental variables is 
tested by Sargan test. Accordingly, instrument variables 
are robust.

Table 6: Comparative Consumption Functions: GLM Findings

(Model 1) (Model 2) (Model 3) (Model 4)
1.000*** 0.881*** 0.311***

(43.86) (21.28) (7.14)

0.0769***

(4.45)

0.632*** 1.321***

(15.79) (18.02)

-0.619***

(-5.01)

0.131
(1.57)

0.0172
(0.40)

-0.00363***

(-4.90)

-0.641** 0.290 0.384** 1.515***

(-2.62) (0.75) (2.68) (8.01)

Linktest ( ) 0.00 0.00 0.26*** 0.96***

AC 6.58 6.65 6.61 6.64

t statistics in parentheses
* p < 0.05, ** p < 0.01, *** p < 0.001 
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Table 7: Permanent Income and Random Walk Hypothesis: System GMM Results
(Model 3) (Model 4)

0.320***

(8.03)

0.592*** 1.614***

(13.25) (14.49)

-0.793***

(-3.60)

0.211

(1.04)

-0.0391

(-0.42)

-0.003***

(-3.40)

0.65*** .
(5.46)

S - 266.3
m1 -2.07* -2.643
m2 -1.75*** -0.00144***

t statistics in parentheses. * p < 0.05, ** p < 0.01, *** p < 0.001

2These are; mean square error ( ), mean absolute error ( ) and root mean square error ( ).

According to the estimators in Table 7, the mpc=0,32 
in the short run in the long run it is 0,78. In addition to 
these findings, the table presents the findings of the 
random walk hypothesis. These are very similar to those 
obtained from the GLM model. The model is statistically 
significant. At the same time, according to ar1 and ar2 
statistics, the autocorrelation hypothesis is rejected. 
In addition, instrumental variables are statistically 
significant. 

GLM and GMM estimators provide strong evidence 
of the validity of the permanent income hypothesis. 
Besides, the estimators obtained by the two methods 
are compatible. Economically, the coefficients obtained 
from both models reveal that many consumers behave 
under the permanent income hypothesis, that is if the 
increases in income are permanent, the expenditures 
and thus the total demand will increase. Short-run 
income shocks will have a relatively limited effect.

The estimator of the lagged consumption ex-
penditures  is greater than expected, thus it 
maintains the potential for doubt in terms of long-term 
forecasting. Therefore, the estimators were tested using 
machine learning methods. The results are presented 
in the table below, Table 8. 

The significance of the models was measured using 
several statistical indicators2. According to the statistical 
indicators obtained in both models, LASSO regression 
provides better estimators. The model indicates that 
short and long run marginal propensity to consume 
are 0.51 and 0.78 (0.513 / (1-0.34)) respectively. 

Table 8: Permanent Income Hypothesis: GLM Results 
Based on Machine Learning

LASSO RİDGE

Logc Logc

0.344* 0.292*

0.513* 0.523*

-0.002* -0.00*

1.04* 1.43*

MSE 0.01 0.024

Source: Obtained under the R software using the H2O package.

The estimators are tested by using cross-validation. 
In this process, separate model estimators were obtai-
ned by selecting different data for the test and training 
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parts at each stage. Then, the statistical indicators 
(RMSE, MSE, MAE, etc.) obtained at each stage were 
compared. Accordingly, changes in statistical indicators 
show whether the model parameters are consistent. At 
this stage, the findings of the four randomly selected 
subsets of cross validation are as follows:

Table 9: Cross-Validation Results

Indıcators Mean Std.D.

MSE 0.01 0.005

RMSE 0.1 0.009

MAE 0.067 0.005

Source: Obtained under the R software using the H2O package.

In summary, the estimators of all three approaches 
used in the modelling stage (GLM, GMM and Machine 
Learning) are comparable. In the long run, the marginal 
propensity to consume (mpc) is estimated to be 0.83 
in the traditional GLM approach, 0.86 in the GMM ap-
proach and 0.78 in the Machine Learning approach. In 
addition, the estimators of the real interest rate are very 
close to each other. This indicates that the estimators 
are reliable. At the same time, there is strong evidence 
for the validity of the permanent income hypothesis 
in the sample of the member states of the European 
Union and the countries in the negotiation process.

5. CONCLUSION
In this paper, coefficient estimates of traditional 

consumption functions were analyzed individually. 

Consequently, it is revealed that estimators obtained 
from the Keynesian consumption function are not 
strong. Besides, estimators of the life cycle hypothesis, 
though economically significant, are not statistically 
efficient. GLM estimators of the permanent income 
hypothesis are significant. However, the estimator of 
the one-period lag of consumption casts doubt on the 
ability to make forecasts and present policy proposals. 
In this context, within the framework of comparative 
model findings, the main conclusion we draw from all 
four models is that estimates of the permanent income 
hypotheses are the most efficient.

To test the reliability of GLM findings, permanent 
income, and random walk hypotheses were estimated 
by the GMM method. The fact that the GLM and GMM 
estimates are highly compatible with each other pre-
sents strong evidence of the validity of the permanent 
income hypothesis. For the machine learning-based 
GLM technique, the marginal propensity of consump-
tion was estimated at 0.51 and 0.78 in the short and 
long-run respectively. The coefficients from all three 
approaches reveal that many consumers behave un-
der the permanent income hypothesis. Accordingly, 
consumption expenditures will increase if the increase 
in income is perceived as permanent. As a result, the 
composition of developed countries in the European 
Union sample, in general, makes the results of the 
study more reliable. In future studies, it will be useful 
to study consumption behaviors within the theoretical 
framework using microdata in developed and develo-
ping countries in terms of monetary and fiscal policy 
applications.
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1. INTRODUCTION
Since service industry employees are in direct and 

close contact with customers, their attitudes and beha-
viors affect customer perception and satisfaction (Chan 
and Wan, 2012). For this reason, companies operating 
in the service sector must employ appropriate people 
to manage and motivate them successfully (Yeh, 2014). 
The concept of PWB was described as positive emotions 
more dominant than negative ones by Bradburn (1969). 
In later years, Bradburn’s work was criticized for focusing 
too much on positive and negative emotions. PWB was 
conceptualized as a combination of positive affective 
state included both the degree of individuals’ positive 
emotions and meaningfulness of their lives, and ge-
nerally expressed as happiness (hedonic perspective) 
and full self-actualization of an individual (eudaimonic 
perspective) (Winfield et al., 2012). In this research, 

well-being is handled according to the approach of 
the eudaimonic perspective developed by Ryff (1989).

Thanks to employees with a high level of PWB, 
organizations achieve their goals more easily. Simi-
larly, as the working life is an important part of most 
people, it has a great impact on their well-being (Zheng 
et al., 2015). To help employees feelings themselves 
psychologically better, organizations must be support 
employees socially and economically (Kim, 2008). With 
that in mind, evaluation according to social exchange 
(Blau, 1964) and incentive-contribution theories (March 
and Simon, 1958), it can be interpreted as that an emp-
loyee will be more motivated for the contribution to 
the organizational outputs in return for some benefits 
(promotion, participative management, etc.) provided 
by the organization. For example, studies (Wright and 
Cropanzano, 2000, 2004; Daniels and Harris, 2000), 
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investigating the relationship between PWB and 
employee performances found that increasing the 
well-being of the employees affects their performance. 
PWB will enhance employees’ performances which will 
pave the way to the achievement of organizational 
goals (Wright and Cropanzano, 2004).

The aviation sector is one of the sensitive sectors 
that are affected by many factors (e.g. government pol-
icy decisions, economic crises, customer expectations). 
Customers are in close contact with ground handling 
employees from the moment they arrive at the airport 
until they leave the airport. Therefore, the quality of the 
service they provide has a significant impact on custom-
er satisfaction (Yeh, 2014). Ground handling employees 
must be able to immediately resolve customers’ prob-
lems in order to develop and maintain the company’s 
overall image of providing high-quality service (Türeli 
et al., 2019). The attitudes and behaviors of ground 
handling workers significantly affect the perception 
of service of customers (Ban and Kim, 2019). Therefore, 
ground handling companies must develop methods to 
effectively manage their employees and ensure that 
their attitudes and behaviors are conducive to provid-
ing quality service. The aviation industry is an industry 
where employees’ PWBs are significant (Rosskam et al., 
2009). Meeting the increasing customer expectations 
depends on the psychological well-being of the ground 
handling employees. For this reason, it was considered 
that it would be appropriate to implement the study on 
service industry employees whose PWBs could have a 
direct effect on the activities carried out and customer 
satisfaction. In addition, the power distance variable 
included in the model as a moderator variable is an 
important determinant in the aviation industry, where 
teamwork and communication are extremely import-
ant (Helmreich ve Merritt, 2001). Employee advocacy 
is related to the transparency of an airline company’s 
employment offers, and their willingness to act in the 
best interests of their employees. Yeh (2014) found 
that employee advocacy is an important determinant 
of job satisfaction and loyalty of employees in the 
aviation industry. Therefore, in this study, the effect of 
the employee advocacy, perceived insider status, and 
power distance on the psychological well-being of the 
ground service employees was investigated.

This article contributes to the literature in two ways. 
First, as a result of the literature research, no study was 
found to investigate the relationship between emplo-
yee advocacy and PWB. The present study is significant 
as it examined the influences of informal organizational 

support (employee advocacy in this work) and emp-
loyees’ organizational identification (PIS in this work) 
on their PWBs in the context of organizational culture 
(power distance in this work). In this research, the direct 
effect of employee advocacy on employees’ PWBs and 
its indirect effect through PIS were investigated. Also, 
the moderating effect of power distance, one of Hofste-
de’s (1980) cultural dimensions, on this interaction was 
examined. Second, the findings of this study contribute 
to future studies’ better understanding of outcomes of 
employee advocacy.  Having reviewed the concerning 
literature, I realized that very few studies have investi-
gated the outcomes of employee advocacy (e.g., Yeh, 
2014; Akgunduz and Sanlı, 2017).  This study aims to 
explain the importance of employee advocacy and PIS 
on PWB according to the level of power distance. For 
this purpose in this study, firstly, employee advocacy, 
PIS, power distance, and PWB concepts were handled 
in the theoretical framework. Then, the interactions of 
these scales with each other were statistically analyzed, 
and the theoretical and practical effects of the obtained 
data were discussed, and suggestions were made to 
managers and future studies.

2. THEORETICAL FRAMEWORK AND 
HYPOTHESES

2.1. Employee Advocacy

The relationship between employees and emp-
loyers is always pointed out as a mutual exchange 
relationship (Homans, 1961). This relationship usually 
includes economic (material objects such as money) 
and social elements (intangible objects such as mu-
tual trust and courtesy). While the expectations for 
economic exchange relationships are clearly defined 
by informal agreements (Cropanzano and Mitchell, 
2005), the reciprocal expectations of the two parties 
are not clearly stated in social exchange (Emerson, 
1976). For this reason, it is of utmost importance that 
both parties trust each other in the social exchange 
relationship. Social exchange is a process in which two 
or more people are mutually dependent to each other 
(Blau, 1964). The foundation of social exchange theory 
is based on the reciprocal trust and expectation of the 
parties in labor relations (Cropanzano and Mitchell, 
2005). One of these expectations for an employee is 
“employee advocacy” (Yeh, 2014). Employee advocacy 
is defined as an organization considering complaints 
of the employees, protecting employees from disc-
riminatory work practices and sexual harassment, 
being fair in rewarding, (Kim, 2009) transparency of 
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organizational policy and tendency to best fulfill the 
interests of employees (Akgunduz and Sanlı, 2017). 
Organizations ensure that employees have confidence 
in their work thanks to the practices contrary to the 
standard competitive conditions while appropriate for 
the employees’ interests. Employee advocacy refers the 
transparency of an organization’s employement policy, 
and concerns the willingness of the organization to act 
for the benefit of its employees (Yeh, 2014).

Employee advocacy is an important determinant 
that shapes the attitudes and behaviors of employees, 
especially in organizations in the service sector where 
human relations are at the forefront. There is not a lot of 
work in the literature about employee advocacy, which 
has been attracted by researchers in recent years (e.g. 
Yeh, 2014; Akgunduz and Sanlı, 2016; Dalgıc et al., 2016). 
Prior research indicated that employee advocacy has 
positive effect on job satisfaction and organizational 
commitment (Yet, 2014), and negative effect on role 
conflict (Dalgıc et al., 2016) and turnover intention 
(Aykan and Akgul, 2018). 

2.2. Employee Advocacy and Psychological 
Well-Being

Employee advocacy concerns an employee’s per-
ception of the extent to which an organization values 
their contributions, and cares about their well-being 
(Yeh, 2014). The concept of PWB, first described by 
Bradburn (1969), was explained according to positive 
and negative psychological states. If a person’s positive 
feelings are more than his/her negative feelings, he/
she will perceive life better and vice versa (Diener, 
2010). PWB was expressed as “a person’s sense of 
self-acceptance, having positive relations with other 
individuals he/she interacts with, being independent 
in determining his/her future, being aware of his/her 
strengths and weaknesses, finding his/her life meaning-
ful and giving importance to his/her personal growth” 
(Ryff, 1989; Ryff and Keyes, 1995). While early studies 
conducted on well-being reflect the hedonic approach 
(subjective well-being) focusing on feeling good, 
happy, being satisfied with life; the studies carried out 
after the 2000s deal with a eudaimonic approach con-
centrating on people’s psychological functioning and 
self-actualization (Ryff, 1989). Social exchange theory 
emphasizes that mutual trust is of utmost importance, 
employees who perceive their contribution to the 
organization is appreciated, develop positive feelings 
towards their work and organizations (Akgunduz 
and Sanlı, 2017). One way to support and improve 
employees’ well-being is to implement transparent 

policies that strengthen the employment relationship 
(Yeh, 2014). Without employee advocay, employees 
may be undesirable, worried about the future of their 
employment, and may suspect management practices 
or decisions taken by those in authority. The PWB of 
the employees in organizations, where organizational 
policies are determined transparently and happiness of 
employees have cared, is at a high level (Ni and Wang, 
2015; Caesens et al., 2016). Based on these informations, 
the following hypothesis has been developed:

Hypothesis 1(H1): Employee advocacy will affect 
psychological well-being positively.

2.3. Employee Advocacy and PIS

One of the important perceptions as a result of the 
employee-employer relationship is PIS. PIS is defined 
as the extent to which an employee perceives him or 
herself as an insider within a particular organization. 
Employees with a high level of PIS perceive themselves 
as a part of their organization and obtain diverse awards 
and incentives compared to those with a low level of 
PIS (Stamper and Masterson, 2002). According to social 
exchange theory, organizations reward employees with 
greater contribution to the organization than those 
with lower levels (Blau, 1964). Similarly, according to 
the incentive-contribution theory (March and Simon, 
1958), employees receiving more incentives are obliged 
to contribute more. As this incentive-contribution 
cycle continues, differences arise in the evaluation 
of employees. This situation causes some employees 
to perceive themselves as more valuable for the 
organization than others (Raub, 2016). Factors such as 
supervisor support, delegation, participation in deci-
sions and leader-member exchange relationship affect 
employees’ PIS positively (Dai and Chen, 2015). Stamper 
and Masterson (2002) indicated that the benefits of the 
organization to the employees play an important role in 
the formation of the PIS. Therefore, one may infer that 
employee advocacy would significantly relate to PIS. 
If an employee gains some benefits (e.g., promotion, 
career development, information sharing, and training 
opportunity) as a result of his/her contributions to the 
organization, his/her PIS will increase (Stamper and 
Masterson, 2002). As a consequence, it is expected 
that employe advocacy perceptions of grond handling 
employees affect their PIS positively. Thus, when these 
explanations are taken into account, Hypothesis 2 has 
been put forward:

Hypothesis 2(H2): Employee advocacy will affect 
perceived insider status positively.
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2.4. PIS and PWB

Researchers have been discussing the growing 
relationship between employees and organizations for 
many years. This relationship can be conceptualized 
by the changes taking place between employees and 
organizations. According to social exchange theory, 
PIS is related to the mutual transfer of intangible 
expectations of employees from their managers or 
organizations (Horng et al., 2016). PIS levels may vary 
depending on the quality of the exchange relationship 
between organizations and employees. For instance, 
if organization provides training for employee and 
offers opportunities for his/her promotion, employee 
contributes to organizational outputs more (Buonocore 
et al., 2009; Stamper and Masterson, 2002). Similarly, 
leader-member exchange (LMX) theory argues that 
there is a two-way relationship between a leader and 
his/her follower(s) and that the leader allocates more 
resources (money, information, etc.) to employees 
(in-group) providing high contribution to the organi-
zation than those (out-group) with low contribution 
(Graen and Uhl-Bien, 1995).) If employees feel that 
they have a satisfactory exchange relationship with 
their organizations, their well-being will increase 
(Eisenberger et al., 2001). Moreover, Volmer et al., 
(2011) revealed that employees having high-quality 
relationships with their leaders (internal group) have 
a higher level of well-being than employees having 
low-quality relationships with their leaders (external 
group). Based on the reciprocity principle of the social 
exchange theory, when the employees perceive high 
level insider status, they feel better psychologically (Dai 
and Chen, 2015). Therefore, it can be asserted that there 
may be a positive relationship between PIS and PWB. 
From this analysis, I propose the following hypothesis:

Hypothesis 3(H3): Perceived insider status will affect 
psychological well-being positively.

2.5. The Mediating Role of PIS

Insider-outsider (Lindbeck and Snower, 2001), 
incentive-contribution (March and Simon, 1958) and 
LMX (Graen and Uhl-Bien, 1995) theories argue that 
workers making an extra contribution to the organizati-
on (insider) have more privileges (incentive, promotion, 
etc.) than those making a low contribution (outsider). 
The main focus of these theories is the more valuable 
employee’s contribution to the organization, the 
more likely to benefit from organizational resources. 
According to March and Simon (1958), organizations 
reward employees as much as their contribution to 

outputs. These awards may be tangible (e.g. money) or 
intangible (e.g. trust). Employee advocacy is expressed 
as an intangible award, which increases the employee’s 
PIS and PWB. According to Ryff and Keyes (1995), PWB 
has a multidimensional structure (e.g., autonomy, 
self-acceptance). Therefore there may be many factors 
that affect well-being at the same time. In this direction, 
I supposed that employee advocacy can positively 
contribute to psychological well-being by increasing 
perceived insider status. 

Hypothesis 1 predicts a positive relationship betwe-
en employee advocay and PWB, Hypothesis 2 predicts 
positive relationship between employee advocacy and 
PIS, and Hypothesis 3 predicts a positive relationship 
between PIS and PWB. Together, these hypotheses 
specify a model in which employee advocacy indirectly 
enhance PWB by contributing to PIS. In this study, I 
suggest that PIS mediate the employee advocacy-PWB 
relationship. In light of theoretical explanations, Hy-
pothesis 4 was formed as follows:

Hypothesis 4(H4): PIS will mediate the relationship 
between employee advocacy and PWB.

2.6. The Moderating Role of Power Distance

The issue that increasing employees’ PIS would 
have a positive impact on their PWBs was examined 
in terms of some theories (e.g. social exchange theory, 
LMX theory). However, there are several individuals 
(personality traits, experience, age, gender, etc.) and 
organizational (organizational structure, culture, acti-
vity area, etc.) factors that may affect this interaction 
(positive or negative). The concept of power distance 
was first defined by Hofstede (1980) as a dimension of 
organizational culture in consequence of the survey 
applied to a total of 116,000 IBM employees in more 
than 50 countries. Hofstede (1984) believed, “power 
distance is the fact that less powerful members of 
groups, organizations, and countries accept that power 
is distributed unequally”. In organizations with high 
power distance, employees obey their supervisors, 
trying not to interfere, and accept their orders without 
questioning them. In these organizations; the difference 
between superior and subordinate is significantly high 
(Yayla-Kullu et al., 2015); participation of subordinates 
on the decision-making process is low; the difference 
among wages is high; the control mechanism is solid, 
and there is a centralized organizational structure (Ber-
giel et al., 2012). But in organizations with low power 
distances, employees have the right to constructively 
criticize their superiors. In organizations with such 
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culture, employees often take part in decision-making 
process; they believe that compensation is fair; all 
employees are rewarded fairly; control mechanism is 
not solid and there is a decentralized organizational 
structure (Hofstede, 1984). It is important to understand 
power distance in organizations because all relations 
in organizations are power-based, and power distance 
affects many organizational processes and outputs 
directly or indirectly (Daniels and Greguras, 2014). In 
this study, the moderating effect of power distance to 
this interaction was investigated. Power distance was 
used as a moderating variable in many studies (e.g., 
Zhang and Begley, 2010; Rafei, 2013; Purwanto, 2018; 
Thomas, 2015; Gul et al., 2018). In general, these studies 
showed that in organizations with high power distance, 
employees’ loyalty to the organization (Rafei, 2013), 
their job satisfaction (Purwanto, 2018; Rafei, 2013), and 
empowerment (Zhang and Begley, 2010) were less than 
in organizations with low power distance. Employees’ 
attitudes and behaviors vary from culture to culture ac-
cording to cultural values (Gul et al., 2018). In low-power 
organizations, employees are more likely to participate 
in decisions than in high-power organizations (Zhang 
and Begley, 2010), and have higher autonomy (Thomas, 
2015) than in organizations with high power distances. 
Steel et al. (2018) found that in societies with low power 
distances, the subjective well-being of individuals 
is higher than that of individuals with high power 
distances. In organizations with high power distance 
organizational policies are not transparency (Giapponi 
and Scheraga, 2007), and the PIS of employees is low 
(Zheng et al., 2019). In line with these explanations, 
hypotheses 5 and 6 were developed:

Hypothesis 5(H5): Power distance will moderate the 
relationship between PIS and psychological well-being, 
such that the positive relationship between perceived in-
sider status and psychological well-being will be stronger 
when power distance is low rather than high.

Hypothesis 6(H6): Power distance will moderate 
the positive and indirect effect of employee advocacy 
on psychological well-being through PIS, such that this 
indirect effect will be stronger when power distance is low 
rather than high.

Figure 1: Hypothesized Model

3. METHOD

3.1. Participants 

In this study, data were collected from the 293 out of 
500 full-time employees of a ground handling company 
operating in the aviation industry in Turkey. The scales 
used in the research were previously adapted to Turkish 
by the researchers. For this reason, Turkish versions 
of the research scales were used in this study. The 
questionnaires were sent to the participants via post, 
and of 500 questionnaires 326 (65%) were returned. 
According to Babbie (2001) a response rate of 65% is 
good. 33 out of 326 surveys returned were incomplete 
and inaccurate and so not put into the analysis, and the 
remaining 293 were added to the analysis. Considering 
that the related aviation company has a total of 500 
full-time employees, it can be statistically said that the 
sample can represent the study population (https://
www.surveysystem.com). The majority of participants 
were men (68 percent), 45 percent were between the 
ages of 26-35 years, 64 percent reported educational 
levels as bachelor’s degrees, and their average job 
tenure was 5.56 years.

3.2. Measures

Employee advocacy scale. The employee advocacy 
scale includes a seven-item scale improved by Yeh 
(2014). The Turkish adaptation of scale was done by 
Akgunduz and Sanlı (2016). Sample items included “my 
company attempts to improve employee satisfaction” 
and so on (α=0.95). 

Perceived insider status. I used Stamper and Mas-
terson’s (2002) six-item measures of PIS. The Turkish 
adaptation of scale was done by Ozdevecioglu and 
Balci (2011). One of the items on the scale is “my work 
organization makes me believe that I am included in 
it” (α=0.94). 

Power distance. Power distance was tested with 
an adapted version of Dorfman and Howell’s (1988) 
of the five-item organizational culture scale. The scale 
is adapted to Turkish by Akyol (2009). Sample items 
included “a supervisor use of authority and power is 
often necessary to assure that work is done efficiently” 
and so on (α=0.73). 

Psychological well-being. Lastly, for measuring 
participants’ PWB levels, the PWB scale with eight-item 
developed by Diener et al. (2010) was used. The Turkish 
adaptation of scale was done by Telef (2013). One of 
the samples is “I lead a purposeful and meaningful life” 
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(α=0.91). For all measures seven-point Likert-type scale 
(1=“strongly agree”; 7= “strongly disagree”) were used. 

I used SPSS 22.0 program to test reliability and in-
tercorrelations of scales and used AMOS for testing the 
validity of scales. For testing the research hypotheses, 
SPSS Macro developed by Preacher and Hayes (2004) 
was used.

4. RESULTS

4.1. Confirmatory Factor Analysis

Before testing the research hypothesis, the fit in-
dexes of scales were tested using confirmatory factor 
analysis (CFA). I calculated six appropriate indices to 
determine the suitability of the model with the data. 
It is required to be examined the results of CFA and the 
model through fit indexes (Schreiber et al., 2006). There 
are many types of fit indexes used in researches. In this 
study, “degrees of freedom (x²/df )”, “root mean square 
error of approximation (RMSEA)”, “comparative fit index 
(CFI)”, “goodness of fit index (GFI)”, “non-normed fit index 
(NNFI)” and “standardized root mean residual (SRMR)” 
goodness fit indexes were used (Schreiber et al., 2006). 
The goodness fit indexes for each model found as a 
result of the analysis are given in Table 1. 

Table 1: Fit Indexes of Scales

χ2/df RMSEA CFI GFI NNFI SRMR
EA 2.468 0.065 0.989 0.967 0.982 0.027
PIS 2.335 0.061 0.991 0.975 0.985 0.026
PD 1.680 0.058 0.985 0.987 0.965 0.048
PWB 2.184 0.077 0.983 0.966 0.970 0.038

(EA: employee advocacy; PIS: perceived insider status; PD: power 
distance; PWB: psychological well-being)

Another analysis that needs to be done before 
proceeding with the testing of the research hypoth-
eses is to reveal whether there is a problem among 
the research variables in terms of discriminant validity 
as a whole. I checked discriminant validity by using 
two methods. First, the measurement model, which 
includes all variables (employee advocacy perceived 
insider status, power distance, and psychological 
well-being), has been tested with alternative models 
strategy (Anderson and Gerbing, 1988). As a result of 
the analyzes, it was found that the four-factor model 
had better good fit values than the alternative models 
(χ2(277) = 558.244, p = .02, RMSEA = .06, CFI= .96, GFI 
= .95, NNFI=.96, SRMR = .05), and the factors in the 
four-factor model had discriminant validity with other 

factors. Second, for discriminant validity, the average 
variance extracted (AVE) values must be greater than 
.50 (Fornell and Larcker, 1981). Results showed that 
the AVE value of the scales (employee advocacy =.76, 
perceived insider status =.77, power distance =.58 
and psychological well-being =.61) was higher than 
0.50. Thus, it can be said that discriminant validity is 
provided.

4.2. Hypotheses Testing 

The research hypotheses were tested in two inter-
connected steps. In the first step, a simple mediation 
model was established thus determining the mediating 
effect of PIS in the relationship between employee ad-
vocacy and PWB without including power distance (H1, 
H2, H3, and H4). In the next step, power distance was 
included in the first step as a moderating variable and 
its moderating effect (H5) in the relationship between 
PIS and PWB, and moderated mediation effect on the 
impact of employee advocacy on PWB through PIS (H6) 
were tested.

Table 2 shows the means, standard deviations and 
intercorrelations of scales. When the correlation values 
in the table are examined; it is seen that employee 
advocacy is positively correlated with PIS (r = 0.62; 
p <0.01), and PWB (r = 0.51; p <0.01) and negatively 
correlated with power distance (r= -0.18; p<0.01). In 
addition, PIS is positively correlated with PWB (r = 0.65; 
p <0.01), but it is not correlated with power distance (r = 
-0.09). Table 2 shows the reliability of data by Cronbach 
alpha (in parentheses). As seen in the table all variables 
have high reliability (employee advocacy α=0.95; per-
ceived insider status α=0.94; power distance α=0.73; 
psychological well-being α=0.91).

Table 2: Means, Standart Deviations and 
Intercorrelations of Scales

1 2 3 4 M SD
EA (.95) 3.35 1.007
PIS .62** (.94) 3.68 1.060
PD -.18** -.09 (.73) 3.44 1.018
PWB .51** .65** -.16* (.91) 3.71 .843

(N=293; **p<0.01; * p<0.05; EA=employee advocacy; PIS=perceived 
insider status; PD=power distance; PWB=psychological well-being)

4.3. Test of Mediation

To test the mediating effect of PIS in the relationship 
between employee advocacy and PWB I used SPSS 
macro provided by Preacher and Hayes (2004). The 
results obtained from this model (Table 3) inform 
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about H1, H2, H3, and H4 hypotheses. Before analyzing 
the results, some conditions need to be mentioned 
concerning the existence of the mediating variable. 
Baron and Kenny (1986) argued that a few criteria must 
be met to talk about the existence of the mediation. 
According to these conditions: (a) employee advocacy 
predicts the PWB; (b) employee advocacy predicts the 
PIS; (c) PIS predicts the PWB; (d) when the effect of 
PIS is controlled, the relationship between employee 
advocacy and PWB can be statistically meaningless 
(full mediation effect) or there can be a decrease in 
the power of the relationship (partial mediation effect). 
For the statistical significance of the mediating effect, 
Sobel (1982) test need to be done. Sobel test suggests 
that indirect effect normally distributed (Preacher et al., 
2007; Baron and Kenny, 1986; Fairchild and MacKinnon, 
2009). This assumption is known as the abnormal distri-
bution even if the indirect effect is normally distributed 
(Edwards and Lambert, 2007). For this reason, it is 
recommended to use the bootstrapping method to 
solve this problem (Preacher and Hayes, 2007; Edwards 
and Lambert, 2007). Bootstrapping is a nonparametric 
approach for effect-size estimation and hypothesis 
testing, making no assumptions about the existence 
of variables or distribution of samples (Preacher et 
al., 2007). It is possible to prevent power problems of 
indirect effect, brought with asymmetric and other 
abnormal sample distributions, through bootstrapped 
confidence intervals (Fairchild and MacKinnon, 2009).

In the context of these explanations, the presence of 
mediating effect can be mentioned in case of meeting 
the conditions revealed by Baron and Kenny (1986) (H1, 
H2, H3, and H4), and being significant of z value (p < 
.01) obtained as a result of Sobel test. For this purpose, 
a model, not including the moderating variable (power 
distance), was established to test whether there is an 
indirect effect of employee advocacy on PWB through 

PIS. The values for this model (B, SE, t, and p) were 
summarized in Table 3.

Table 3 presents the results for Hypotheses 1–4. 
Employee advocacy was positively associated with 
PWB, as demonstrated by a significant unstandardized 
regression coefficient (B = 0.14; t = 8.34; p <0.05), and 
therefore the Hypothesis 1 was supported. The results 
related to Hypothesis 2 indicate that employee advo-
cacy had a positive effect on PIS (B = 0.65; t = 11.29; p 
<0.01). According to these results, it can be said that Hy-
pothesis 2 was supported. Furthermore, the results for 
the relationship between PIS and PWB were analyzed. 
The results showed that PIS affected PWB positively (B 
= 0.43; t = 8.02; p <0.01), and based on this effect it can 
be said that Hypothesis 3 was supported. Finally, the 
Hypothesis 4 was tested to determine the mediating 
effect of PIS. It was found that there was an indirect 
effect transmitted by PIS in the relationship between 
employee advocacy and PWB (B = 0.28; p <0.05). This 
result can also be stated as PIS has a partial mediation 
effect on the relationship between employee advocacy 
and PWB. The significance of the indirect effect can 
be determined by looking at the significance of the 
“z” value resulting from the Sobel test (Sobel, 1982; 
Baron and Kenny, 1986). As a result of the Sobel test, 
the mediating effect was found to be significant (Sobel 
z = 6.52; p <0.01). Since the confidence interval for the 
Bootstrapped estimated value of the indirect effect 
does not include zero at 99% significance level (LLCI = 
0.16 and ULCI = 0.43), we can say that Sobel test results 
are supported by Bootstrap results (Hayes and Preacher, 
2014). According to this information, it can be said that 
PIS has a partial mediation effect on the relationship 
between employee advocacy and PWB. This result 
means that Hypothesis 4 is supported. Moreover, this 
result supports the existence of the mediating effect 
in terms of providing the conditions (supporting of the 
hypotheses H1, H2, H3, and H4) set forth by Baron and 
Keeny (1986).

Table 3: Regression Analysis Results of the Mediating Effect

    B   SE     t     p
The direct effect of EA on PWB 0.14 0.06   8.34 0.012
EA has a positive effect on PIS 0.65 0.06 11.29 0.000
PIS has a positive effect on PWB 0.43 0.05   8.02 0.000

Value   SE LL 95% CI UL 95% CI    z     p
Indirect effect and Sobel test 0.28 0.043      0.19     0.39 6.52 0.000

  M   SE LL 99% CI UL 99% CI
Bootstrapped indirect effect 0.27 0.050     0.16     0.43

(N=293; Bootstrap sample size= 5.000. CI= Confidence Interval; LL = Lower Limit; UL= Upper Limit. EA=Employee Advocacy; 
PWB=Psychological Well-Being; PIS=Perceived Insider Status)
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4.4. Test of Moderated Mediation

The researchers (Edwards and Lambert, 2007; 
Preacher et al., 2007) found that 4 conditions must be 
fulfilled to be able to talk about moderated mediation 
(alternatively known as conditional indirect effect). 
When these conditions are adapted to the research 
scales; (a) PIS must affect PWB significantly; (b) the 
interaction between PIS and power distance must be 
significant when predicting PWB; (c) employee advoca-
cy must has a significant effect on PWB; (d) employee 
advocacy must has a different conditional indirect 
effects on PWB at low and high power distance levels 
through PIS. Namely, the indirect effect of employee 
advocacy on PWB through PIS must be weak at low 
power distance, and strong at high power distance. It 
had been previously confirmed that the first and third 
conditions were supported (H1 and H3). 

Testing of Hypothesis 5 and Hypothesis 6, SPSS 
macro program was used (Hayes, 2013; model 14). This 
program demonstrates the variation of the conditional 
indirect effect relative to the different levels of the 
moderating variable, facilitating the implementation of 
the bootstrapping method, and provides explanatory 
and statistical information for the rejection or accep-
tance of hypotheses. As a result of the analysis, data for 
moderating effect (H5) and conditional indirect effect 
(H6) were summarized in Table 4.

Table 4 presents the results for Hypotheses 5 and 
6. In regards to Hypotheses 5, it was predicted that the 
positive relationship between PIS and PWB would be 
weaker for high power distance than for low power 

distance. As a result of the analysis, it was found that the 
effect of PIS and power distance interaction (PISxPD) 
on PWB was significant (B = -0.12; t = -2.01; p < 0.05). 
To say that Hypothesis 5 is fully supported, it must be 
revealed that the positive relationship between PIS and 
PWB is strong in the case of low power distance and 
vice versa. Figure 2 was formed using the data obtained 
to determine whether the effect of PIS on PWB shows 
significant differences according to the different levels 
of power distance.

Figure 2: Power distance moderating the 
relationship between perceived insider status and 
psychological well-being.

Table 4: Regression Results for Moderated Mediation 

Predictor B SE t p

                                                                   DV= Perceived Insider Status

Employee Advocacy 0.65 0.06 11.21 0.00

                                                                  DV=Psychological Well-Being

Perceived Insider Status (PIS) 0.69 0.06 4.98 0.00

Power distance (PD) 0.52 0.23 2.27 0.02

PISxPD -0.12 0.06 -2.01 0.04

Power Distance Boot indirect effect             Boot SE Boot z Boot p

The conditional indirect effect at Power Distance = M ±1 SD

-1 SD (-0.78) 0.33 0.06 5.5 .000

M (0.00) 0.27 0.05 5.4 .000

+1 SD (0.78) 0.21 0.05 4.2 .000

DV=Dependent variable
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As a result of the investigations, it was found that 
the relationship between PIS and PWB was weaker (B 
= .35, t = 4.97, p < .01) for high power distance than for 
low power distance (B = .50, t = 7.77, p < .01). Therefore, 
Hypothesis 5 was supported. It was also seen that one 
of the moderated mediation conditions was met, which 
is the interaction between PIS and power distance must 
be significant when predicting PWB (B = -0.12, t = 2.01, 
95%).

The strength of the hypothesized indirect effect 
is conditional on the value of the moderator (power 
distance; see Hypothesis 6). The results of Hypothesis 
6 were examined by taking into consideration the 
conditional indirect effect recommendations. The 
conditional indirect effect refers to the significant 
change of indirect effect according to the specific levels 
of the moderating variable (Preacher et al. 2007). The 
indirect and positive effect of employee advocacy on 
PWB through PIS has significantly changed according 
to the different levels of power distance. In conclusion, 
the condational indirect effect of employee advocacy 
on PWB through PIS was examined at two values of 
power distance: one standard deviation above the 
mean (0.78), one standard deviation below the mean 
(-0.78). Besides, when the results of the model index are 
examined, it can be said that the moderated mediation 
index is significant due to not containing 0 (zero) (B 
= -0.11, 95% CI -.13, to -.03). Thus, Hypothesis 6 was 
supported, such that the indirect and positive effect 
of employee advocacy on PWB (through PIS) was weak 
when power distance is high but not when it is low.

5. DISCUSSION 
The results of this study are based on the data 

obtained from the survey conducted on the full-time 
employees of a company operating in the aviation 
industry. The aviation industry is a sensitive service 
industry as it is affected very quickly by many internal 
(employees’ attitudes, the organization’s attitudes 
towards customers, etc.) and external (economic crises, 
meteorological events, etc.) factors (Yeh, 2014). In this 
study, the effects of employees’ perceived advocacy 
and insider status levels on their PWBs that shape 
employees’ attitudes and behaviors towards customers 
were investigated according to the low and high levels 
of power distance. If employees’ efforts to improve their 
quality of life and PWBs are not supported by company 
policies (lack of employee advocacy), all efforts of emp-
loyees will be wasted (Henning, 2015). In the absence 
of sufficient resources and decision-making powers, it 

is difficult for employees to make the expected effort. 
It is known that such situations negatively influence 
employees’ PWBs (Tourigny et al., 2010). The studies 
(Karasek, 1979; Tourigny et al., 2010) showed that 
employees experienced a lot of work stress in industries 
with time pressure and excessive workload. Similarly, 
as a result of researches, it was determined that the 
PWB levels of those who experienced work-induced 
stress decreased according to the amount of stress they 
experienced (Anand and Nagle, 2016). 

5.1. Theoretical Implications

I believe the results of this study contribute to the 
literature by corroborating and extending previous 
research in several ways. Past researchers have not 
paid enough attention to the relationship between 
employee advocacy and psychological well-being. This 
study contributes to the literature in terms of being 
the first study, and to my knowledge, which deals with 
the relationship between these two variables with the 
conditional indirect effect model. In other words, this 
study provides a complex model that broadens the fo-
cus of employee advocacy research and how employee 
advocacy affects psychological well-being.

I proposed and tested a moderated mediation mo-
del that shows PIS the mediators and power distance 
as the moderator in relationships between employee 
advocacy and PWB. Research findings are demonstra-
ted that the relationship between employee advocacy 
and PWB is more complex than was prior researchers’ 
findings. Studies related to PWB usually ruled out cul-
ture (Ryff and Keyes, 1995; Panaccio and Vandenberghe, 
2009). Only limited studies had paired with culture and 
PWB together (Rasulzada, 2007; Leersnyde et al., 2015).  
Also, limited studies examined PWB in the service sector 
(Zakaria et al., 2014). In the service sector employees’ 
well-being have a very critical effect on organization 
performance (Wright and Cropanzano, 2000; Zakaria et 
al., 2014). This study suggests that increasing the PWB 
level is not only depending on employee advocacy and 
employees PIS level; it also depends on organizational 
culture. 

The present study results also contribute to 
literature a better understanding of social exchange 
theory. Social exchange theory conceptualized power 
in terms of resources and the exchange of resources. 
Power differentiation affects social structures due to 
power asymmetry in relationships. It is possible to 
state that the benefit and harm owned by the social 
exchange are also affected by this power differentiation 
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and asymmetry. The frequency and distribution of the 
social exchange, in which the balance and symmetry of 
power is decisive, is an indicator of the satisfaction that 
the individual perceives from this exchange (Zafirovski, 
2005). The balance of power and symmetry of power 
mean more satisfaction. The fact of satisfaction in 
social exchange may also mean that this relationship 
will continue. According to Emerson (1962), the social 
exchange relationship of employees with a high 
perception of power distance is weaker than those 
with a low perception of power distance. As the basis 
of social exchange is mutual interdependence, power 
distance is an important factor in these relations. It 
can be said that these study results support Emerson’s 
(1962) assumptions about the relationship between 
social exchange and power. In other words, in terms of 
social exchange theory, organizations desire that em-
ployees have a high level of psychological well-being, 
while employees want the organization’s policies to be 
transparent and their contribution to the organization 
to be valued by the organization. The strengthening of 
this social exchange relationship takes place when the 
organization has a culture where low power distance 
is applied.

5.2. Practical Implications

For managers and organizations, this study sug-
gests some practical implications. First, the results 
of the research demonstrate that the ground service 
workers’ psychological well-being and perceived in-
ternality status are directly affected by the employee 
advocacy (Hypotheses 1 ve Hipotez 2 are supported). 
When the employee advocacy increases, the psycho-
logical well-being and perceived insider status of the 
employees also increase (Eisenberger et al., 1986). 
Employee advocacy refers to the transparency of the 
company’s employee policy and the willingness to act 
for the interests of the employees. Employee advocacy 
also depends on how employees perceive manage-
rial practices (Yeh, 2014). Managers can increase 
employee advocacy by taking into account employees’ 
complaints, protecting them from discriminatory em-
ployment practices, treating them fairly and making 
them feel that their contribution to the organization 
is important (Şanlı, 2016). Second, research findings 
revealed that perceived insider status mediated the 
relationship between employee advocacy and psycho-
logical well-being (Hypothesis 3 is supported). In the 
increase of employee’s PWB, it is necessary not only the 
employee advocacy is high, but also employee’s PIS 
must be high. In addition, the happiness of employees 

has a considerable effect on organizational goals for 
all sectors especially the service sector (Eisenberger et 
al., 2001; Stamper and Masterson, 2002). Managers can 
positively contribute to the psychological well-being 
of employees by increasing their insider status and 
employee advocacy perception thanks to the practices 
that employees feel valued and part of the organization 
(eg, feedback, promotion, and included in decisions). 
Third, hypothesis 5 predicted that increasing employees’ 
PWB levels can be provided by increasing employees’ 
PISs and level of power distance. Research findings 
demonstrate that the positive effect of perceived in-
sider status on psychological well-being is strong when 
power distance is low, and weak power distance is high 
(Hypothesis is 5 supported). This study also highlighted 
the positive indirect effect of employee advocacy on 
psychological well-being through perceived insider 
status is strong when power distance is low, and weak 
power distance is high (Hypothesis is 6 supported). In 
organizations with a high power distance, the positive 
effects of employee advocacy and perceived insider 
status on psychological well-being are reduced. Be-
cause in such organizations, the delegation of authority 
is problematic, the transparency of the organization’s 
management policies and the willingness to act for 
the interests of employees (employee advocacy) are 
reduced (Giapponi and Scheraga, 2007). In addition, 
the high power distance causes the employees’ per-
ceived organizational support and justice perceptions 
to be weakened, thereby decreasing the perceived 
insider status and not seeing themselves as part of the 
organization (Zheng et al., 2019). For this reason, to in-
crease the psychological well-being of the employees, 
organizational managers must create an organizational 
culture with a low power distance.

5.3. Limitations and Future Research 

In this part, the limitations and recommendations 
for future studies were mentioned. The first limitation 
of the study relates to the use of cross-sectional sel-
f-reported data. Because of the use of a cross-sectional 
method, this study does not provide information about 
the causality aspect of the study. Podsakoff et al. (2003) 
revealed that self-reported data may cause common 
method bias. The common method bias may cause the 
correlation values   between scales to be greater than 
normal. However, Podsakoff et al. (2012) claimed that 
it would be wrong to say that the interactions between 
scales are definitely due to common method variance. 
Although the reliability and validity of the research 
scales have been proven in many studies before and 
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the differences of scales have been demonstrated by 
confirmatory factor analysis in this study, it cannot be 
said that there is no common method variance. Future 
studies can solve common method bias problem by 
collecting data from different sources at different times. 
The use of power distance from the cultural dimensions 
introduced by Hofstede (1980, 2001) as a moderating 
variable might be perceived as the third limitation of 
this study. In many studies, power distance was used 
as a moderating variable (Zhang and Begley, 2010; 
Purwanto, 2018; Thomas, 2015; Gul et al., 2018). Future 
studies can also include different cultural dimensions 
(masculinity-femininity, individualism-collectivism, 

etc.) in the model, resulting in more comprehensive 
results in terms of cultural impact (Gul et al., 2018). 
Lastly, the collection of research data only in Turkey can 
be considered as another constraint. Hofstede (1980) 
revealed that power distance is a cultural indicator that 
differs from society to society or country to country. 
He determined that power distance is low in some 
countries (e.g., America, Germany, England) while high 
in some countries (e.g., Mexico, India, Brazil, etc.). Turkey 
is among the countries with high power distance. As 
power distance varies from country to country, different 
results may be obtained in countries with low power 
distances.
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ABSTRACT
The purpose of this paper to compare the performances of new factor models with the former models in Turkey. In 
that aim, newly proposed q-factor model and Fama-French five factor model are compared with Fama-French three 
factor, Carhart four factor and Pástor-Stambaugh factor models. The performance metric is chosen as maximum 
squared Sharpe ratio which gives a better understanding in comparison of two or more models accordance to Barillas 
and Shanken (2017). As per the measure of maximum squared Sharpe ratio, the q-factor model outperforms of all 
between July 2009 and June 2017. After that, Carhart four factor model follows as the second best performing model. 
It is considered that this result may be due to the portfolio formation frequency of profitability and momentum factors. 
Thus, it can be inferred that the higher the data frequency, the better the explanatory power of the model. Although 
Fama-French five factor model is similar to q-factor model, the considerable outperformance of q-factor model can 
be attributed to the way of factor construction and calculation. Consequently, it seems as though the performance 
of the model is sensitive to the way of factor construction and calculation.

Keywords: q-factor model, Fama-French five factor model, Turkey.

JEL Classification: G12, G14

1.Introduction
Fama-French five factor model and the q-factor 

model bring a new extent to the asset pricing. They 
both asserted the investment and profitability played 
crucial roles on unexplained returns but somehow 
differences. It seems as though they have reached the 
common point from different aspects. Fama and French 
(2015) explain the relation between returns, investment 
and profitability in the light of valuation theory while 
Hou, Xue and Zhang (2015) describe it by q-theory of 
investment. 

According to Fama and French (2015: 4), there is a 
conditionality among book-to-market equity ratio (BE/
ME), investment and profitability. In other words, BE/
ME, profitability and investments are correlated. When 
profitability and investment are stable, there occurs a 
positive relation between book-to-market equity and 
expected returns. On the other hand, the stocks that 
have high BE/ME value tend to own low profitability 
and investment, and vice versa. Hou, Xue and Zhang 

(2015: 652) describe the relationship between invest-
ment, profitability and stock returns by the means of 
expected cash flows. When the cost of capital is high, 
investments fall because the net present value of new 
investment lowly realizes. High expected profitability 
with respect to low investment denotes to high cost 
of capital that helps to stabilize the low net present 
value of new investment. If it wasn’t sufficiently high, 
firms would increase their capital owing to the high net 
present value of new investment.  

While Fama and French (2015) justify the superiority 
of five factor model, Hou, Xue and Zhang (2015) put 
forward the q-factor model is all the better. So that the 
recent studies focus on the comparison of models both 
in developed and emerging markets. Koh (2015) com-
pared the performances of Carhart four factor model, 
Fama-French five factor model and the q-factor model 
between 1926 and 1967 in the US. stock market. It is 
asserted that q-factors were better than Fama-French 
factors. It is further propelled that the q-factors could 
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not be captured by Fama-French factors, whereas 
Fama-French factors could be captured by the q-factor 
model. Besides that, momentum found the strongest 
effect with 0.68% monthly premium. Kang, Kang and 
Kim (2015) tested the Fama-French three factor model, 
Fama-French five factor model and q-factor model in the 
Korean stock market. Non-financial firms are included in 
the analysis and sample period is chosen between July 
of 2002 and June of 2015. In construction of profitability 
factor, quarterly data is used and the authors asserted 
the quarter-based profitability measure in the q-factor 
model is far better to capture the variation of average 
returns. GRS-F statistics and average absolute alpha 
values are chosen as performance metrics. In the fin-
dings of the study, it is emphasized the importance of 
monthly constructed profitability factor. In addition, it is 
suggested to further test Fama-French five factor model 
by modifying the quarter-based profitability factor. 
Fabozzi, Huang and Wang (2016) compared the per-
formance of the q-factor model with Fama-French five 
factor model between 1972 and 2013. The premiums 
for the q-factor model are attained as 0.51%, 0.31%, 
0.44%, 0.57% for market, firm size, investment and 
profitability, respectively. The market, firm size, value, 
investment and profitability premiums are calculated 
0.53%, 0.23%, 0.39%, 0.37% and 0.29% respectively  for 
Fama-French five factor model. The findings showed 
that the q-factor model outperformed Fama-French 
five factor model in the analysis period. Another study 
conducted by Cooper and Maio (2019) who examined 
whether conditional multifactor models present better 
performance than unconditional multifactor models 
in the US. market. The analysis period is held between 
1972 and 2013. In the study, 25 Capital Asset Pricing 
Model (CAPM) anomalies are determined and then 
CAPM, Fama-French three factor model, Carhart four 
factor model, Fama-French five factor model and 
q-factor models are tested. The main finding is that the 
conditional models are far better than unconditional 
models. Furthermore, the q-factor model is mainly 
superior in explaining momentum and profitability 
anomalies but Fama-French model is better in valu-
e-growth anomalies. It appears as though this dispute 
will go on for some time. However, it is substantially 
necessary to determine the better performing models 
not only for developed markets but also for emerging 
markets.

The factor models attract considerable attention in 
Turkey as well. Preliminary literature mostly concen-
trates on the validity of Fama-French three factor model 
(Gökgöz, 2008; Arıoğlu and Canbaş, 2008; Atakan and 

Gökbulut, 2010; Güzeldere and Sarıoğlu, 2012). All 
those studies evidenced the superity of Fama-French 
three factor model. On the other hand, few studies are 
conducted to present the comparative performances 
of factor models. Aksu and Önder (2003) investigated 
the validity of Fama-French three factor model by 
comparing with CAPM between 1993 and 1997. For 
that purpose, they construct SMB and HML factors by 
following Fama and French (1993) methodology. The 
authors found that Fama-French three factor model 
is superior to CAPM. Unlu (2013) tested the validity of 
Fama-French three factor, Carhart four factor model 
and Pástor-Stambaugh models in Borsa Istanbul 
between 1992 and 2011. The author used GRS-F test 
in decision of the validity of models but the perfor-
mance comparison is not conducted in the analysis. 
Thus, it is concluded that they all are valid models and 
could be used in Borsa Istanbul. Erdinc (2017) tested 
CAPM, Fama-French three factor and Fama-French 
five factor model for the analysis period of 2000 and 
2017. The author used non-financial 263 firms in the 
analysis. GRS-F test and average absolute alpha values 
are fundamentally used as performance metrics in 
the determination of best performing model. CAPM 
showed the lowest absolute alpha value but the model 
has insignificant GRS-F test value. Fama-French five 
factor model has been found better than CAPM and 
Fama-French three factor model. Acaravcı and Karao-
mer (2018) evaluated the performances of CAPM with 
Fama-French factor models between 2005 and 2016. 
For that purpose, they have constructed Fama-French 
three factor model, Fama-French four factor models (by 
augmenting profitability factor to three factor model) 
and Fama-French five factor models. In the study, 
time series regression method is used and GRS-F test 
is carried out as a performance metric. The authors 
asserted the best performing model is Fama-French 
five factor model of all. On the other hand, the factor 
premiums are lowly obtained even negative for value 
factor. Aras, Cam, Zavalsız and Keskin (2018) reinvesti-
gated the comparative success of the models and more 
specifically whether Fama-French five factor model is 
better than CAPM, Fama-French three factor model. 
The authors alleged that the paper overcame the short-
comings of previous studies of Acaravcı and Karaomer 
(2018) and Erdinc (2017). The analysis is held between 
January 2005 and June 2017. The regression results 
present the success of Fama-French five factor model 
and this is in line with previous literature. Early studies 
have measured the performance of new Fama-French 
five factor model thus far, Ozkan (2019) has explored 
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the outperformance of the q-factor model in Borsa 
Istanbul. The model consists of market, size, investment 
and profitability factors those are taken independent 
variables in regressions and excess returns are depen-
dent variable. In the analysis, eighteen value-weighted 
portfolios are constructed by taking the intersections 
of size, investment and profitability portfolios. The 
regression results have proved the validity of the new 
model in Borsa Istanbul between 2009 and 2016. 

Since the comparison of new models are quite limi-
ted in literature, I intended to compare the performan-
ces of Fama-French three factor model (hereafter FF3), 
Carhart four factor (hereafter C4), Pástor-Stambaugh 
model (hereafter PS) with new models of Fama- French 
five factor model (hereafter FF5) and the q-factor mo-
del. To the best of my knowledge, this study is being the 
most comprehensive research for the determination of 
comparative performances of factor models in Turkey. 
Moreover, one of the few studies on new asset pricing 
models that test the performance of the q-factor and 
Fama-French five factor models together in literature.

The rest of the paper is organized as followings. 
Section 2 describes the multifactor models and under 
the subheading of the former models that are conside-
red FF3, C4 and PS factor models are explained. Under 
the subheading of new models, FF5 factor model and 
the q-factor models are described in details. The short 
description of the data set and methodology is given 
in Section 3. Section 4 provides the analysis results that 

comprise of descriptive statistics, correlation matrix 
and regression outcomes. Section 5 is the conclusion 
that summarizes the main findings, outcomes and the 
subjects to further examine in the future.

2.Multifactor Models

CAPM anomalies paved the way for developing 
new factor models in asset pricing. In CAPM, the 
market risk is the sole factor in explaining the average 
returns. Shortly after CAPM, firm size and book-to 
market equity ratio are explored and defined as risk 
factors in explaining the returns by Fama and French 
(1992, 1993 and 1995). Afterall, additional factors are 
introduced such as momentum and liquidity. All those 
factors are cumulatively added to market risk factor and 
nominated as FF3 factor model, C4 factor model and 
PS factor models.

2.1. Former Models: Fama-French Three Factor 
Model, Carhart Four Factor Model and Pástor-
Stambaugh Factor Model

Fama and French (1992) identified the stocks with 
low market equity and high book- to-market ratio risky. 
The investors holding these stocks, bear the additional 
risk and so that they ought to take extra premium for 
the compensation of the risk. In Fama-French three 
factor model, the excess return over risk-free rate is 
described by market, size and value factors and shown 
as in regression equation (1):

 (1)

 :  The excess return of portfolio over 
the risk-free rate

  : The excess return of the market 
portfolio over the risk-free rate

  : The difference in returns of a portfo-
lio of small stocks and a portfolio of 
big stocks.

 : The difference in returns of a portfolio 
of stocks with high book-to-market 
ratio and a portfolio of stocks with low 
book-to-market ratio.

where,   is the risk-free rate,  is the market 
return,  is the intercept, ,  and  are factor loadings 
(coefficients).

SMB factor is the firm capitalization (or market 
equity) that is calculated by the number of shares 
outstanding times closing stock price and HML factor 
is calculated by dividing the value of company’s book 
equity to market equity. 

Jegadeesh and Titman (1993) explored the profita-
bility of an investment strategy that is based on steadily 
selling past loser stocks and holding past winner stocks 
and which is denominated as momentum. After a while, 
Carhart (1997) four factor model is introduced by ad-
ding momentum factor ( ) to FF3 factor model as 
given in equation (2).

 (2)
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 : The difference in returns of a portfolio 
of stocks with high prior returns and a 
portfolio of stocks with low prior returns.

where,  is the additional factor loading.

In the model, momentum factor is calculated in ac-
cordance with prior 11-months returns for each stock. 
The factor is distinctively calculated monthly instead of 
yearly so that the portfolios are rebalanced each month. 
In regression equation (3), Pástor-Stambaugh model is 
shown as seen below:

 (3)

 : The difference in returns of a portfolio 
of illiquid stocks and a portfolio of liquid 
stocks.

where,  is the additional factor loading.

Amihud’s illiquidity ratio is commonly used as a 
proxy of liquidity in literature. Since the investors claim 
extra premium for holding illiquid stocks, it is provided 
by Amihud’s illiquidity premium. For the calculation of 

illiquidity, the closing prices and trading volume are 
used by following the method of Amihud (2002).

2.2. New Models: The q-Factor Model

Hou, Xue and Zhang (2015: 651) introduced the 
q-factor model and explained the excess returns over 
risk-free rate by market, size, investment and profita-
bility factors as given in equation (4):

 (4)

 : The difference in returns of a portfolio of 
small stocks and a portfolio of big stocks.

 : The difference in returns of a portfolio of 
low investment stocks and a portfolio of 
high investment stocks.

 : The difference in returns of a portfolio of 
high profitability stocks and a portfolio of 
low profitability stocks.

where , and  are factor loadings.

The authors test the model in the US. market and 
compare it with FF3 and C4 factor models using the 
data from 1972 to 2012. In order to determine the 
explanatory power of models, selected 80 anomaly 
variables are used that are commonly investigated 

in international markets. GRS-F statistics is used as a 
decision criteri for the best performing model. The 
null hypothesis is rejected at 20 tests in regressions of 
the q-factor model while 28 tests for FF3 factor model 
and 24 tests for C4 factor model. This finding revealed 
the superiority of q-factor model over FF3 and C4 
factor models. Furthermore, the factor premiums are 
calculated 0.31%, 0.58% and 0.45% for size, profitability 
and investment, respectively. 

In literature, various income proxies are used as 
profitability. Hou, Xue and Zhang (2015, 2017) used 
Income Before Extraordinary Items for profitability proxy 
in their studies. Due to the data availability, I used the 
Income From Continuing Operations to calculate ROE 
factor as given below. 

In the model, market, size and investment factors 
are calculated yearly. Contrary to these factors, ROE 
factor is calculated based on quarterly data. ROE is ac-
hieved by dividing recent-announced quarterly income 
to previous quarter’s book value. To this end, earnings 
announcement dates are controlled each month and 
used the most recent data in portfolio formation. The 
underlying reason of using the latest earnings is to rep-
resent the newest information about firm profitability 
(Hou, Xue and Zhang, 2015: 663). On the other hand, 
four months gap is given for the portfolio formation in 

the model. In other words, the time interval between 
the accounting data and portfolio construction is left 
four months. In practice, six-month gap is generally 
preferred to prevent “look-ahead bias1” or maintain the 
“information effect”. By controlling the announcement 
dates each month, the possible bias is eliminated for 
the model.

The investment factor (INV) is calculated by taking 
the change in total assets between two consecutive 
years as in shown below.
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Finally, size is the number of shares outstanding 
times closing stock price as being used in FF3 factor 
model.

2.3. New Models: Fama-French Five Factor 
Model

Fama and French (2015, 2016) identified two new 
factors and added them to three factor model. In 
addition to market, size and value factors, investment 
and profitability factors are tacked to the model. In new 
model, excess returns are explained by five factors as 
in regression equation (5):

 (5)

Similar to the q-factor model, the profitability 
(RMW) and investment (CMA) factors are identified as 
followings:

 : The difference in returns of a portfolio of 
low investment stocks and a portfolio of 
high investment stocks.

 : The difference in returns of a portfolio of 
high profitability stocks and a portfolio of 
low profitability stocks.

where,  and  are additional factor loadings.

Fama and French (2015) examine the explanatory 
power of five factor model in the US. market between 
the period of 1963 and 2013. The findings revealed 
that five factor model is better than three factor model. 
When we take a close look at new factors, we can notice 
the investment factor is similar to the q-factor model, 
however profitability is rather different. The operating 
income is used as the profitability proxy in the model 
and it is taken from annual accounting data. Thus, RMW 
factor is constructed yearly and rebalanced on June of 
each year. The calculation of the factor is as followings:

Since FF5 factor model is the extension of FF3 factor 
model, (rM-rF), partially SMB and HML factors are the 
same, and also CMA factor is similar to the INV factor 
in the q-factor model. As being FF3 factor model, the 
gap remains six-months between accounting data and 
portfolio formation.

3. Data and Methodology
This section describes primarily the data used in the 

analysis, following the construction of the factors and 
lastly maximum squared Sharpe ratio.

3.1. Data

The time series regression approach is used in 
the analysis by following Hou, Xue and Zhang (2015). 
The analysis period is chosen between 2009 to 2017 
by taking into consideration the data availability. The 

number of shares outstanding is taken from Central 
Securities Depository (CSD) Institution website and 
Borsa Istanbul. The accounting data and earnings 
announcement dates are from the website of Public 
Disclosure Platform and the risk-free rate is from the 
website of Central Bank of the Republic of Turkey. 
BIST 100 is used as the proxy of market return (rM) and 
obtained from Borsa Istanbul. Finally, monthly stock 
prices are from Borsa Istanbul Datastore and returns 
are calculated for each month as below:

where,

 : stock return of time t

 : adjusted stock price of time t

 : adjusted stock price of time t-1

The analysis has some limitations. Financials and the 
firms with a negative book equity are excluded from the 
sample. The earnings announcement dates were cont-
rolled in analysis, therefore time period started at 2009 
due to the data limitation. The firms with unavailable 
data are not included in the sample in corresponding 
period. The firms that went bankruptcy are included 
in the sample in order to prevent any selection bias2. 

By following Barillas and Shanken (2017), maximum 
squared Sharpe ratio of factors is used in comparison 
of factor models. The maximum squared Sharpe ratio 
of intercept ( ) is formulated as below:3

In formulation, if the objective is to minimize the 
Sh2(α), it could be reached by maximizing the maximum 
Sharpe ratio of factors ( ).

Finally, the portfolios are structured in Ms. Excel, the 
regressions are run both in Stata 12 and Eviews 10. Stata 
12 is also used for White Test, Durbin-Watson Test and 
maximum squared Sharpe ratio in the analysis.
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3.2. Construction of Factors

For FF3 factor model, SMB and HML factors are 
constructed by keeping Fama and French (1993) met-
hodology. To this end, each year t of June, the stocks 
are ranked as per market capitalization and sorted into 
two size group as Big (B) and Small (S). As a breakpoint 
of size groups, the median of market capitalization is 
taken into consideration. For HML, the stocks are sorted 
by book-to-market ratio and then divided into three 
groups. The NYSE breakpoints are taken as a reference 
in determining the groups as %30 of Low (L), %40 of 
Medium (M) and %30 of High (H). The intersection of 
two size and three book-to-market groups generate 
six portfolios (abbreviated as SL, SM, SH, BL, BM, BH). 
Each year on June, the portfolios are rebalanced and 
the value- weighted returns are calculated from July of 
year t to June of year t+1. Afterall SMB and HML factors 
are attained as shown below.

The WML factor is constructed in accordance with 
11-months prior returns. For month t, the cumulative 
returns are calculated from t-11 to t-1. The cumulative 
returns are ranked in descending order and break into 
three groups as %30 of Winner (W), %40 of Neutral (N) 
and %30 of Loser (L). Then six portfolios (abbreviated 
as SLWML, SN, SWWML, BLWML, BN, BWWML) are formed by 
taking the intersection of two size and three momen-

tum groups. After that, value-weighted returns are 
calculated and the WML factor is generated as below:

The ILLQ factor is constructed by dividing the 
absolute returns of the stock to its traded volume. 
After calculating illiquidity for each, stocks are ranked 
by ILLQ measure and sorted as %30 of Low (L), %40 
of Medium (M) and %30 of High (H). The intersection 
of two size and three illiquidity groups generate six 
portfolios (abbreviated as SIL, SIM, SIH, BIL, BIM, BIH).

In the q-factor model, the portfolios are constructed 
on threefold sort. Thus the intersection of two size 
portfolios (Small and Big) are taken in conjunction with 
three investment and three profitability groups that 
can be represented as “2x3x3”. Each June, the stocks 
are ranked by market capitalization and sorted as Big 
(B) and Small (S). Next, the stocks are ranked as per 
investment and divided into three groups by taking 
the reference of NYSE breakpoints of %30-%40-%30. 
The same goes for profitability. The stocks are ranked in 
descending order in accordance with their profitability 
values. The top %30 is nominated High (H), the %30 of 
the bottom is Low (L) and %40 of the middle is Medium 
(M). By taking the intersection of those groups achieved 
eighteen portfolios4. The profitability is calculated 
monthly and each month the portfolios are rebalanced. 

The size factor (ME) is obtained as below:

The investment INV factor is calculated by subtra-

cting average returns of six low investment portfolios 

and average returns of six high investment portfolios.

The profitability factor (ROE) is attained in the same 

manner of INV factor as followings:

The portfolios in FF5 factor model are constructed 
two-fold sort (represented as, 2x3). The RMW factor 
is calculated yearly and the stocks are ranked as per 
profitability each June. The NYSE breakpoints accepted 
as a reference to determine the RMW groups as %30 
of Robust (R), %40 of Medium (M) and %30 of Weak 
(W). After that, the intersection of two size portfolios 
(created in FF3 model) and three profitability portfolios 
are taken to form six portfolios and generate RMW 
factor as seen formula below:

In FF5 factor model, the CMA factor is constructed 
similar to RMW factor so that it is calculated in the same 
manner. Next, the stocks are ranked as per investment 
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value on June each year. The top %30 is named Con-
servative (C), the %30 of the bottom is Agressive (A) 
and %40 of the middle is Medium (M). By taking the 
intersection of these with two size groups achieved 
six portfolios and constructed CMA factor as shown 
followings:

In addition to all, SMB5 is the size factor used in FF5 
factor model. It is the average of three SMB factors 
achieved from the intersections of size with value, 
investment and profitability portfolios.

4. Findings
The main objective of this study is to compare the 

performance of new factor models and to determine 
the effective factors on average returns in Turkey. 

Table 1 summarizes the descriptive statistics of the 
factors. It seems like the magnitude of size effect has 
doubt, because size premium (SMB, SMB5 and ME) is 
considerably weak as well as illiquidity. On the other 
hand, the highest premium is attained by profitability 
but for ROE not for RMW. RMW premium is only 0.220 

whereas it is 1.024 for ROE. Next, the market risk pre-
mium comes as the second highest premium of all and 
WML is the third one. 

Three substantial inferences might be deducted 
from descriptive statistics. The calculation frequency, 
accounting data used to measure profitability and 
portfolio construction of profitability factor matter in 
new models. First, ROE factor is better to capture the 
average returns related profitability than RMW. While 
the profitability factor in FF5 (RMW factor) is 0.220, the 
ROE factor is 1.024 in the q-factor model. Second is 
about the momentum factor which is also constructed 
monthly similar to ROE factor, provides the third highest 
premium. That may indicate more on the importance 
of calculation frequency of factors. Third is about the 
investment factors in FF5 factor and q-factor model. The 
CMA premium is attained only 0.253 while INV factor is 
0.546. So that recall the Hou, Xue and Zhang (2015) who 
emphasize the crucial importance on the construction 
of factors. Hou, Xue and Zhang (2015) asserted that 
there was a conditionality between profitability and 
investment thus the portfolios ought to be formed 
three-fold sort in order to control both effects. Table 2 
reports the correlations among the factors.

Table 1: Descriptive Statistics

MKT SMB HML WML ILLQ SMB5 CMA RMW ME INV ROE
Mean (%) 0.972 0.062 0.497 0.550 -0.174 0.166 0.253 0.220 0.116 0.546 1.024

Standard Err. 0.007 0.004 0.005 0.004 0.012 0.003 0.003 0.004 0.003 0.003 0.003

Median 0.006 -0.001 0.006 0.008 0.002 0.001 0.000 0.004 0.000 0.003 0.007

Minimum -0.138 -0.119 -0.294 -0.131 -0.922 -0.104 -0.084 -0.096 -0.085 -0.093 -0.072

Maximum 0.160 0.209 0.184 0.103 0.342 0.154 0.156 0.152 0.091 0.173 0.078

Count 96 96 96 96 96 96 96 96 96 96 96

Table 2: Correlation Matrix of Factors

MKT SMB HML WML ILLQ SMB5 CMA RMW ME INV ROE
MKT 1.000

SMB -0.045 1.000

HML -0.007 -0.631 1.000

WML -0.178 -0.019 -0.097 1.000

ILLQ -0.042 -0.168 0.275 -0.070 1.000

SMB5 -0.067 0.980 -0.503 -0.021 -0.147 1.000

CMA 0.020 0.503 -0.393 0.012 0.286 0.456 1.000

RMW -0.020 -0.341 0.423 -0.311 0.250 -0.316 -0.066 1.000

ME -0.077 0.509 0.096 0.103 -0.017 0.612 0.019 -0.201 1.000

INV 0.054 0.454 -0.363 -0.031 0.234 0.414 0.834 -0.060 0.052 1.000

ROE -0.287 -0.271 0.103 0.214 -0.122 -0.238 -0.266 0.120 0.077 -0.097 1.000
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Fama and French (1995) showed BE/ME, profitabi-
lity and investments are highly correlated (Fama and 
French, 2015: 4). In the light of this statement, high 
BE/ME stocks tend to high profitability and aggressive 
investment. However, the correlation between factors 
does not represent such relations in the analysis. The 
correlation among size factors (SMB, SMB5 and ME) 
and investment factors (CMA and INV) are quite usual. 
Except for corresponding factors, no multicollinearity 
is detected among the others.

Table 3, 4, 5, 6, 7 shows the regression results of 
factor models. In tables, a represents intercept , 

 and, , are factor loadings. F, 
Adj. R2, DW and White Test denote F statistics, adjusted 
R2, Durbin-Watson statistics and White test statistics, 
respectively. The values below α represent the standard 
errors, the values below factor loadings are t-statistics 
and further the values below White test statistics are 
p-values.

Table 3: Fama-French Three Factor Model

r-rF α β s h F Adj. R2 DW White Test

SL 0.012 0.801* 1.438* -0.583*** 80.822 0.715 1.749 74.468

0.007 11.832 6.794 -1.684 0.000

SM 0.007 0.741* 1.117* 0.417* 96.296 0.750 2.012 12.448

0.003 14.340 9.768 4.588 0.189

SH 0.008 0.759* 1.110* 0.529* 91.692 0.741 2.212 8.613

0.004 14.225 9.403 5.629 0.473

BL 0.007 0.747* 0.016  -0.286* 83.238 0.721 2.109 22.205
0.003 13.344 0.142 -2.439 0.008

BM 0.008 0.765* 0.305* 0.049 61.254 0.656 2.028 10.826
0.004 13.390 2.409 0.488 0.287

BH 0.011 0.789* 0.344*** 0.601*** 36.984 0.531 1.776 71.566
0.006 12.043 1.832 1.977 0.000

*, ** and *** denote the statistical significance at the of %1, %5 and %10 levels, respectively.

Table 4: Carhart Four Factor Model
r-rF α β s h w F Adj. R2 DW White Test

SL 0.016 0.746* 1.361* -0.663** -0.552 70.946 0.746 1.875 75.214
0.007 10.987 6.097 -2.345 -1.627 0.000

SM 0.007 0.738* 1.112* 0.412* -0.036 71.574 0.748 2.001 37.106
0.003 10.962 9.769 5.079 -0.261 0.001

SH 0.009 0.739* 1.083* 0.501* -0.198 72.042 0.749 2.235 31.516

0.003 13.332 9.093 4.604 -1.384 0.005

BL 0.008 0.730* -0.006 -0.309* -0.164 64.722 0.728 2.113 36.514
0.003 13.209 -0.048 -2.558 -1.308 0.001

BM 0.009 0.755 0.290 0.034 -0.104 46.140 0.655 2.011 50.100
0.003 0.063 0.125 0.104 0.168 0.000

BH 0.014 0.737* 0.272 0.526** -0.518 34.589 0.585 1.911 79.453
0.005 11.428 1.363 2.227 -1.658 0.000

SLWML 0.009 0.807* 1.117* 0.328* -0.452* 87.610 0.784 2.299 25.614
0.003 15.316 7.628 2.985 -3.707 0.029

SWWML 0.005 0.759* 0.885* 0.354* 0.375** 48.464 0.666 2.028 34.639
0.004 11.993 5.233 2.868 2.111 0.002

BLWML 0.006 0.740* 0.187 0.097 -0.847 53.480 0.688 1.876 69.162
0.005 12.002 0.845 0.845 0.438 0.000

BWWML 0.012 0.788* 0.419* 0.070 0.324*** 41.679 0.631 2.217 50.437
0.004 12.814 2.876 0.658 1.769 0.000  

 *, ** and *** denote the statistical significance at the of %1, %5 and %10 levels, respectively.
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In Table 3, F statistic presents the general signifi-
cance of the model. All the coefficients have almost 
%1 significance level. White and Durbin-Watson 
test statistics are used to determine the presence of 
autocorrelation and heteroscedasticity. White test 
points out heteroscedasticity problem for SL, BL and 
BH regression models. Thus, the standard errors are 
corrected by Newey-West HAC and adjusted t-statistics 
are reported in the table.

In Table 4, alpha values, coefficients, F-values, 
adjusted R2 values, Durbin-Watson and White test 
statistics are presented for Carhart four factor model. 
The coefficients for market, size and value are generally 
significant at 1% level. For momentum, they seem 
low especially for the intersection of size and value 
portfolios. On the other hand, they are found high for 

size and momentum portfolios. When we consider 
the F values, the significance of models is stable. In 
regression models, all t-statistics are corrected against 
autocorrelation and heteroscedasticity.

Table 5 presents the regression results for Pás-
tor-Stambaugh model. The t-statistics are corrected 
owing to the heteroscedasticity in the models. The 
betas are found significant at 1% level. The coefficients 
are only significant for SIL and BIL portfolios used in 
the construction of illiquidity factor.  The adjusted R2 

values range between 0.924 and 0.382. The average 
of adjusted R2 values is calculated 0.692 and it implies 
the changes in dependent variable is 69% explained by 
the factors in the model. When adjusted R2 values are 
compared with FF3 and C4 factor models, it is observed 
that all those values are close to each other. 

Table 5: Pástor-Stambaugh Model

r-rF α β s h l F Adj. R2 DW White Test

SL 0.012 0.800* 1.438* -0.573 -0.014 60.023 0.713 1.740 83.102
0.007 11.651 6.736 -1.507 -0.232 0.000

SM 0.007 0.737* 1.118* 0.456* -0.058*** 75.315 0.757 2.020 15.904
0.003 14.461 9.923 4.967 -1.935 0.319

SH 0.008 0.757* 1.111* 0.545* -0.023 68.560 0.739 2.196 11.137

0.004 14.147 9.383 5.639 -0.734 0.675

BL 0.007 0.744* 0.018 -0.255** -0.045* 63.996 0.726 2.106 29.615
0.003 13.632 0.141 -2.170 -2.486 0.009

BM 0.008 0.765* 0.305* 0.059 -0.014 45.581 0.652 2.013 22.362
0.004 13.302 2.400 0.569 -0.432 0.072

BH 0.011 0.787* 0.344*** 0.625*** -0.036 27.747 0.529 1.757 83.760
0.006 12.030 1.793 1.853 -0.641 0.000

SIL 0.011 0.547* 1.557* 0.474** -1.817* 293.22 0.924 2.422 62.372
0.005 5.433 4.704 2.075 -13.949 0.000

SIH 0.008 0.775* 1.076* 0.448* 0.015 77.252 0.762 2.129 10.360
0.003 15.258 9.585 4.892 0.524 0.735

BIL 0.005 0.834* 0.144 0.159 -0.071*** 65.669 0.731 2.149 64.002
0.004 18.774 1.281 1.081 -1.948 0.000

BIH 0.008 0.607* 0.625* 0.185 0.095 15.694 0.382 2.266 57.135
0.005 6.929 2.389 0.925 0.985 0.000  

*, ** and *** denote the statistical significance at the of %1, %5 and %10 levels, respectively.
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Table 6: Fama-French Five Factor Model

r-rF α β s h r c F Adj. R2 DW White Test

SL 0.010 0.805* 1.278* -0.844* 0.212 0.347 44.208 0.694 1.777 87.985
0.006 10.437 7.686 -2.599 0.539 0.860 0.000

SM 0.006 0.748* 1.134* 0.288* -0.107 0.007 57.042 0.746 2.087 29.458
0.003 14.320 8.832 3.203 -1.018 0.056 0.079

SH 0.007 0.759* 0.992* 0.422* -0.120 0.274*** 51.240 0.725 2.300 30.444

0.004 13.767 7.314 4.448 -1.079 1.935 0.063

BL 0.007 0.743* -0.028 -0.234* -0.169 0.062 51.040 0.724 2.198 33.979
0.003 13.217 -0.239 -2.926 -1.360 0.448 0.026

BM 0.007 0.758* 0.134 0.038 -0.060 0.313** 37.245 0.656 2.158 26.484
0.004 13.235 0.953 0.391 -0.523 2.128 0.150

BH 0.011 0.789* 0.257*** 0.498*** 0.162 0.135 21.788 0.522 1.804 90.450
0.005 11.105 1.862 1.847 0.476 0.392 0.000

SR 0.010 0.760* 1.151* -0.001 0.121 0.808* 62.111 0.762 2.064 78.971
0.004 12.467 9.409 -0.002 0.533 3.498 0.000

SW 0.007 0.739* 1.158* 0.025 -0.041 -0.462** 45.195 0.699 1.968 33.773
0.004 10.616 8.793 0.251 -0.365 -2.243 0.027

BR 0.007 0.748* 0.153 0.040 -0.043 0.441** 34.894 0.640 2.070 36.867
0.004 10.185 0.965 0.409 -0.313 2.089 0.012

BW 0.010 0.770* 0.146 0.015 0.119 -0.288 28.821 0.594 2.053 79.938
0.004 11.441 1.029 0.079 0.465 -1.197 0.000

SC 0.004 0.807* 1.042* 0.414* -0.335 0.28 51.148 0.725 2.056 52.051
0.003 12.223 8.142 3.934 -1.579 1.548 0.000

SA 0.110 0.672* 0.938* 0.002 0.040 -0.227 24.753 0.555 1.970 46.922
0.005 9.787 4.455 0.025 0.310 -0.836 0.001

BC 0.004 0.837* 0.220 0.184 0.186 0.072 18.578 0.480 1.698 89.879
0.006 9.314 1.320 0.902 0.511 0.202 0.000

BA 0.010 0.769* -0.142 -0.147*** -0.156 0.032 49.572 0.718 2.386 29.312
0.003 15.244 -1.151 -1.691 -1.532 0.250 0.081  

*, ** and *** denote the statistical significance at the of %1, %5 and %10 levels, respectively.

Table 6 shows the regression results of Fama-French 
five factor model. The beta coefficients are found sig-
nificant at %1 level. The factor loadings for size, value, 
investment and profitability are not as significant as 
beta.  White and Durbin-Watson test statistics exhibit 
the autocorrelation and heteroscedasticity in regressi-

on models, for that reason t-statistics are corrected and 
reported the corrected values in the table. The F statistic 
that presents the overall significance of the regression 
model, verify that the model is statistically significant. 
The average of adjusted R2 values calculated nearly 66%.
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Table 7: The q-factor Model

r-rF α β βs βı βr F Adj. R2 DW White Test

SLL 0.014 0.678* 0.697* 0.342* -0.749* 56.427 0.700 2.060 18.552
0.004 10.377 5.225 2.760 -5.955 0.182

SLM 0.015 0.621* 0.834* 0.582* -0.551* 34.978 0.588 1.838 40.540
0.005 9.229 3.425 2.854 -4.216 0.000

SLH 0.014 0.637* 1.103* 0.445 0.364*** 18.634 0.426 2.039 41.988

0.006 7.009 4.052 1.548 1.660 0.001

SML 0.016 0.761* 0.775* 0.341 -0.956* 29.520 0.545 2.263 41.236
0.005 8.032 2.780 0.871 -3.643 0.001

SMM 0.012 0.674* 0.770* 0.123 -0.451* 32.624 0.571 2.258 42.066
0.004 9.297 3.840 0.471 -3.316 0.000

SMH 0.005 0.781* 0.648* 0.153 0.224 23.658 0.488 1.918 37.920
0.005 8.976 2.948 0.528 1.060 0.000

SHL 0.013 0.768* 0.598* 0.030 -0.915* 37.711 0.607 2.248 36.715
0.004 9.103 2.429 0.094 -5.956 0.000

SHM 0.011 0.483* 0.740* -0.088 -0.386* 12.628 0.328 1.689 29.702
0.006 5.019 3.555 -0.303 -2.488 0.008

SHH 0.010 0.699* 0.789*** -0.273 0.117 13.719 0.348 2.119 68.853
0.005 8.961 1.886 -0.535 0.540 0.000

BLL 0.007 0.734* -0.104 0.366 -0.681* 35.911 0.595 1.800 30.635
0.005 8.551 -0.579 1.682*** -5.143 0.006

BLM 0.019 0.593* -1.102 2.162*** -0.543*** 19.610 0.439 1.962 93.935
0.008 4.948 -1.444 1.767 -1.728 0.000

BLH 0.011 0.682* 0.139 0.362* -0.176 33.640 0.578 2.112 21.027
0.004 10.124 1.015 2.828 -1.360 0.100

BML 0.007 0.597* -0.002 -0.107 -0.916* 27.659 0.528 1.780 7.002
0.005 6.965 -0.012 -0.662 -5.549 0.934

BMM 0.010 0.727* -0.001 0.217*** -0.087 36.200 0.597 1.966 12.615
0.004 11.061 -0.010 1.737 -0.690 0.557

BMH 0.010 0.773* -0.408*** 0.065 0.252 23.726 0.488 2.139 34.339
0.002 10.962 -1.758 0.527 0.867 0.001

BHL 0.006 0.732* 0.210 -0.253 -0.896* 28.199 0.533 2.058 36.304
0.006 8.537 0.639 -0.862 -4.033 0.000

BHM 0.029 0.564* -0.672 -1.120*** -0.359 10.931 0.294 1.688 80.450
0.012 4.453 -1.322 -1.691 -1.595 0.000

BHH 0.012 0.699* -0.097 -0.032 0.102 31.306 0.560 1.986 24.107
0.003 9.981 -0.694 -0.206 0.845 0.044  

*, ** and *** denote the statistical significance at the of %1, %5 and %10 levels, respectively.

The regression results of the q-factor model are ta-
bulated in Table 7. Similar to previous models, the beta 

coefficients are found significant at 1% level. F statistics 
have proved the overall significance of the model. The 
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significance of size, investment and profitability factor 
loadings are obtained higher vis-à-vis Fama-French five 
factor model. That may stem from the distinction of two 
models in portfolio construction and factor calculation. 
Besides that, it could be counted as the preliminary 
evidence that new models are sensitive to the way of 
factors calculated and constructed. In order to obtain 
further evidence, the comparison analysis is run for the 
models.

Table 8: Comparison of Factor Models as per 
Maximum Squared Sharpe Ratio

 Factor Models

q-factor Model

Sh2 (f)
0.0481

0.0942

0.0498

0.0626

0.1697

Fama-French Three Factor Model
Carhart Four Factor Model
Pastor-Stambaugh Four Factor Model
Fama- French Five Factor Model

The performance of the models is evaluated as per 
the maximum squared Sharpe ratio and shown all in 
Table 8. In order to compare and interpret the values, 
we should keep in mind that the higher the Sharpe ratio 
is, the better is the performance of the model. When 
we rank the metrics in ascending order, the q-factor 
model comes first and then Carhart four factor model, 
Fama-French five factor model, Pástor-Stambaugh 
factor model and Fama-French three factor model, 
respectively. The maximum squared Sharpe ratio is al-
most 0.063 for Fama-French five factor model whereas 
it is nearly 0.170 for the q-factor model. The difference 
between them is about 0.107 and which matters a lot 
in the comparison of the values.

In light of all results, it is concluded that the q-factor 
model outperforms of all. This result is in line with Hou, 
Xue and Zhang (2017). In analysis, the q-factor model 
is found far better to capture the unexplained returns 
related to profitability and investment in comparison 
to Fama-French five factor model. In the study of Kang, 
Kang and Kim (2015), it is emphasized how important is 
to construct the profitability factor based on quarterly 
data. For this study, the findings exhibit the success of 
ROE premium which is found 1.024 whereas RMW is 
0.220 monthly. In addition to that, the highest premium 
is attained for ROE profitability similar to Kang, Kang 
and Kim (2015). Since the performance of Carhart four 
factor model comes second, it is contemplated the 
effect of calculation frequency of factors. The momen-

tum and profitability factors are calculated monthly 
so they may capture the variation of cross-section of 
returns better. Besides that, the outperformance of the 
q-factor model in comparison with Fama-French five 
factor model strengthens the findings. 

5. Conclusion
In this study, the comparative performances of 

new factor models are primarily investigated and it is 
further searched whether the q-factor model performs 
better than Fama-French five factor model in Turkey. 
The sample covers all stocks in BIST Main market. The 

analysis is held for eight 
years from 2009 to 2017 due 
to data unavailability of ear-
nings announcement dates. 
The time series regressions 
are used in factor models. 
The main comparison metric 
is taken as the maximum 
squared Sharpe ratio by 

following Barillas and Shanken (2017).

The results showed that the q-factor model per-
forms better than FF5 factor model as well as FF3, C4 
and PS factor models. In other words, the common 
variation of stock returns is relatively better captured 
by the q-factor model. Despite the q-factor model and 
FF5 factor model include almost the same factors or 
they are closely related, the evidences present that the 
portfolio construction method and factor calculations 
are sensitive to the performances of models in Turkey.

The market, size, value, momentum, liquidity, 
profitability and investments are ad hoc variables 
relating average stock returns and the profitability 
has the highest explanatory power in explanation of 
average returns. The results obtained from analysis 
seem striking in some aspects. In FF5 factor model, the 
profitability is calculated by using operating income 
item on yearly basis while the q-factor model uses the 
income from continuing operations item on monthly 
basis. Since the factor premiums differentiate among 
the models, both the selection of accounting variable 
and the calculation frequency could have an effect on 
factors that help to better capture the common varia-
tion of the returns. The maximum squared Sharpe ratio 
produces the highest value for the q-factor model and 
right after comes C4 factor model. These models consist 
of monthly constructed momentum and profitability 
factors. That may signify the frequency of portfolio 
construction matters for the performance of models. 

https://www.seslisozluk.net/vis--%C3%A0--vis-nedir-ne-demek/
http://www.zargan.com/tr/q/emphasize-ceviri-nedir
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In other words, the portfolio construction frequency 
could be crucial in capturing the unexplained returns 
for the factor models.  

For future research, it is considered that the value 
factor could be constructed monthly or quarterly base. 

Since the momentum plays a crucial role on returns, 
further to investigate how it might affect the perfor-
mance of new models, the momentum factor could be 
included in FF5 and the q-factor model. 

ENDNOTES
1  Look-ahead bias born in analysis when the accounting data is used before it was announced to the investors. In other 

words, unannounced accounting data usage in the analysis as if the investor already had that information.

2  The selection bias is a kind of sampling error that occurs in determining the sample of analysis. In case, the firms that 
went bankruptcy were excluded from sample that would have caused a spurious view of the sample as if only good 
firms were performing.

3  For the inference of the formulation, see page 6 the study of the Barillas and Shanken (2017).

4  The eighteen portfolios are abbreviated as SLL, SLM, SLH, SML, SMM, SMH, SHL, SHM, SHH, BLL, BLM, BLH, BML, BMM, 
BMH, BHL, BHM, BHH. For example, SLL represents the portfolio that consists of small size, low investment and low 
profitability stocks.
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Introduction
Although tourism industry plays and important role 

in the economy (Isik et al., 2017), labor in the tourism 
sector is generally known as with low wages and high 
working hours. Those who work in the tourism sector 
mostly live with minimum wages and especially tips. 
The low wages of tourism sector cause employees need 
tip for a living. Therefore, tipping for tourism workers is 
of great importance in the tourism sector. 

Tipping is usually a voluntary payment to the servi-
ce employees made by the individual purchasing the 
service. While it is made on a volunteer basis and usually 
given in exchange for personal service, it is perceived as 
a sign of satisfaction and/or a special thanking. Howe-
ver, the increasing role of the tip in the labor economics 
shows that it has a meaning far beyond a special gift 
given in return to personal satisfaction. Tipping has an 
economically important place considering its position 
in the relationship between service recipient-employe-
e-employer. Especially in the USA, it is estimated that 
approximately $47 billion of tips are given to restaurant 
employees annually (Azar, 2011). Tips are mostly given 
to employees within the service sector such as waiters, 

taxi drivers, tour guides, doormen, food deliverymen, 
parking valets and bartenders (Star, 1988). In Turkey, 
tipping is a common behavior, especially in the hotel 
industry. 

Studies on tipping have been the subject of different 
disciplines such as marketing (Tse, 2003), sociology and 
social psychology (Azar, 2004; Lynn, 1997), economics 
(Azar, 2003; Ferguson et. al., 2017) and management 
(Curtis et. al., 2009). When the literature is examined, it 
is seen that studies generally examined why customers 
tip (Azar, 2004; 2010; Lynn, 2015; 2016; Lynn & McCall, 
2016;), tipping behavior and factors affecting the 
amount of tip (tip size) (Parett, 2015; Lynn, Adams & 
Douglas, 2008; Seiter, 2007; Bujisic, et. al., 2013; Curtis 
et. al. 2009; Jacob et. al., 2010; Seiter et. al., 2018; Gu-
eguen & Jacob, 2014). These studies investigate the 
situations in which customers tip and factors affecting 
their tipping behaviors. There are a limited number of 
studies that discuss the issue from the viewpoint of 
employees. In this study, it is aimed to investigate the 
perception of employees about tipping considering 
their experiences. Moreover, the study discusses how 
employees perceive the tip, in which cases they get a 

ABSTRACT
The “tip” phenomenon attracts the attention of various disciplines such as economics, sociology and psychology 
while it is a voluntary payment added on the service fee. A vast majority of the research on tipping examine the 
tipping behavior and motivation of the customers in the light of customer responses. There is a limited number of 
studies examining the “tip” phenomenon from an employee perspective. The aim of this study is to determine the 
tipping perceptions and beliefs of the employees who communicate face-to-face with customers and work in the 
hotel industry in Turkey. Our study reveals the meaning of tipping for hotel employees, the dynamics that determine 
the customers’ tipping behavior and the strategies that employees use to get a tip, considering the experience of the 
employees who worked/are working in a five-star hotel. 
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tip and which strategies they use to get the tip. The 
results obtained from this study will contribute to the 
hospitality literature by revealing what the tip means 
to hotel employee. Although there are some studies 
examining the meaning of the tip, there is still a gap 
understanding what tip means for hotel employee 
in the hospitality literature. Moreover, as a practical 
implication for hotel managers, findings of the study 
can be an advisor to solve problems about tipping and 
tipping systems (individual or pooled tipping). 

Literature Review

Tipping behavior has a complex structure consisting 
of different and various motivating factors (Lynn & Gra-
ves, 1996). When the literature on tipping is examined, a 
number of studies are found related to what motivates 
the customers to tip. “Why people are tipping” is the 
most important question while investigating the situ-
ations in which customers willing to tip (Azar, 2010a). 
Studies conducted to examine the tipping motivation 
of customers show that customers do not tip strategi-
cally in order to receive better service in the future, it 
is found that their motivation to tip is only social and 
psychological (Azar, 2010a). These social motivations 
are to show gratitude, to follow the social norms and to 
make a contribution to the tip income of the employee 
(Azar, 2010b). Due to these three favorable reasons, 
customers provide positive psychological benefits. 
Negative consequences that occur when we don’t tip, 
which are within other tipping reasons, may affect our 
motivation to tip less. Among these reasons; getting rid 
of the feeling of shame and guilt is a more important 
motivation than avoiding bad service in the future or 
being scolded by the employee. These results show 
that psychological and social motivations are more 
determinative in giving tips. Accordingly, Lynn & McCall 
(2016) wondered why we tip more and they found that 
the bill size is the most important factor determining 
the amount of tip as a result of the meta-analysis they 
conducted to investigate why people tip and which 
factors affect their tipping decisions. The factors that 
determine the amount of tip after bill size are; server’s 
attractiveness, server’s friendliness and the customer’s 
mood during the service encounter (Lynn & McCall, 
2016). As it is seen, the studies are about how the 
quality of service is evaluated from the perspective of 
the customer and which factors the customers attach 
importance to when giving tip or determining the 
amount of tip.

Studies that examine the tipping behavior and the 
factors that affect the amount of the tip generally focus 

on the appearance or the behaviors of the server. In 
studies discussing whether the appearance enhances 
the tip or not show that beauty increases the amount 
of the tip (Parret, 2015), well made-up women get more 
tips from male customers (Jacob et al, 2010), waitresses 
wearing red get more tips from male customers based 
on the determination that red color makes women more 
attractive to men in the previous studies (Gueguen & 
Jacob, 2014). Considering the studies investigating 
whether the employee behaviors affect tipping or not, 
it has been asserted that compliment (Seiter, 2007), 
real smile (Bujisic, Wu, Matilla & Bilgihan, 2013), giving 
the remaining food packaged by the waiter to the 
customer (Seiter & Weger, 2018) increase the tipping. 
Nevertheless, even music playing in the restaurant can 
be effective in tipping. For example, prosocial lyrics of a 
song can give a positive effect on tipping by enabling 
customers to empathize (Jacob, Guegen & Bolbry, 
2010). In addition, it is claimed that the tip is given for 
reasons such as contributing to the low wages of the 
employees (Crespi, 1947), showing the status/power, 
being a gift given to the employee by the customer 
(Shamir, 1984). 

As noted earlier, while most of the studies on tip-
ping examined the phenomenon from the customer’s 
perspective, there are a limited number of studies that 
take the opinions of employees into account. Tipping 
can be an effective way to establish a wage-cost 
balance and management can sometimes provide 
an indirect control through tip over employees who 
communicate face-to-face with the customer (Og-
bonna & Harris, 2002). However, employees prefer 
getting tip and customers like tipping while tipping 
has a positive effect of employees’ affactive state and 
customers see the tip as an expression of satisfaction 
(Saunders, 2015; Mulinari, 2016). As for the employees’ 
tipping system preference, employees see the pooled 
system as the most unfair, worst system in terms of 
distributional justice and they consider the tipping 
system that contains service charge as the fairest 
system (Namasivayam & Upneja, 2008). Studies dealing 
with the topic of tipping from the perspective of the 
employees are about how employees consider the 
tip or which tipping system they prefer. Based on the 
experience of the employees, there is no study that 
deals with all aspects of how employees perceive the 
tip, why customers tip and which strategies employees 
prefer to get tips. Therefore, the purpose of this study 
is to try to understand what the tip concept means 
for the employees especially in the hotel industry. For 
this purpose, the research questions that will guide the 
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study are: (1) How do employees perceive the tip?  (2) 
What consequences does employee perception have 
in practice concerning tipping? (3) When do customers 
tip according to employees? (4) What are the strategies 
that employees develop concerning tipping?

1. Method
Providing a deeper examination of the tip phenom-

enon, which has a complex structure, is only possible 
with qualitative research. Exploratory researches are 
the researches that the researcher does not know much 
about the subject and wants to examine the subject in 
depth (Altunışık et al., 2012). In-depth semi-structured 
interviews are made with 31 hotel employees worked 
in front desk and/or restaurant departments in various 
tourism enterprises in Turkey. In this study, employees 
who have seen different tipping systems were asked 
to be included, since it is important that employees 
have different experiences about tipping; therefore, 
especially participants who have at least two years of 
experience in total in more than two enterprises were 
included. In addition, participants, who worked at a 
five-star, not all-inclusive (half pension or full pension) 
hotels in various tourism regions (Antalya, Bodrum, 
Marmaris) and who have seen different business styles, 
were selected. The snowball sampling method was used 
in sample selection. In addition to difficulty to reach 
people willing to interview, the fact that the limit of 
individuals who are members of the universe is not fully 
known is the reason for choosing this method (Patton, 
2005). Although all the interviewees worked in different 
departments of the hotels, 5 participants worked also 
in restaurants in addition to their experiences. The 
interviews were made face to face between May 2019 
and October 2019. The interviewees have working 
experiences between 2 and 10 years. Their ages range 
from 20 to 32. The length of these interviews is between 
25 and 45 minutes. Interviews were recorded with the 
permission of the participants and these interviews 
were transcribed verbatim directly after the interview. 
These records consist of a total of 74 pages. Transcripts 
related to the interviews were reviewed by the author 
many times and subjected to content analysis. To en-
sure the validity and reliability of the analysis results, 
the qualitative research technique was used and the 
data were analyzed and coded independently by an 
accomplished scholar who follows the literature well. 
By comparing the codes coming from the expert with 
the codes made by the author, a consensus was reached 
between the codes.

Of the 31 participants in this study, 21 participants 
are male and 10 participants are female hotel employe-
es. Although they have worked in different departments 
in the five-star hotels they have worked before, 10 parti-
cipants work in the front office department of the hotel, 
21 participants work in the restaurant department of 
the hotel. In addition, among participants, one of them 
is the front desk chief and two of them are F&B chief 
(1 restaurant chief and 1 bar chief ). In order to avoid 
any confusion, the quotations in which we include the 
direct sentences of the participants, only the name of 
the last position of the employee is given.

2. Findings
Findings obtained as a result of the interviews; 

themes were gathered under what the tip is in pers-
pective of employees, employees’ opinions about 
when customers tip and the strategies formed by the 
employees to get a tip. Under these main subjects, the 
feelings, thoughts and experiences of the employees 
with their own sentences will be included and their 
perspective on the tip will be detailed.

2.1. Tip: Wage? or Reward?

The tip, derived from the Persian word “bahş” and 
settled into the Turkish language, means to bestow, 
give gratuitously. According to TDK (Turkish Language 
Association), tip means “extra money apart from the fee 
paid for a service”. In English, according to the Oxford 
dictionary, tip means “extra money; a small amount 
of extra money you give to someone serving you”. In 
the 16th century, in the UK, it is claimed that the tip 
was first introduced by throwing money into coffee 
cups written ‘to ensure promptitude (tip)’ to get faster 
service in ‘cafes or bars’ (Segrave, 2009). Origin of the 
word and cultural differences also show that the tip is 
not a simple phenomenon with a fixed reference. On 
the one hand, tipping is seen as a tool that expresses 
the satisfaction of the giver or a reward; on the other 
hand, it is considered as a fee in return of the service, 
a wage for the labor (Mulinari, 2016). In a similar 
vein, the findings of this study show that employees 
consider the tip as a wage and customers consider it 
as a reward. Also, this study emphasizes the misper-
ception of considering the tip as a reward. Especially 
in our language and culture, understanding the “tip” 
word as the privilege of granting may be the reason 
why employees insistently remark the tip as part of the 
wage they deserve. This difference in perception can 
become quite evident considering the perception of 
tipping between USA and Turkey. In the light of the 
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findings obtained from the participants, it can be said 
that in the USA, tipping is interpreted as an essential 
part of the wages of the employees, but in Turkey, it is 
accepted as a magnanimity of the customer. Therefore, 
almost all of the participants stated that when they 
received their first tip, they were embarrassed but then 
got used to it. For example, Participant 5 expresses this 
situation as follows:

When I first got a tip, I thought why this guy gives 
me money. I questioned whether I need this man’s 
money. I felt it when I first got it. Now I think of what 
to do to get more money from him (Participant 5, male, 
waiter).

The following statements of Participant 9 also 
confirm the differences between societies of  US and 
Turkey regarding the perception of tip:

In fact, I am more embarrassed when getting a tip 
from the Turks. We speak the same language, we are 
closer, more sincere with them (Participant 9, female, 
barmaid).

A group of employees stated that they felt embar-
rassed while getting a tip despite all their experience:

I’m very embarrassed when I wait in front of a 
person, because I feel like I’m waiting for the money 
(Participant 11, male, bellboy).

Of course, you will be embarrassed. Someone is 
passing something into your hand. Even if I work much 
longer, I can’t look at the money in my palm. I can’t look 
at it whether it’s fake, 10 lira or 100 lira. I throw it into 
my pocket before looking at it, after that, I look at it 
(Participant, 12, male, bellboy).

We can say that the question of what a tip is has a 
direct connection with the motivation of the tipping; 
however, the customers and the employees getting tip 
don’t have the same opinion with regard to tipping.  
Mulinari (2016) also suggested that while employees 
see the tip as part of their income, customers consider 
the tip as a reward for promoting good service after 
evaluating the service.

2.1.1. Wage

Many of the participants stated that they consider 
the tip as; a return of their work, a fee they deserved, 
money received for their efforts, the cost of extra service 
and extra earning. The statement of the participants, 
who see the tip as a fee, is as follows:

They give you the price for the extra service you do. 
They pay the fee you deserve. So, now the more you 

care about the guest, the more you please the guest, 
the guest returns the favor. But it has to be a conscious 
customer. There are also customers who don’t care at all, 
I’ve also heard customers saying that they already get 
their salary, why do we pay more for this? (Participant 
4, female, waitress)

You don’t get this (tip) for free, you deserve it. Cus-
tomers should make you feel like you have the right to 
get it just like your salary. For example, the tip is his/
her right to get like people getting their salary, he/she 
served, this has to be its exchange, customers should 
give this feeling (Participant 13, male, receptionist).

Due to the nature of service, it is difficult for busi-
nesses to control the service encounter and evaluate the 
service in the works that are communicated face to face 
with the customer (Shamir, 1984; Parasuramann, 1988). 
Therefore, the tip is thought to be used by the customer 
to provide this control and service quality (Bodvarsson 
& Gibson, 1994; Azar, 2009). However, Lynn & McCall 
(2000) stated that there is a weak relationship between 
service quality and tip. This control mechanism may not 
always improve the service quality. The responsibility of 
the employer and the business towards the customer 
can also be transferred to the employee through this 
mechanism. Whatever the reason for the dissatisfaction 
of the customer, this responsibility is placed on the 
shoulders of the employee and the employee pays the 
price of the dissatisfaction by getting little amount of 
tip or not getting any tip.

The management’s use as controlling

Enterprises use the tip to establish a wage-cost 
balance in order to increase their profitability and 
provide employee control in this way (Ogbonna & 
Harris, 2002). The increase in the monthly income of 
the hotel employees working with low salaries depends 
on the tip. Employees try to satisfy customers while 
trying to get more tips to increase their income. In 
this case, enterprises aim for a good service delivery 
without the burden of salary increases or additional 
fees or controlling service encounters. This indicates 
that businesses use the tip to control employee per-
formance. Participant 27 (female, receptionist) states 
this situation as follows:

You get a higher fee for the service you provide. 
You look, I do it somehow better, they give me more 
money. You think they’ll give you more if you do better.

The statement of another participant is as follows:
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[…] our tip box has been opened weekly. If someone 
scored 1,500-2000 TL tip that week and you have scored 
500 TL, a race starts and for this reason, you are under 
psychological pressure. There was a ranking among the 
tippers. I was feeling bad seeing my name below. So, the 
tip is good for you to make money. You get greedy, you 
want to put more money into the tip box (Participant 
12, male, bellboy). 

Participants stated that they work more enthusiasti-
cally when they get a tip, and they made more efforts to 
satisfy the guests who tip. Participant 30 said that they 
serve to each customer up to standard, but she told 
how the service delivery changes when they get tip:

We actually have standard service. I should not go 
out of that service, but when someone gives a tip, you 
are beyond that service. You want to make a gesture. I 
think the person who says I don’t get out of that service 
is lying (Participant 30, female, waitress).

Tipping can also be used as a competition tool, not 
only by the management but also by the customer, to 
have an impact on the employee. Another participant 
expresses this situation with the following words:

We had a regular customer. Directly after sitting at 
the table, the woman was putting 50 TL on the table 
As soon as you see the money while working, you start 
to move up and down. She was doing something like 
this. She was putting something on the money so that 
someone doesn’t come and get it right away. I guess, 
she thought that if someone comes and gets the money 
right away, then no one will give special attention to 
her. By putting the money there, she makes everyone 
pay attention to her. When money is there, everyone 
starts to pay attention to her, everyone asks if she needs 
something. Finally, when leaving the table, the woman 
was choosing a waiter/waitress, and giving the money 
to him/her (Participant, 21, male, waiter).

Exploitation tool

Ogbonna & Harris (2002) stated that some service 
employees are dissatisfied with the tip system beca-
use they think the company policies are exploitative. 
Similarly, the participants, who consider the tip as 
an exploitation tool and an instrument used by the 
employers to keep the salaries low, stated:

We can’t really get recompense for our work. The 
business people and managers think that employees 
somehow get tips, so they will work even if we give 
them a low salary. Inevitably, we are dependent upon 
tips (Participant 3, male, receptionist).

We get the minimum wage. All waiters/waitresses 
work for the tip. They don’t care about their salary. They 
just think about their tips whether it’s 30 TL or 50 TL. For 
example, my first tip was twice my salary (Participant 
4, male, waiter).

In addition, the participants stated that customers 
tip before they get the service with intent to guarantee 
special attention to themselves. In this way, customers 
who give pre-service tips try to compel the employees 
to take more care of themselves.

When the customer tips before the service, I im-
mediately feel strange from his/her. He/she just wants 
me to show interest in him/her. I am responsible for 8 
tables at the restaurant. He/she only wants me to serve 
him/her after giving 200 TL. Direct bribe! (Participant 
14, male, waiter)

It is a problem that we especially encounter with the 
local tourists. He/she comes for a 10-day holiday, pays 
x amount of money, then he/she thinks that he/she 
bought all the facilities and staff of the hotel because 
he/she paid x amount of money. He/she pays 10 Euros 
right after the arrival. Then he/she gets 1000 Euro-worth 
service from me. He/she presses me into service, he/
she definitely wants something wherever he/she sees 
me. The reason is that he/she gave me 10 Euro. He/
she wants to get his/her money’s worth (Participant 3, 
male, receptionist). 

2.1.2. Reward

Azar (2009) and Lynn & McCall (2000) assert that the 
tip is a reward given by customers to promote service 
quality. Mulinari (2016) argues that there is an impor-
tant difference between the perspectives of customers 
and employees regarding the question of whether the 
tip is a reward or wage. He suggests that the tip is an 
award for the customers to show their satisfaction, 
and it is a part of their wages for the employees. While 
customer-focused studies consider the tip as a reward, 
in this employee-focused study, it is seen that partici-
pants consider the tip as part of their salary which is 
given in return for their labor. From this point of view, 
while tipping means making an extra contribution to 
the cost of the service for the customers, no tip means 
that the payment that they deserve is not fully paid 
for the employees. Also, Saunders’ (2015) study, which 
shows that the fact that when employees receive more 
tips than they expect, this does not affect their affactive 
state, but when they get less than what they expect, 
then their emotional state will be affected negatively, 
supports this finding. As a result of the findings ob-
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tained from the participants, the reason why the tip 
cannot be perceived as a reward by the employees can 
be grouped under two headings. These are; problems 
caused by the perception of the tip as a reward and 
employees’ problems related to the tipping systems 
applied. 

Problems caused by the perception of the tip as 
a reward

Considering tip as a result of customer’s goodwill 
and magnanimity, but not as the receiving the recom-
pense for employee’s labor, causes some problems to 
arise. Since this point of view is based on asymmetry 
between the employee and the customer, it may cause 
some situations that customers assume to be entitled 
and employees are not satisfied. This study presents 
two of the most common situations for employees; 
harassment and the effort of the customer to exert 
superiority over the employee. 

Two participants stated that some of the customers 
could use the tip maliciously as a harassment tool:

For example, I had a guest, she was quite old, she 
was in her 50s. She was old to me. While tipping, she was 
always saying “I wish I would be younger. She would tip 
me for this reason (Participant 17, male, waiter).

I was a stewardess where I first worked. I was not 
serving personally to the customers and I was telling 
it to them. I didn’t know the waitering. The customer 
insistently called me to take care of him. He said to me 
“Let me give you 5 dollars and stay with me for 5 minutes”. 
There were such guests. That year I was so dissatisfied 
with my job. I cried and I told that I would leave the job to 
the manager. Then, the F&B manager spoke to the guest, 
who did the same to my other co-workers. Because, as the 
stewardesses, they gave us very short skirts and we were 
wearing high heels (Participant 18, female, waitress).

Participants often identified tipping with customer’s 
effort to exert superiority over the employee. Employees 
attribute importance to the way the tip is given, because 
it is considered as an indicator of the perception of the 
tip. While the tip that given to the employee by thanking 
as a result of the service satisfies the employees, the 
other styles of tipping are found embarrassing by the 
employees. Many of the participants expressed their 
opinion on this situation. Here are a few expressions that 
are thought to stunning:

There is a tip for a job you do in a friendly way. There 
is also tipping by showing that I am superior to you. The 
satisfaction level for both styles is different. Even if so-

meone gives you a very high amount of tip, for example, 
100 Euros, you say that he/she would have not given 
that tip by remembering it badly. But a friendly given 5 
Euro can change everything. So, money is not everything, 
money does not provide you the job satisfaction, but the 
behaviors of people do. I think the tip should be given 
by making you feel like you deserved it (Participant 13, 
male, bellboy). 

Some people are embarrassed when reaching the 
tip up to you. Sometimes even some customers give a 
high amount of tip, they give it by thinking that’s not 
enough and some other customers just throw it onto 
the tray. Some customers react like “come on, take it!”. 
And customers who consider the tip as a favor usually 
treat us like so to speak “I gave you 50 TL, so you’ll be like 
a dog, you will do what I want and you will always give 
priority to my wants” (Participant 31, female, bar chief ). 

Some of them have very harsh temperament. He/
she give the tip as if he/she gives it to a beggar. He/she 
doesn’t even look at your face. Actually, they shouldn’t 
hurt me, should be smiling and give it by making me 
feel that I don’t need it (Participant 18, female, waitress).

Tipping systems and problems encountered

There is a wide variety of tipping systems in busi-
nesses around the world. However, in light of the data 
obtained from the experience of the participants, we 
mainly note two types of tipping systems: individual 
and pooled tipping (Namasivayan & Upneja, 2008). 
While individual tipping means that employees will 
have their own tips, pooled tipping is the collection of 
all the tips in one place and the distribution of them to 
the employees according to the distribution system of 
the enterprise. Even though individual tipping doesn’t 
cause a fairness problem, it causes difficulties on the 
distribution of shifts with higher tips, the selection of 
the employee that serves to a customer who gives a 
high amount of tip or willingness to work in the depart-
ment with more tips. However, pooled tipping doesn’t 
always satisfy the employees in the process of sharing 
the collected tips. All the participants, including the 
employees who consider the tip as an earned income, 
emphasized that the way the tip is given or how it is 
shared is very important. 

Almost all of the participants stated that they have 
worked in very different systems and experienced both 
main tipping systems. The number of participants who 
agree that the pooled tipping system will be better is 
slightly more than those who prefer individual tipping. 
The reasons for the participants who stated that the 
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individual tipping system would be more successful 
are as follows:

I get the highest amount of tip, but my friend does 
nothing. How can I share my earning with him/her? I 
think it would be unfair (Participant 21, male, waiter)

For example, we had a manager. He was just playing 
backgammon, standing up and not doing anything. 
During the tip sharing, his sharing rate was ten and 
mine was 6. I was feeling offended. Naturally, you want 
your due and if we work there we should have a fair 
sharing rate accordingly (Participant 2, male, waiter)

Although, in their study, Namasivayam & Upneja 
(2008) stated that American employees consider the 
pool system as the most unfair and worst system in 
terms of distributional justice, employees working in 
Turkey and most of the participants stated that pooled 
tipping system is fair. Participants, who think that the 
pooled tipping system is fair, stated:

When there is no pooled tipping system, there is 
definitely a fight or a discussion between the staff. 
Besides, if the tables you serve is better than the others, 
waiters/waitresses want to serve these tables. This cau-
ses some problems. If there is a pooled tipping system, 
then employees trust themselves, trust their friends. 
And also at the reception, there is the night shift, at 
the night shift, there is no entrance or exit, nobody, no 
money and no tip. Nobody wants to work at the night 
shift, everyone wants to work at the day shift. This is 
unfair. So, the pooled tipping system makes the most 
sense (Participant 6, male, waiter).

For example, a guest, who gives a tip, sits at the 
table which I serve, but the next day he may not sit 
at that table. This situation can sometimes turn into 
the stealing customers by the waiters/waitresses. You 
know the guest who gave tip and this guest is a repeat 
customer. You serve this guest by knowing who he/she 
is. But there are such waiters/waitresses who stick to 
the guest even at the entrance and call the guest to the 
table they serve. Therefore, individual tipping system 
is not fair (Participant 29, male, waiter).

2.2.  When Do Customers Tip?

Customers’ tipping behaviors vary according to the 
factors that depend on the employees and customers 
themselves. Besides, participants stated that apart from 
their general attitude, customers are more generous 
about tipping on special days such as feast, valentine’s 
day, new year. If we put such special situations aside, 
we can divide the factors that determine the tipping 

into two groups as customer-oriented and employe-
e-oriented. 

Customer-oriented factors

Employees specified the factors that positively 
affect customers’ tipping behavior as follows: (1) Having 
a tipping habit (2) Feeling special (3) Being drunk (4) 
Making a show of to the person or people with him/
her (5) Having a good mood (6) Having a friendly and 
caressing attitude towards employees (7) Being rich (8) 
Overspending or having a high amount of bill.

Similarly, Lynn & McCall (2016) found that bill size is 
the most important factor affecting the amount of tip, 
and that the mood of the customer during the service 
encounter has a significant effect on the amount of tip. 
The findings of Sanchez (2002) that alcohol-consuming 
customers give more tips and the findings of Shamir 
(1984) that customers use tipping as a power/status 
indicator support the statements of participants. 

Participant 6’s statement about how drunkenness 
affects tipping behavior is as follows:

A customer is more likely to tip when he/she is 
drunk. Because he/she doesn’t remember, can’t see 
things right, doesn’t know. Probably, the next day he/
she doesn’t remember it and tip more (Participant 6, 
male, waiter). 

In addition, the participants underlined that the 
most important factor in the formation of the tipping 
behavior of the customer is the tipping habit. Because 
in this case, whatever the employees do, the customer 
will tip.

The customer who tips will already tip, he/she will 
tip anyway (Participant 3, male, receptionist).

While most of the participants stated that custo-
mers tip when they feel special, and emphasized that 
what they mean by feeling special is that customers 
feel more privileged than other customers.  Some of the 
participants stated that they serve above the standards 
to some customers that they think will tip. Participant 
12, stated how they estimate which customer will tip 
and how they treat them:

His/her car, his/her clothes, how many suitcases he/
she came with, even the brand of his/her suitcases can 
be important for us. Because there are 100 TL worth 
suitcase and 500 TL worth suitcases. We know them 
already. There are suitcases like a metal case. These 
draw our attention during the entrances and exits. Even 
though we are busy when they leave the hotel and 
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other rooms are waiting for us, we give them water or 
wet wipes or towels and we say “please come again”. 
If he/she is going to the airport from the hotel, we tell 
him/her how to go there or give information about the 
transfer car of the hotel. We explain everything and he/
she sees it because we really make other guests while 
we are taking care of him/her. We can get more tips by 
doing that (Participant 12, male, bellboy). 

Employees who conveyed their experiences about 
the cases when customers tip more, also stated that the 
approach and attitude of the customers to the emplo-
yee is decisive and the current mood of the customer 
is an important factor determining the amount of tip:

There are guests who are constantly bossing over 
and are not satisfied with anything. Whatever you do, 
you cannot satisfy him/her. It is also not possible for 
him/her to tip (Participant 10, female, restaurant chief ). 

While showing the room to the guest, his/her men-
tal state is important. It is obviously up to the customer 
whether he/she tips. Is she/he travel-worn, how is his/
her mood, how does he/she feel? (Participant 12, male, 
bellboy).

Another participant emphasized that customers tip 
to show off to people who are next to them:

For example, X (a famous person) came to our hotel, 
he was over 70 years old. He came every day with a 
different 18-year-old girl. When I say “Mr. X, welcome”, 
he tips, when I say “Mr. X goodbye”, he tips. … There 
are people who tip just to show off (Participant 1, male, 
waiter).  

A tip is given to the vale. This habit is already adop-
ted. I say especially for the city hotels, a man comes with 
a woman, tries to impress the woman, gives you 200 TL 
just because you handed the car key when he is next 
to that woman. Under normal circumstances, this man 
doesn’t give you even 1 TL. Some guests do this, too. For 
example, some guests give tips to the employee who 
serves them just to be greeted with his name. To make 
the employee say “Welcome, Mr. X”. Not for service. It is 
enough for him to make the employee advertise him to 
the man next to him. (Participant 3, male receptionist). 

Employee-oriented factors

When the employees stated the factors related to 
them about factors that affect tipping behavior positi-
vely, they emphasized respectively the importance of; 
(1) Smiling (2) Acting warmly and sincere (3) Making 
extra effort apart from the main service (4) Looking 

tired (5) Providing a service of good quality (6) Looking 
clean and well-groomed

Many of the employees stated that smiling affects 
customers’ tipping behavior. Participant 28 stated 
that not just smiling, but a warm smile is effective on 
customers’ behavior as Bujisic et al. (2013) suggested. 
Participant 29 emphasized that smiling is a necessity:

The come here somehow to satisfy their ego. Becau-
se they think that they are on vacation, they pay for the 
service, so employees have to smile and they are right. 
I also don’t want a waiter/waitress, who is not smiling, 
to serve me (Participant 29, male, waiter).

The customer is always ready to tip. How can I say, 
for example, the guest came, first of all, you have to 
welcome him/her in a friendly way. After you make that 
friendly welcome, the guest is already starting to warm 
to you. As you serve, they start to think about tipping. 
They tip in that way, too. (Participant 25, male, waiter). 

Although Prett (2015) claims that beauty affects 
customers’ tipping behavior, most of the participants 
stated that not beauty, but looking clean and well-gro-
omed can positively affect the customers’ tipping beha-
vior. In addition, many of the participants surprisingly 
stated that customers tip more when the employees 
look tired. As Saunders & Lynn (2010) stated, this may 
be due to customers’ willingness to help employees. 
Participant 6 expressed this situation as follows:

The person next to you has the perception that 
you are a laborer. This makes him/her to tip more. For 
example, we work 8 hours a day in our hotel. The guest 
sees you at 12 o’clock at night, and he/she sees you at 
8 o’clock in the same place, He/she asks “Are you still 
here?”. Then, when there are a few works to do, they 
have the feeling to tip. In fact, it seems like they feel bad 
for us a little bit (Participant 6, male, waiter).

2.3. Employees’ Tipping Strategies

Employees stated that there was a group of behavi-
oral patterns and strategies they developed to receive 
a tip. Even the participants, who told that they do not 
have a strategy to get a tip, talked about what they do 
to get more tips later during the interview. Based on 
the statements of the employees, the strategies they 
applied the most were; (1) to be warm and sincere, (2) 
to smile, (3) to offer various treats, (4) to make them feel 
special, (5) to be nice, (6) to communicate by knowing 
their names, (7) trying to increase the amount of the 
bill, (8) chatting, (9) making a joke. Some examples of 
these strategies given by the participants are striking:
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I will tell you the most effective strategy, you have 
to receive an order from the guest just once. Later, if 
you know what he/she wants to eat or drink, and you 
bring it without saying, you have always the chance 
of getting tip […] You will greet him/her with his/her 
name and say good morning then let him/her seat at 
the table, then you will bring his/her order directly 
without receiving an order. You will get your tip with 
a 100% possibility (Participant 10, female, restaurant 
chief ).

 When I say “Hello, welcome, sir, let me bring your 
drink”, they look at me and get surprised. The people 
next to him think that he is there every day. This situ-
ation nobilitates him when they are with his friends. 
Therefore, he tips (Participant 5, male, waiter). 

Findings that participants get more tip by being 
cute and increasing the amount of bill size through 
increasing sales are similar to the results of the me-
ta-analysis study conducted by Lynn & McCall (2016). 
Participants’ statements that indicate the amount of 
the bill size is important for getting a tip is as follows:

I recommend to the customer the most expensive 
meal, for example, I sell lobster, fish. For example, the 
customer wants pasta, then I recommend the pasta 
with lobster (Participant 1, male, waiter). 

Besides, participants emphasized that it is an im-
portant strategy to treat what customers actually do 
not what but what employees think that they might 
like. Participant 31 stated the importance of treats as 
follows:

For example, when you serve whiskey, there is no 
side chocolate. I always have a couple of chocolate 
bars I buy from the market. I buy it myself. I give these 
chocolate bars to the customers who I know before. 
So, I do something extra. There are nuts at the hotel, 
but nuts aren’t good with whisky, chocolate is better. If 
I know that the customer tips, I serve him/her chocolate 
with whiskey (Participant 31, female, bar chief ). 

In addition, as can be understood from the state-
ment of Participant 30, employees told that customer 
satisfaction differs from customer to customer, there-
fore it is necessary to act by trying to understand what 
customer wants. Participant 32 stated that it would be 
wrong to get a tip paying attention to every customer 
more than they expected, employees should treat dif-
ferently by recognizing the customer whether he/she 
is thought to be satisfied with more attention or not:

Some guests enjoy being interested. You do ever-
ything for them. You need to know the guest’s wants. 
Because some customers’ attitudes show you that you 
should serve and go away. You understand that over 
time. If there are customers who wait for extra service, 
you bring their wet wipes, toothpicks etc. without 
ordering. Actually, there is no need for a toothpick. The 
guest did not eat meat, he ordered some dessert or tea, 
but you bring him a toothpick. This means that I give 
you an extra service and I want something in return 
(Participant 30, female, waitress).

I’d try a joke first, if the customer likes it, then go 
ahead. Sometimes when I joke, the customer doesn’t 
like it, some people like discipline. Then I try to behave 
like what the customer wants (Participant 32, male, 
receptionist).

3. Conclusion and Discussion
Due to the limited number of studies dealing with 

the topic of tipping from the employee perspective or 
studies dealing only with how employees perceive the 
tip and why they prefer tip, this study aimed to fill the 
gap in the literature. The current study investigates all 
aspects of how the employees perceive the tip, why 
customers tip and which strategies employees use to 
get tip. 

Ogbonna & Harris (2002) argued the rewarding and 
motivation of employees related to wages policies in 
competitive environments, therefore it is important to 
investigate tipping behavior. The importance of this 
study is to deal with how the tip is perceived from the 
employee perspective with reference to employees’ 
feelings, opinions and experiences working at hotels 
in Turkey. According to the findings of this study, 
employees stated that they perceive the tip as a wage 
and customers stated that they consider the tip as a 
reward. Also, employees have mentioned the distress 
caused by the customers who perceive the tip as a 
reward (harassment and the effort of the customer to 
exert superiority over the employee). The tip concept 
differs from culture to culture as wells as between 
different professions within the same culture. Therefore, 
tipping can be seen as a wage they deserve in return 
for their labor by the employees as well as a tool for 
exploitation and harassment, a noiance increasing the 
competition among employees, a factor increasing 
the domination of the employer over the employees. 
Especially participants, who define the tip as their 
deserved wages (Mulinari, 2016), stated that the tip 
increases their motivation when it is fairly shared or 
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given in a way that does not hurt themselves. This is an 
indication that the way or the fair distribution of the tip 
is more important and motivating for the employees 
rather than the amount of tip. As stated by Ogbonna & 
Harris (2002), the definition of the tip as an instrument 
of exploitation by the same participants in the study 
indicates that there is no established norm in Turkey 
and the industry regarding the nature of the tip. Based 
on this study, which deals with the perceptions of 
employees towards tipping in the hospitality industry, 
we can say that the industry needs some normative 
regulations regarding tipping. 

While tipping is unacceptable in some countries 
such as Japan, it has become an obligation in countries 
like the USA (Ferguson et. al., 2017). Azar (2004) defines 
the situation that tipping is an obligation in the USA 
as becoming a social norm. While tipping is already 
presupposed in cultures where it is accepted as the 
social norm, the studies usually focus on the amount of 
tip. There is no study examining whether tipping is a so-
cial norm or how it is perceived in Turkey. However, we 
cannot assert that there is a common acceptance that 
tipping is a social norm with reference to statements 
of participants about customers’ tipping behaviors. 
Unlike countries that accept tipping as a social norm, 
the tip is not still considered as an obligation in Turkey. 
Thus, we can say that Turkey’s perception of the tip lays 
between the perception of countries that find tipping 
unacceptable and countries that accepts tipping as a 
social norm. Tipping is neither an obligation nor an 
unacceptable thing. For this reason, in regards to the 

place, tipper, employees etc., it is sometimes seen as so-
mething humiliating and sometimes as a shame when 
not tipping. Therefore, in order to investigate the tip 
concept in a more comprehensive way in Turkey, there 
is a need for multidimensional studies addressing all 
the dynamics (customer, profession, workplace, region 
etc.) that determine the tip perception. 

As stated above, employees divide factors that 
determine tipping behavior into two groups as 
customer and employee-oriented and based on 
these dynamics, they develop strategies to increase 
their income. A normative structure developed by the 
sector will prevent the different practices that lead to 
such strategies, as well as the negativity related to the 
tipping that some participants stated. If the businesses 
have such tipping policies and inform customers about 
their policy, it will eliminate the uncertainty for the 
employees and in some cases the unpredictability 
for the customers. Indeed, the need for a normative 
arrangement for collecting tips in a pooled system, 
provided that the tip is shared fairly, can be considered 
as a sign of the need for companies to form their tipping 
policies. Of course, it will be possible to transform these 
suggestions into concrete suggestions only with the 
results of the comprehensive studies and negotiations. 
However, starting from this study, it is essential to take 
into account serious problems (such as the tip beco-
ming a means of exploitation and control, enabling 
harassment, eliminating employer’s responsibility to 
the customer and the employee) and the issues about 
tipping stated by the participants. 
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Introduction
Until 1960s, the dominant belief about the role of re-

source abundance on economic growth was that being 
endowed with immense natural resources contributed 
to the industrialization process and economic growth 
of countries. Rostow (1959: 5) mentions the importance 
of productive exploitation of natural resources on 
growth. Canada’s, Britain’s and United States’ growth 
trajectories are very much linked to their natural re-
sources endowments. Tripathy (1985: 143) states that 
Canada owes its economic success to exploitation and 
exports of its abundant natural resources such as fur 
and fish. He argues that the export-led growth strategy 
of Canada was the basic reason for that development 
during the period 1886-1913. David and Wright (1997: 
203), Mikesell (1997: 191), Wright and Czelusta (2007: 
184-185) suggest that natural resource endowments 
triggered growth and development of the United 
States. Rostow (1961: 6) argues that Britain favored 
from natural resources for take-off. 

Although it may be apparent that countries like the 
U.S., Britain and Canada owe their rapid industrialization 
and growth rates to their natural resource endowments, 
Auty (2007: 627) states that after the Second World War 
and especially after 1960s, evidence has suggested 
that numerous resource–rich countries experienced 
deterioration in their economic performance. Many of 
the studies conclude that natural resources, seldom 
if ever, provide the sustainable surplus required for 
economic growth. This negative correlation is called 
Resource Curse (Auty: 1993: 1). 

Even though there are plenty of social and political 
comments for the Resource Curse, this study concent-
rates on one of the economic explanations, “Dutch 
disease”, to analyze the impact of natural resource rents 
on the real economy. The contribution of this study to 
the existing Dutch disease literature is an analysis of the 
phenomena from a technology intensity perspective. 
The idea arises from the works of Bresser-Pereira (2008) 
and a more recent analysis found in Camargo and Gala 
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(2017). Bresser-Pereira (2008: 62) reports that among 
the symptoms of Dutch disease is a gradual decline in 
the export performance of high value-added manufa-
ctured goods produced by high-technology industries, 
meaning that these industries are more affected by the 
disease. The authors’ reasoning behind this intuition is 
that increases in labor abundance result in cheap labor, 
which is also a cause for an extended version of the 
Dutch Disease, in the sense that since high-technology 
industries require highly skilled labor, a country with an 
abundance of cheap labor falls short of gaining a com-
parative advantage in these types of goods. We extend 
this view by stating that high-technology industries 
can be more vulnerable to Dutch disease due to their 
dependence on high levels of R&D requirements. Na-
tural resources sectors also require high R&D research 
and are technology-intensive in nature (Fagerberg et 
al. 2009). Larsen (2006: 624) states that according to 
Cappelen, Eika and Holm (2000), capital/labor ratio in 
the Norwegian oil industry is 33 times larger than that 
of the Norwegian manufacturing industry. As a result, 
in the case that natural resources sectors boom, the 
transfer of resources into production in these sectors 
is likely to be from other technology-intensive manu-
facturing industries, in the form of skilled labor and 
capital, implying that there is reason to hypothesize 
that these sectors can be more likely to be affected by 
Dutch disease. Supporting this intuition is also Looney’s 
(1989: 35) work stating that a boom in the oil sector can 
make it increasingly difficult to achieve complexity in 
the manufacturing sectors. Consequentially, we aim 
to scrutinize the influence of natural resource abun-
dance on manufacturing exports, focusing whether 
the impact of the Dutch disease varies depending 
on the technology intensity of manufacturing goods 
produced, for 34 OECD countries1 between the years 
1990-2015. 

It has been a common trend in the literature to in-
vestigate the presence of the Dutch disease in a country 
or in country groups (Sachs and Warner: 1995, Usui: 
1997, Beine et al.: 2012, Bjørnland and Thorsrud: 2016). 
This vein of literature often aims to diagnose whether 
the country under investigation explicitly suffers from 
the Dutch disease or not. On the other hand, we hy-
pothesize that although a country might be explicitly 
suffering from the Dutch disease in the context of the 
total sum of its industry, not all the industries, just the 
weaker industries within the country may have been 
hurt by the disease. This indicates an implicit case of 
the Dutch disease, detectable not in individual count-
ries but in individual industries. Therefore, the study 

at hand aims to diagnose manufacturing industries, 
not countries. Our aim is to search for a common 
manufacturing-sector-based impact of the disease in 
countries, rather than on a country-specific basis. The 
intuition behind this inquiry is that high-technology 
manufacturing industries may not be negatively affe-
cted by the Dutch disease, since higher value added 
production in those sectors may prevent the factors 
of production from moving to the natural resources 
sector. On the contrary, low-technology manufacturing 
industries might be suffering from the disease because 
opportunities for higher value-added production in 
the natural resources sector may crowd out the low-te-
chnology manufacturing sectors. The gravity model 
is implemented to search for the interaction between 
the change in total natural resource rents as a share 
of GDP and manufacturing sector’s performance for 
four subcategories of that sector2. The findings show 
that there exists a crowding out effect of rise in natural 
resource rents on the manufacturing sector in the four 
subcategories for the 34 OECD countries.

Section 1 provides explanation of the Resource 
Curse together with a review of literature on “Natural 
Resource Curse/Blessing” and “Dutch disease”. In Sec-
tion 2, data and model are explained and the findings 
are presented. Finally, the study is concluded.

1. Literature Review
There exists a vast theoretical and empirical literatu-

re investigating the influence of natural resources on the 
economic performance. The findings of these studies 
suggest that the interaction between the two variables 
is not bulletproof. Some studies, (e.g. Brunnschweiler, 
(2007: 413), Alexeev and Conrad, (2009: 586)) conclude 
that the abundance of natural resources contributes to 
prosperity; others object to that view and claim that 
it causes economic contraction. Especially after the 
1960s, the evidence has suggested that resource-rich 
countries grow slower on average than resource-poor 
ones. Auty (1993: 1) defines the negative relationship 
as “Resource Curse”. Auty (2001: 3) states that per capita 
incomes of resource-rich countries grew less than half 
rate as compared to resource-poor countries between 
1960-1990. Many empirical studies such as Gelb (1988: 
143); Sachs and Warner (1995: 2; 1997: 2; 1999: 43; 2001: 
827); Gylfason et al., (1999: 213, 223), Atkinson and Ha-
milton (2003: 1804), Neumayer (2004: 1636), Bulte et al. 
(2005: 1038) conclude that resource abundance might 
engender suffering in economic performance. Similarly, 
Torvik (2009: 242), in Figure 1, shows that as Resource 
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exports/GDP increases the GDP growth declines using 
the data of Mehlum et al. (2006).

Source: Torvik (2009: 242). 

Figure 1: Resource Abundance and Growth

Besides the voluminous literature that investigates 
the existence/non-existence of the resource curse, 
there are also many studies that try to figure out the 
channels of the intriguing relationship between natural 
resource rents and dragging economic performance. 
According to Frankel (2010: 34), the main transmission 
channels can be summarized as: long-term trends in 
world commodity prices, terms of trade volatility, 
political instability and civil wars, poor institutions 
(which lead to rent seeking) and finally Dutch disease. 
Arin et al (2019: 2) empirically investigate each of the 
mentioned channels to put forth how natural resources 
affect growth in the medium-run. In this study, we focus 
on the Dutch disease explanation of the Resource Curse 
hypothesis.

Dutch disease is a paradoxical situation where a 
boom in one sector hinders the growth of the other 
one. Smith (2014: 1) states that the Economist magazine 
named that paradox as Dutch disease, following the 
decline in Netherland’s economic growth rate after 
the discovery of large natural gas fields in the 1960s. 
The standard core model regarding the analysis of 
Dutch disease was developed by Corden and Neary 
(1982: 825-848) and extended by Corden (1984: 360-
376). Dutch disease causes the overall growth rate 
to deteriorate with respect to a de-industrialization 
process following a boom in natural resources sector. 
The boom causes a reallocation of resources through 
spending effect (demand side) which paves the way 

to indirect de-industrialization and resource move-
ment effect (supply side) which gives rise to direct 

de-industrialization. Some of the 
countries experience the two 
effects together whereas some of 
them realize just one. Stijns (2005: 
110) argues that the results of the 
boom are different for different 
countries. He states that the sto-
ries of developed countries differ 
from the less developed ones 
due to their structural differences 
such as property rights systems. 
Cherif (2013: 254) states that the 
Dutch disease is sterner in the 
developing countries. 

Many empirical studies have 
been conducted to diagnose 
Dutch disease in OECD coun-

tries. For example, Corden (2012) and Bjørnland and 
Thorsrud (2016) are among the latest studies that 
examine Dutch disease in Australia. Larsen (2006), 
Holden (2013), Bjørnland et al. (2019) investigate the 
Dutch disease in Norway. James and Aadland (2011), 
Allcott and Keniston (2018) are among the studies that 
search for Dutch disease in the United States. Beine et 
al. (2012) investigate whether the Canadian economy 
suffers from Dutch disease.

Among the studies, which employ gravity model of 
trade to search for the existence of Dutch disease are 
Stijns (2003), Kubo (2014), van der Marel and Dreyel 
(2014) and Feshari (2016). Stijns (2003) conducts an 
empirical analysis using gravity model to investigate 
Dutch disease regarding world trade data and con-
cludes that there is little evidence for the existence of 
Dutch disease. The study conducted by Kubo (2014) 
uses gravity model and finds signs of Dutch disease. 
van der Marel and Dreyel  (2014) employs the model to 
analyze Dutch disease in Russia. The authors conclude 
that Russia suffers from Dutch disease and they relate 
this result to the weak rule of law prevailing in the 
country. Feshari (2016) investigates the existence of 
Dutch disease in the Iranian economy using the gravity 
model of trade for the 1990-2015 period and finds no 
evidence of Dutch disease.

2. The Model and the Data
The methodology of the study rests upon the gravity 

model of trade. It is used to search for the existence of 
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Dutch disease from a technology intensity perspective 
for 34 OECD countries between the years 1990-2015. 

2.1. Conceptual Framework of the Gravity 
Model

Gravity model of trade resembles the gravity model 
of physics that is based on Newton’s Law of Gravity3. In 
both physics and economics, there is an inverse relation 
between the distance and attraction or economic rela-
tions4. Trade among the countries is basically a function 
of the distance and the GDP of each country together 
with some other determinants5.

The gravity model has been used in economics, 
after its initiation by Tinbergen (1962) and Pöyhönen 
(1963). Many researchers such as Anderson (1979: 
106), Feenstra et al. (2001: 430), Brun et al. (2005: 99), 
Head and Mayer (2014: 132) present the model as a 
grindstone for grasping the international trade flows. 
The main criticism the gravity equation received was its 
inability to model what was generally called multilateral 
trade resistance term (MRT), a term that was coined in 
order to define a well-documented fact that a given 
country will trade with another given country at varying 
volumes depending on what other options it has in 
terms of trade patterns. Therefore, many scholars have 
focused on incorporating multilateral resistances into 
the gravity equation. 

The gravity literature has been developing for deca-
des and as Frankel states (1998: 2) it keeps developing 
towards more accurate theoretical baseline. The earlier 
contributions to the model have been made by studies 
such as Anderson and van Wincoop (2003: 170) and 
Feenstra (2004) and Baier et al. (2007). Bergstrand et 
al. (2013: 110) state that Anderson and van Wincoop 
(2003) strengthened the theoretical foundations of the 
gravity model. Head and Mayer (2014: 136) argue that 
the study conducted by Feenstra (2004) considered 
the impact of multilateral trade resistances by means 
of considering importer and exporter fixed effects. 
Behrens et al. (2012: 785) also state that Feenstra 
(2004) captures the impact of the multilateral trade 
resistance term by employing region-specific importer 
and exporter fixed effects. Finally, the most up-to-date 
contributions regarding the correct application of the 
gravity model have come from as Bergstrand et al. 
(2015) and Baier et al (2015). Extending these recent 
developments in an advanced guide to trade policy em-
pirics published by the World Trade Organization, Yotov 
et al. (2016) demonstrate the latest developments in 
empirical gravity literature to obtain reliable estimates 

of the gravity model. The authors state that the use of 
exporter/importer-time fixed effects is a feasible way 
of controlling for the multilateral resistances as well 
as observable and unobservable characteristics that 
change over time for each exporter and importer (Yotov 
et al., 2016: 24).

2.1.1. The data and the model

2.1.1.1. The Data

The manufacturing exports data has been compiled 
from the OECD Structural Analysis Database for 34 OECD 
countries. The data have been categorized according 
to OECD’s classification of manufacturing industries 
based on technology intensity. According to ISIC Rev 
3 classification6, we organized manufacturing exports 
data in four groups in order to investigate whether 
the impact of the Dutch disease varies depending on 
different levels of technology intensity.

Total natural resources rent as a share of GDP data is 
gathered from the World Bank Database. Total natural 
resources rents are found by adding oil, natural gas, 
coal, mineral and forest rents. We use the annual chan-
ge in GDP share of total natural resources rent. We form 
the rest of the gravity model variables in accordance 
with the contemporary gravity literature using CEP II 7 
gravity data set.

2.1.1.2. The Model

The econometric model in this study is an applica-
tion of a theoretical gravity model in accordance with 
the methodology suggested by Yotov et al. (2016: 24). 
In line with their recommendation, we employ export-
er-year and importer-year fixed effects to account for 
the multilateral resistance terms in our analysis. We run 
five separate regressions based on the following equa-
tion. In Model 1, the dependent variable is the natural 
logarithm of total manufacturing exports without any 
classification of technology intensity. Construction of 
this model is important in understanding if there is 
any crowding-out effect on the total manufacturing 
exports of the countries as a consequence of increases 
in total natural resources rents. Each of the remaining 
four models investigates the case for a different level 
of technology intensity using the following equation 
to see whether there is any difference among the 
industries with different technology intensity.

Equation: ln(Xijt) = β0 + β1rentit + β2lndistij + β3export-
er_year_FE + β4importer_year_FE + ε 
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where;

Xijt : Natural logarithm of 
manufacturing exports 
from country i to j in year t 
(dependent variable)

distij : Natural logarithm of distance 
between trade partners

rentit : Percentage change in the GDP 
share of total natural resource 
rents

exporter_year_FE : Vector of exporter-year fixed-
effect dummies

importer_year_FE : Vector of importer-year fixed-
effect dummies

The dependent variable in each model is the 
manufacturing exports. The key independent variable 
of investigation in our model is “rent”. This variable 
measures annual percentage change in the GDP share 
of total natural resource rents. The aim is to capture 
the impact of changes in the GDP share of the total 
natural resources rent on manufacturing exports as an 
indicator of Dutch disease. In that sense, if an increase in 
the size of the total natural resources rent in a country 
results in a decrease in total manufacturing exports, this 
finding can be interpreted as a sign of Dutch disease. 
Therefore, we expect a negative sign on the coefficient 
of the “rent” variable. Exporter-year and importer-year 
fixed-effect dummy variables control for the multilate-
ral resistance terms.

2.1.1.3. Estimation Results

Table 1 presents our regression results. The 
findings of Model 1 suggest a negative impact of 
increases in GDP share of total natural resources rent 
on total manufacturing exports, with the sign of the 

“rent” variable negative as expected and statistically 
significant at 1%. Thus, the presence of Dutch disease 
symptoms in Model 1 further justify our convictions 
that a technology-intensity based analysis could be 
fruitful. Models 2, 3, 4 and 5 cover high-technology, 
medium-high technology, medium-low technology 
and low-technology manufacturing industries, respe-
ctively. In all of the five models, the distance variable 
is significant at 1% with the expected sign. The “rent” 
coefficient is also negative and significant at 1 % in the 
remaining four models. This finding implies that there 
exists a negative relationship between manufacturing 
exports and the change in total natural resource rents 
in all four categories of technology intensity, signaling 
towards symptoms of Dutch disease.

On the other hand, we find a significant trend in 
the respective impacts of the percentage change in 
the GDP share of total natural resource rents on manu-
facturing exports. The movement of the coefficient of 
the rent variable across the four models indicate that 
the impact of the change in total natural resources 
rent varies with the technology-intensity of the ma-
nufacturing sectors. This is apparent by the result that 
the coefficient of the variable rent is -0.029 in Model 
5, -0.043 in Model 4, -0.076 in Model 3 and -0.081 in 
Model 2. That is, the more technologically-intensive 
manufacturing industries become, the higher is the 
negative impact of increases in total natural resources 
rents on manufacturing exports. The case seems to be 
that high-technology manufacturing industries are 
more prone to Dutch disease symptoms than low-tech-
nology manufacturing industries in the OECD countries 
for the period between 1990-2015. This finding is in line 
with the study conducted by Bresser-Pereira (2008), 
which states that high-technology industries are more 
affected by the disease.

Table 1: Regression results

Manufacturing Exports, 1990-2015
Explanatory Variables Model 1 Model 2 Model 3 Model 4 Model 5

 

constant 21.28** 18.50** 20.73** 23.50** 22.69**
(55.76) (51.16) (41.45) (50.05) (54.36)

dist -1.51** -1.44** -1.63** -1.90** -1.75**
(-166.90) (-124.86) (-169.15) (-172.76) (-184.07)

rent -0.060** -0.081** -0.076** -0.043** -0.029**
(-8.75) (-12.48) (-8.72) (-5.19) (-3.50)

 

R-Squared 0.8632 0.8209 0.8504 0.7997 0.8030
Number of Observations 116.178 106.641 110.626 106.444 109.821

* Significant at 5%
** Significant at 1%
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To sum up, the models’ results demonstrate that 
significant changes in natural resource rents in count-
ries bring about significant effects on manufacturing 
exports by countries, as the variable is statistically sig-
nificant in all four models. This implies that the results 
reported in Table 1 comes in harmony in implying that 
symptoms of a Dutch disease appear when internatio-
nal trade of goods are categorized in accordance with 
the level of technology. 

Conclusion
One of the highly discussed issues in economics 

literature is the linkage between the natural resource 
endowments and the growth rate of countries. Some 
scholars argue that natural resources bring prosperity 
to countries, while others oppose that view and argue 
that natural resources act like a curse for the countries 
that have plenty of them. 

The impact of natural resource rents on economic 
performance is generally analyzed within the context 
of Resource Curse literature. This literature highlights 
the several channels through which windfall resource 
revenues may affect economic performance. In this 
study, we focus on the so-called Dutch disease channel 
to examine the impact of natural resource rents on 
manufacturing exports to capture evidence for Dutch 
disease from a technology intensity perspective. 

We first check if there is a significant relationship 
between changes in GDP share of total natural resour-
ces rent and manufacturing exports, as a symptom 
of Dutch disease. After we detect the presence of the 
relationship, we try to find out if there is any difference, 
in terms of the intensity of Dutch disease symptoms, 
among the high-technology, medium-high techno-
logy, medium-low technology and low-technology 
manufacturing industries for the 34 OECD countries, 
for the period between 1990-2015. The results show 
that the negative impact of increases in total natural 
resources rents on manufacturing exports becomes 
higher as the manufacturing industries become more 
technology-intensive. In other words, high-technology 
manufacturing industries seem to be more prone to 
Dutch disease symptoms than low-technology manufa-
cturing industries. One of the reasons behind this result 
might be related to the constraint on R&D expenditures. 
Since natural resources sectors also require high R&D 
investments, expansions of the natural resource 
sectors might put a drag on the R&D activities in the 
technology-intensive manufacturing industries. On the 
other hand, a booming natural resources sector might 
hinder diversification and complexity in the manufac-
turing sector. Future research might shed light on the 
magnified impact of Dutch disease on high-technology 
manufacturing industries.
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Endnotes
1 The list of the 34 OECD countries :  Australia, Austria, Belgium, Canada, Chile, Czech Republic, Denmark, Estonia, 

Finland, France, Germany, Greece, Hungary, Iceland, Ireland, Israel, Italy, Japan, Luxembourg, Mexico, Netherlands, 
New Zealand, Norway, Poland, Portugal, Slovakia, Slovenia, South Korea, Spain, Sweden, Switzerland, Turkey, 
United Kingdom, United States.

2 These subcategories are defined as: high technology (high-tech), medium-high technology (medium-high tech), 
medium-low technology (medium-low tech) and low technology (low tech) industries by the OECD Directorate 
for Science, Technology, Industry Economic Analysis and Statistics Division.

3 GFij = MiMj/Dij   i≠j   where GFij : gravitational force between the two objects i and j, Mi: mass of object i Mj: mass of 
object j and Dij : distance between the two objects. This equation clearly shows that the masses of the objects are 
directly proportional but distance is inversely proportional to the gravitational force between the two objects. 
This explanation implies that the countries with relatively larger GDP tend to have larger bilateral trade flows.

4 Anderson (2010: 2) states that a good found at origin i, Yi, is attracted by a mass of another good at origin j, Ej, 
but the potential flow is negatively affected by the distance between the two locations, dij. Then, Xij shows the 
movement of goods between the two places.

5 Anderson and van Wincoop (2004) accentuate that trade costs matter by the statement “the death of distance 
is exaggerated”. This implies that trade among nations is highly affected from the trade costs which is generally 
related to transportation availabilities, insurance, freight and other related costs.

6 To see the details of Classification of manufacturing industries according to ISIC Rev. 3 Technology Intensity 
Definition please visit https://www.oecd.org/sti/ind/48350231.pdf

7 To gather more information visit http://www.cepii.fr/CEPII/en/cepii/cepii.asp
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ABSTRACT
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1. INTRODUCTION
Education carries significant importance for incre-

asing the level of welfare for people who live all over 
the world and especially in developing countries and 
ensuring economic growth and development. Educa-
tion economists must develop policies by considering 
the importance of education while developing policies 
and planning investments. Primary school in particular 
is an important cornerstone in the provision of socio-e-
conomic development and the reduction of poverty 
for countries (Boateng, 2014: 536). It has emerged 
that educational gains are important not only for the 
economic welfare of individuals but also for nations. 
Access to and the completion of education is a key in 
accumulating human capital and in economic growth. 
The results of education extend beyond individual 
and national revenue. Education is also in a position 
of power that develops multifaceted individuals and 
establishes more consistent and participatory societies 
(OECD, 2002: 5).

The concepts of human capital and related educa-
tion economy have been widely chosen as a field of 
study since 1960s. The effect of education in possessing 
high- and low-income professions in the economy, 
educational investments influence of personal income 
distribution, and the role in revealing the income inequ-
alities for education level are important research topics. 
The fact that education is accepted as an investment 
tool beyond being a consumer product led to the 
question of who will finance education expenditures 
considering being made for education (Yolcu, 2011: 13, 
Yumuşak, 2008: 15). 

Although a large portion of education expenditures 
are covered by the public, the rates of households 
joining in education costs is gradually increasing. The 
expenditures that households make to benefit from 
education services are called the special costs of edu-
cation. Special education costs are opportunity costs 
with direct and indirect expenses. Direct expenses are 
expenditures like school fees, books, school supplies 
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and uniforms that households pay for while indirect 
expenses are expenditures like food and housing. 
Opportunity costs also represent the income that the 
student gave up on acquiring by receiving an education 
rather than working with regards to a different econo-
mic activity (Yolcu, 2011: 13).

Some of the households’ income can be used for 
compulsory consumption expenditures, some for 
optional consumption expenditures and some for 
investment purposes. The realization of these expen-
ditures also gains importance in the identification of 
impoverishing effects. An increase in financial burden 
created by out-of-pocket education expenditures and 
catastrophic education expenditures over the impo-
verished segments of society constitute an important 
study in the determination of development and welfare 
(Çınaroğlu and Şahin, 2016: 87). The total out-of-pocket 
education expenditures for households must be noted 
in the investigation into the impoverishing effect of 
the expenditures made out of pocket. The status of the 
burden of an out-of-pocket expenditure being catast-
rophic, meaning the possibility of there being a heavy 
financial burden, can be measured proportionally to 
annual total income or expenditure for the financial 
burden of the education services. The calculation of 
financial burden is completed under the assumption 
that family members share their financial resources 
(Sülkü and Abdioğlu, 2014: 341). 

The purpose of this study was to reveal the risks 
of accruing catastrophic education expenditures for 
households that education expenditures out of pocket 
in Turkey. The study, on the one hand, tried to deter-
mine with the Logit model the factors that effect the 
catastrophic education expenditures for households 
using the 2017 Household Budget Survey and, on 
the other hand, researched with the Tobit model the 
determinants for out of pocket education expenditures. 
The study finally noted the 20% income quintiles and 
studied the interactions based on socioeconomic 
levels for the households for out of pocket education 
expenditures. 

Studies regarding education expenditures found 
in the study are discussed in the second section of 
this research, analysis results were interpreted by 
introducing the data set, variables and method used 
for the empirical analysis in the third section, and the 
fourth section comprises the presentation of results 
and recommendations. 

2. LITERATURE REVIEW
There are numerous examples of studies performed 

on the determinants of education expenditures and 
education financing for households.

The study that Tilak (2002) conducted researched 
the education expenditures based on different groups 
for households using data from the “NCAER, Human 
Development in rural India (HDI)” survey in 1994. 
Household income and head of household education 
level were found to be significant as determinants for 
household expenditures. Household size, class and 
belief are the other important variables. 

Aslam and Kingdon (2008) studied whether the 
distribution of a household budget for education 
supported men compared with women in a study they 
conducted in Pakistan. The indirect expenditure (Engel 
curve) methodology was used to research prejudice 
in households on the topic of gender discrimination. 
According to the acquired results, there is strong evi-
dence that there is male bias in education expenditures, 
especially in the 10-14 and 15-19 age groups. Most of 
this different treatment shows itself in rural areas.

Mettle et al. (2011) used the Ghana Living Stan-
dards Survey Round 4 and tried to determine the rate 
of households that accrued catastrophic education 
expenditures in Ghana. The Catastrophic Expenditure 
Gap (CEG) was calculated for different situations. Ac-
cording to the acquired results, the tendency to make 
catastrophic education expenditures increases when 
the head of household is female, divorced, or lives in a 
coastal region. In addition, according to the results of 
the study, gender, age, head of household education 
level, household size, and region of settlement are 
significant determinants for catastrophic education 
expenditures. 

Donkoh and Amikuzuno (2011) used data from 
the 2006/2007 Ghana Living Standards Survey Round 
Five (GLSS-V) survey in their study they conducted 
in Ghana. They created the Logit model to find the 
socio-economic determinants for the possibility that a 
household performs education expenditure. As a result 
of the study, two household categories, which had high 
possibilities of accruing expenditures for education, 
were identified. The first of these was the group of 
households whose head received formal education, 
that possesses land and vehicles and other durable 
assets and that lives in forested areas. The other is the 
households whose head is female and in which live 
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more children attending school, rural households and 
the households living far from the capital city.

Qian and Smyth (2011) considered survey data from 
32 provinces selected from throughout China in 2003. 
The study researched education expenditures for the 
children of parents from two perspectives. First are the 
factors that influence local education expenditures 
while second are the factors that influence international 
education expenditures. According to the results they 
obtained, household income had significant effects 
over the size of domestic and international education 
expenditures. The possibility of a greater expenditure 
for education is high for children of households whose 
mothers have a middle school or prep school education 
and of fathers who work in professional occupations. 
In addition to this, the possibility of sending children 
abroad to for education increases in households in 
the highest income category, with a father who has 
received a university education, with a permanently 
employed or secondarily professional mother and that 
lives in a coastal region. 

The study that Andreou (2012) conducted showed 
that the level of education expenditures for households 
in Cyprus increased with income over the years. The 
rates of expenditures households make for special edu-
cation varies between 60-90% in the level of primary 
and middle school education. The most important 
factors that influence households’ level of education 
expenditures are income, number of children within the 
household, region of residence, and age and education 
level of the head of household. However, the effect of 
the age and education level of the head of household 
decreases over time.

Quang (2012) reviewed with the Tobit model the 
factors that influence household expenditures for the 
education of children using the Vietnamese Household 
Living Standards Survey from 2006 (VHLSS 2006). 
According to the acquired results, it is seen that hou-
sehold income significantly affects the total amount 
of education expenditures. The possibility of making 
education expenditures increases in households in 
which the heads of household have a higher level of 
education and have a professional job. Households with 
primary- or middle-school-aged children accrue more 
expenditures for education, and those preschool- or 
university-aged children accrue fewer expenditures.

Sulaiman et al. (2012) reviewed the determinants of 
the demand for education for households in Malaysia 
using household survey data acquired from 10 pro-

vinces in their study. They also noted the awareness of 
parents on the topic of globalization in their children’s 
education. According to the results of the study, some 
characteristics of parents are variables that are influen-
tial in the education expenditures of children. Among 
these are household income, mother’s employment 
status, head of household job category, and household 
education level. The variable of awareness of parents 
as to the effects of globalization significantly affected 
education expenditures.

According to the study using the Engel model made 
by Azam and Kingdon (2013) in India, pro-male gender 
bias occurred in the allocation of domestic education 
expenditures in 1993-2005 despite significant progress 
in gender equality in education. It is decided to enroll 
the sons, not the girls in the middle school age group. 
Bias is significantly higher in rural than urban areas.

Ahmad and Batul (2013) analyzed the situation of 
poverty and education in Pakistan. Considering the 
1971-2011 period, they studied the Granger causality 
relationship between the variables of poverty, educa-
tion expenditures and education status. The research 
also included the variables of the percentage of the po-
pulation within the national limits of poverty, the adult 
literacy rate above the age of 15, the percentage of total 
state expenditures, and the total school life expectancy. 
The research determined that there existed a strong 
single-directional causality relationship between total 
school living expectations and poverty in Pakistan. It 
is seen that there is a two-way causality relationship 
between the rate of adult literacy and poverty.

Rizk and Owusu-Afriyie (2014) examined the deter-
minants of education expenditures they made for the 
households of children using data acquired from the 
2010/2011 Egyptian Household Income, Expenditure 
and Consumption Survey in their study. In the study, 
they researched the effects of income and of the chara-
cteristics of the household regarding the distribution of 
education expenditures among school-aged children. 
The Ordinary Least Squares (OLS) and Generalized 
Method of Moments (GMM) were used. The education 
level for the head of household gradually created a 
more positive impact. It was specified that expenditures 
made for children’s education increased significantly 
together with the increase in the household income 
level.

The aim of Habibov and Cheung (2016)’s study is to 
determine the impact of informal out-of-pocket pay-
ments on satisfaction from education in the countries 
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of the former Soviet Union and Mongolia. Therewithal 
the interaction model shows that the negative impact 
of paying unofficial out-of-pocket payments decreases 
as the quality of education increases. As the quality of 
education deteriorates, the negative impact of paying 
informal out-of-pocket payments increases significant-
ly. These findings also suggest that more efforts should 
be made to reduce corruption.

In the study of Rizk and Abou-Ali (2016), a compara-
tive study was presented for the pattern of household 
education expenditures using different population 
groups. In the study Harmonized Household Income 
and Expenditure Surveys (HHIES) data were obtained 
from four countries. The datasets used consisted of 
2009 for Sudan and 2010/2011 for Egypt, Jordan and 
Palestine. In the study, the determinants of family 
spending on education for different population groups 
and the size of household spending for schooling were 
examined. In the study, a certain degree of consistency 
was found in education spending patterns among 
countries.

In the study of Wongmonta and Glewwe (2017), 
gender bias was investigated in the allocation of 
educational resources in Thailand. Data on education 
expenditures were used from the 2009 Socioeconomic 
Survey, including certain types of education expendi-
tures. In the empirical study, the curves of Engel were 
estimated and gender bias was tested. The results show 
that girls receive more education.

The aim of the study of Zhang and Zhou (2017) is 
to examine the impact of household education expen-
ditures on the performance of the National College 
Entrance Exam (NCEE) in China. Using a comprehensive 
data set with a sample size of 5840 students gathered in 
Jinan, China, this study found that the average impact 
of household education spending on NCEE performan-
ce was not significant, but could have a significant and 
positive effect on those with higher test scores.

Ebaidalla (2018) reviewed the factors that influence 
the education expenditures of household in Sudan 
using National Baseline Household Survey (NBHS) 
data from 2009 for national, urban, and rural areas. The 
study used the Tobit model. According to the results, 
household income, head of household education, 
household size, number of school-aged children, and 
residence in urban areas are the most important factors 
that influence education expenditures. 

In their study, Acerenza and Gandelman (2019) 
analyzed households’ educational spending using 

micro data from income and expenditure surveys for 
12 Latin America, Caribbean countries and the USA. 
Bahamas, Chile and Mexico have the highest household 
spending in education, while Bolivia, Brazil and Para-
guay have the lowest share. Higher education is the 
most important form of spending. According to the 
results obtained, gender bias was not found in primary 
education. More educated and richer household heads 
spend more on the education of household members. 
Urban households spend more than rural households.

There are studies that have been conducted in 
Turkey on the topic of education expenditures. Some 
of these were summarized below.

Tansel and Bircan (2006) completed the analysis of 
expenditures made for private tutoring centers in Tur-
key with the Tobit model. They used data from the 1994 
Household Budget Survey. As a result of the analysis, 
it was concluded that households whose parents are 
high-income and have high levels of education transfer 
more resources to private tutoring centers. Also, ex-
penditures tied to the age of the head of household 
exhibited, but a decreasing rate.

Tansel and Bodur (2012) study, male wage inequa-
lity in Turkey during the period from 1994 to 2002 and 
studied the returns to education. It is aimed to estimate 
Mincerian wage equations using normal least squares 
and quantile regression techniques. According to the 
obtained results were higher male wage inequality in 
Turkey. Education level had a positive effect on wage 
inequality.

In the study of Güriş and Çağlayan (2012), human 
capital theory was taken into account for wage deter-
mination. The differences in wage differences between 
education returns, returns and genders were analyzed. 
This study provides evidence for the return of education 
in Turkey. For this, Mincerian wage equation by using 
OLS, robust and resistant regressions were used. The 
results clearly show that return training for female 
employees is higher than male employees. However, 
when the results of experience returns were analyzed, 
it was seen that men definitely had higher returns than 
women in 2003 and 2006.

Ulusoy and Yolcu (2013) used data from 707 
households with varying socioeconomic feasibilities 
in the 2011-2012 academic year in the province of 
Kastamonu. They performed the data analyses with 
the Kruskal Wallis H Test, t-test, and ANOVA test. Based 
on the acquired results, household education expen-
ditures vary significantly based on the socioeconomic 
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environment of the school and transportation type. But 
the form of education created no significant difference. 
The education expenditures of families differentiate 
based on with whom the child lives, parental levels of 
education, parental occupational status, income level 
of the household, type of home residence, number 
of children studying in primary school and grade of 
enrollment. 

Güngör and Göksu (2013) researched the topic of 
financing education in Turkey in their study and perfor-
med an international comparison. The study used data 
obtained from the World Bank, OECD, EUROSTAT and 
BUMKO in the comparison of education expenditures 
and mentioned the education budget goal for the futu-
re. As a result of the study, it was concluded that there 
was not adequate education financing in Turkey and 
that there existed differences between the countries. 

Sülkü and Abdioğlu (2014) utilized the “Household 
Budget Survey” data in the study they conducted for 
the years 2003 and 2009 and comparatively studied 
the financial burden of out-of-pocket education ex-
penditures over the income of households. They used 
the variables of income level, household type, income 
percentages, head of household education status, 
level of education, and status of access to education 
services. It was seen that situations of an increase in 
the education level of the head of household, increase 
in the household income level, being located in a city, 
living in socioeconomically developed regions, and 
having at least one child over the age of 18 increased 
the heavy financial burden of education expenditures. 
It was determined on the topic of access to education 
services that those living in rural areas and the impo-
verished were at a disadvantage. 

Acar et al. (2016) estimated education expenditures 
for income groups with the Tobit model based on the 
Household Budget Survey data for the years 2003, 2007, 
2012 and analyzed income elasticity for education 
expenditures with the Engel curve in their study. The 
variables of residing in rural areas, working status, age, 
head of household education, household size, shares 
within the household of female students and primary 
school students, and the total number of students 
were considered as demographic characteristics for 
the household. Based on the results of the analysis, 
education expenditure flexibility grew for all income 
groups. Although household size was significant in all 
estimations, the head of household education status 
was not found to be significant in any estimate. And 
despite the expenditures in households living in urban 

areas being higher in 2003, they decreased in later years 
and were not meaningful.

Patrinos, Psacharopoulos and Tansel (2019) study 
in 2017 Household Labor Force Survey, the authors 
estimated the private and social returns on investment 
in education in Turkey by using the data. According to 
the results obtained, the average schooling income is 
7.9 percent in the public sector and higher in the private 
sector compared to 6.5 percent. In addition, the private 
return to vocational secondary education is higher with 
6.5% compared to general secondary education 5.7.

There are numerous examples of studies conducted 
on financing education and the education expenditures 
of households in the literature. But the impoverishing 
effect of households’ out-of-pocket expenses, meaning 
catastrophic expenditures, was realized more in the 
field of healthcare than education (Waggstaff and Do-
orslaer, 2003: 921; Xu et al., 2007: 973, Yereli et al., 2014: 
281, Kuvat and Ayvaz Kızılgöl, 2018). In the literature, 
there is only the study by Sülkü and Abdioğlu (2014) 
regarding catastrophic education expenditures. This 
study completed a heavy financial burden definition 
for out-of-pocket expenditures; performed a detailed 
review for income level, household type, income 
percentages, head of household education status, 
rural-urban divide, lived region, education level and 
status of access to educational services; and completed 
separate evaluations with these variables. 

The literature contribution of this study has four di-
mensions: First is the revelation of the determinants of 
the education expenditures that households make out 
of pocket and the determinants of catastrophic educa-
tion expenditures and the measurement of the effect 
of these determinant factors over these expenditures. 
Second is the identification of the interaction of the 
education expenditures made out of pocket in terms 
of socioeconomic characteristics based on 20% income 
quintiles for the household. Third is the determination 
of the risk of out of pocket education expenditures 
being catastrophic. Fourth is that this study is one 
of the first conducted on this topic, differently from 
the studies found in the literature because no other 
study was encountered in the literature other than that 
which Sülkü and Abdioğlu (2014) conducted regarding 
catastrophic expenditures in the field of education in 
Turkey. It is also a study with a newer and larger-scale 
data set for Turkey.
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3. DATA SET AND METHOD

3.1 Data Set and Variables

The study identified households that perform 
catastrophic education expenditures and attempted 
to determine the factors that affect these households’ 
catastrophic education expenditures. The education 
expenditures households make out-of-pocket were 
analyzed by considering the socioeconomic properties 
of the households. The study also studied the interacti-
ons based on socioeconomic levels for the households 
for education expenditures made out of pocket for the 
20% income quintiles. 

The data used in the study was obtained from the 
2017 TUIK Household Budget Survey microdata. The 
Household Budget Survey is one of the most impor-
tant resources that provides information about the 
socioeconomic structures, levels of life, and models of 
consumption for households and is used to identify the 
needs of society, to know how usable income is dist-
ributed among households and members, and to test 
the validity of implemented socioeconomic policies. 
Information is compiled about types of consumption 
expenditure and the diversity of goods and services 
expenditures, the socioeconomic characteristics of 
the household, the employment status of members of 
the household, the total income of the household, the 
resources obtained with the income, and similar topics 
with this survey that reveals the consumption structu-
res and income levels of individuals and the households 
they create based on socioeconomic group, rural, 
urban, and regions (www.tuik.gov.tr). There are three 
separate data sets in which household, member, and 
expenditure information are found in the Household 
Budget Survey. In these data sets are the variables re-
garding households, the variables regarding members, 
and the variables for consumption expenditure found 
based on 12 expenditure-groups comprising all goods 
and services expenditures that the household made in 
the month of the survey. This study used the education 
expenditures and total household expenditures found 
in the 10th group. The education expenditures in the 
10th group are classified as expenditures relating to 
preschool, primary school, high school, post-secondary 
education and pre-higher education, university educa-
tion and education that cannot be defined based on 
level (computer course, foreign language course, music 
and drawing course, exam form fees, and private class 
fees). The education expenditures of the household 
are all the expenditures made out-of-pocket to access 
educational products and services.

The 2017 Household Budget Survey was admi-
nistered to a 1296 sample households each month 
for an annual total of 15552 sample households over 
the course of a year between January 1-December 
31, 2017. Information was included for a total annual 
12166 households because 3386 households did not 
respond to the survey. This study did not include all 
households in the Household Budget Survey into the 
analyses. The analyses included households whose total 
education expenditure was greater than zero, meaning 
households that made education expenditures. Thus, 
the analyses were completed with 2781 households. 

In line with the studies in the literature, three 
variables were identified as the factors that determine 
the catastrophic education expenditures and the de-
terminants for out-of-pocket education expenditures. 
These are variables relating to the head of household 
(age, gender, education status, marital status, and 
employment status of the head of household), vari-
ables relating to the characteristics of the household 
(household income, 20% income quintiles, household 
type, ownership status of household, status of access 
to education services, and per equivalent adult hou-
sehold size), and variables relating to students in the 
household (number of preschool-aged children, and 
number of primary-aged children, high school-aged 
children, and university-aged children). Households 
are separated into 20% income quintiles based on 
annual total disposable income while creating the 20% 
income quintiles, and the houses found in the 1st 20% 
income quintile are defined as the poorest while the 
houses in the 5th 20% income quintile are defined as 
the richest. The per equivalent adult household size is 
the renewed OECD equivalence scale and was taken 
from the Household Budget Survey. 

3.2 Method 

The factors that determine catastrophic education 
expenditures were analyzed using the Logistic regres-
sion method because the status of whether or not to 
accrue catastrophic education expenditure assumes 
a two-result value and the data are more consistent 
with the model. Catastrophic education expenditure 
is evaluated with the rate of household education 
expenditures to total consumption or income. This 
rate’s exceeding certain threshold values is qualified 
as a catastrophe. There is no accepted approach in 
the literature regarding this threshold level. In some 
studies, 2.5%, 5%, 10%, 15%, and 20% are accepted as 
threshold values (Yereli et al., 2014: 281). 

Households whose total education expenditure was 
greater than zero were considered in the study. The total 

http://www.tuik.gov.tr
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expenditures and total education expenditures for the 
households were made real with the CPI. Catastrophic 
education expenditures are defined as the rate of the 
education expenditures a household makes to the total 
expenditures:

Catastrophic Education Expenditure = Total 
household education expenditures / Total household 
expenditures

It is explained with the measurement of catastrophe 
with consumption rather than income, consumption 
being relatively more balanced than income, and inco-
me being more perceptive to conjectural fluctuations 
(Yereli et al., 2014: 281, Xu et al., 2007: 973). And con-
sumption is evaluated as a better indicator compared 
with income in the empirical literature and is influenced 
less by measurement errors (Acar et al., 2016: 10). If 
the catastrophic education expenditure is equal to or 
greater than the threshold values mentioned above, 
then these households are specified as households that 
make catastrophic education expenditures. Therefore, 
the dependent variable of the Logit model takes a value 
of 1 for households that make catastrophic education 
expenditures and a value of 0 for households that do 
not. This study determined the households that do 
and do not make catastrophic education expenditures 
while noting the threshold values as 5%, 10%, and 20%. 
But the model was created regarding catastrophic 
education expenditures compared based on only a 5% 
threshold because statistically significant conclusions 
could not be reached in the models in which the factors 

that effect catastrophic education expenditures based 
on 10% and 20% thresholds were specified.

The education expenditures that households make 
out of pocket were analyzed from the Tobit model 
by noting the socioeconomic characteristics of the 
household. This study was selected as a Tobit model 
estimation method because it possessed an aggrega-
tion at the zero point for the distribution of education 
expenditures. This is because this method allows for the 
aggregation of the distribution for dependent variables 
at a point.

On the other hand, households were separated into 
20% income quintile based on their annual total dispo-
sable income and the interactions of the household’s 
out-of-pocket education expenditures based on the 
socioeconomic characteristics they possessed were 
reviewed using the Tobit models based on each income 
quintile. The dependent variables for the Tobit models 
are a logarithm for the total education expenditures 
for households. 

4. ANALYSIS RESULTS
The empirical section of the study primarily deter-

mined the factors that affect catastrophic education 
expenditures for households and tried to reveal the 
effect of these factors over catastrophic education 
expenditures with help from the Logit model. The 
determinants for the education expenditures that 
households make out of pocket were analyzed with the 
help of the Tobit model. Table 1 presents the marginal 
effects for the Logit and Tobit model estimations. 
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Table 1: The Marginal Effects of the Logit and Tobit Model Estimations

Models Marginal Effects for Logit 
Model Estimation

Marginal Effects for Tobit 
Model Estimation

Dependent Variable HH That Do and Do Not 
Make Catastrophic Education 

Expenditure

Logarithm of HH Education 
Expenditure 

Independent Variables Coef. z Coef. t

HH Annual Total Disposable Income 0.00000138 6.18a

20% Income Quintiles of HH1

Second quintile 0.284 2.62a

Third quintile 0.510 4.71a

Fourth quintile 0.825 7.54a

Fifth quintile 1.790 15.81a

Age of HH Head 0.003 2.45b 0.011 2.62a

Education Level of HH Head2

High school, Graduated from university and above 
educational level 

0.158 7.81a 0.589 8.05a

Employment Status of HH Head3

Working 0.036 1.38 0.201 2.11b

HH Ownership Status4

Home ownership 0.034 1.71c 0.125 1.82c

HH Access to Education Services5

Moderate difficulty -0.100 -0.91

Difficulty-much difficulty -0.281 -2.69a

Per Equivalent Adult HH Size -0.008 -0.38 -0.381 -5.11a

Number of Preschool-aged Children in HH -0.123 -5.73a -0.471 -6.58a

Number of Primary-aged Children in HH -0.028 -1.96b -0.085 -1.72c

Number of High School-aged Children in HH 0.048 2.71a 0.146 2.39b

Number of University-aged Children in HH -0.049 -2.63a -0.280 -4.48a

N 2781 2781

2R Pseudo
0.070 0.099

Log Likelihood -1660.011 -3391.607

LR chi2
Prob > chi2

251.300
0.000

752.440
0.000

Note: P.S.: HH: Household, HHH: It refers to the household head. The basic class of the dependent variable of the logit model are, the 
households whose catastrophic education expenditure level is less than 5% threshold. For the dependent variable of the Tobit model, ln 
(household education expenditures) = 2.534, the number of observations from the left censored is 1390 and the number of uncensored 
observations is 1391. The main classes of the independent variables are (1): 1. 20% income bracket, 2: Illiterate or primary school graduates, 
3: Not working, 4: Tenants, lodging or homeowners, 5: Easy-very easy. a, b and c show the statistical significance of the coefficients at 1%, 
5% and 10% significance levels, respectively.

When evaluating the analysis results found in Table 
1, an increase of the annual income of the household 

increases the possibility of the household accruing 
catastrophic education expenditures. The education 
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expenditures made by households found in the 2nd, 
3rd, 4th and 5th 20% income quintiles are greater than 
the households found in the 1st 20% income quintile. 
This is because households in the 1st 20% quintile, 
which contains the most impoverished families, spend 
a significant portion of their incomes for their needs 
but are able to set aside only a small portion of their 
budgets for education expenditures. Therefore, this 
finding in the analysis is consistent with expectations. 
The results found for household income and percenta-
ge income quintiles exhibit similarities with the results 
of Qian and Smyth (2011) and Ebaidalla (2018). As the 
age of the head of household increases, it is observed 
that the level of catastrophic education expenditures 
and out-of-pocket education expenditures increase 
compared to the 5% threshold value for the household. 
This is consistent with the results obtained by Acar et al. 
(2016), Ebaidalla (2018), Sulaiman et al. (2012) and And-
reou (2012). It was seen that the catastrophic education 
expenditures for households in which the head has 
completed high-school, university, or postgraduate stu-
dies increased compared with the households in which 
the head is illiterate or is a primary school graduate and 
that out-of-pocket education expenditures similarly 
increased. In the literature, the head of household is 
expected to be educated and to be a positive effect 
over the education investments of his or her children. 
Heads of household with high levels of education are 
more conscious about the importance of education 
and can make greater education expenditures for the 
education of their children. The results acquired in this 
study support the conclusion of Acar et al. (2016), Eba-
idalla (2018) and Quang (2012). While the employment 
status of the head of household is not effect over the ca-
tastrophic level of expenditure, it effects out-of-pocket 
expenditures in a statistically significant manner. When 
comparing heads of household who work with those 
who do not work, it is determined that the households 
made greater out-of-pocket education expenditures. 
Qian and Smyth (2011) reached the same conclusion 
when reviewing the literature. Home ownership in 
households increases both catastrophic expenditures 
and expenditures made from their own budgets for 
education compared with home renters, public housing 
and those who do not own their home. When regarded 
from the perspective of household access to education 
services, it is seen that the out-of-pocket education 
expenditures of households that have some or much 
difficulty accessing education services decrease relative 
to households that can access easily or very easily. While 
per equivalent adult household size is not a determi-

nant factor over catastrophic education expenditures, 
it does have a statistically significant effect over the 
education expenditures that the household makes 
out of pocket. An increase in the number of members 
living in the household decreases expenditures the 
household makes for education. Because there is a 
patriarchal family structure in Turkey, it is a common 
situation for large families (crowded families compri-
sing parents, child/ren, grandparents, aunts, uncles and 
similar relatives) to live together in the same household. 
This situation is more often compared in lower-educa-
tion households (in low-income households). In other 
words, impoverished households are generally more 
crowded than high-income households. They can, for 
this reason, set aside a smaller portion of their income 
for education expenditures. In this situation, the size 
of household is expected to have a negative effect 
on education expenditures. The conclusion reached 
in this study meets expectations. When reviewing the 
education expenditures in terms of the number of 
children being educated per household in Table 1, it 
is seen that catastrophic education expenditures and 
education expenditures the household makes from its 
own budget decrease should the number of preschool 
children and the number of children studying in pri-
mary school and university increase but also that the 
possibility of both expenditures increases should the 
number of children studying in high school increase. 
Textbooks have been distributed to students for free 
in our country since 2004. Therefore, it appears to be 
a result that expects education expenses for children 
studying in primary school to be few. The ability for 
students studying at university to fund their own edu-
cation expenditures by working is relevant. Thus, the 
limited amount of education expenditures for children 
studying at university is an expected result. But because 
students studying in high school must go to tutoring 
centers or take special courses to be able to prepare to 
take the university entrance exam, they are forced to set 
aside a significant portion of their household incomes 
for education expenditures. In other words, the finding 
of education expenditures being greater for students 
studying in high school meets expectations.  

The study also studied the interactions based on 
socioeconomic levels for the households for education 
expenditures made out of pocket for the 20% income 
quintiles using Tobit models. Households found in the 
1st 20% income quintile were specified as the poorest 
and those found in the 5th 20% income quintile were 
specified as the richest. Table 2 provides the marginal 
effects for Tobit model estimations. 
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Table 2: Marginal Effects for Tobit Estimations for Household Education Expenditure by Income Quintile  

Dependent Variable
Logarithm of HH Education Expenditure

Marginal Effects

20% Income Quintiles

Independent Variables First 
Quintile

Second 
Quintile 

Third 
Quintile

Fourth 
Quintile

Fifth 
Quintile

Age of HH Head 0.027
(3.52)a

Gender of HH Head1

Male -0.539
(-2.12)b

Marital Status of HH Head2

Married 1.036
(2.21)b

Education Level of HH Head3

High school, Graduated from university and above 
educational level

0.819
(5.33)a

0.415
(2.92)a

0.582
(3.87)a

0.604
(4.08)a

Employment Status of HH Head4

Working 0.492
(2.61)a

0.708
(3.25)a

HH Type5

Single-child nuclear families -0.469
(-2.16)b

Two-child nuclear families -0.485
(-2.13)b

Three or more children nuclear families -0.423
(-1.45)

Patriarchal or expansive families -0.886
(-2.77)a

People who live together such students, workers, etc. 0.431
(0.70)

HH Ownership Status6

Home ownership 0.289
(2.09)b

HH Access to Education Services7

Moderate difficulty -0.483
(-1.87)c

Difficulty-much difficulty -0.323
(-1.66)c

Per Equivalent Adult HH Size   0.374
  (2.06)b

  0.190
  (1.28)

-0.907
(-5.84)a

-0.849
(-5.63)a

Number of Preschool-aged Children in HH -0.881
(-6.36)a

-0.543
(-4.35)a

-0.311
(-2.18)b

-0.284
(-1.95)c

-0.223
(-1.77)c

Number of Primary-aged Children in HH -0.309
(-3.08)a

-0.270
(-2.71)a

-0.192
(-1.96)b

0.026
(0.27)

0.169
(1.83)c

Number of High School-aged Children in HH -0.307
(-2.51)b

0.011
(0.09)

-0.108
(-0.92)

0.297
(2.35)b

0.349
(3.04)a

Number of University-aged Children in HH -0.389
(-2.62)a

-0.107
(-0.81)

-0.509
(-3.66)a

-0.202
(-1.55)

0.019
(0.18)

Note: HH: Household, HHH: It refers to the household head. The main classes of the independent variables are 1: Women, 2: Single, 3: 
Illiterate or primary school graduates, 4: Not working, 5: Children without children or single adults, 6: Tenants, lodging or homeowners, 
7: Easy-very easy. Values in parentheses are t statistics. a, b and c show the statistical significance of the coefficients at 1%, 5% and 10% 
significance levels, respectively.
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According to Table 2, education expenditures 
increase for the households characterized as the 
richest as the age of the head of household increases. 
Education expenditures of households whose head is 
male decrease in the 2nd 20% quintile compared with 
those whose heads of household are female while the 
education expenditures of households whose head is 
married increase compared with those whose heads are 
unmarried. The education expenditures that househol-
ds whose head has completed high-school, university, 
or post-graduate studies increase in all income quintiles 
relative to the households whose head is illiterate or 
has graduated from primary school. When comparing 
heads of household who work with those who do 
not work, it is observed that education expenditures 
increase in the 2nd and 5th 20% income quintiles. When 
evaluating in terms of household type, it was concluded 
that the education expenditures lowered in single-child 
and two-child nuclear families and in male-dominated 
or expansive families compared with families without 
children or single-parent families in the income qu-
intile defined as the poorest (1st 20%). It is seen that 
households comprising people who live together 
such students, workers, etc. and nuclear families with 
three or more children had no statistically significant 
effect over out-of-pocket education expenditures. The 
household owning its home increases education ex-
penditures relative to being a renter, residing in public 
housing, or not being a home owner. Households that 
own their home make greater education expenditures 
compared with others. When evaluated in terms of 
access to education services, those who have moderate 
difficulty, difficulty, or much difficulty accessing make 
fewer education expenditures compared with those 
who easily or very easily access education. When the 
number of individuals living in the household increases, 
education expenditures increase in the 1st 20% income 
quintile while decreasing in the 4th and 5th income 
quintiles. When evaluating education expenditures 
based on school-aged children in a household, the 
education expenditures decrease in all income qu-
intiles when the number of preschool-aged children 
increases. Should the number of children studying in 
primary school increase, expenditures decrease in the 
first three income quintiles while the out-of-pocket 
education expenditures increase in the richest income 
quintile. An increase in the number of children studying 
in high school in a household reduces the education 
expenditures for households in the poorest income 
quintile (1st 20%) while increasing in the rich income 
quintiles (4th and 5th 20%). Finally, an increase in the 

number of children studying at university within the 
household reduced the education expenditures for the 
poorest and average-income families.  

5. CONCLUSION
In this study, using the logit and Tobit models in Tur-

key in 2017 with the data obtained from the Household 
Budget Survey of factors affecting catastrophic educa-
tion expenditures of households and determinants of 
out-of pocket education expenditures is evaluated. The 
results of the study show that some characteristics of 
households and parents are incredibly important in the 
determination of household education expenditures. 
According to the results obtained from the Logit and 
Tobit analyses, as the annual household income, age of 
the head of household and the education level increase 
and in situations where the household owns the home, 
the catastrophic household education expenditures 
and out-of-pocket education expenditures increase 
compared to a 5% threshold value. Compared to 
the households in the 1st 20% income quintile, the 
out-of-pocket education expenditures in the other 
percentage income quintiles is greater. Households in 
the 1st 20% quintile, which contains the most impo-
verished families, spend a significant portion of their 
incomes to resolve their needs and are able to set aside 
only a small portion of their budgets for education 
expenditures. In situations where access to educati-
onal services is difficult or very difficult and when the 
number of individuals living in a household increases, 
out-of-pocket education expenditures decrease. The 
increase in the number of pre-school-, primary-school-, 
university aged children receiving an education in the 
household reduces the catastrophic education expen-
ditures and the out-of-pocket education expenditures. 
Despite this, both expenditures exhibit an increase 
when the number of children studying in high school 
increases. Even if the employment status of the head 
of household is not effect over the catastrophic level of 
expenditure, it has a statistically significant effect over 
out-of-pocket expenditures. 

Using the Tobit models, the study also researched 
the interactions based on socioeconomic levels for the 
households for out of pocket education expenditures 
20% income quintiles. As the age and education level 
of the head of household increases, education expen-
ditures also increase should the head of household 
be working, married and own the home. On the other 
hand, the head of household being a male and access 
to education services being moderate and difficult-very 
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difficult reduce out-of-pocket education expenditures. 
Education expenditures decrease in single-child nuc-
lear families, two-child nuclear families and patriarchal 
or expansive families compared to families without 
children or single-parent families. An increase in the 
number of individuals living in the household increases 
education expenditures in the 1st 20% income quintile 
while decreasing in the 4th and 5th percentage income 
quintiles. When reviewing in terms of the number of 
children, increases in the number of pre-school-, pri-
mary-school- and university-aged children generally 
reduces the education expenditures. An increase in the 
number of children studying in high school reduces the 
education expenditures for households in the poorest 
income quintile (1st 20%) while increasing in the rich 
income quintiles (4th and 5th 20%). 

The development of education opportunities and 
providing for the continuity of services are two of 
the main elements in the increase of socioeconomic 
development. An increase in the amount of support 
given to education per capita will open the door to 
multifaceted advancement and the gaining of educa-
tional growth. The decrease in out-of-pocket education 
expenditures and the drop in the possibility of accruing 
catastrophic expenditures bring along with them an 
increase in both the quality of education that people 
receive and people’s length of education. However, 

the determination of the amounts of support to be 
given for educational gains and the determination 
of to whom the support will be given are important 
problems that must be resolved. Also; the government 
should take measures to enable its citizens to benefit 
from educational opportunities in line with the needs of 
the labor market. For this reason, it is very important to 
design a more inclusive education system that enables 
students to benefit from a diversified environment and 
to ensure the functioning of this system. Individuals 
who are educated in this way will reach their highest 
potential and the results of this will create social and 
economic gains. These acquired results are a resource 
that educational economists and decision-makers 
can use in developing policies, planning investments 
in education and evaluating education processes that 
are currently being conducted. In short, we believe that 
the findings of this study will be beneficial to policy 
makers in creating an effective, equal and equitable 
education finance system.

In the continuation of the research, estimating 
equations for households with students who attend 
public schools and private schools can be established 
for policy developers to define private schools and their 
effects can be analyzed. In addition, trend relationships 
rather than snapshots can be examined through longi-
tudinal long-term studies.
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