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Abstract 

In concrete production, because of air entraining admixtures (AEA) are used for 
a small percentage by weight of cement (in the range from 0.06% to 0.2%), 
there is a possible risk adding more admixture in concrete than calculated from 
personnel or equipment’s sensitivity errors. In this situation concrete’s 
strength and durability performances are diminishing. In this work, it was 
investigated the effect of high dosage air entraining admixture usage on 
mortar properties. It was carried out unit weight, flowability, setting time, air 
content, compressive strength, flexural strength, ultrasound velocity tests and 
microstrucural inspections on specimens which were produced with 5 different 
dosages including control. As a result of experiments, in case of using 
admixtures with overdose, there would be loss of quality of physical and 
mechanical properties of concrete, for this reason it is concluded that, there 
must be some legal regulations using chemical admixtures sensitively. 
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1. INTRODUCTION 

Starting with the production, concrete has to endure various durability problems. One of these durability 

problems is freezing and thawing action whose catastrophic damage can be prevented (or diminished) with air 

entraining admixtures (AEA). Air entraining admixture allows a controlled quantity of small, uniformly 

distributed air bubbles to be incorporated during mixing which remain after hardening [1]. Air entrainers are 

used to develop a large number of small spherical air bubbles in the concrete (diameter in range from 50 to 300 

micron [2,3]) which are homogeneous and stable after the mixing process. Compared to capillary pores and gel 

pores in concrete, entrained air voids are very much larger in size [4] but smaller than the entrapped voids. 

While water freezes inside the entrapped voids in concrete, it expands about 9% in volume. This volume 

change enforces internal pressure inside the concrete that exceeds its tensile strength, causing cracking, 

spalling and eventual disintegration. Providing space for ice in concrete in freezing conditions, entrained air 

voids help to diminish internal hydraulic pressure and thus protect the hardened concrete. Thus, the entrained 

air void in concrete is a desirable and intentionally produced void. 

Because of air entraining admixtures are used for a small percentage by weight of cement (about 0.1 to 0.3%), 

there is a possible risk adding more admixture in concrete than calculated. Several researches [5–7] proved that 

air-entraining admixture dosage is the most significant parameter that affects concrete properties. Using AEAs 

with overdose may produce a reduction in strength [8], aggravate freeze-thaw damage [9], increase 

permeability and delay in setting [10]. The aim of this study is to determine the effect of overdose usage of air 

entraining admixture on concrete properties. For this purpose, it was produced mortars with the use of five 

different admixture dosages. All components (sand, water, cement) except admixture were treated equally. To 

determine the fresh state properties of mortar; unit weight, flowability, setting time and air content tests were 
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conducted. To determine the properties of hardened state of mortars; compressive strength, flexural strength 

and ultrasound velocity were observed. Finally, micro structure analyses were conducted. 

2. EXPERIMENTAL STUDY 

2.1. Materials 

Cement: Locally available CEM I 42.5 R Portland cement, which satisfies EN 197-1, was used. The chemical 

and physical properties of cement are given in Table 1. 

 

Table 1. Chemical and physical properties of cement. 

SiO2 CaO Al2O3 Fe2O3 MgO Na2O  K2O SO3 LOI 

19.42 63.80 4.47 2.70 1.21 0.28 0.59 2.89 4.18 

Spec. Gravity  Blaine, cm2/g Compressive Strength, MPa 

      3.06       3455           25.2 (2-day) 44.9 (7-day) 59.8 (28-day) 

 

Mixing water: As mixing water, Eskisehir tap water was used. The chemical analysis of the drinkable water is 

given in Table 2.  

 

Table 2. Chemical analysis of mixing water. 

pH 

(20°C) 

Cl- 

mg/l 

SO4 

mg/l 

Mg 

mg/l 

Ca 

mg/l 

Zn 

mg/l 

Cu 

mg/l 

Fe 

mg/l 

NO3 

mg/l 

ClO2 

mg/l 

7.49 6.53 91.5 41.5 63.8 0.375 0.092 0.074 4.35 < 0.09 

 

Sand: In order to produce mortar, sand that satisfies EN 196-1 was used.  

 

Admixture: In order to investigate the effects of air-entraining admixture, commercially available AEA, 

supplied from Grace Company, were used and its characteristics are given in Table 3. 

Table 3. Properties of AEA. 

Properties AEA 

Ingredient Sodium salt mixture 

Color Brown 

State Liquid 

Density g/ml (20°C) 1.009 

pH (20°C) 6.6 

Total Chloride % < 0.10 

Total Solid (%) 3.6 
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2.2. Method 

In order to observe the differences in concrete by the dosage of admixture, cement and CEN standard sand 

quantities were set to equal in each mixture. Mixing water was reduced as much as admixture amount. The 

water-cement ratio is selected as 0.50 for the mortar production. In principle, 5 different norm dosages 

including control were prepared for each admixture. But in order to reach definitive results for some tests, like 

compressive strength test, additional dosages in the range of 0% - 2% were applied. The designation and norm 

dosages of admixtures are given in Table 4.  

Prepared mortar was cast into 4 x 4 x 16 cm dimensioned formworks made of steel directly after mixing. The 

samples were separated into groups, each cured at a constant temperature of 20 °C in the curing pool. 

 

Table 4. The designation and norm dosages of admixture. 

Admixture 
Optimum 

Dosage1 
Dosages and Designations 

AEA 0.06%- 0.2% 

0% 

Control 

C-0 

0.1% 0.5% 1.0% 2.0% 

AEA-0.1 AEA-0.5 AEA-1 AEA-2 

1Optimum dosage refers to dosage range that suggested by producer. It refers to a range, because optimum dosage must be assessed after 

preliminary trials depending upon the actual mix constituents and specifications required. 

 

2.3. Tests 

Fresh unit weight was obtained by following EN 12350-6 and using Eq.1.  

D =
m2−m1

V
      (1) 

Where D is unit weight (t/m3), m1 empty weight (t) of cast, m2 weight (t) of cast with mixture and V is the 

volume (m3) of cast.  

To evaluate the flowability of mixtures, the flow table tests were carried out following EN 1015-3 [11]. As a 

test procedure; after lifting the slump cone, two diameters perpendicular to each other are measured and their 

mean is noted as relative slump.  

To measure initial and final setting times, EN 480-2 code was followed. Using Vicat apparatus with the needle 

of (1.13 ± 0.05) mm diameter, setting times were observed.  

Air content in fresh mortar specimens were measured with an apparatus that work with principle of pressure 

method which is based on Boyle’s law [12]. Prepared mixture was poured into impermeable cast, then cast was 

pressurized to the certain pressure and then impermeability was removed in controlled manner. At this time air 

content was observed with the aid of manometer.  

Ultrasound wave transmission measurements were implemented using commercially available instrument that 

satisfies ASTM 597-02. Principally, a pulse is generated at one end of the specimen and the onset of the pulse 

is picked at the other side. The signal transition duration via specimen is observed. Distance that ultrasound 

applied to time ratio gives the ultrasound velocity value.  

Flexural and compressive strength were measured by means of a hydraulic press. Flexural strength tests were 

implemented on three 4x4x16 cm dimensioned specimens per mortar, satisfying the EN 1015-11 code. 

Specimens were placed to 3-point flexural strength apparatus (one-point loading) with the span of 10 mm. The 

loading rate in flexural tests was 0.05 MPa/sec. The six samples collected from the flexural rupture were used 

for the compressive analysis. The loading rate in compressive tests was 0.3 MPa/sec. Compressive strength 

values were collected at ages 7, 28, 56 and 90 days. 

After completing mechanical tests on 90 days old specimens, mortar samples were taken, in order to perform 

microscopic observations. The qualitative phase analysis of hydrated cementitious systems by XRD proved to 

be a good way of interpreting hydration kinetics [13–15]. In this work, quantitative XRD analysis was carried 
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out to obtain information about the phase compositions of the mortars. For microstructural analysis, 

diffractograms were recorded with a Panalytical Empyrean diffractometer, operated at 45 kV and 40 mA, from 

10 to 80° 2θ at 0.08° increments, using CuKα radiation. All samples were ground to powder, placed to sample 

holder of diffractogram and measured about 5 minutes. Evaluation of the observed data was performed with 

the HighScore Plus™ software.  

In this work, SEM analyses were carried out using Zeiss Supra 40VP. First, specimens were cut to small 

dimensions (1 cm x 1 cm) in order to fit into the sample holder. Samples were fixed to sample holder with 

carbon tape, then samples were covered with platinum using Quorum Q150R ES. Samples were placed to 

sample room of Supra 40VP and vacuumed environment was provided using inert nitrogen gas. Ensuring the 

observation conditions, specimens were analyzed and various photos were recorded. 

Bruner Emmet Teller (BET) method is a widely used method to obtain porosity of samples, pore size 

distribution and specific surface area. As a BET analyzer, The Micromeritics Asap 2020 was used for NAD 

analysis. In the range of 1 to 2.5 g of sample is picked up for NAD analyses. Samples were degassed by pre 

heating for a designated temperature with a dry, inert nitrogen gas in order to remove moisture in the specimen 

prior to measurements. 

 

3. RESULTS AND DISCUSSION 

3.1. Fresh mortar properties 

3.1.1. Fresh unit weight 

Because of its nature, air entraining admixtures have an effect of diminishing unit weight of concrete. In this 

work, it was observed continuous reduction of unit weight with the increasing admixture ratio as seen in Fig. 1. 

The most important result of this test is that using AEA within the range of optimum dosage, namely 0.1%, has 

an effect of considerable drop of unit weight which corresponds to 16%, compared to control mixture. Another 

key point of the graph is that; speed of unit weight drop is diminishing after 0.5% of dosage. 

 

 

Fig. 1. Fresh unit weight variation depending on admixture dosage. 

 

3.1.2. Flowability (Flow table) 

As mentioned in literature, AEAs have an effect of imparting plasticity to the fresh concrete [4,16,17]. As can 

be seen in Fig. 2, using AEA with the dosage of 0.1%, increased flowability 34% compared to control mixture. 

But after optimum dosage there is no considerable flowability augmentation, even it can be said that there is no 

change after the dosage of 1%.  
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Fig. 2. Flow diameter values obtained from flow table. 

 

3.1.3. Setting times 

Fig. 3 illustrates initial and final setting time results. Initial setting times are varying from 179 to 433 minutes, 

while final setting times vary from 239 to 588 minutes. After certain point for initial setting, namely 0.5%, 

there is no considerable change for initial setting time while dosage of the admixture is increasing. But, delay 

of the initial setting time of 2% AEA dosage corresponds to 254 minutes when compared to control mixture. 

Similar trends were observed for the final setting times. With the increment of dosage, final setting times were 

extended.  

 

 

Fig. 3. Initial and final setting time variation depending on admixture dosage. 

3.1.4. Air content 

Probably the most important parameter for air entrained concrete is air content. As expected, with the 

increment of dosage, air content in mortar was augmented. As can be seen in Fig. 4, using AEA within the 

optimum dosage, namely 0.1%, has augmented air content more than twice compared to control mixture. 

Moreover, slightly exceeding the optimum dosage range, namely 0.5%, air content of mortar specimen 

escalated to 11.4%, nearly four times of control mixture. But, another significant point of this test is that there 

is no considerable air content augmentation beyond the dosage of 0.5%. Based on the test results, using AEA 

more than 0.5% dosage has no avail practically on the base of air content.  
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Fig. 4. Air content variation depending on admixture dosage 

3.2. Hardened mortar properties 

3.2.1. Ultrasound velocity 

Ultrasound velocity test results at the age of 28-days are plotted in Fig. 5. Ultrasound velocity values are 

varying from 2.37 km/sec to 4.09 km/sec for AEA used mortars. AEA used mixtures’ ultrasound velocity 

values were reduced 14.8%, 30.2%, 36.9, %39.6% and %42.7 compared to control mixture at 0.1%, 0.5%, 1%, 

1.5% and 2% dosages respectively. 

 

 

Fig. 5. Ultrasound velocity variation depending on admixture dosage 

3.2.2. Flexural strength 

AEA used mixtures’ flexural strength values at the age of 28-days are presented in Fig. 6. With the 

augmentation of air content, flexural strength values were diminished because of reverse ratio of air content to 

strength. AEA used mixtures’ flexural strength values were decreased 49.3%, 78.3%, 82.9%, 85.2% and 86.3% 

compared to control mixture at 0.1%, 0.5%, 1%, 1.5% and 2% dosages respectively. The key point of the graph 

is that there is a rapid drop of strength up dosage of 0.5%, but beyond this dosage there is no considerable 

strength drop. 
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Fig. 6. 28-day aged mortar flexural strength variation depending on admixture dosage. 

3.2.3. Compressive strength 

Compressive strength tests were conducted at the ages of 7, 28, 56 and 90 days old specimens. Instead of 

representing each day separately, in order to see strength gain, all values are combined one graph. Fig. 7 

illustrates the compressive strength variations depending on time and admixture dosage, for AEA used 

mixtures. Considering Fig. 7, there is a continuous compressive strength loss with the augmentation of dosage. 

But on the other hand, speed of compressive strength drop is diminishing after 0.5% of dosage. Although, there 

is a compressive strength reduction at the dosage of 0.1% compared to control mixture, strength gain 

depending on time is continuous and stable. But exceeding 0.1%, there is no strength gain depending on time; 

in other words, specimens reach their ultimate strength nearly at the age of 7 days. 

 

Fig. 7. Mortars compressive strength variation depending on admixture dosage 

3.3. Microstructural analysis 

3.3.1. X-ray diffraction (XRD) analysis 

Because of sand is the main ingredient of concrete proportionally, quarts is the main phase of XRD analysis. 

XRD analysis of AEA used mixtures for 6 different dosages including control are plotted in Fig. 8. There is no 

significant phase difference between XRD analysis, because of there is no mineral admixture addition. It can 

be said that, AEA doesn’t change internal structure and/or chemical composition. Physical differences 

(flowability, strength etc) observed on specimens are due to air content.  
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Fig. 8. AEA used mortars XRD analysis. 

3.3.2. Scanning electron microscope (SEM) analysis 

Fig. 9 shows the result of SEM analysis of the 100 times magnified surface of the AEA included specimens at 

90 days-age. Because there is no ingredient in mortar aside from main materials (such as sand, cement and 

water) that can be seen by SEM analysis, and the basis of the work is the entrained-air, air voids were 

investigated. Samples used for SEM analysis were taken from specimens with rupture technique, instead of 

cutting. Since the plane of examination does not usually cut through the center of the spheres [18], in order to 

observe true air void diameters, rupture technique was applied, because of specimens are tent to rupture the 

weakest section which is the center of the void. Considering Fig. 9, samples have air voids in the range from 

50µm to 500 µm in diameter. It can be easily seen that with the increment of dosage, air void content is 

augmenting. 

 

 

 (a) (b) 

Fig. 9. SEM image of specimens (magnification x100). (a) Without AEA, (b) 2% AEA 

 

10 15 20 25 30 35 40 45 50 55 60 65 70 75 80

C
o

u
n

ts
, 

C
p

s

2θ Cu Kα

Q B
T

B
B

A-Alite (C3S) Q-Quarts

B-Belite (C2S) P-Portlandite (CH)

C-Celite (C3A) T-Tobermorite (CSH)

2% AEA

1.5% AEA 

0.5% AEA

Kontrol

P

A

T T

Q

Q A
P C

B
B T T BB P

B B
T BT

1% AEA

0.1% AEA B

B B PA

Control 2% AEA 



 

European Journal of Engineering and Natural Sciences  

 

9 EJENS, Volume 2, Issue 1 (2017) 

 

3.3.3. Nitrogen absorption/desorption (NAD) analysis 

The micropore volume obtained from t-Plot, mesopore volume obtained from Barett, Jonyer and Halenda 

(BJH) method and total pore, sum of two, are summarized in Table 5.  

 

Table 5. Total pore volume of 90-day aged mixtures. 

 

Type 

t-Plot  

micropore 

(cm³/g x 10-2) 

BJH Desorption 

mesopore  (cm³/g x 

10-2) 

Total Pore Volume 

(cm³/g x 10-2) 

C-0 0.0436 1.8375 1.8811 

AEA-0.1 0.0114 1.4417 1.4531 

AEA-2 0.0846 2.0830 2.1676 

 

According to IUPAC (International Union of Pure and Applied Chemistry), sizes of pores are categorized in 

three groups; macropores (greater than 50 nm), mesopores (between 2 to 50 nm) and micropores (less than 2 

nm) [19,20]. With BET analysis, pores less than 500 nm can be analyzed. But, as mentioned before, entrained 

air voids are in the range of 50 to 300 micron, which equals to 50000 to 300000 nanometer. For this reason, 

entrained air voids are ignored in BET analysis, because of BET analysis is in nano scale, not in macro scale.  

Using AEA within the range of optimum dosage, the total pore amount was less by 22.8% than the total pore 

amount of the control mixture at the age of 90 days. But, using AEA with overdose, the total pore amount was 

larger by 15.2% than the total pore amount of the control mixture. According to analysis, using AEA with the 

dosage of 0.1%, pore volume has decreased. This phenomenon can be explained by workability property. It is 

known that, air entraining admixtures have an effect of enhancing workability [21], and for this reason pore 

volume was diminished.  

Pore size distribution of three different mixtures is given in Fig. 10. It can be seen that there are two peaks, first 

one is around 30 Ǻ pore width (left part was unable to measure) and the second one is around 240 pore width. 

AEA-0.1 mixture has more pores compared to control at first peak, while AEA-2 has the most pores than 

control and AEA-0.1 at 30 Ǻ pore size. On the other hand, AEA-0.1 mixture has less pores, compared to 

control at second peak, while AEA-2 again has more pores than control and AEA-0.1 at second peak.  

 

Fig. 10. BJH desorption pore volume curves for three mixes at 90 days. 
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4. CONCLUSIONS 

In this study it was investigated to determine the effect of overdose usage of air entraining admixture on 

concrete properties. To evaluate the possible effects, fresh state and hardened state tests were conducted. Also 

as microstructural analyses, XRD, SEM and BET analyses were performed. Based on the experimental results, 

the following conclusions are drawn: 

1. As expected, with the increment of dosage, AEA used mixtures’ fresh unit weight values were decreased 

considerably. This drop corresponds to 33% at the dosage of 2% compared to control mixture. 

2. It is known that spherical shape of AEA has an effect of enhancing workability. For this reason, with the 

increment of dosage, specimens’ flowability has augmented. But this augmentation trend tent to slow down 

after the dosage of 0.1%   

3. It can be easily said that AEA usage extends setting times.  

4. As expected, the more AEA usage, the more air content in concrete. 

5. According to test results, it is obvious that AEA usage decreases the strength of concrete, both flexural 

and compressive. This result derives from the air void presence. For this reason, AEA must be used carefully 

on high strength concrete applications. 

6. According to micro structural analysis, both XRD and SEM, AEA has no effect on chemical composition 

and CSH formation of concrete. Differences of the physical properties of concrete with the dosage variation are 

due to air void presence in concrete.  

7. With the aid of BET analysis, it was observed that AEA has a positive effect on diminishing nanoscale 

pores (less than 500 nm) within the range of optimum dosage. This phenomenon can be explained with 

workability property. With increasing workability, nanoscale pores are diminishing. 

With the sum of all tests and analyses, AEA must be used carefully and within the range of optimum dosages, 

otherwise there would be loss of physical and mechanical properties of concrete. For this reason, chemical 

admixtures in general, must be used in process of concrete production in plants and uncontrolled usage in the 

field must be prohibited. 
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Abstract 

The present study is focused on developing structural solid surface geometry to 
improve heat transfer by cooling of air with transpiration cooling. Effects of flow 
rate of water (ṁwater= 0.000083, 0.000116, 0.000166, 0.000249 kg/s) and 
particle diameter of porous plate (Dp= 40, 50, 100, 200 μm) on local wall 
temperature and cooling efficiency of porous plate and the system inside a 
rectangular channel with air as a hot gas stream and water as a coolant were 
investigated experimentally. High performance polyethylene as a porous media 
was used not only to form a thermal barrier but also an active cooling plate by 
evaporating water from the surface of porous media to cool air. Temperatures 
were measured by T-type thermocouples. Two electric heaters were used to 
support enough power to the system. It was observed that increasing water 
flow rate did not cause a prominent decrease on surface temperature and 
cooling efficiency of porous plate. The higher injection rates result in further 
increase of the cooling effectiveness. Cooling efficiency of porous plate changed 
from 38 to 90 %. Increasing water flow rate as a coolant causes a prominent 
increase on cooling efficiency of the system. Increasing water flow rate three 
times causes an increase of 26.4 % on cooling efficiency of the system. 
Decreasing particle diameter causes a significant decrease on surface 
temperature. Difference of cooling efficiency of porous plate from Dp=40 to 
Dp=200 μm decreases from 12% to 2 % from inlet region to end of porous plate. 

 
 Key words 

Heat Transfer, porous plate, structured surface, transpiration cooling 

1. INTRODUCTION 

Transpiration cooling is considered as an attractive cooling technique. This method has been used to protect 

solid surface exposed to high-heat-flux, high-temperature environments such as hypersonic vehicle 

combustors, liquid rocket thrusters, gas turbine blades, water oxidation technology, the first wall and blanket 

region in fusion reactors, the nose of aerospace vehicles during the atmospheric re-entry phase of their flight. 

Transpiration cooling processes involve simultaneously two different heat transfer mechanisms: conduction 

through a solid plus convection. In transpiration cooling process: fluid coolant is injected into porous matrix in 

the direction opposite to heat flux, at the same time absorbs the heat conducted into the solid matrix and 

transports heat flux through the convection passing pores, finally the coolant forms a thin film on the hot side 

surface to reduce the heat flux coming into the porous matrix and to cool the hot gas stream. The porous matrix 

in transpiration cooling can be some different types of porous media. Sintered stainless steel walls, metal fibers 

ceramics and porous plastics can be used as a porous media. The structure generally has a large number of 

pores with diameter ranging between 5 and 200 μm and can be made of different shaped particles as spherical, 

porous plate thicknesses can be change between 1 and 10 mm or more.  

Interest and research in this topic may even have accelerated in recent years because of its high potential of 

heat transfer. Many investigators have performed experimental and numerical studies to determine the heat 

transfer characteristics for transpiration cooling. Jiang et al. [1] investigated turbulent flow and heat transfer in 

a rectangular channel without and with transpiration cooling experimentally and numerically. They used two-
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layer k-ε model to calculate the turbulent velocity and thermal characteristics of the main flow. They used 

sintered bronze particles as porous wall and air as coolant. The nominal particle diameter of the sintered porous 

wall was 0.1 mm and the porosity was 0.45. Their results showed that the transpiration cooling greatly 

increases the boundary layer thickness and reduces the wall skin friction and increasing coolant blowing ratio 

sharply reduced both the wall temperature and the convection heat transfer coefficient. Liu et al. [2] 

investigated the transpiration cooling mechanisms for thermal protection of a nose cone experimentally and 

numerically for various cooling gasses. In their study: the effects of injection rates, model geometry, inlet 

temperature and Reynolds number of the main stream were studied for air, nitrogen, argon, carbon dioxide and 

helium. Two-dimensional numerical simulation using the RNG k-ε turbulence model for the main stream flow 

and the Darcy-Brinkman- Forchheimer momentum equation and thermal equilibrium model were used to 

compare the general features in the experiments. Their results showed that the injection rate strongly 

influenced the cooling effectiveness. The increase of the main stream inlet Reynolds number dramatically 

reduced the cooling effectiveness. And the coolant thermos physical properties, especially specific heat, most 

strongly influenced the cooling effectiveness. Liu et al.[3] investigated the flow and heat transfer characteristic 

of transpiration cooling through sintered porous flat plates with particle diameters dp= 40 and 90 μm 

experimentally and numerically with dry air as the coolant stream. In their study their parameters were solid 

matrix thermal conductivity, injection rate and particle diameter. They showed that the cooling effectiveness 

increased with increasing injection rate, the temperature distribution on the porous bronze plate was more 

uniform than that on the sintered stainless steel plates and the cooling performance for the porous wall with the 

smaller particle diameters was better. Arai and Suidzu [4] investigated experimentally effects of the porous 

ceramic coating material such as permeability of cooling gas, thermal conductivity and adhesion strength. The 

mixture of 8 wt.% yttria-stabilized zirconium and polyester powders was employed as the coating material, in 

order to deposit the porous ceramic coating onto Ni-based super alloy substrate in their study. They showed 

that porous ceramic coating has superior permeability for cooling gas and transpiration cooling system for gas 

turbine could be achieved by using porous ceramic coating. He et al. [5] investigated new conversation 

equation for mass, momentum and energy to describe the performances of fluid flow, heat absorption and 

phase change in porous matrix. Their model’s main differences from previous models are firstly, considering 

the compressibility of vapor in the momentum and energy equations, secondly, adding a term of the 

momentum transfer caused by liquid phase change into the momentum equation of vapor and liquid phases in 

two-phase region, finally in the energy equation of   two-phase region, taking the variations of temperature and 

pressure into account. Their results showed that with an increase in heat flux and decrease in coolant mass flow 

rate the temperature difference over the two-phase region falls and a higher external heat flux or lower coolant 

mass flow rate will accelerate the phase change process and increase he area of two-phase region and vapor 

region. Wang et al [6] investigated the effect of different mainstream temperature, Reynolds numbers, and 

coolant injection ratio on transpiration cooling of the wedge shape nose cone with an equal thickness porous 

wall using liquid water as coolant. They obtained that the average temperature over the transpiration area falls 

with an increase in the coolant injection ratio, whereas the average cooling effectiveness rise and There is an 

optimal injection rate, at which the coolant passing through pores with liquid state when the driving force for 

the coolant injection is the minimum and the cooling effectiveness is high. Tsai et al. [7] investigated the 

transient cooling process in a sudden-expansion channel with the injection of cold air from the porous bottom 

wall experimentally. They identified distinct flow features under various rates of coolant injection. They 

categorized flow features to four cooling patterns; the recirculation pattern, the elevated recirculation pattern, 

the transpiration pattern and film pattern. Langener et al. [8] investigated transpiration cooling applied to flat 

C/C material under subsonic main-flow conditions. In their study; main-stream Mach number ranged from 

Mg= 0.3-0.7 and totals temperature was 523 K. Air, argon and helium were used as coolants. They showed that 

thickness of sample and main stream total temperature did not affect the cooling efficiency. The coolant used 

and its specific capacity was the most influential parameter for the cooling efficiency. And with higher Mach 

number the cooling efficiency decreased. Tsai and Lee [9, 10] investigated the correlation between superheat 

levels and heat fluxes when used sintered powder structures as wicks. Their parameters were 45 μm, 75 μm, 

150 μm of powder sizes and powder shapes of spherical, dendritic. Their results showed that smaller powders 

structures achieved higher effective thermal conductivities for both powder shapes. Spherical powder 

structures achieved twice the effective thermal conductivity of dendritic powder ones for each powder size. 

And at the same superheat level structures of smaller powder size and dendritic powder shape achieved higher 

heat fluxes. He et al [11] investigated performance of evaporative cooling with cellulose and Polyvinyl 

Chloride (PVC) corrugated media experimentally. The heat and mass transfer and pressure drop across the two 

media with three thicknesses (100, 200, 300 mm) were studied. Their results showed that the pressure drop 

range of the cellulose media is 1.5-101.7 Pa while the pressure drops of the PVC media are much lower with 

the range of 0.9-49.2 Pa, depending on the medium thickness, air velocity and water flow rate. The cooling 

efficiency of the cellulose media vary from 43% to 90% while the cooling efficiency of the PVC media are 8% 

to 65% depending on the medium thickness and air velocity. Most of these previous investigations can be 

divided into two categories. The first group focused on analyses of the characteristics of the boundary layer, 
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turbulent or laminar flow in transpiration conditions. The second group focused on transpiration cooling 

effectiveness at high pressure and temperature to simulate practical operational conditions. However, there are 

few studies of developing structural solid surface geometry and controlling the temperature of hot gas stream 

and surface to enhance heat transfer by using transpiration cooling. The objective of this study is to investigate 

the local wall temperature and cooling effectiveness distribution along the surface of a porous flat plate with air 

as a hot gas stream and water as a coolant to figure out the influence of mass flow rate of water, and particle 

diameters of porous plate. 

2. MATERIALS AND METHODS  

In This study; an experimental investigation of effects of mass flow rate of water, and particle diameters of 

porous plate on local wall temperature and cooling efficiency along the surface of a porous flat plate inside a 

rectangular channel with air as a hot gas stream and water as a coolant was done. For this purpose a porous 

plate was used not only to form a thermal barrier but also an active cooling system by evaporating water from 

the surface of porous media. 

2.1 Experimental Apparatus 

A schematic of the experimental facility, which consists of an air blower, flow meter for air and water, a 

computerized data acquisition system, a test section, a power unit, an absolute and differential manometer and 

a calibrator thermometer, is shown in Fig. 1. The power unit includes variac and parallel connected air heaters. 

The test section is composed of a polycarbonate rectangular channel and a porous plate. Details of the test 

section are shown in Fig.2. The channel is made of polycarbonate sheet and its geometry is shown in Fig. 2. 

Dimensions of test section were arranged as 220x880x10 mm (width, length, high). Hydraulic diameter of the 

channel is 19.1 mm. Then porous plates (high performance polyethylene) were arranged and located over water 

channel in test section precisely. Temperatures at the centers of porous plate were measured using calibrated T-

type thermocouples inserted through 2 mm holes inside the thickness of the porous plate. Calibrated 

thermocouples were located in the middle of porous plates in this arrangements (6,16,28,38,50,60,72,82 cm). 

 

Figure. 1. Schematic of experimental apparatus 

 

Figure. 2. Details of the test section 

Conventional temperature measurements of the porous plate surface were used to evaluate cooling efficiency 

of the system. Two electric heaters were used to support enough power to the system to increase air 

temperature to the needed level. This electric heater was connected parallel and they supplied 280-620 W 

power to the system according to needed power. A variac was used to arrange voltage to support needed power 

for the system. The total power supplied was monitored using digital multimeters for the control of voltage and 

current. Then flow meter of air and water were added to the system. For each particle diameter (40, 50, 100, 

and 200 micrometer) porous plates were prepared again and tested for different parameter. Air temperatures 
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ranged between 47°C and 77°C. Polystyrene foam board was used to insulate the top side of the channel with a 

thickness of 50 mm (k = 0.032 W/(m.K)). The ambient temperatures in the experiments varied between 20°C 

to 24°C. The system was assumed to be steady state when variations of the surface temperatures and the inlet 

and outlet fluid temperatures of water and air were all within ±0.1 ºC.  

2.2 Data Reduction 

The focus of the present investigation is to develop structural solid surface geometry to improve heat transfer 

by cooling of air with transpiration cooling. Inlet and outlet temperature of hot stream gas (air) were chosen 

according to the inlet and outlet temperature of cooling systems. In this application there is a porous plate in a 

rectangular channel, this porous plate is wetted by water of which reservoir temperature is Twater= 22 ºC. Air 

enters into the channel with some different temperatures and velocities. For this application dry air (relative 

humidity of air, x=0) was used as a hot gas stream.  

In this application; all Reynolds numbers were bigger that 3000 so it can be assume that it is a turbulent flow. 

Mean average film temperature in the channel is calculated as; 

2

surfaceairin

avg

TT
T




                                                                                                               (1)           

where Tairin is the inlet temperature of air, Tsurface is the average surface temperature of porous plate. So It 

can be calculated, as explained by Mills [12], some physical properties of air by using thermodynamics tables 

as; ρ is the density of air, cp specific heat of air,  γ is the kinematic viscosity, Pr is the Prandtl number and Sc 

Schmidt number. So Stanton number with zero porosity can be calculated as; 
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And convective heat transfer coefficient with zero-mas-transfer will be; 
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                                                                                                                                   (3)  

where ρ is the density of air, Vair is air velocity, cp specific heat of air and St* is stanton number.   

So mass transfer driving force is; 
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where mev is mass fraction of water vapor at channel flow and ms is mass fraction of water vapor at surface.  

And mass transfer St number can be calculated as; 
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)((Re)0296.0


 ScSt mass                                                                                                            (5)            

So the zero mass transfer limit conductance will be;       

massairmass StVg
**

..
                                                                                                                              (6)            

where ρ is the density of air, Vair is air velocity and St*mass is the mass transfer stanton number. And the 

mass transfer conductance is; 
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where massg
*

 is the the zero mass transfer limit conductance, Bm is the mass transfer driving force. So mass 

flow rate of evaporated water is; 

mmassev
Bgm .



                                                                                                                                               (8)            

Then heat transfer blowing parameter is; 
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where evm


 is the mass flow rate of evaporated water, cp specific heat of air and hc* is convective heat 

transfer coefficient with zero-mas-transfer. And convective heat transfer coefficient for surface of porous plate 

is; 
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So energy balance equation on the surface of porous plate is; 

).().( wateroutfgwaterinwaterairinairoutair
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                                                               (11)            

where airm


 is the mass flow rate of air,  airouth
 is the outlet enthalpy of air, airinh

 is the inlet enthalpy of 

air,   waterm


 is the mass flow rate of water, waterinh
 is the inlet enthalpy of water, waterouth

 is the outlet 

enthalpy of water, and  fgh
 is the latent heat of water. 

And convection heat transfer can be calculated as; 

).(.).( surafceaircwaterinwateroutfgwaterconv
TTAhhhhmq 
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                                             (12)            

where waterm


 is the mass flow rate of water, waterinh
 is the inlet enthalpy of water, waterouth

 is the outlet 

enthalpy of water, fgh
 is the latent heat of water, hc is the convective heat transfer coefficient for surface of 

porous plate, A is surface area of porous plate, Tair is the temperature of air and Tsurface is the avarage surface 

temperature of porous plate. 

Conductıon heat transfer from porous plate to water will be; 

 
).( waterinsurfecewatercond
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                                                                                                             (13)            

where waterm


 is the mass flow rate of water, surfaceh
 is the enthalpy of water  at surface temperature, 

waterinh
 is the enthalpy of water at inlet temperature. 

So cooling efficiency of the porous plate, shows protecting degree of main surface by decreasing surface 

temperature with using porous plate, is; 

airinwater
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                                                                                                                                            (14)            

And cooling efficiency of the system, shows cooling degree of air with using this system, will be; 

surfaceairin

airoutairin

sys
TT
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
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                                                                                                                                          (15)            

Moffat [13, 14] presented a general description of sources of errors in engineering measurements and 

discussion of the use of uncertainty in the planning of experiments. In addition to that, the uncertainty 

associated with the experimental data is estimated using Root-Sum-Square (RSS) method, to combine the 

individual uncertainty terms of the independent variables in the calculation of the heat transfer, by Caggese et 
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al. [15] and Fechter et al. [16]. Table 3 shows uncertainty levels of measured parameters and their errors in the 

calculation of efficiency of porous plate, efficiency of the system and the Reynolds number. In the present 

experiments, the temperature measurements were accurate within ± 0.1 °C, and the velocity measurements 

were accurate within ± 2%. The uncertainty of Re, efficiency of porous plate, and efficiency of the system for 

the ranges of  parameters studied under steady-state conditions is within ± 0.7% , ± 3.4% and ± 6.4%, 

respectively.  

Table 3. Experimental uncertainties  

Parameter Units Value Errors % 

Vair m/s 3.35 ± 0.2 ± 5.9 

Tsurface ° C 
Tsurface= 33 

°C 
± 0.1 ± 0.3 

Re - Re =3580  26.57 0.7 


 - 

 = 79.1 2,68 3.4 

sys
 

- sys
= 48.74 3.13 6.4 

 

3 RESULTS AND DISCUSSION  

In this section, experimental results were presented for different water flow rate as a coolant, and particle diameters of 

porous plate.  

3.1 Effect of water flow rate 

Experiments were conducted for different water flow rate for Re=3300 and Tinlet= 77 ºC. Water flow rates ,applied in 

experimental, are between 0,000083 and 0.000249 kg/s. Surface temperature was measured for different water flow rates. 

Measured temperature was shown in Fig.3.  
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Figure. 3. Surface temperatures for different water flow rate  

It was observed that increasing water flow rate did not cause a prominent decrease on surface temperature and cooling 

efficiency for the water flow rate of experiments. Because flow rate of water is slightly changed to determine the optimum 

value of water flow rate. The higher injection rates result in further increase of the cooling effectiveness. The difference of 

cooling efficiency decreased up to the end of the porous plate because air temperature also decreases at that region. Cooling 

efficiency of porous plate for different water flow rate was shown in Fig.4. It is observed that surface temperature changed 

from 27 to 56 ºC and cooling efficiency changed from 90 to 38%. If we continue to increase flow rate of water, droplets 

would occurred on the surface of porous plate and covered the surface. Then amount of evaporated water from the surface 

decreased. So effect of porous plate on heat transfer, extending surface area, also decreased. Cooling efficiency of the 

system for different water flow rate was shown in Fig.5.  
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Figure. 4. Cooling efficiency of porous plate for different water flow rate 
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Figure. 5. Cooling efficiency of the system for different water flow rate 

Increasing water flow rate as a coolant causes a prominent increase on cooling efficiency of the system. Increasing water 

flow rate three times causes an increase of 26.4 % on cooling efficiency of the system. Because increasing flow rate of 

water not only causes an increase on the quantity of evaporated water and amount of heat taken from the air but also 

decrease of temperature of air and surface.   

3.2 Effect of Particle Diameter 

In this study effect of particle diameters on heat transfer from the surface is investigated. It is known that heat transfer 

occurs from the cavities of particles of surface. It is thought that if particle diameter of porous plate is decreased an increase 

on heat transfer can be obtained. But there should be a limit for decreasing particle diameter of surface. So experiments 

were conducted for different particle diameter Dp=40, 50, 100 and 200 μm for Re=3300, Tinlet= 77 ºC and water flow rate 

ṁwater= 0,000083 kg/s. Surface temperature was measured for different particle diameter. Measured temperature values 

were shown in Fig.6. 
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Fig. 6. Surface temperatures for different particle diameter 

It can be seen that decreasing particle diameter causes a significant decrease on surface temperature. The reason of this, 

decreasing particle diameter causes an increase on surface area for evaporation and heat transfer. Effect of particle diameter 

on surface temperature can be detected easily at the inlet region of porous plate but this difference decrease slightly to the 

end of porous plate. Cooling efficiency of porous plate for different particle diameter was shown in Fig.7. 
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Fig. 7. Cooling efficiency of porous plate for different particle diameter 

Beyond the point of x=0,6 m there is not a significant change among different particle diameter. Difference of cooling 

efficiency from Dp=40 to Dp=200 μm decreases from 12% to 2 % from inlet region to end of porous plate.  

4 CONCLUSIONS  

The present study is focused on developing structural solid surface geometry to improve heat transfer by cooling of air with 

transpiration cooling. Effects of particle diameters and mass flow rate of water on local wall temperature and cooling 

effectiveness along the surface of a porous flat plate inside a rectangular channel with air as a hot gas stream and water as a 

coolant were investigated experimentally. Surface temperature of porous plate were measured and cooling efficiency of 

system were calculated for different flow rate of water (ṁwater= 0.000083, 0.000116, 0.000166, 0.000249 kg/s) and particle 

diameter of porous plate (Dp= 40, 50, 100, 200 μm). 

The following conclusions can be drawn from the experimental results; 

Increasing water flow rate did not cause a prominent decrease on surface temperature and cooling efficiency of porous plate 

for the water flow rate of experiments. Because flow rate of water is slightly changed to determine the optimum value of 

water flow rate. The higher injection rates result in further increase of the cooling effectiveness. Surface temperature 

changed from 27 to 56 ºC and cooling efficiency changed from 90to 38 %. Increasing water flow rate as a coolant causes a 

prominent increase on cooling efficiency of the system. Increasing water flow rate three times causes an increase of 26.4 % 

on cooling efficiency of the system. 

Decreasing particle diameter causes a significant decrease on surface temperature. The reason of this, decreasing particle 

diameter causes an extension on surface area for evaporation and heat transfer. Difference of cooling efficiency of porous 

plate from Dp=40 to Dp=200 μm decreases from 12% to 2 % from inlet region to end of porous plate.  

Acknowledgment 

The financial support of this study by the Scientific Research Council of Turkey (TUBITAK), with the program of 

postdoctoral scholarship (2219) and University of California Los Angeles Post Doctorate Program (UCLA/USA), is 

gratefully acknowledged. 

References 

[1]. [1] P.X.,Jiang, L.Yu, J.G.Sun, J.Wang, “Experimental and numerical investigation of convection heat transfer in transpiration 

cooling”, Applied Thermal Engineering, vol.24, pp.1271-1289, 2004. 

[2]. [2] Y.Q.Liu, P.X. Jiang,.S.S. Jin, J.G. Sun, “Transpiration cooling of a nose cone by various foreign gases”, Int. Journal of Heat 

and Mass Transfer, vol.53 , pp.5364-5372, 2010. 

[3]. [3] Y.Q. Liu, P.X. Jiang, Y.B. Xiong, Y.P. Wang, “Experimental and numerical investigation of transpiration for sintered porous 

flat plates”, Applied Thermal Engineering, vol.50, pp.997-1007, 2013. 

[4]. [4] M. Arai, T. Suidzu, “Porous ceramic coating for transpiration cooling of gas turbine blade”, J.Thermal Spray Technology, 

vol.22, pp.690-698, 2012. 

[5]. [5] F. He, J. Wang, L. Xu, X. Wang, “Modeling and simulation of transpiration cooling with phase change”, Applied Thermal 

Engineering, vol.58, pp.173-180, 2013. 

[6]. [6] J. Wang, L. Zhao, X. Wang, J. Ma, J. Lin, “An experimental investigation on transpiration cooling of wedge shaped nose cone 

with liquid coolant”, Int.J.Heat and Mass Transfer, vol.75, pp.442-449, 2014. 

[7]. [7] G. Tsai, Y.C. Lin, H.W. Wang, Y.F. Lin, Y.C Su., T.J. Yang, “Cooling transient in a sudden-expansion channel with varied 

rates of wall transpiration”, Int.J.Heat and Mass Transfer, vol.52, pp.5990-5999, 2009. 

[8]. [8] T. Langener, J. Wolserdorf, M. Selzer, H. Hald, “Experimental investigations cooling applied to C/C material”, Int.J. Thermal 

Science, vol.54, pp. 70-81, 2012. 

[9]. [9] Y.Y Tsai, C.H. Lee, “Experimental study of evaporative heat transfer in sintered powder structure at low superheat levels”, 

Experimental Thermal and Fluid Science, vol.52,pp.230-238, 2014. 

[10]. [10] Y.Y Tsai, C.H. Lee, “Effect of sintered structural parameters on reducing the superheat level in heat pipe evaporators”, 

Int.J.Thermal Science, vol.76, 225-234, 2014. 

X (m)
0.0 0.2 0.4 0.6 0.8

E
ff
ic

ie
n
c
y 

(%
)

20

30

40

50

60

70

80

90

100

Dp=40 micron Eff.

Dp=50 micron Eff.

Dp=100 micron Eff.

Dp=200 micron Eff.



 

European Journal of Engineering and Natural Sciences  

 

2022 Kilic and Taner 

[11]. [11]  S. He, Z. Guan, H Gurgenci., K. Hooman, Y. Lu, A.M. Alkhedhair, “Experimental study of film media used for evaporative 

pre-cooling air”, Energy Conversion and Management, vol.87, pp.874-884, 2014. 

[12]. [12]  A.F. Mills, Mass Transfer, University of Los Angeles California, USA, 2001. 

[13]. [13]  R.J.Moffat, “Describing the uncertainties in experimental results”, Experimental Fluid Science, vol. 1, pp.3-17, 1998. 

[14]. [14]  R.J.Moffat, “Using uncertainty analysis in the planning of an experiment”, ASME Journal of Fluid Engineering, vol.107, 

pp.173-178, 1985. 

[15]. [15]  O.Caggese, G.Gnaegi, G.Hannema, A.Terzis, P.Ott, “Experimental and numerical investigation of a fully confined 

impingement round jet”, International Journal of Heat and Mass Transfer, vol. 21, pp.156-163, 2000. 

[16]. [16]  S.Fechter, A.Terzis, P.Otto, B.Weigand, J.V.Wolfersdorf, M.Cochet, “Experimental and numerical investigation of narrow 

impingement cooling channels”, International Journal of Heat and Mass Transfer, vol. 67, pp.1208-1219, 2013. 

 



e-ISSN: 2458-8156 

© CNR Group, Istanbul (Turkey)                                       EJENS, Volume 2, Issue 1 (2017), pp. 21-28 

 

 

Comparison of Performance of Conventional 
Membrane Bioreactor with Dynamic Membrane 

Bioreactor 

Mehmet Akif Veral1, Abdullah Kizilet2, Ozer Cinar1* 

1Yildiz Technical University, Department of Bioengineering, 34210, Esenler/İstanbul, Turkey.  

2Department of Bioengineering and Sciences, Kahramanmaras Sutcu Imam University, 46100, Kahramanmaras, 

Turkey. 

3Yildiz Technical University, Department of Environmental Engineering, 34220, Esenler/İstanbul, Turkey.. 

*CorrespondingAuthor email: ocinar@yildiz.edu.tr 

 

Publication Info 

Paper received: 

29 May  2016 

 

Revised received: 

15 October 2016 

 

Accepted: 

01 March 2017 

 

Abstract 
The purpose of this study is about comparison of non-woven and 0.45 µm pore 
size real membrane placed in one aerobic tank and under same conditions. 
Comparison has been made between dynamic membrane bioreactors (DMBR) 
and membrane bioreactor (MBR), which have been employed in a widespread 
manner, to develop a convenient solution of high membrane cost handicap. 
Both membrane types operated under same aerobic conditions such as; 
volume, LMH and SADm. In addition, they have been fed with synthetic 
municipal wastewater and operated periodically to hinder membrane fouling. 
At the end of approximate one-month adaptation time course, bioreactors, 
which have reached stable conditions, have been operated to gather the data 
throughout 60 days. COD removal rates and turbidity results have been 
compared and non-woven dynamic membrane results have shown similar 
results to real membrane in terms of efficiency. Furthermore, dynamic 
membrane has exposed air back wash and pressure changes examined. While 
average COD removal is determined 93% for non-woven dynamic membrane 
and 95% for 0.45 µm pore size real membrane, turbidity values 
haveobtained1,5 NTU and 0,7 NTU for non-woven and 0.45 µm real membrane, 
respectively. 

 

 
 Key words 

Dynamic membrane, membrane bioreactors, non-woven and 0.45 µm membrane 

 

1. INTRODUCTION 

There has been growing relevance for biological wastewater treatment methods using membranes. Solid-liquid separation 

processes are being done in the way of biological wastewater treatment and in particular, membrane bioreactors (MBRs) 

are playing essential role in treatment processes [1]. With the benefits and usage of micro/ultrafiltration, MBR ensures 

significant benefits and progression if it is compared with conventional active sludge processes (CASP), while pore size of 

the membrane doesn’t allow to pass all substances or colloidal particles through the pores whose range is between 0.05-0.4 

µm [2].MBRs are combination of permeable membranes and they include the physical separation of refined water and 

biomass. In conventional active sludge process, biochemical oxidation and water/biomass separation occurs in two different 

tank but MBRs make it convenient to proceed in one tank [1, 3]. Therefore, membrane bioreactors hinder the production of 

sludge whose amount normally increases throughout the process and employ high concentration of constituents of mixed 

liquor that comprises colloidal particles or solid substances suspended in the reactor. It also provides high dispelling yield 

of biological oxygen demand (BOD) and chemical oxygen demand (COD) [3]. While process has been done by using 

aerobic and anaerobic bacteria cultures, different types of membranes are being tested for better performance. Combination 

of the reactors and more convenient module designs ensures visually induced footprint. Throughout the separation process, 
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usage of the membrane that filtrates the mixed liquor enhances the quality of excreted effluent. Therefore, MBR systems 

permit engagement of the bacteria in each other and forming flocs through the surface of the membrane and it also blocks 

the transition of colloidal particles from the pores and sustains sterilization [4, 5]. However, there are wide spread 

applications of aerobic MBR studies in the literature, there are also anaerobic processes in the applications of MBR system 

[6, 7]. Although, effluent quality and low system footprint are mentioned as benefits of MBRs, it has some primary 

limitations like; low flux, energy demand, membrane cost and clogging control. All those problems can be solved by using 

dynamic membrane technology (DMBR) [1, 8, 9]. Generally, membrane pores are plunged because of organic materials 

orcolloidal particles. DM layer hinders the blockage of support material by biomass filtration layer that underlies on DM 

itself [10, 11, 12]. Throughout the process, transition/movement of the suspended solid particles creates a cake layer on the 

membrane. Generation of the cake layer can decide the refusal characteristics of the process because cake layer itself plays 

the secondary membrane role hence after [13, 14, 15]. Water backwash, air backwash or scrubbing methods can be efficient 

to clean the dynamic membranes without using chemical substances [16]. Nevertheless, cleaning without using chemical 

substances may employ transient deprivation of effluent. One of the most critical properties for the dynamic membranes is 

the preclusion of the solid substances through the surface of the secondary membrane which can be comprised or 

regenerated by itself called self-forming dynamic membrane (SFDM). However, formation and/or reformation of the 

dynamic membrane layer may diminish the transmissivity of the membrane which is similar hitch that has been seen in 

conventional MBRs [17]. Micro/ultrafiltration membranes are overpriced than other low cost materials like mesh, non-

woven fabric and woven wire cloth which can be used as support material for the generation of dynamic layer [9, 18, 19, 

20]. In addition, employing low cost materials, which are mentioned above, instead of using traditional materials ensures 

high rate flow of liquid at lower transmembrane pressure (TMP) in cost saving field [3, 15, 21, 22]. 

In this study, two different types of membranes, non-woven and 0.45 µm pore size real membrane, have been employed 

and compared in each other in terms of Turbidity, TMP, SMP, EPS and CST analyses. 

2. MATERIAL AND METHOD 

Two different membrane modules were performed and one lab scale aerobic membrane bioreactor (AeMBR) tank was 

designed. It was made of plexiglas at dimensions of 8x14x38 cm operated in total volume of around 3000 ml and active 

volume of 2500 ml. Suspended solids concentration was stabilized at 5000 mg AKM/L. Reactor was equipped with water 

level sensor and aeration device, which procures mixing and continuous physical membrane cleaning, at the bottom. Inside 

of the tank, two different membrane types, non-woven flat-sheet polyethersulfone (PES) microfiltration and0.45 μm pore 

size real membrane, were employed for the operation and double-sided support layer was utilized for the membrane 

stableness. Each membrane module, made of 12x12 cm plexiglas, had volume of 217 ml and active surface area was 

adjusted to 7.5x7.5 cm2(Fig.1). 

 

Fig.1. Schematic representation of MBR system: 1. Feed Tank, 2. Feed Pump, 3. Reactor, 4. Level Sensor, 5. Membrane 

Modules, 6. Air Diffuser, 7. Air Flow Regulator, 8. Permeate Tank, 9. Suction Pump 

MBR system was operated at 11.11 LMH flux and 10 LMH net flux. SADm value and membrane suction pumps’ flow rate 

was 1 Nm3 (air)/m2.hour and 2.08 ml/minute, respectively. Membranes were operated 4.5 min. and kept 0.5 min rest. When 

the membrane pressure reached 250 mbar pressure, dynamic membrane module was subjected to physical cleaning process. 

Every day, air backwash operation implemented to the membranes to reduce plugging at 22.5 L (air)/hr. flux through 1 

minute. It was noticed that physical cleaning and air backwash pressure values were at desired level, in terms of 

transmembrane pressure (TMP). 

Synthetic Wastewater Characteristics and Operation Procedures 

The feed water of the MBR system was synthetic wastewater and feed chamber was filled regularly as 7000 ml every day. 

Chemicals of synthetic wastewater were represented at Table 1 and sucked permeate accumulated into two different tanks. 

Established AeMBR was operated interminably, because throughout its operation no kind of sludge elimination process 

was employed. However, pumps were adjusted 4.5 minutes of suction pressure so as to apply 30 seconds rest. This is one 

of the methodologies widely used to prevent plugging. To prevent clogging, non-woven dynamic membrane was 

administered for backwash operation each day, one minute and 0.45 µm pore size membrane was not employed for the 

same operation. 
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Table 1. Synthetic Wastewater Content 

 

Net Flux Calculations 

Amount of water passing along the unit surface area of membrane per unit of time is simply called flux, J. In this context, 

flux can be formulated as [3]; 

  𝐹𝑙𝑢𝑥 =  
𝐹𝑙𝑜𝑤

𝐴𝑟𝑒𝑎
  𝐽 =

𝑄

𝐴
=  

𝑉𝑜𝑙𝑢𝑚𝑒

𝑇𝑖𝑚𝑒  𝑥 𝐴𝑟𝑒𝑎
   (1) 

MBR system was operated in 5 minutes periods, as 4.5 min. working and 0.5 min. rest. Net flux is represented with the 

following formula [3]; 

 𝑁𝑒𝑡 𝑓𝑙𝑢𝑥 = 𝑓𝑙𝑢𝑥 ×
𝑟𝑢𝑛𝑛𝑖𝑛𝑔  𝑡𝑖𝑚𝑒

𝑤𝑎𝑖𝑡𝑖𝑛𝑔  𝑡𝑖𝑚𝑒 +𝑟𝑢𝑛𝑛𝑖𝑛𝑔  𝑡𝑖𝑚𝑒
 = 11,11 ×

4,5 𝑚𝑖𝑛 .

 0,5+4,5  𝑚𝑖𝑛 .
≅ 10 𝐿𝑀𝐻 (2) 

 

2.1. Surface area, Flow and SADm Calculations 

Dimensions of the membrane were 7.5cmx7.5cm. Active surface area calculation is presented with an equation below; 

  𝐴𝑐𝑡𝑖𝑣𝑒 𝑠𝑢𝑟𝑓𝑎𝑐𝑒 𝑎𝑟𝑒𝑎 = 7,5 𝑐𝑚 × 7,5 𝑐𝑚 × 2(𝑚𝑒𝑚𝑏𝑟𝑎𝑛𝑒 𝑚𝑜𝑑𝑢𝑙𝑒𝑠),= 0,01125𝑚2 

Flow, can be calculated by multiplying the flux and membrane surface area. Active surface area and flux are calculated as 

0.01125 m2 and 11.11 LMH (L/m2.saat), respectively. Flow is calculated by the following equation [3]; 

    𝐹𝑙𝑜𝑤 = 11,11
𝐿

𝑚2 .𝑕𝑜𝑢𝑟
 × 0,01125 𝑚2 = 0,125 𝐿/𝑕𝑜𝑢𝑟 (3) 

Volume of permeate which should be evacuated from the operation and volume of flow that should be sucked by the pumps 

were computed via following balance, respectively; 

𝑃𝑒𝑟𝑚𝑒𝑎𝑡𝑒 = 0,125 ∗ 24 = 3000 𝐿 

𝐹𝑙𝑜𝑤 =  
𝑉𝑜𝑙𝑢𝑚𝑒

𝑇𝑖𝑚𝑒
=  

3000 𝐿

1440 𝑚𝑖𝑛.
= 2,083 ≅ 2,08 𝑚𝑙/𝑚𝑖𝑛𝑢𝑡𝑒 

System was operated under 1 Nm3xhr/m2 SADm value and required oxygen amount is calculated as; 

  𝑆𝐴𝐷𝑚 =
𝑄(𝑎𝑖𝑟 )

𝐴𝑟𝑒𝑎
 𝑆𝐴𝐷𝑚 =  

𝑁𝑚 3/𝑕𝑟

𝑚2  1 =
𝑁𝑚 3(𝑎𝑖𝑟)

0.1125×1𝑕𝑟
   (4) 

Amount of air for a membrane module calculated as 11.25 L/hour. In our system, two membrane modules were operated, 

so total amount of air for the reactor was calculated as 22.5 L/hour. 

2.2. Analytic Methods 

2.2.1. Chemical Oxygen Demand 

While samples taken from feed tank were two times diluted for analysis, samples taken from permeate tank were not 

diluted and directly utilized in the NTU experiment. There were four experimental tubes reserved for the COD process. 2 

individual, 2.5 ml, samples were taken from real and dynamic membranes permeate and 2.5 ml distilled water was taken as 

witness sample. On the other hand, 1.25 ml sample from the feed tank was mixed with 1.25 ml distilled water for two times 

dilution. These four different types of samples were stored individually to the tubes and 1.5 ml potassium dichromate and 

3.5 ml silver sulfuric acid (AgSO4) were added inside of the tubes. After then, tubes were stored inside of the 

thermoreactor, for 120 minutes at 1500C. WTW CR 3200 brand thermoreactor was used and after two hours, tubes were 
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taken from thermoreactor and allowed to cool down. Titration process was ensured by using magnet inside beaker placed 

on mixer. While beaker was stirring the mixture, two drops of ferroin indicator were added and titrated with the FAS 

solution. At the end, consumptions were noted. 

2.2.2. Determination of Turbidity, Transmembrane Pressure, CST 

Suspended solids inside of the water and soluble inorganic constituents can cause and also increase the turbidity 

parameters. Unit of the turbidity is NTU in nefolometric turbidimeters. In experimental phase, WTW TURB 550IR type 

turbidimeter instrument was employed. Therefore, determination of the turbidity was done by two individual 35 ml samples 

taken to the 50 ml falcon tubes from the permeate of 0.45 pore size real membrane and non-woven dynamic membrane. 

Before turbidimeter was run, 1000 NTU, 10 NTU and 0.02 NTU standard solutions glass tubes were cleaned up 

painstakingly with glass-cloth and put to dedicated wells of the instrument respectively for calibration process. 

Turbidimeter glass tube was washed with the soap and rinsed. Then, washed with distilled water, wiped with glass-cloth, 

shaken two times with few drops of sample of interest for the measurement and 25 ml sample was put inside of the tube 

which was shaken at that moment. Tube was placed inside of the instrument and measurement results were noted for both 

sample types. Transmembrane Pressure (TMP) Measurement: Throughout the experiment, pressure measurements were 

done daily with TMP instrument. As a result of dynamic membrane pressure reach of 250 mbar it was sentenced to 

backwash. Increase in pressure indicates that membrane blockage occurred. All pressure measurements were carried out 

programmable digital manometer (KELLER-Leon record, Swiss), and Installerlogger5 the software. Air Backwash:  

Backwashing the membrane with water and the negative or positive pressure to be lifted to rest on was one method for 

preventing the blockage problem. Membranes operated at high flux can run in a shorter time period and blockage can be 

prevented by more frequent backwashing or rest periods applying (D.C. Stuckey, 2012). In this experiment, backwash was 

employed only for non-woven dynamic membrane, daily. Backwashing was done for 1 minute, while flux was kept 

constant. Capillary Suction Time (CST), SMP, EPS Analyses: Capillary suction time (CST) is a widely utilized 

methodology to measure the filterability and related with the movement of water from the sludge through 1 cm path in a 

particular time period, in a porous capillary membrane. In experiment, the determination of sludge filtration properties and 

to determine the relationship of capillary absorption time with obstruction, CST instrument (Triton 304M, England) was 

used to determine CST. SMP was determined after centrifugation of the samples at 4000 rpm for 10 min. from the reactor 

effluent obtained at experimental stages of filtering supernatant samples and amount of protein and carbohydrates obtained 

from filtrate. Samples taken from reactor were centrifuged for the EPS analyze and EPS in biomass was extracted. EPS 

extraction process was carried out just as specified in the book of Judd (2006) with the heating. EPS value was stated as 

protein and carbohydrate concentration. Analyses were made by Bradford (1976) and Dubois (1956) methods, respectively. 

3. RESULTS AND DISCUSSION 

3.1. COD Experimental Results 

Through the operation of MBR system, COD experiment results are represented at Fig. 2 by the samples taken from 

influent synthetic feed wastewater, non-woven dynamic membrane and 0.45 μm pore size real membrane permeate. COD 

tests were made every three days for 60 days. During the experiment, it was noticed that COD concentrations of non-woven 

dynamic membrane was lower than 0.45 µm pore size real membrane. COD concentration of dynamic membrane was time 

to time higher than the real membrane because it takes time to ensure the stability of the dynamic membrane and 

backwashing operations from time to time when membrane stableness was disrupted. 

Time (Day)

0 3 6 9 12 15 18 21 24 27 30 33 36 39 42 45 48 51 54 57 60

C
O

D
 c

o
n

c
e
n

tr
a
ti

o
n

 (
m

g
/L

)

0

50

100

400

500

600

Influent

Non-woven permeate

0,45 µm membrane permeate

 

Fig. 2: COD concentrations of influent, real and dynamic membrane Throughout MBR operation. 

Until reactor reaches decisive condition, COD concentrations are high. In this context, COD data taken from the samples 

were imprinted when the reactor come up with stable standards. There has been reduction of COD concentrations of non-

woven dynamic membrane after day 42. It was thought that this reduction occurred due to inefficient removal yield of cake 

layer that formed on the surface of membrane by plugging. 
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COD concentrations of non-woven dynamic membrane were quite close to the real membrane when the cake layer on 

membrane surface became stable. Throughout the operation duration, total COD concentration of influent wastewater was 

maximum 551 mg/L and COD concentrations from permeate were 19 mg/L and 30 mg/L for real and dynamic membrane, 

respectively. COD values from influent wastewater may change due to the environmental circumstances which can be 

affected. Through 60 days, COD removal performance results of 0.45 µm pore size real membrane and non-woven 

dynamic membrane were given at Fig.3. Along the operation, it was noticed that COD removal yield of non-woven 

dynamic membrane was lower than 0.45 µm pore size real membrane. It was because of non-woven dynamic membrane 

permeate contains high COD causing bacteria concentration. COD analyses were not exposed any kind of filtration 

operations and directly performed with titrimetric method in terms of representing real values. 
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Fig. 3: COD removal yields of real and dynamic membrane through the MBR operation. 

Close COD concentration percentages between non-woven and dynamic membrane from permeate was already noticed in 

research made by Lee et al. [23]. However, some studies employment of non-woven fabric filter and micro-filter 

membranes showed convenient performance for mixed liquor separation [24]. 

3.2. Turbidity Results 

Turbidity results of the samples taken from non-woven dynamic membrane and 0.45 μm pore size real membrane are 

represented at Fig. 4. Samples were taken every three days and determination of turbidity was made through two mounts 

for every three days. 
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Fig.4: Turbidity results of dynamic and real membrane through MBR operation. 

In the filtration of the standard turbidity solution, turbidity removal of the dynamic membrane showed [3, 25]. There have 

been changes at the removal performance of the membranes in MBR. The reason of high turbidity results of dynamic 

membrane is because of the membrane stability which was ensured at first 24 days. 0.45 µm pore size real membrane came 

up with much better turbidity results. Last 30 days of the experiment, turbidity values of dynamic membrane were quite 

close to the real membrane due to the plugging and increase at the removal yield. 

3.3. TMP Measurements 

In the experiment, distilled water transition was ensured over the membrane surface for both membrane types and pressure 

measurements were recorded. Even though the pressure values were obtained when distilled water released for 24-hour 

measurements, operation was repeated for better performance and comparison. Pressure measurements of real membrane 

were made and noted every three days. Fig. 5 represents the pressure measurement of the real membrane. After then, the 

system has been started to run and synthetic wastewater feeding. 
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In MBR system, synthetic wastewater from 0.45 µm pore size real membrane was filtered. It was observed for the real 

membrane that the pressure was below 100 mbar when the system at stable condition and pressure value rose to levels of 

250 mbar. Beside of interrupted suction operation, any physical or chemical washing was not applied. 
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Fig.5: Pressure measurement of the real membrane through MBR operation. 

Dynamic membrane was also exposed to interrupted suction operation, 4.5 minutes working and half a minute rest, and 1-

minute back washing. In MBR system, synthetic wastewater prepared from non-woven dynamic membrane was filtered 

and while the system was operating, pressure measurements of dynamic membrane and released distilled water were 

recorded and represented at Fig. 6. When the measured pressure reached 250 mbar, non-woven dynamic membrane 

exposed to physical washing. Pressure increment is the result of membrane plugging. During the experiment, physical 

cleaning was applied three times.  Physical cleaning was applied as removal of membrane module and skinning the cake 

layer from the surface of the membrane. After physical cleaning, significant pressure reduction has been observed. After 

physical cleaning, increment in pressure is because of the permanent plugging of the pores of the membrane and there are a 

lot of experiments indicated for this situation. 
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Fig. 6: Pressure measurements through MBR operation. 

3.4. The Effect of Air Backwash 

It was only wanted to examine the effect of air backwash for non-woven dynamic membrane, before backwashing and after 

air backwashing, 12-hour pressure measurement additionally made. Fig. 7 represents the pressure reduction after air 

backwash. The effect of air backwash has been made for once throughout the MBR operation. TMP values for 30th day 

were saved with 12-hour period and 2-minute intervals. After 1-minute air backwash operation, TMP values again observed 

with 12-hour period and effects of air backwash were recorded. Findings showed that air backwash reduced the present 

TMP value averagely 20%. 



 

European Journal of Engineering and Natural Sciences  

 

27 EJENS, Volume 2, Issue 1 (2017) 

 

Time (minute)

0 50 100 150 200 250 300 350 400 450 500 550 600 650 700

T
M

P
 (

m
b

ar
)

20

40

60

80

Before Air Backwash

After Air Backwash

 

Fig. 7: Pressure values before and after air backwash. 

3.5. SMP EPS Results 

Throughout the experiment, SMP and EPS analyses were made firstly at day-15 and secondly at day-30. Protein and 

carbohydrate dependent SMP and EPS concentrations are represented at Table 2. It was noticed that, day-15 SMP and EPS 

concentrations were higher than the day-30. These results shows gradually heal of COD removal inside of the reactor. 

Table 2. SMP and EPS results regarding permeate of dynamic membrane, real membrane and mixed liquor. 

 Non-woven 0.45 membrane Supernatant 

SMP SMP SMP EPS 

Time Protein 

(mg/L) 

Carbohydrate (mg/L) Protein 

(mg/L) 

Carbohydrate (mg/L) Protein 

(mg/L) 

Carbohydrate (mg/L) Protein 

(mg/L) 

Carbohydrate (mg/L) 

Day 15 0,05989 24,601 0,07567 85,261 0,999 147,943 0,1465 171,533 

Day 30 0,18964 59,649 0,27584 195,46 0,431 99,752 0,1379 66,389 

At day-15, analyze results of permeate of dynamic and real membrane were lower than the results of day-30. When this 

situation is examined with the turbidity values of both modules, it can be noticed that COD removal yield is lower than for 

the first time in days. 

 

Figures and tables must be numbered. Figures and tables captions must be centered in 8 pt italic with small caps. Captions 

with figure numbers must be placed after their associated figures, as shown in Figure 1. Captions with table numbers must 

be placed before their associated tables, as shown in Table I. 

3.6. CST Results 

CST is used to identify the sludge characteristics and it measures the time of water drop from the sludge moved 1 cm path 

in a porous membrane. CST results of fully mixed liquor samples are represented at Fig. 8. 
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Fig. 8: CST analyzes results of the MBR mixed liquor. 

CST analyses from day 15, 30, 45 and 60 were found as 24.03 sec., 22.43 sec., 22.045 sec. and 20.40 sec., respectively. 

Findings showed that CST values are gradually reducing. This shows the increment in viscosity of the sludge in the reactor, 

and thus demonstrates that the membrane filtration rate gets better. 
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4. CONCLUSION 

In this study the comparison of DMBR and MBR was studied. Both membrane types operated under same aerobic 

conditions such as; volume, LMH and SADm. At the end of approximate one-month adaptation time course, bioreactors, 

which have reached stable conditions, have been operated to gather the data throughout 60 days. COD removal rates and 

turbidity results have been compared and non-woven dynamic membrane results have shown similar results to real 

membrane in terms of efficiency. Furthermore, dynamic membrane has exposed air back wash and pressure changes 

examined. 
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Abstract 
In this study, a decision-support system is presented to aid cardiologists during 
the diagnosis and to create a base for a new diagnosis system which separates 
two classes (CAD and no-CAD patients) using an electrocardiogram (ECG).  
24 hour filtered ECG signals from PhysioNet were used. 15 second short-term 
ECG segments were extracted from 24 hour ECG signals to increase the number 
of samples and to provide a convenient transformation in a short period of 
time. The Hilbert-Huang Transform, which is effective on non-linear and non-
stationary signals, was used to extract the features from short-term ECG 
signals. Instinct Mode Function (IMF) was extracted by applying Empirical Mode 
Decomposition to short-term ECG signals. The Hilbert Transform (HT) was 
applied to each IMF to obtain instantaneous frequency characteristics of the 
signal. Dataset was created by extracting statistical features from HT applied to 
IMF. Deep Belief Networks (DBN) which have a common use in Deep Learning 
algorithms were used as the classifier. DBN classification accuracy in the 
diagnosis of the CAD is discussed. The extracted dataset was tested using the 
10-fold cross validation method. The test characteristics (sensitivity, accuracy 
and specificity) that are the basic parameters of independent testing in the 
medical diagnostic systems were calculated using this validation method. Short-
term ECG signals of CAD patients and no-CAD groups were classified by the 
DBN with the rates of 98.05%, 98.88% and 96.02%, for accuracy, specificity and 
sensitivity, respectively.  
The DBN model achieved higher accuracy rates than the Neural Network 

 
 Key words 

CoronaryArteryDisease, CAD, DeepBelief Networks, DBN, Deep Learning 
Algorithm,Hilbert-HuangTransform 

 

1. INTRODUCTION 

An electrocardiogram (ECG) is a uniform signal that records electrical changes at certain intervals of the heartbeat. It is 

also known as a map which shows the electrical activity of the heart. The ECG signals (ECGs), which are recorded with the 

aid of electrodes placed at different parts of the body, can have different electrical charges at any time. Electrical charges 

specify leads in the ECG. Bipolar and unipolar leads occur as a result of the position of the electrodes [1]. The ECG is a 

type of biomedical signal that is widely used for a variety of diagnosis and monitoring of cardiac diseases [2]. The 

electrical charges that are obtained directly as the result of discomfort of the heart and segments and intervals between 

waves on the ECG are of a paramount importance for the identification of the cardiac abnormalities in a subject [3]. 

Cardiac diseases have a high mortality rate worldwide. One of the most common cardiac diseases is Coronary Artery 

Disease (CAD). It is usually known as atherosclerosis in which there is a cardiac abnormality because of the narrowing of 

the arteries that feed the heart in time. In this cardiac disease, plaque caused by cholesterol collects in the coronary arteries 

and over time congestion results due to dilation of plaque. As a result of biological conditions, the arteries fail to feed the 

heart and it disrupts the rhythmic systole activity of the heart [4], [5]. CAD in adults results in heart attacks or a congestive 

heart. In the diagnosis of CAD, there are many clinical trials like physical examinations from which ST-deviation is 

measured, lab tests, Electrocardiogram (ECG), echocardiogram, stress tests and electron beam computed tomography, 

coronary angiography and cardiac catheterization [4]. In the literature, a diagnosis of the CAD has worked with various 
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signal-processing methods using the clinical dataset (age, sex, history, physical exam, cardiac risk factors, exercise stress 

test data, heart rate, etc.) on the rule-based fuzzy classification [6], Other methods include using the clinical attributes on 

data mining techniques [7]–[14]; the chronic conditions, risk factors, and laboratory results of data mining techniques [15]; 

the clinical attributes on data discretization, data partitioning and reduced error pruning [16]; the history and physical 

examination data and the diastolic heart sounds [17]; both the heart rate variability (HRV) features and the non-linear 

features (Poincare Plot, entropy, etc.) [18]–[22]; the P wave features on the ECG [7]; the Wavelet Packet Transformation 

(10 levels) [23]; the cardiac analysis of ST measures [24], [25]; the Empirical Mode Decomposition (EMD) and Teager 

Energy operator [26]; the Discrete Wavelet Transformation (DWT) [27], [28] and using the Principal Component Analysis 

(PCA) [28], [29]. In this study, the Hilbert-Huang Transform (HHT) is applied to filtered short-term ECGs from the 

PhysioNet database to extract features. 

HHT is an adaptive method to analyze the nonlinear and non-stationary signals [30]. It has a common use in the biomedical 

signal analysis transformations due to these characteristics. The HHT is applied to the ECG for the diagnosis of Atrial 

Fibrillation [31] and Congestive Heart Failure [32]. In this study, the HHT would be applied to the filtered short-term 

ECGs for designing an effective statistical feature extraction model and classification of HHT-based statistical features 

using Deep Learning (DL) algorithms. 

The DL is a comparatively new algorithm that is utilized to estimate the classification performances in many distributions 

such as speech recognition [33], [34], computer vision [35], [36], natural language processing [37]–[39], physiological data 

[40]–[42], biomedical datasets [43], [44] and non-linear signals [45], [46]. The DL aims to discover the multiple and deeper 

levels of distributions for a better classification performance. The basic concept of the DL is based on enhancing the 

classification performance using an artificial neural network model with multilayer hidden units. The most important 

difference of the DL is this: while both the multilayer neural network model and the DL has the same structure, it has at 

least two hidden layers and an unsupervised pre-training phase [47]. The depth of the DL is defined by the number of 

hidden layers on the model. The DL can also show a higher performance than neural networks with a small number of 

neurons. A fewer number of neurons on models can make it more convenient to calculate weights using supervised learning 

[48]. 

The aim of this study is to design a deep CAD diagnosis system that can be an alternative short-term ECG-based statistical 

feature based classification method to studies in the literature. 100 instances of 15 second ECG forms would be extracted 

from long-time ECGs in preprocessing. In this way, using short-term ECG forms would solve analysis problems and would 

enhance the number of samples up to 100x. The HHT would be applied to separated short-term ECGs and Instinct Mode 

Functions (IMFs) would be extracted. The system would extract statistical features from IMFs that are obtained applying 

the HHT. Each Instinct Mode Function (IMF) group obtained would be classified using the Deep Belief Networks (DBN) 

algorithm. Classification performances of the diagnosed subjects with or without the CAD would be examined. 

2. MATERIALS AND METHODS 

ECGs were used in the proposed diagnosis system. We preferred the moving window analysis technique and segmented 

long-time ECGs recorded into 15 second windows which were used in the preprocessing part. 15 second short-term ECGs 

were utilized in this study. IMFs were extracted applying HHT and statistical features were calculated for the obtained 

IMFs in feature extraction. Statistical features were classified using the DBN. A detailed description of the structure of the 

system is presented in the following sections. 

2.1. Database 

In the literature, different databases including different diagnosis systems were used for the diagnosis of the CAD. Clinical 

characteristics in particular [7]–[14] were used to separate subjects with or without CAD. Outside of the literature, the 

Long-Term ST Database [49] was used in the diagnosis of the CAD. The Long-Term ST Database contains 85 long-term 

ECGs from 80 subjects, chosen to exhibit a variety of events of ST segment changes. There are 25 subjects labeled as 

undiagnosed CAD patients and 60 subjects labeled as diagnosed CAD in this database. The individual recordings of the 

Long-Term ST Database are between 21 and 24 hours in duration. 

2.2. Preprocessing 

The information in a biomedical signal is unevenly distributed. We would like to call attention to the fact that all data 

records were from the PhysioNet databases as filtered long-term ECGs. Long-term ECGs may have too much noise while 

being recorded because of physical and recording conditions. The short-term ECGs usually have an ability to represent the 

Long-term ECG characteristics. The short-term ECG is a less affected form of represented Long-term ECG. That is why 

short-term ECGs were randomly segmented into 15 second short-term ECGs using the moving window analysis technique 

100 times. In this way, the number of instances from each subject in the dataset could be increased by 100x. 

2.3. Hilbert-Huang Transform 

HHT is an effective analysis technique for non-linear signals. It has a common use in biomedical signals (ECG, EMG, 

EEG, etc.). It has a flexible mathematical formulation and is easily adaptable for various types of processes [32]. HHT is a 

two-stage transform. The first stage is EMD and the second stage is the Hilbert Spectrum Analysis (HSA). EMD extracts 

frequency-modulated signals that are named IMFs. After IMFs are extracted, HSA is applied to each IMF to calculate the 

instantaneous frequency and amplitude [50].  Considering all these characteristics, our work focuses on HHT analysis in 

short-term ECGs. 
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EMD is an algorithm that breaks down natural form non-linear signals without leaving the time domain. EMD assumes a 

random signal which consists of its own self-oscillation at different frequencies. Oscillations are symmetrical to the mean 

of the local minimum and the local maximum at a t time. EMD extracts Instinct Mode functions which are a complete and 

nearly orthogonal basis at different frequencies [31]. IMFs are all in the time-domain and of the same length as the original 

signal. EMD has a detailed formula in the literature [30]. In the formula, 𝑋 represents the original signal, c represents 

extracted IMF and r_n represents the residual signal [30], [31]. 

𝑋 𝑡 =  𝑐𝑗+𝑟𝑛

𝑛

𝑗 =1
 (1) 

After sifting through IMFs by obtaining a monotonic residual signal, the Hilbert Transform (HT) can be applied to each 

IMF to compute the instantaneous frequencies spectral analysis. The instantaneous frequencies give most important 

information about the signal characteristics. After performing the HT to each IMF component, the amplitude and frequency 

of each component as functions of time is [30]: 

𝑥 𝑡 = ℝ  𝑎𝑖
𝑛
𝑖=1  𝑡 𝑒𝑗⍵ 𝑡 𝑑𝑡   (2) 

The frequency-time distribution of the amplitude is designated as the HSA, 𝐻 𝜔, 𝑡  and the marginal spectrum is ℎ 𝜔 as 

follows [30] : 

ℎ ⍵ =  𝐻 ⍵, 𝑡 𝑑𝑡
𝑡

0
 (3) 

2.4. Deep Belief Networks 

The DBN is a machine learning algorithm become more popular because of its semi-supervised learning methods. The 

DBN has a two stage learning process: unsupervised learning followed by supervised learning. In the first stage, it 

evaluates weights and biases between visible and hidden layers using an unsupervised pre-training of stacked Restricted 

Boltzmann Machines (RBM). RBMs are stacked between two adjacent layers which are visible-hidden layers or hidden-

hidden layers. RBMs are energy-based functions and have only connections between adjacent nodes. Weights and biases 

between hidden and visible layers are evaluated with the aid of the probability of greedy layer-wise method. At the second 

stage, pre-training is followed by supervised fine-tuning with weighted neurons and biases to improve parameters.  

The DBN can be defined as a specialized model with many hidden layers of DL. The upper layers of the DBN may hold 

more detailed and descriptive features to identify the solution of diagnosing systems, whereas lower layers may not. The 

DBN has more important advantages than the classical neural networks such as achieving high performance with a small 

number of training sets, and having the ability of utilizing the connections between the features in deeper processes. In the 

supervised learning phase, weights and biases are updated using fine-tuning in which the gradient descent or ascent 

algorithms are used for improving the accuracies and sensitivities of models [51], [52]. The DBN is a probabilistic joint 

distribution of input vector 𝑥 and the ℓ hidden layers as follows: 

𝑃 𝑥, ℎ1 , … , ℎℓ =   𝑃(ℎ𝑘ℓ−2

𝑘=0
 ℎ𝑘+1  𝑃(ℎℓ−1, ℎℓ) (4) 

𝑃 ℎℓ−1 , ℎℓ is the probability of conditional distribution between the adjacentlayers and ℎ0 is the input vector.  

The energy function of the state  ℎ𝑘−1 , ℎ𝑘  is defined as:  

𝐸 ℎ𝑘−1, ℎ𝑘 ; 𝜃 = −  𝑤𝑠𝑡
𝑘 ℎ𝑠

𝑘−1ℎ𝑡
𝑘 −  𝑏𝑠ℎ𝑠

𝑘−1 −  𝑐𝑡
𝐷𝑘
𝑡−1

𝐷𝑘−1
𝑠=1

𝐷𝑘
𝑡=1

𝐷𝑘−1
𝑠=1 ℎ𝑡  (5) 

where 𝜃 =  𝑤𝑠𝑡 , 𝑏, 𝑐  which are the parameters of the DBN;𝑤𝑠𝑡
𝑘 is the weight between 𝑠𝑡ℎ  neuron in the layerℎ𝑘−1 and 𝑡𝑡ℎ  

neuron in the layer ℎ𝑘 ; 𝑏𝑠is the 𝑠𝑡ℎ  bias of layer ℎ𝑘−1 and 𝑐𝑡 is the 𝑡𝑡ℎ  bias of layer ℎ𝑘 . 𝐷𝑘 is the number of neurons in the 

𝑘𝑡ℎ  layer. The probabilistic distribution of the energy function is:  

𝑃 ℎ𝑘−1; 𝜃 =
 exp ⁡(−𝐸 ℎ𝑘−1 ,ℎ𝑘 ;𝜃 )

ℎ𝑘

  exp ⁡(−𝐸 ℎ𝑘−1 ,ℎ𝑘 ;𝜃 )
ℎ𝑘ℎ𝑘−1

 (6) 

After layer-wise unsupervised learning, calculated weights are refined using supervised learning based on gradient descent. 

This fine-tuning process updates 𝑤 parameters for a better discriminative ability and for obtaining higher classification 

performances [53].  

Accuracy (ACC), Specificity (SPE) and Sensitivity (SEN) are used to evaluate the performance of medical diagnosis 

systems. Calculation of these performance measurements are described in [22], [54]. 

3. RESULTS 

Various biomedical signals and clinical characteristics are analyzed with lots of digital signal processing methods and data 

mining algorithms in medical diagnosis systems. Computer-based diagnosis systems may have support decision systems for 

improving clinicians’ performance and classification performance. Computer-based diagnosis systems can also be 

enhanced using biomedical signal processing methods and can be utilized as an alternative or additional method to the 
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clinical characteristics of the subjects.  In this study, the ECG is used to diagnose the subjects with or without CAD. The 

DBN structure of the proposed diagnosis system is seen in Fig.1. 

 

Figure 1. Structure of the DBN Classifier to diagnose CAD 

Long-term ECGs may have much more noise than the short-term ECGs. Physical conditions such as coughing, changing 

the standing possession, instantaneous movements and recording conditions such as dislocation of the probe, etc. can 

handle noise in the long-term ECGs.  The short-term ECG is less affected by these kinds of conditions. The short-term 

ECGs usually have an ability to represent the long-term ECG characteristics in most cardiac diseases. 15 second short-term 

ECGs were segmented from 85 long-term ECGs using the moving window analysis technique 100 times. The number of 

instances was increased to 8500 ECGs.  

EMD was applied to each short-term ECG and the IMFs ranging in number from 10 to 14 were extracted for 8500 ECGs. 

Obtained IMFs can be seen in Fig.2. HT was applied to each IMF and the instantaneous frequencies spectral features were 

computed. HT allows deriving the analytic representation of a signal and includes phase features. 

 

Figure 2. A randomly selected Short-term ECG and Extracted IMFs by applying EMD 

HHT is used for feature extraction using the Hilbert Spectral Analysis in most of the studies. In this study, the IMFs that 

were extracted after the HHT process were used as the base of the features, but not directly used as the features. Statistical 

features (minimum (Min), maximum (Max), skewness (Skw), median, mean, Standard Deviation (SD), correlation (Corr), 

mode and energy) were calculated from each IMF for creating the diagnosis dataset. Each short-term ECG had a number of 

9 statistical features multiplied by the number of the extracted IMF. The MATLAB statistical toolbox is used for 

calculation of statistical features. As it is seen in Table I, the highest five responsible features in the diagnosis of the CAD 

are Max and Min of the 3rd IMF, Max and Corr of the 4th IMF and Min of the 5th IMF. The lowest responsible features 

are mode values of IMFs. 

Table I. Performance of each statistical feature for reduced the short-term ECG in diagnosis of the CAD 

 

Max Min Corr Energy Mean SD Skw Median Mode All 

SEN 85.05 80.98 78.72 60.67 52.70 57.10 43.50 39.77 21.05 96.02 

SPE 92.56 81.40 62.52 78.52 73.20 30.24 22.52 5.36 28.00 98.88 

ACC 87.26 81.11 73.95 65.92 58.73 49.20 37.33 29.65 23.09 98.05 

The system was tested using a 10-fold cross validation. The dataset was randomly divided into 10 folds with the same 

number of subjects with and without the CAD. 9-folds of dataset were used for the training of the DBN classifier and one 

fold was used for testing the DBN. We subdivided the 9-folds of the dataset into 100 batches to speed-up and update 

weights step by step on the learning phase. The DBN that was utilized in the proposed diagnosis model has one input layer, 

2 hidden layers and one output layer (Fig.1). The input layer has 9 input units for statistical features. 
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Greedy layer-wise pre-training is used in this model at the unsupervised learning stage of the DBN with 5 epochs. The 

DBN has 2 hidden layers with 100 hidden units for each. All feature sets were normalized to 0-1. The output layer has two 

outputs (subjects with and without CAD). To unfold the DBN to a neural network for the supervised learning stage of 

DBN, model parameters were selected by iterations. The learning rate is 2 and the activation function of the hidden layers 

on the supervised learning phase is the hyperbolic tangent function to avoid bias in the gradients and to have a stronger 

gradient. And a sigmoid output function was utilized. After training the DBN, test results were performed and the reliability 

and statistical performances of the model were calculated.  

Table II. Comparison of the models on diagnosis of the CAD 

Authors ACC SPE SEN Method Classification Data 

Lee at. al[21] 85.00-

90.00 

- - HRV measurements SVM HRV 

Dua et. al. [20] 89.50 - - HRV measurements ANN HRV 

Kim et. al. [22] 75.00 - - HRV measurements MDA HRV 

Giri et. al. [28] 96.80 93.70 100.00 DWT, LDA, PCA GMM HRV 

Patidar et. al. [29] 99.70 99.80 99.60 Co-entropy, PCA SVM HRV 

Arafat et. al. [24] 86.00 - - ST measures Fuzzy Clustering ECG 

Alizadensani et. al. 

[25] 

94.08 - - Q waveand ST 

measures 

SVM ECG 

Thisstudy 98.05 98.88 96.02 HHT, Statistical 

Features 

DBN ECG 

*MDA: Multiple Discriminant Analysis, SVM: Support Vector Machines, ANN: Artificial Neural Network, LDA: Linear 

Discriminant Analysis, GMM: Gaussian Mixture Model, HRV: Heart Rate Variability 

As it is seen in Table II, when we compared the classification performances in literature, high accuracy rates were achieved 

using various classification methods on both ECG and HRV data. The highest classification performance on ECG data is 

achieved using the DBN on ECG based features. The achieved performance measurements that are achieved using the 

proposed method have a remarkable point in both HRV and ECG studies. Subjects with and without CAD were separated 

with a classification accuracy rate of 98.05%, a specificity of 98.88% and a sensitivity of 96.02% using statistical features 

from IMFs. 

4. CONCLUSIONS 

Linear and non-linear HRV features, various analysis techniques on ECG, heart sounds and clinical characteristics were 

used to evaluate diagnosis of the CAD. Different classification methods were utilized on these features to achieve high 

classification performances. In this study, the HHT that has a widespread utilization on non-linear signals was used to 

extract features from filtered ECGs. The proposed system diagnoses the subjects with or without the CAD. In this 

integrated system, DBN was used to classify the statistical features of IMFs. Accuracy, specificity and sensitivity 

achievements were used to evaluate system performance.  

HRV are the Poincare plots, cross Corr, SD, arithmetic mean, Skw, kurtosis, and approximate entropy measurements 

between R waves which are extracted from 5 min short-term ECGs. Using HRV does not take into consideration the 

durations and intervals of the other waves except R waves on the ECGs. In this study, the ECG was used considering that 

all waves (whole ECG) may carry significant characteristics in diagnosis of the CAD. As seen in Table 1, an accuracy rate 

of 98.05%, a specificity rate of 98.88% and a sensitivity rate of 96.02% were achieved in the diagnosis of the CAD. It is 

difficult to compare the classification accuracies with the literature, because of different databases. Achieved performances 

show that the proposed method has an ability to separate the subjects with and without the CAD. Thus, the highest accuracy 

is achieved in the studies using ECG signals and most of the studies using HRV. The biggest advantage of the proposed 

method compared to HRV is using 15 second short-term ECG segments. 
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Abstract 
Boundary analysis techniques which are analytic signal, total horizontal 
derivative (THDR), theta map, tilt angle, hyperbolic of tilt angle (HTA), 
normalized total horizontal gradient (TDX) and normalized horizontal derivative 
(NTHD), play an important role in interpreting potential field data. In this study, 
an enhanced total horizontal derivative of the tilt angle (ETHDR) method was 
utilized for comparison of results with the other edge detection filters. The 
sufficiency of the ETHDR method is indicated using theoretical models and field 
study. Compared with the formal methods, the ETHDR filter more detailed 
outcomes for buried models and is less sensitive to noise. Aeromagnetic 
anomaly of Bitlis Zagros Suture Zone (BZSZ) and its surroundings was used for 
field data. The eastern part of Turkey which has major tectonic structures such 
as East Anatolian Fault (EAF), Malatya Fault (MF) and Bitlis-Zagros Suture Zone 
(BZSZ), with the effect of Arabian Plate’s northward motion, Anatolian block 
and Northeastern Anatolian Block escape to west and east, respectively. In the 
first stage field study, the discontinuities were not found recognizable in the 
results of boundary analysis methods. Then, pole reduction and upward 
continuation (5 km and 10 km) were applied to the aeromagnetic data for 
revealing the deeper effects on data. The same boundary analysis methods 
were applied to aeromagnetic data after pole reduction and upward 
continuation. The results were compared with each other and the anomalies 
were associated with the faults and previous studies. It is thought that there 
are tectonic boundaries that have not yet been identified geologically in the 
study area. 

 
 Key words 

Edge detection, pole reduction, upward continuation, tilt angle, Bitlis-Zagros Suture 
Zone 

1. INTRODUCTION 

Boundary analysis method applications are crucial on magnetic anomalies to reveal tectonic structures and mine locations 

([1], [2]). Accurate determination of source shape location is becoming the main purpose for interpretation and therefore 

enhanced methods are becoming more important in data interpretation [3]. There are various procedures that have been 

utilized to obtain edge detection, for example, analytic signal (AS), tilt angle (TA), theta map (TM) and etc. [4]. An 

enhanced total horizontal derivative of the tilt angle (ETHDR) method, which was proposed by Arisoy and Dikmen [4], 

was applied for the boundary analysis of aeromagnetic anomalies with the former methods. Before interpreting the field 

measurements, noise-corrupted theoretical models were utilized in order to determine spatial resolution of ETHDR method.   

Then, same processes were applied on aeromagnetic data. When acceptable results could not be obtained from 

aeromagnetic data, pole reduction and upward continuation (for 5 km and 10 km) were applied on aeromagnetic data and 

then same analyzes were implemented. The data was used regarding western of BSZS and its surroundings. The area is so 

complex in terms of geological units and tectonics. The tectonic regime along the fault changes from east to west; collision 

zone of Bitlis-Zagros produced by northward movement of Arabian Plate with respect to Eurasia ([5]).  
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Anatolia, located in the Alpine-Himalaya basin, has taken the current form as a result of a very complicated movement in 

the Earth's crust. Continental rifting in the Eastern Mediterranean began at the end of Triassic and ended with the formation 

of the Mesozoic Neotethys ocean after the closure of the Paleotethys Ocean ([6]). The convergence of the African and 

Eurasian continents that began at the end of the Cretaceous ended with the closure of these ocean basins and the unification 

of continental parts in the vicinity ([6], [7]). The southern part of the Neotethys extending from southeastern Turkey known 

as the Bitlis ocean to Cyprus is completely closed due to the continental collision along the BZSZ of the Arab plate in the 

south and the Eurasian plate in the north ([6], [8]). East Turkey, in which BSZS has such a complex structure, has worked 

on many geodynamic processes in previous studies. For this reason, possible structure depths, effective elastic thickness of 

isostatic model, curie depth and corresponding heat flow calculations have been made and the change of crust thickness and 

boundaries of vertical and horizontal structures have been investigated and possible geophysical models have been 

established ([9], [10], [11], [12]). In the studies carried out, the BSZS and secondary structural elements that developed due 

to thrust have been investigated region-wide. In this study, BSZS and its fault locations are discussed in detail with the 

boundary analysis methods. As a result, gravity, magnetic and seismological studies have been evaluated together in the 

region. 

2. METHODS 

A number of methods have been proposed to make rough anomalies more apprehensible. The first filter developed for this 

purpose was the tilt angle [13], which is the ratio of the vertical derivative to the absolute value of the horizontal derivative 

of the potential field. The tilt angle is given by 

 

𝑇𝑖𝑙𝑡 = 𝑡𝑎𝑛−1  

𝜕𝑇
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T is the potential anomaly and THDR is the total horizontal derivative [14]. The tilt angle amplitudes are restricted to 

values between –π/2 and +π/2; thus the method delimitates the amplitude variations into a certain range. Tilt angle therefore 

functions like an automatic-gain-control filter, and therefore responds equally well to shallow and deep sources. The tilt 

angle produces a zero value over the source edges [4]. Wijns introduced the theta map (θ), which is the normalization of the 

THDR by the AS [15], is given by  
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AS is the analytic signal for the 3D case [16]. The theta map delineates model edges well, but the response of deeper bodies 

is diffused; consequently, it does not produce the expected sharp gradient over the edges. Recently, Cooper and Cowan 

presented the horizontal tilt angle method (TDX) as an edge detector [17]: 

 

𝑇𝐷𝑋 = 𝑡𝑎𝑛−1  
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𝜕𝑇
𝜕𝑧
 
                                                                                                                                                           5  

 



 

European Journal of Engineering and Natural Sciences  

 

39 EJENS, Volume 2, Issue 1 (2017) 

 

TDX responds equally well to shallow and deep bodies, and also delineates the edges of all the bodies well. TDX has a 

much sharper gradient over the edges of the magnetized bodies. The proposed Etilt filter is the ratio of the vertical 

derivative to the total horizontal derivative of the AS: 

𝐸𝑡𝑖𝑙𝑡 = 𝑡𝑎𝑛−1
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where 

 

𝑘 =
1

 𝑑𝑥2 + 𝑑𝑦2
                                                                                                                                                                      (7) 

 

k is the dimensional correction factor. dx and dy are sampling intervals in the x and y directions, respectively. The 

dimensional correction factor, k, does not have an effect on the Etilt response. 
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The ETHDR delineates the edges of the all bodies better than the filters discussed above, as it produces a very sharp 

gradient over the edges of the bodies. Thus, structural interpretation is very easy and powerful using the ETHDR method. 

 

3. UPWARD CONTINUATION 

Upward continuation is a method that transforms anomalies measured on one surface into those that would have been 

measured on some higher surface. The upward-continued anomalies do not provide direct information about the source, but 

they can be instructive nonetheless. In particular, the process of upward continuation tends to attenuate anomalies caused 

by local, near-surface sources relative to anomalies caused by deeper, more profound sources. The potential data at two 

observation heights are related by the upward continuation operation [18], 

 

𝑇ℎ 𝑥, 𝑦, ∆ℎ =
1

2𝜋
  

𝑇0 𝑥
′, 𝑦′ ∆ℎ
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                                                                           (9) 

 

where T0 x, y  and Th (x, y, h) are respectively the potential data at two observation heights separated by a vertical distance 

Δh. Applying a two-dimensional Fourier transform to equation (1) yields a simpler form in which the Fourier transforms of 

the two quantities are related to each other by a simple upward continuation operator, 

𝑇 ℎ 𝜔𝑥 , 𝜔𝑦 , ∆ℎ = 𝑒−∆ℎ𝜔𝑟𝑇 0 𝜔𝑥 , 𝜔𝑦                                                                                                                                   10  

where T 0 ωx , ωy  denotes the Fourier transform of  T0 x, y ,  ωx , ωy  are wavenumbers in x- and y- direction, and 

ωr =  ωx
2 + ωy

2 is the radial wavenumber. The upward continuation operator attenuates with height the high-frequency 

content of a potential anomaly. 

4. POLE REDUCTION 

Pole reduction is an operator, which takes magnetic anomalies and changes their asymmetric form to the symmetric form 

which would have observed the causative magnetic bodies lain at the magnetic poles. The frequency domain operator is 

[19], 
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𝐴′ 𝑢, 𝑣 =
𝐴(𝑢, 𝑣)

(sin 𝜃 + 𝑖𝑐𝑜𝑠𝜃 sin ∅ + 𝛼 )2
                                                                                                                           (11) 

 

where A(u,v) is the amplitude at frequencies (u,v), θ and φ are the geomagnetic inclination and declination, respectively, 

and α is tan−1(v/u). 

5. THEORETICAL STUDY 

In this stage, synthetic magnetic anomaly of three prisms whose depths are 1, 3, 5 km were utilized for theoretical study 

(Figure 1). Inclination, declination and susceptibility values were taken as 90o, 0o and 0.1 SI respectively. Initially, the 

noise, %0.5, %5 and %10 of the maximum magnetic data amplitude, was added to magnetic anomaly for interpreting noise-

corrupted conditions. The boundary analysis applications which are THDR, AS, Tilt angle, Theta map, TDX, Etilt and 

ETHDR methods were applied on noise-corrupted data (Figure 2 and Figure 3). Synthetic magnetic anomaly was obtained 

by using Potensoft program based on MATLAB [20].  

 

Figure 1. 3D view of theoretical model. 
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Figure 2. A comparison of boundary analysis filters: a) Theoretical magnetic data resulted from three prismatic bodies 

with depths of 1, 3 and 5 km. (Image covers 100x100 km area. Uniformly distributed random noise of amplitude equal to % 

0.5 of the maximum magnetic data amplitude is added to the magnetic data. b) THDR image map of magnetic data. c) AS 

image map of magnetic data. d) TA image map of magnetic data. e) TM image map of magnetic data. f) TDX image map of 

magnetic data. g) Etilt image map of magnetic data. h) ETHDR image map of magnetic data.  
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Figure 3.  A comparison of different amounts of noise effects on the ETHDR responses. a) Magnetic data with uniformly 

distributed random noise of amplitude equal to % 0.5 of the maximum magnetic data amplitude is added to the magnetic 

data. b) ETHDR image map of magnetic data in Figure 3a. c) Magnetic data with uniformly distributed random noise of 

amplitude equal % 5 of the maximum magnetic data amplitude is added to the magnetic data. d) ETHDR image map of 

magnetic data in Figure 3c. e) Magnetic data with uniformly distributed random noise of amplitude equal % 10 of the 

maximum magnetic data amplitude is added to the magnetic data. f) ETHDR image map of magnetic data in Figure 3e. 

 

6. FIELD STUDY 

The study area is located in the West of Bitlis that includes complex geological units and faults. Application stage of this 

study was provided by the contributions of the Directorate of Mineral Research and Exploration of Turkey (MTA) ([21]). 

Figure 4 shows the location of the study area and known faults with topography. 

Firstly, the boundary analysis methods were applied on aeromagnetic data without using any filters. Maximum anomaly 

areas are over the northeast of the study area and minimum anomaly areas are over the southwest of the study area (Figure 

5a). The boundaries of the faults could not be seen clearly in the results of THDR and AS because of the effects of deeper 

structure (Figure 5b and 5c). It seems that the noise cause to repress effects of deeper structure because of the complex 

geological units in the area (Figure 5d, 5e and 5f). It requires pole reduction and other filters when examining the results of 

Etilt and ETHDR method (Figure 5g and 5h). The result of ETHDR could not be interpreted well because the anomaly 
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contains the effects of all residual and regional underground structures, also complexity of area in terms of faults and 

variable topography. 

 

 
Figure 4. Location of the study area (Topography data are taken from http://topex.ucsd.edu/cgi-bin/get_srtm30.cgi)( 

NAFZ: North Anatolian Fault Zone, MF: Malatya Fault, EAFZ: East Anatolian Fault Zone and BZSZ: Bitlis-Zagros Suture 

Zone). 

http://topex.ucsd.edu/cgi-bin/get_srtm30.cgi
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Figure 5. Magnetic anomaly and the results of  boundary analysis: a) Magnetic anomaly of the west of Bitlis and its 

surroundings, b) The result of THDR, c) The result of AS, d) The result of tilt angle, e) The result of theta map, f) The result 

of TDX, g) The result of Etilt, h) The result of ETHDR method.  

Afterwards, pole reduction and upward continuation (5 km and 10km) were applied to the aeromagnetic data and then same 

boundary analysis methods were implemented to the data. When applying to pole reduction and upward continuation, the 
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maximum and minimum anomaly areas changed. The effects of deeper bodies were revealed after upward continuation (Figure 6a, 

Figure 7a). The results of THDR and AS did not change more than the results of unfiltered data but anomalies are smoother (Figure 

6b, 6c, 7b, 7c). The results of Etilt, TDX, tilt and theta map give information about the tectonic structures of area (Figure 6d, 6e, 6f, 

6g; Figure 7d, 7e, 7f, 7g). The result of ETHDR gives apparent anomaly in the BSZS especially related to low amplitude anomaly 

areas (Figure 6h and Figure 7h). The increase of the analytical extension level has clarified the location of the tectonic elements. 

 

 

Figure 6. Upward continuation of magnetic anomaly (5km) and the results of boundary analysis: a) Upward continuation 

of magnetic anomaly of the west of Bitlis and its surroundings, b) The result of THDR, c) The result of AS, d) The result of 

tilt angle, e) The result of theta map, f) The result of TDX, g) The result of Etilt and h) The result of ETHDR method.  
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Figure 7. Upward continuation of magnetic anomaly (10km) and the results of boundary analysis: a) Upward continuation 

of magnetic anomaly of the west of Bitlis and its surroundings, b) The result of THDR, c) The result of AS, d) The result of 

tilt angle, e) The result of theta map, f) The result of TDX, g) The result of Etilt and h) The result of ETHDR method.  

 

CONCLUSIONS 
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According to theoretical studies, the results of THDR and AS methods gave similar anomalies, maximum values were 

found over the prisms in both results but boundary of deeper body was not clear (Figure 2b and 2c). It seems that the ratio 

of the noise increased in the results of tilt angle, theta map, TDX, Etilt and ETHDR methods but ETHDR was 

outperformed for determining the boundaries of buried structures from former methods and also ETHDR method is less 

sensitive the noise (Figure 2d, 2e, 2f and 2g). For comparison, uniformly distributed random noise of amplitude equal 

%0.5, %5 and %10 of the maximum magnetic data amplitude was added to synthetic magnetic anomaly (Figure 3a, 3c and 

3e). The results are acceptable until the results of %10 noise-corrupted data, because the deeper bodies are not recognizable 

after %5 noise (Figure 3b, 3d and 3f).  

As field study, THDR, AS, Tilt, Theta map, TDX, Etilt, ETHDR boundary analysis methods were implemented 

successfully to the pole reduced and analytical extended (5 km and 10 km) aeromagnetic data which was collected by MTA 

in the eastern part of Turkey. The results of theta map and TDX could not explain the relationship between any tectonic or 

differences of geological units. The areas that offer close to zero amplitude are related to extension of BZSZ in the results 

of AS and THDR. The results of AS and THDR are related to geological unit differences and the result of ETHDR is 

related to tectonic elements. Also as a result of field application, it was found that the success of methods was increased 

due to applying filtering to anomaly before the application of boundary analysis methods. The relationship between the 

maximum-minimum amplitude transitions in the results of Figure 6d, 6g and 7 d, 7e, 7f, 7g, 7h and BZSZ and fault 

locations in the field applications has been successfully determined. Starting from this point of view, there are boundaries 

that cannot be identified as tectonic elements because they have not been identified yet, so detailed geological field 

observations should be made. 

Pamukçu et al. (2014) observed a relative increase in heat flow values in the north of Bitlis Thrust in the study of the heat 

flow change in the region obtained from the curie depths calculated using magnetic data throughout Eastern Anatolia [11]. 

Within the scope of this study, the high amplitude regions in the applications of Figure 6 and Figure 7b and Figure 7c are in 

agreement with the high heat flow amplitude region that was detected [11]. When the vertical derivative values applied to 

Bouguer gravity anomaly values in the region are examined, an increase in vertical derivative values is observed [12]. 

These findings are indicative of the structural element or elements that are continuous in both gravity and magnetic 

properties in the high-amplitude regions of the applications of Figure 6 and Figure 7b and 7c. 

As a conclusion, as the level of applied upward continuation to the aeromagnetic field increases the success of the applied 

boundary analysis methods to the analytical extended data is determined by observations made with locations of the 

structural elements. Successful monitoring of structural elements with increasing level of analytical extension to the 

aeromagnetic data in the study area suggests that the source location of the anomaly is deep in and around BZSZ. This 

finding is coherent with the results of the study on depth distribution of the earthquakes in the Eastern Anatolian region, the 

seismogenic layer of BZSZ and its surroundings is thicker than the northern part [23].  
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Abstract 

Particulate matter can be generated through several processes. Formation 
processes determines the size distribution of the particles. The size distribution 
gives us important data about the fate of the particles. Composition of the 
particulate matter includes forensic about their actual sources. The aim of this 
study is to determine the impact of composting process to laboratory indoor 
air quality in close proximity to composting process. For this purpose, sampling 
was conducted at two different points; one of them wass inside the laboratory, 
whereas the other one was in the composting facility. A low volume cascade 
impactor was used to collect particulate matter according to their sizes. The 
impactor was operated for one week at each sampling point. Particles of 10 
µm was dominant in the composting facility. The dominant particle size was 
5.8 µm inside the laboratory. Particles were ultrasonically extracted in 
deionized water in order to determine ion concentrations. Ions were 
quantified in Dionex ICS-3000 ion chromatograph. Ca+2, NH4+ and SO4-2 were 
investigated. NH4+ and SO4-2 had highest share in the finest size fraction at 
both laboratory and plant. Particles of 3.3 µm were enriched with Ca+2. 
Biological decomposition products were effective in the ionic composition of  
the fine particles, whereas mechanically generated dusts formed the coarse 
particle fraction. 

 
 Key words 

Particle size distribution, ionic content, active sampling 

 

1. INTRODUCTION 

Particles in ambient air is among the major pollutants. They referred in three maim groups, which are nuclei mode, 

accumulation mode, and coarse mode [1]. Nuclei mode are occurred from primary formed gasses, latter they are 

accumulated to form accumulation mode particles. Accumulation mode particles are usually regarded to be at the proximity 

of 1 μm aerodymamic size. The size with the highest size is referred as coarse mode. Particle sizes bigger than 2.5 μm are 

considered as coarse mode. The coarse mode particles are generated through mechanical formation. This formation can 

either be from industrial activities or from abrasion effect of the wind. Combustion and biological activities generate fine 

particles (particle diameter less than 2.5 μm). The data of particle size distribution is essential to know further insights of 

the particle sources. In many cases atmospheric particles exhibits bi-modal size distribution [2]. Apart from biological 

activities, biological sources could yield coarse particles [3].  

Particles carry forensic from their actual sources. The chemical compositions of the particles can be used to distinguish 

their actual sources. There are several studies, in which the researchers investigated both particle distribution and its 

composition for source estimations [4]-[6]. In those references studies authors have made comments about the possible 

sources of the origins of the particles. Additionally, chemical composition data of the particles gives an idea of their 

probable effects.  
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Composition of the size segregated particles serves critical data about their sources. In this study, it was aimed to determine 

the sources of indoor particle, related to their sizes.  

 

2. MATERIALS AND METHODS 

2.1. Sampling 

Sampling was conducted inside the laboratory of ISTAC AS composting facility. An additional sampling point was in the 

composting plant in order to differentiate the sources. There was one more plant nearby, which is producing brick. Map of 

the study area is shown in Figure 1. 

 

 

Figure 1. Study area 

2.2. Sampling equipment 

A low volume cascade impactor (LVCI) was used in the study to make the size segregation of the particles. LVCI was an 

eight-stage impactor, operated at 28.3 L/min air flow. The sampling at each point took one week in order to collect enough 

particle for the analyses of ions. This flowrate yielded the cut-off diameters given in Table 1. 

 

Table 1. LVCI cut-off diameters 

Stage no 
Cut-off 

diameter (μm) 

1 10 

2 9 

3 5.8 

4 4.7 

5 3.3 

6 2.1 

7 1.1 

8 0.65 
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Stages of each diameter were weighed before and after the sampling in order to quantify particle mass at each stage. 

Further processing was applied for the determination of ions related to particles.   

 

2.3. Sample preparation and quantification 

Ionic species on the particles were eluted with deionized water [4]. 50 ml of water was used to collect all of the ions on the 

particles. The conductivity of the deionized water was 18.2 M.ohm.cm-1. Prepared water samples were taken to vials for 

quantification in an ion chromatograph. The quantification results gives the concentrations in liquid medium in mg.L-1. 

This concentration was multiplied with 50 mL to find the mass of ions at each stage. 

 

3. RESULTS AND DISCUSSION 

Particle sampling was performed inside the laboratory and plant environments with the LVCI. Particle size distribution data 

was gathered and source profile was investigated with the achieved particulate matter size data. The modal size distribution 

inside the laboratory was shown in Figure 2. 

 

 

Figure 2. Particle size distribution inside the laboratory 

 

Two peaks were observed. one of them wa at 5.8 μm, whereas the other one was at 3.3 μm. There was not an elevated trend 

below 1 μm particle size. It was thought that particles having diameter less than 1 μm is released from the plant. However, 

an additional sampling was required in order to verify this claim inside the plant. The particle size distribution inside the 

plant was shown in Figure 3.   
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Figure 3. Particle size distribution inside the plant 

 

In this case, there is an important increase below 1 μm particle size. This was the expected case in accordance with the 

nature of the process in the composting plant. Either of the samplings were shown in Figure 4 in order to make a 

comparison.   

 

 

Figure 4. Comparison of particle size distribution in the plant and the laboratory  

 

The line with blue color shows the distribution inside the laboratory, whereas the line with red color shows the distribution 

inside the plant. It is observed that major and minor peaks were observed at the same stages in both of the cases. However, 

their dominancy were different from each other. This fact tells us that same source or sources affect the two sampling 

points. Further comments can be made according to compositional results. 

Air conditioning system is present to supply air to laboratory. The air moving to the system is pre-filtered. However it is 

seen that particles of 5.8 μm was from the major fractions inside the lab. It can be inferred that this filtration system is not 

working properly to remove the coarse particles. Coarse particles are usually originated from naturally blown dusts. In 

order to clarify this point, Ca+2 ions were investigated. 

The distribution of Ca+2 ions at each stage is given in Figure 5. 
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(a) 

 

(b) 

Figure 5. (a) Ca+2 distribution among different stages in plant (b) Ca+2 distribution among different stages in lab 

 

Sodium, potassium, and  magnesium ions were also quantified along with calcium ions. However there was no difference 

among the distribution of these species. So that, it was decided not to include them in the paper. Calcium was included as a 

representer to the major ionic group. Coarse particles were dominated with these ions. The previous comment during the 

particle size distribution, is verified according to these results. 

Organic matter originated compounds such as sulfate and ammonium was enriched in the fine particle mode at both plant 

and the laboratory. Ammonium was solely in the fine fraction inside the plant, where dense biological activity occurs. 

Particles less than 0.65 μm had contribution over 80%. Distribution of the ammonium and sulfate ions among the particle 

sizes are shown in Figure 6.  
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(a)                                                                            (b) 

 

(c)                                                                            (d) 

Figure 6. (a) SO4
-2 PM distribution in the plant (b) SO4

-2 PM distribution in the lab (c) NH4
+ PM distribution in the 

plant d) NH4
+ PM distribution in the plant 

  

Accumulation particles, which are equal to or less than 1 μm, are occurred through the condensation of primary gasses and 

humidity in the air boost their formation. Sulfate ion can further lead to acidic aerosol forms. This can cause damage on 

laboratory devices. According to above results, it is inferred that air conditioning is not efficiently supplied.  

 

4. CONCLUSIONS 

In this study, air sampling was conducted at two locations; inside the laboratory and composting plant. Sampling was 

realized by LVCI. Particle size distributions in both of the sites were revealed. Particles of 3.3 μm mass median particle 

diameter were mostly enriched by calcium ion. This shows the contribution from resuspension of mineral dusts. The nearby 

brick factory could cause this contribution. Ammonium and sulfate ions were highly enriched in fine particles at both 

laboratory and composting plant. However, ammonia had much more contribution from the plant itself. Almost entire 

ammonium ions were below 1 μm. Sulfate content of indoor particles can lead to corrosion of laboratory devices. Some 

suggestions are listed below in order to improve the quality of indoor air inside the laboratory. 

 

 HEPA filters should be used to improve the filtration capacity at the inlet of the fan system. Additional carbon 

fitler could reduce the organic content of the air and breakthrough tests should be performed to determine the 

capacity of carbon filters. 
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  Air fed to the conditioning system should be taken from the North or East of the laboratory in order to prevent 

direct contamination from composting process. 

 Positive pressure should be present. So that, leaks from the outside air can be prevented. 

 Sufficient circulation should be present with higher air fan power.  

 Dehummidification of the indoor air is essential. 

 Recirculation (close circuit system) should be present in the air conditioning system. 
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Abstract 

Volatile organic compounds (VOCs) attract the attention of the authorities due 
to their detrimental effects on environmental and human health. People are 
exposed to odor problems, which live in close vicinity of the emission sources. 
This is the most obvious effect of these emissions. In order to manage and 
control the emissions, released compounds at least should be monitored at 
source and receptor points. So that, source contributions can be evaluated. 
Landfilling is the most frequent method used in Turkey to manage and dispose 
the solid wastes. Although, engineering methods during and after the 
landfilling process minimizes the undesired effects of the wastes in the 
environment, odorous compounds released to the atmosphere still remains as 
a serious problem. Especially, people living in the surrounding residential areas 
are the most vulnerable ones. Sampling was conducted in the European side of 
Istanbul. Sampling points were selected to be inside the landfilling facility and 
residential areas where are reported to be exposed to odor from landfilling 
activity. Passive sampling method was used in this study. Sample tubes were 
placed in the area at least for ten days. Then, these tubes were brought to 
laboratory for further processing and quantification. VOC species were 
detected and quantified by GC-MS. Total VOC concentrations were ranged 
between 50 and 850 ppm. The VOC species with the highest concentrations 
were m&p xylene, 1,2,4-trimethybenzene, 1,4-diethylbenzene, n-decane, n-
undecane. Concentrations observed in summer were considerably higher than 
in winter. The highest concentrations were observed in active landfilling lot, 
leachate waste water collection tank and composting facility.  

 
 Key words 

VOC, passive sampling, landfill gas, passive sampling 

 

 

1. INTRODUCTION 

Investigation of volatile organic compounds (VOCs) are of scientific interest nowadays due to their toxic, carcinogen, and 

their odor effects [1],[2]. Long time exposure to benzene, toluene, xylene, and chlorinated compounds could yield health 

problems on landfilling operators [3]. Odor is occurred when insufficient oxygen is present during the decomposition of 

solid wastes [4]. There are some studis on the composition of landfilling gasses. In Turkey, characterization study was 

conducted in Izmir Harmandali landfilling area [5]. Diverse types of VOCs were identified in that study. The identified 

VOCs were monoaromatics, halogenated compounds, aldehydes, esters, ketones, sulfur/nitrogen containing compounds, 

volatile fatty acids. The main problem of these organic types are their annoying odor in urban areas [6].  
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The main goal of this study is to determine the VOC levels inside the landfilling facility area and in the residential zones 

close to the landfilling area, where people living in those areas are usually get annoyed. Finally, spatial distribution of 

VOCs were determined.    

2. MATERIALS AND METHODS 

2.1. Study Area 

Landfilling facility in the European side of Istanbul is located in Kemerburgaz-Odayeri. This location is to the north of 

residential area of Istanbul. The prevailing wind direction in Istanbul is north-easterly. For that reason, the sampling points, 

apart from waste processing facilities, were selected to be the residential sites to the south of the facility. Sampling points 

are shown in Figure 1. 

 

  

(a)                                                                                     (b)  

Figure 1. (a) Map of the study area (b) Geographical properties of the study area (elevation in meters) 

 

The red stars are the residential sites distributed in the sampling train. Geographic properties and meteorological conditions 

have big importance on the dispersion of the pollutants released from landfilling activities. The map showing the 

geographical properties of the study area in 10 km x 10km dimensions. 

Meteorological data were gathered from Davis Vantage Pro-2 weather station present in Odayeri landfilling facility. 

2.2. Sampling Method 

The sampling was not in a single point. On the contrary, there were many sampling points distributed within a large area. 

So that, passive sampling method was selected. It is easy to handle passive sampling and a common method when there is 

large number of sampling points [7]. Sampling pump is not used so operation is cheaper than active sampling [8].  

Passive sampling tubes were filled with 100 mg Carbopack-B adsorbent material and closed with fine mesh at both edges 

of the tube. Dept of the mesh was 1.5 cm from the edge. These tubes were delivered to the sampling location inside a falcon 

tubes. They were closed with telfon lids when sampling was finished and returned to the laboratory again in the falcon 

tubes. Sampling dates are given in Table 1. 

 

 

   Table 1. Sampling dates 

Sampling no Start date Finish date 

1 03.12.2014 17.12.2014 

2 15.01.2015 04.02.2015 

3 03.03.2015 19.03.2015 

4 20.04.2015 05.05.2015 

5 02.06.2015 17.06.2015 
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6 31.07.2015 21.08.2015 

7 17.09.2015 15.09.2015 

8 26.10.2015 06.11.2015 

9 26.11.2015 11.12.2015 

 

Some photos taken from the field studies are shown in Figure 2. Blank samples were taken along with the original samples 

in order to make quality assurance/quality control tests. 

 

 

Figure 2.Pictures from field sampling studies 

 

2.3. Sample Preparation 

VOCs were adsorbed to adsorbent material at the sampling points. Their desorption was made by solvent extraction. 

Methanol was selected as the solvent. Chemical desorption process was realized inside the falcon tubes. Meshes of the 

tubes were removed and adsorbent material were poured in the falcon tubes. 2 ml of methanol was included inside the 

falcon tube. Then, falcon tubes were placed inside an ultrasonic bath and samples were ultrasonically extracted for 30 

minutes. At the outset of each extraction, surrogate standards were included to find the recovery. After that, samples were 

placed into vials for gas chromatography (GC) analysis. 

 

2.4. Gas Chromatography Analysis 

Analyses were performed by Perkin-Elmer GC-MS system. The column was HP-5MS (30 m, 0.25 um, 0.25 id). Sample 

injection volume was 1 ml. Splitless injection was selected. Carrier gas was ultra pure helium, having pressure of 20 psi. 

Injector port temperature was kept at 240 οC. The oven was held 5 min at 35 οC, then temperature was raised to 110 οC at a 

rate of 5 οC/min. The oven was held at 110 οC for 2 min. After that, oven temperature was raised to 200 οC, at a rate of 40 
οC/min. Finally, temperature was increased to 220 οC and waited there for 2 min. Total run time was 26.25 min. 

In order to quantify the compounds 18 masses were investigated at two channels, which were 42, 43, 55, 57, 67 ,69, 71, 78, 

83, 84, 85, 91, 92, 93, 98, 104, 105, 119. Forty different VOCs were targeted with these masses. However, 17 VOCs were 

regularly quantified. These species were: m-xylene, p-xylene, styrene, propylbenzene, n-decane, isopropylbenzene, alpha-
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pinene, beta-pinene, propylbenzene, 3,4-ethyltoluene, 1,3,5-trimethylbenzene, 1,2,4-trimethylbenzene, 1,2,3-

trimethylbenzene, 2-ethyltoluene, 1,3-diethylbenzene, n-undecane.  

 

2.5. Gas Chromatography Analysis 

Blank samples were analyzed as with regular samples. Limit of detection (LOD) was calculated according to blank 

samples. LOD was calculated as : mean blank sample concentration plus three times of the standard deviation of the blank 

samples. o-xylene were used as the surrogate standard. Its average recovery efficiency was 53±11% 

 

2.6. Calculation of the Concentrations 

Concentration of VOCs were determined in liquid phase. Total air flowrate need to be known in order to find atmospheric 

concentrations. As the sampling was passive type, it is not accurately possible to find actual flowrate. VOCs accumulated 

inside the adsorbent by diffusion. Equation 1 and equation 2 are used to calculate ambient air concentrations.  

𝑈𝑝𝑡𝑎𝑘𝑒 𝑟𝑎𝑡𝑒 =
𝐷 

𝑐𝑚 2

𝑠𝑒𝑐
 𝑥𝐴(𝑐𝑚 2)

𝐿(𝑐𝑚 )
                           (1) 

𝐴𝑡𝑚𝑜𝑠𝑝ℎ𝑒𝑟𝑖𝑐 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛  𝑝𝑝𝑚 =
𝑀𝑎(𝑚𝑔 )

𝑢𝑝𝑡𝑎 𝑘𝑒  𝑟𝑎𝑡𝑒  
𝑛𝑔

𝑝𝑝𝑚  𝑥 𝑚𝑖𝑛
 𝑥 𝑡 (min )

                    (2) 

where, D is the diffusion coefficient for each VOC type, A is the cross sectional area of the sampling tube, L is the distance 

between the mesh and the edge of the tube, Ma is the molecular weight of the VOC in concern, and t is the sampling time. 

 

3. RESULTS AND DISCUSSION 

The result of each sampling period was shown with the spatial distribution and wind rose acquired for each sampling 

period. The time spent in the field for sampling no 7 was prolonged and consequently they reached to saturation. The 

values results for sampling no 7 was not reported for that reason. Spatial distribution of sampling no 1 is given in Figure 3. 

 

Figure 3.Sampling results of sampling no 1 

 

Prevailing wind direction was N-NE. Wind speed was mostly below 3.6 m/sec. The highest concentration was 200 ppm. 

The location of the highest concentration was landfilling area. The three highest concentrations in residential areas were 90 

ppm, 80 ppm, and 70 ppm for Kemerburgaz, Başakşehir, and Cebeci, respectively.  

Spatial distribution of sampling no 2 is given in Figure 4. 
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Figure 4. Sampling results of sampling no 2 

 

Prevailing wind direction was N-SW. Wind speed was mostly above 11.1 m/sec. The wind speed was less than 0.5 m/sec 

during 26% of the whole sampling time. The highest concentration was 130 ppm. The location of the highest concentration 

was landfilling area. The three highest concentrations in residential areas were 80 ppm, for Kemerburgaz, Başakşehir, and 

Cebeci. It was 60 ppm in Cebeci. 

Spatial distribution of sampling no 3 is given in Figure 5. 

 

 

Figure 5. Sampling results of sampling no 3 

 

Prevailing wind direction was N. Wind speed was mostly between 5.7-8.8 m/sec. The wind speed was less than 0.5 m/sec 

during 27% of the whole sampling time. The highest concentration was 50 ppm. The location of the highest concentration 

was landfilling area. The two highest concentrations in residential areas were 50 ppm for Başakşehir, and Cebeci.  

Spatial distribution of sampling no 4 is given in Figure 6. 
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Figure 6. Sampling results of sampling no 4 

 

Prevailing wind direction was S-SSW-NNE. Wind speed was mostly between 5.7-8.8 m/sec. The wind speed was less than 

0.5 m/sec during 6% of the whole sampling time. The highest concentration was 56 ppm. The location of the highest 

concentration was landfilling area. The highest concentrations in residential areas were 5 ppm Göktürk, Kemerburgaz, 

Başakşehir, and Cebeci.  

Spatial distribution of sampling no 5 is given in Figure 7. 

 

 

Figure 7. Sampling results of sampling no 5 

 

Prevailing wind direction was N. Wind speed was mostly above 11.1 m/sec. The wind speed was less than 0.5 m/sec during 

10% of the whole sampling time. The highest concentration was 850 ppm. The location of the highest concentration was 

landfilling area. Half of this concentration was observed from the composting facility. The highest concentrations in 

residential areas were between 50 and 100 ppm at Kemerburgaz, Başakşehir, and Cebeci’.  

Spatial distribution of sampling no 6 is given in Figure 8. 
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Figure 8. Sampling results of sampling no 6 

 

Prevailing wind direction was N. Wind speed was mostly above 11.1 m/sec. The wind speed was less than 0.5 m/sec during 

12% of the whole sampling time. The highest concentration was 100 ppm. The location of the highest concentration was 

the composting facility. VOC concentration was 60 ppm at the landfilling site. The highest concentration in residential 

areas was observed in Kemerburgaz as 45 ppm. The concentration was 35 ppm at between 50 and 100 ppm at Göktürk, 

Başakşehir, and Cebeci.  

Spatial distribution of sampling no 8 is given in Figure 9. 

 

 

Figure 9. Sampling results of sampling no 8 

 

Prevailing wind direction was N. Wind speed was mostly above 11.1 m/sec. The wind speed was less than 0.5 m/sec during 

3% of the whole sampling time. The highest concentration was 130 ppm. The location of the highest concentration was the 

composting facility. VOC concentration was 45 ppm at the landfilling site. The highest concentrations in residential areas 

were between 35 and 50 ppm in Kemerburgaz. 

Spatial distribution of sampling no 9 is given in Figure 10. 
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Figure 10. Sampling results of sampling no 9 

Prevailing wind direction was N. Wind speed was mostly above 11.1 m/sec. The wind speed was less than 0.5 m/sec during 

26% of the whole sampling time. The highest concentration was 300 ppm. The location of the highest concentration was 

the composting facility. The concentrations were at the same levels for the remaining places. 

 

4. CONCLUSIONS 

In this study, VOC concentrations at the waste management facilities were measured and to see their effect on  residential 

sites, sampling was conducted at some specific residential areas. The highest concentrations were encountered mostly in 

landfilling area. The highest concentration was 850 ppm However, the variability was very high. Usually half of the VOC 

concentrations were present in residential areas. The main sources were landfilling, composting, and leachate collection 

tank. It is suggested to control the emissions from these sources. Daily soil can be laid in order to prevent volatilization of 

VOCs from landfill and operation can be made within small scale lots. Top of the leachate collection tank could be closed 

and emissions can be treated in a further step. The emissions of composting facility is treated by a biofilter. However, the 

treatment process is not working efficiently. It is suggested to revise and modify this system to control the VOCs. 
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Abstract 

Combined Cycle Power Plants are in wide demand throughout the world, 
because they are characterized by short construction times, low investment 
costs, high operating efficiencies and low exhaust emissions. This type of 
power plants can reach fuel to electricity conversion efficiencies of 60%, at the 
same time it has minimal environmental impacts. The most important reason 
for this is the use of natural gas, which is a very clean fuel containing little or 
no sulfur, particulate matter and other unwanted ingredients. This study was 
investigated the effect of cooling water from natural gas combined power 
plant to Black Sea region of Turkey. The parameters, which affect the marine 
ecosystem, were determined and in addition temperature, suspended solid, 
COD values were measured. Modelling of these measured values was 
performed throughout discharge line with the CORMIX-2 software developed 
by EPA (Environmental Protection Agency) as environmentally purpose. 

 
 Key words 

Deep sea outfall, model, natural gas, power plant 

 

1. INTRODUCTION 

Energy is what drives our lives. There is an ongoing global energy challenge caused by increasing energy demand, heavy 

dependence on oil and other fossil fuels which leads to air, water and land pollution. Large carbon emissions lead to global 

warming, climate instability and raises health concerns over pollution. Depletion of the fossil resources that are not 

uniformly distributed globally force the humanity to use the available precious energy resources as efficiently as possible 

[1]. 

Electricity power generation industry being the most important energy sector in many countries faces real problems; the 

continuous increase in fuel prices, exploding growth in energy demand, the recent strict environmental regulations and the 

severe competition after the liberalization of the energy market. As a result, power generation authorities seek performance 

improvements of the power plants. Operating more efficiently is important for the power plants to be able to compete in the 

deregulated energy market [2]. 

mailto:ocinar@yildiz.edu.tr
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Figure 1. Combined Cycle Power Plants 

 

Gas turbine performance has been enhanced considerably in recent years due to the rapid development of component 

design and material technologies. Many applied power generation systems based on the gas turbine have been proposed, 

and several systems have already been applied in real settings. The gas/steam combined cycle plant, for instance, has 

already emerged as a standard technology for base load power generation [3]. 

Combined Cycle Power Plants utilize both gas turbines and steam turbines to generate electricity. In a combined cycle 

power plant, the gas turbine is coupled to a generator to allow it to produce electricity even it runs solo without a steam 

turbine. As the exhaust stream of the gas turbine has high energy, the gas turbine exhaust is connected to a heat recovery 

steam generator (HRSG) where steam is produced from the waste heat in the exhaust gas. The generated steam is used to 

turn the steam turbine that produces more electricity in addition to the simple gas turbine cycle. The steam turbine is 

connected to a condenser where the excess heat is rejected to the environment. This equipment’s are the main components 

of a combined cycle power plant. These are also the components which determine and dominate the performance of a 

power plant. Apart from these main components, there are many auxiliary systems such as cooling systems, lubrication 

systems, pumps etc. in a combined cycle power plant [4].  

2. MATERIALS AND METHODS 

2.1 Study Area  

The Black Sea, with its world's largest anoxic basin, is situated between the folded Alpine belts of the Caucasus and Crimea 

Mountains to the north and northeast, and the North Anatolian Mountains to the south, with an area of 432,000 km2 and a 

volume of 534,000 km3. The Strait of Bosporus connects the Black Sea to the Sea of Marmara to the south and southwest, 

which in turn, is connected to the Aegean Sea and the Mediterranean Sea through the Strait of Dardanelles. [5]. 

 

 
Figure 2. Locations of Black Sea 

 

The Black Sea’s catchment area which covers entirely or partially 22 countries in Europe and Asia Minor is more than 2 

million km2. Six of these countries are littoral (Bulgaria, Georgia, Romania, the Russian Federation, Turkey and Ukraine), 

while the other sixteen (Albania, Austria, Belarus, Bosnia-Herzegovovina, Crotia, the Czech Republic, Germany, Hungary, 

Italy, Macedonia, Moldova, Poland, Slovakia, Slovenia, Switzerland and Yugoslavia) do not have shorelines with the Black 

Sea. 
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The length of the Black Sea shoreline is 4,340 km approximately. The Bulgarian coastline is 300 km long; the Georgian 

coastline 310 km; the Romanian coastline 225 km; the Russian coastline 475 km; the Turkish coastline 1,400 km and the 

Ukrainian coastline 1,628 km. The Black Sea shoreline is not ragged. There are several big or small peninsulas and bays 

through the shoreline, but no large islands are present. The largest peninsula is Crimea, located in the north. The largest 

bays are, Odessa Gulf, Yagorliksky Bay, Tendrovsky Bay, Karkinitsky Bay and Kalamitsky Bay in the north; Novorossiysk 

Bay in the east; Sinop Bay and Samsun Bay in the south; and bays of Igneada, Burgaz and Varna in the west. The biggest 

island is Zmeiny (1.5 km2), located in front of the Danube delta [6]. 

2.2 Sampling and Analytical Methods 

Water samples were taken in the summer and autumn 2016. Temperature (0C), dissolved oxygen (DO), pH and electrical 

conductivity (EC) were measured on site using a field multi-probe (HQ40d Portable). Chemical oxygen demand (COD) 

and suspended solid were measured according to Standard Methods for the Examination of Water and Wastewater (APHA 

1995). Water quality parameters were assessed accordingly Turkish Water Pollution Regulation (Table 1).  

Table 1. Monitoring results of water quality parameters and the limit values (Turkish Water Pollution Control Regulation) 

Parameters Limit Value Summer Autumn 

pH 6-9 7.92 8.72 

Temperature 35 ˚C 19.3 24.8 

Suspended Solid (mg/L) 350 2800 646 

COD (mg/L) 400 990 79 

Dissolved Oxygen (mg/L) - 9.78 8.93 

Electrical Conductivity 

(µS/cm) 
- 26.6 29 

 

2.3 Model Description  

CORMIX is a USEPA-approved simulation and decision support system for environmental impact assessment of mixing 

zones resulting from point source discharges. The methodology contains systems to model submerged single-port 

(CORMIX1) and multiport diffusers (CORMIX2) as well as surface discharge sources (CORMIX3). Effluents considered 

may be conservative, non-conservative, heated, or they may contain suspended sediments. The advanced information 

system tools described herein provide documented water quality modeling, regulatory decision support, mixing zone 

visualization, and tools for outfall specification and design optimization [7]. 

3. RESULTS AND DISCUSSION 

The surface water quality parameters were given in Table 1. The pH of the water samples was within the range of 6.5–9. 

Also temperature values less than 35 ˚C degrees. The highest values of chemical oxygen demand (COD) were observed in 

the summer with 990 mg/L (Fig 3). Suspended solid is much higher than limit values both summer and autumn (Fig 4).  



 

European Journal of Engineering and Natural Sciences  

 

67 EJENS, Volume 2, Issue 1 (2017) 

 

 

Figure 3. The comparison with the limit values for chemical oxygen demand of monitoring results 

 

 

Figure 4.  The comparison with the limit values for suspended solids of monitoring results 

The electrical conductivity of the water samples was 26.6 and 29 (µS/cm), respectively. There were no boundary values of 

the electrical conductivity and dissolved oxygen according to Turkish Water Pollution Regulation. In addition, temperature 

values have to be one centigrade degree between ambient temperature and hot water discharge in accordance with Turkish 

Water Pollution Regulation. In order to determine the temperature difference was used Cormix2 model. Before mixing with 

the hot water into the sea, 9 °C degrees temperature difference was observed between ambient temperature and hot water 

discharge. 

The green line in the Figure 5 shows that one degree of difference between ambient temperature and hot water discharge. It 

indicates that 1 °C temperature difference value is seen that at 10 m. Isometric view of hot water discharge was revealed 

using Cormix2 (Fig 6). Figure 6 were presented as the change in color code discharged wastewater temperature.  
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Figure 5.  The difference graph between the ambient temperature and hot water discharge 

 
 

Figure 6.  Isometric view of hot water discharge 

4. CONCLUSION 

In this study concentration of parameters such as pH, temperature, dissolved oxygen, suspended solid, chemical oxygen 

demand and electrical conductivity were measured in combined cycle power plant using natural gas in the Black Sea coast 

of Turkey. The CORMIX system is unique among mixing zone prediction methodologies in that it systematically accounts 

for boundary interaction, predicts density current behavior after boundary interaction, and provides rule-verified mixing 

zone analysis and advice for outfall design optimization [8]-[9]. 

A result of increasing erosion due to high precipitation rates are increasing the amount of solid substances carried into the 

rivers in the Black Sea. Suspended solid of the high value, the amount of solids transported by rivers is considered that due 

to the increase. The measurement results compared with the model results showed that 0.7 ˚C difference is acceptable. 

According to the model results, after mixing 10 meters into the sea of waste water has been obtained difference 1˚C. This 

difference is within acceptable limits as a regard of Turkish Water Pollution Regulation.  
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Abstract 
For nanofluids to be able to use practically, they must not cluster and 
precipitate. Namely, they have to become stable. The target of this study is to 
determine the parameters that are effective at preparing stable nanofluid and 
to obtain stable one.To follow nanofluid stability, its sedimentation state is 
determined by photo capturing and controlling continuously. It is verified by 
SEM images that the nanofluids, which do not precipitate and are determined 
as stable, are distributed homogeneously and do not constitute considerable 
agglomerates. The work fluid is made from Al2O3, TiO2, ZnO nanoparticles and 
deionized water as base fluid. The solutions are prepared with 0.1%, 0.3%, 
0.5%, 0.7% and 1.0% volume concentration. They are mixed 30 minutes by 
probe type of ultrasonic homogenizer at environment conditions. Sodium 
Dodecyl Sulfate (SDS) was added to the solutions as surfactant to prevent 
instability occurred due to agglomeration and sedimentation. At this study, it is 
investigated that from where the contradictory data for stability experiments in 
the literature stems. Moreover, the various stable nanofluid preparation 
parameters that are not available in the literature are given.It is observed that 
Al2O3, TiO2 and ZnOnanofluids have stability up to 5 days, 7 days and 21 days 
without considerably sedimentation, respectively. It is ascertained that 
properties of nanoparticle and nanofluid preparation parameters are important 
to enable stability. 

 
 Key words 

Al2O3, TiO2, ZnO, Nanofluid, Stability, Surfactant 

 

1. INTRODUCTION 

Heating and cooling demands needed at many sectors like transport, electronic, nuclear, military, space, energy production 

play a rather important role for appearing new technologies Error! Reference source not found., Error! Reference 

source not found.. To meet these demands at present applications, various methods are used. Some of them are increment 

at surface areas that heat transfer occurs, higher temperature difference for more heat transfer and material usage having 

durable to high temperature. However, it is already reached to usage limits of these methods due to the causes like 

dimensional limits, durable limits of material, production costs. Moreover, due to performance limits of available work 

fluids i.e. antifreeze, engine oil, fluids that have particles with mili-micrometer sized are used as a solution. Yet, instability 

occurred because of agglomeration and sedimentation at these particles induces clogging in microchannels and desired 

developments not be able to be obtained Error! Reference source not found.. With time, thanks to production technology 

developed, particles with nanometer sized and nanofluids have obtained. Nanofluid usage has started as work fluid. 

Nanofluid is a suspension obtained by dispersing particles with nanometer sized in a fluid. Nanoparticle sizes used in 

nanofluids are generally between 1 nm and 100 nm Error! Reference source not found., Error! Reference source not 
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found. - Error! Reference source not found.. Nanofluids are prepared by one of the methods called 1-step or 2-step. At 1-

step method, nanofluid is prepared by chemical reaction at one-step. As for 2-step method, firstly, particle is produced at 

nanometer size, and then nanofluid is obtained by mixing them in a base fluid. Nanofluids obtained by 1-step method are 

more stable than ones obtained by 2-step. However, at 1-step method, particle size cannot be controlled. At 2-step method, 

nanoparticles needed can be found at desired size and property from many producers Error! Reference source not found., 

Error! Reference source not found..At 2-step method, nanofluids can be prepared by numerous sub methods: Magnetic 

stirrer, high shear mixer, ball mill, ultrasonic bath, probe type ultrasonic homogenizer, adding surfactant, changing pH, 

surface modification of particle Error! Reference source not found., Error! Reference source not found., Error! 

Reference source not found.. In 2-step methods, the most efficient and effective one is determined probe type ultrasonic 

homogenizer in the literature Error! Reference source not found., Error! Reference source not found., Error! 

Reference source not found..Nanofluids are desired the properties like high thermal conductivity, high heat transfer 

performance, long stability time. However, they are not demanded clogging at microchannels due to agglomeration and 

sedimentation, and increase at pumping losses due to viscosity increment and pressure drop. These unwanted results are 

generally related to nanofluid stability. Stability of nanofluids can be examined by various methods: Ultra Violet-Visible 

Spectrophotometer (UV-Vis), Zeta potential, SEM, TEM, DLS, XRay Diffraction, sedimentation method, 3-omega, 

centrifugation method, photo capturing Error! Reference source not found., Error! Reference source not found., 

Error! Reference source not found..Nanofluid stability is enabled by the methods like using surfactant, pH changing, 

modification of nanoparticle Error! Reference source not found., Error! Reference source not found.. To enable 

nanofluid stability, the researchers who do not want a change at thermal properties of nanofluid did not use surfactant 

Error! Reference source not found. - Error! Reference source not found.. However, those who use surfactant desired it 

to prevent stability problem Error! Reference source not found., Error! Reference source not found. - Error! 

Reference source not found., Error! Reference source not found. Pg.31, Error! Reference source not found. Pg.57, 

Error! Reference source not found.. 

Even after only ultrasonic mixing, attraction forces existed between particles cause them to cluster. Nanoparticle groups at 

micrometer and bigger sized occurred due to that clustering start to behave like particles at macro sized. For they have 

bigger density than base fluid, they make instability by collapsing the bottom of base fluid. Surfactants are used to prevent 

that sedimentation. Surfactant covers surface of nanoparticle and make repelling force between them. So, clustering of 

particles is prevented considerably. Only surfactant usage is not enough to enable stability. Because, when nanoparticles 

are dispersed in base fluid for the first time, since they are clustered, surfactant cannot affect among them. These 

agglomerations can be broken by ultrasonicationError! Reference source not found..In the literature, there are different 

results for same nanofluids whose stability changes from 1 hour to 1 year Error! Reference source not found.. There are 

limited number of studies that include stable nanofluid preparation parameters and indicate them to be standardized Error! 

Reference source not found. Pg.76. This study works to determine the parameters that are effective at preparing stable 

nanofluid, to standardize these parameters and to obtain stable nanofluid. 

This study consists of four sections: Material and Method, Experiment, Results, Conclusions. Material and Method section 

includes properties of used materials and how to be prepared nanofluids. Experiment section includes two subsections in 

the way nanofluid stability parameters and nanofluid SEM/TEM images. 

2. 2. MATERIAL AND METHOD 

2.1. Propertiesof Nanoparticles 

Al2O3, TiO2 and ZnO nanoparticles are used to prepare nanofluid. Average sizes of these particles are 20 nm, 10-25 nm 

and 18 nm, respectively. Nanoparticles are bought from "Nanografi Ltd. Company". All properties of nanoparticles are 

given in Table 1, their TEM images supplied by the producer are given in Figure 1.Sodium Dodecyl Sulfate (SDS) as 

surfactant was used to prevent sedimentation of nanoparticles by clustering and to make nanofluid stability keep on. SDS 

was bought from "Merck Inc." The density of this matter is 1.1 g/cm3 and its pH value is between 6 and 9. 

Al2O3 TiO2 ZnO 

   

Figure 1. TEM images of nanoparticles 

2.2. Preparationof Nanofluids 

All nanofluids at this study were prepared by 2-step method. Probe type ultrasonic homogenizer was used to disperse 

nanoparticles in a deionized water (Ultrasonic Homogenizer Mark/Model: Optic Ivymen System / CY-500, Power: 500W, 

Frequency: 20kHz, Probe Diameter/Length: Ø5.6/60mm).Firstly, mass amounts of nanoparticle, deionized water and SDS 

were calculated in accordance with desired nanofluid volumetric concentration, nanofluid volume and SDS weight 
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concentration from  

 

 

Figure 2. Preparation of nanofluid with temperature control 

 

 

Table 2. These quantities were weighed by a precision balance (AND GX-600, Max Mass: 610g, Deviation: 0.001g). Then, 

nanofluids were prepared in a flask by paying regard to many parameters considered to be effective at nanofluid stability. 

The nanofluid taken from the bottom location of the flask by a pipet was filled in the glass tubes, which have Ø16x160 mm 

dimensions with screw thread. Stabilities of nanofluids were examined by photo capturing method according to time.  

The most suitable parameters were determined by these images. According to these parameters, the most stable nanofluids 

were prepared.  

The equations used in  

 

 

Figure 2. Preparation of nanofluid with temperature control 

 

 

Table 2 for nanofluids to be prepared are the following: 

Volume concentration of nanofluid, 

𝜙 =
∀𝑛𝑝

∀𝑛𝑓
=
𝜌𝑛𝑓 − 𝜌𝑏𝑓

𝜌𝑛𝑝 − 𝜌𝑏𝑓
 (1) 

Volume of nanofluid, 

∀𝑛𝑓= ∀𝑛𝑝 + ∀𝑏𝑓  (2) 

Mass of nanofluid, 

𝑚𝑛𝑓 = 𝑚𝑛𝑝 +𝑚𝑏𝑓  (3) 

Density for nanofluid, nanoparticle and deionized water, 

𝜌 = 𝑚 ∀  (4) 

Weight concentration of SDS/Nanoparticle, 

𝜙 = 𝑚𝑆𝐷𝑆 𝑚𝑛𝑝  (5) 

During mixing nanofluids by ultrasonic homogenizer, when it was not taken any precaution, too temperature increment was 

seen in the sample (nanofluid). Such that, this temperature increment reached 60 degrees in 10 minutes. During mixing, 

increased temperature affects both chemical-thermal properties of nanofluid and causes ultrasonic homogenizer to work 

unproductively Error! Reference source not found. Pg.32. At the experiments done in this study, it was seen that 

uncontrolled temperature increment decreased vibrations of ultrasonic homogenizer. This was noticed by change of 

ultrasonic sound and decrease at surge of the top surface of the sample. Therefore, a heat bath was used to hold nanofluid 

temperature constant (Mark/Model: Cole Parmer / EW-12108-25, Temperature: -20~200oC, Temperature Stability: 

±0.01oC, Bath Capacity: 6L, Heating Capacity: 1kW, Cooling Capacity: 200W, Flow Rate: 11~24L/min). The flask 
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included nanofluid was put in the heat bath held at constant temperature as Figure 2. So, 100 mL of nanofluids were 

prepared. In addition, during ultrasonication, high temperatures were seen at the probe of ultrasonic homogenizer. To 

compensate it, the probe was cooled by a fan. 

Table 1. Properties of nanoparticles 

Nano 

Particle 

Type Density 

(kg/m3) 

Purity Average 

Size 

Specific 

Surface Area 

Shape 

Al2O3 Gamma 3890 >%99 20 nm 138 

m2/g 

Close to spherical 

TiO2 Anatase 3900 >%99.5 10-25 nm 200-240 m2/g Close to spherical 

ZnO ― 5606 %99.95 18 nm 40-70 m2/g Close to spherical 

 

 

 

Figure 2. Preparation of nanofluid with temperature control 

 

 

Table 2.Nanofluids according to volumetric concentration at 20oC 

F
lu

id
 Volume 

Concent. 

Nanofluid 

Volume 

Base 

Fluid 

Density 

Particle 

Density 

Particle 

Volume 

Base 

Fluid 

Volume 

Particle 

Mass 

Base 

Fluid 

Mass 

SDS-

Particle 

Weight 

Concent. 

SDS 

Mass 

ϕ (%) ∀nf (mL) ρbf (kg/m3) ρnp (kg/m3) ∀np (mL) ∀bf (mL) mnp (g) mbf (g) ϕw,SDS (%) 
mSDS 

(g) 

A
l 2

O
3
 

0,10% 100 998,0 3890 0,10 99,90 0,389 99,700 50,00% 0,195 

0,30% 100 998,0 3890 0,30 99,70 1,167 99,501 25,00% 0,292 

0,50% 100 998,0 3890 0,50 99,50 1,945 99,301 15,00% 0,292 

0,70% 100 998,0 3890 0,70 99,30 2,723 99,101 15,00% 0,408 

1,00% 100 998,0 3890 1,00 99,00 3,890 98,802 15,00% 0,584 

T
iO

2
 

0,10% 100 998,0 3900 0,10 99,90 0,390 99,700 50,00% 0,195 

0,30% 100 998,0 3900 0,30 99,70 1,170 99,501 25,00% 0,293 

0,50% 100 998,0 3900 0,50 99,50 1,950 99,301 15,00% 0,293 

0,70% 100 998,0 3900 0,70 99,30 2,730 99,101 15,00% 0,410 

1,00% 100 998,0 3900 1,00 99,00 3,900 98,802 15,00% 0,585 

Z
n

O
 

0,10% 100 998,0 5606 0,10 99,90 0,561 99,700 50,00% 0,280 

0,30% 100 998,0 5606 0,30 99,70 1,682 99,501 50,00% 0,841 

0,50% 100 998,0 5606 0,50 99,50 2,803 99,301 25,00% 0,701 

0,70% 100 998,0 5606 0,70 99,30 3,924 99,101 15,00% 0,589 

1,00% 100 998,0 5606 1,00 99,00 5,606 98,802 15,00% 0,841 

3. 3. EXPERIMENT 

3.1. NanofluidStabilityParameters 

The parameters that affect stability of nanofluids are classified as follows:adding surfactant, ultrasonic power intensity, 

ultrasonic mixing time, bath temperature, height of ultrasonic probe, flask diameter, nanoparticle type. 

The effect of each parameter on nanofluid stability was investigated as subtitles. The information at the top row of the 

figures that show effect of these parameters includes (Figure 3-Figure 10): 1. Nanofluid volumetric concentration, 2. 

Nanofluid type, 3. Investigated parameter, 4. Time passed after preparing nanofluid.Stability was examined by the photos 

taken daily, according to be transparent from the top surface of the tube and sedimentation at the its bottom. 
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3.1.1. Adding Surfactant 

In this section, it was investigated whether surfactant usage is necessary and if it is necessary, what its concentration value 

must be. For this purpose, the nanofluids included and not included surfactant were prepared (Figure 3). It was seen that the 

nanofluids not included surfactant were settled by agglomerating in 20 minutes (Figure 3-a,b,c). After that result was 

obtained, to enable nanofluid stability, SDS was selected as surfactant widely used in the literature Error! Reference 

source not found., Error! Reference source not found.. At the nanofluids prepared by using SDS, it was seen that 

agglomeration was prevented and stability was enabled (Figure 3-d,e,f). As a result, it was decided to use SDS for all 

nanofluids. In order to determine SDS concentration, the nanofluids included SDS between 1% and 100% in the way 

SDS/Nanoparticle as mass were prepared (Figure 4). At Figure 4, for the nanofluid with 0.5% volumetric concentration, 

while stability was enabled for SDS with 15% and higher weight concentration, SDS with same 15% weight concentration 

was insufficient for the nanofluid with 0.2% volumetric concentration. From here, it was concluded that SDS having 

different weight concentration is necessary for nanofluids with different volumetric concentration. As general trend, it was 

seen that the more nanofluid volumetric concentration decreases, the more SDS weight concentration needed increases 

(Figure 4-d,e,f). By this way, the lower limit of SDS weight concentration was determined in a way to change from 15% to 

50% for all nanofluids by some experiments ( 

 

 

Figure 2. Preparation of nanofluid with temperature control 

 

 

Table 2). In the literature, SDS weight concentration is generally given as "Surfactant/Nanoparticle" (Error! Reference 

source not found., Error! Reference source not found., Error! Reference source not found.). Yet, in some studies, this 

ratio is also given as "SDS/Nanofluid" (Error! Reference source not found., Error! Reference source not found.). 

Therefore, it must be paid attention which reference SDS concentration values are given according to. 
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Figure 3. Controlling whether surfactant 

is necessary or not 
 Figure 4. Determining SDS weight concentration 

It was worked to find a lower limit for using SDS. Because, SDS amount must be used many enough to enable nanofluid 

stability; it must be used little enough to decrease concretion, not to increase cost and not to affect thermodynamic 

properties. 
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3.1.2. Ultrasonic Power Intensity 

Ultrasonic vibration power (W/mL) per nanofluid volume was investigated. For this purpose, three different nanofluids 

were prepared in a way to be their power intensity 3, 4, 5 W/mL (Figure 5). It was seen that the more bigger ultrasonic 

power intensity is, the more longer stability time is (Figure 5-d,e,f).As a result, it was decided that ultrasonic power must be 

applied to all nanofluids at full power (500 W) and this power must remain as a constant parameter. 

3.1.3. Ultrasonic Mixing Time 

It was examined for how much time it is necessary for the nanofluids to expose to ultrasonic vibration. For this, the 

nanofluids changed from 5 minutes to 240 minutes their mixing time were prepared (Figure 6). It could not be seen that 

mixing time lasting than 30 minutes had apparent effective on nanofluid stability time (Figure 6-e,f,g). Therefore, it was 

decided that all nanofluids must be exposed to ultrasonic vibration for 30 minutes. This time is same as numerous studies in 

the literature (Error! Reference source not found., Error! Reference source not found. Pg.32, Error! Reference 

source not found.). 

3.1.4. Bath Temperature 

It was investigated at what temperature nanofluid must be during mixing it with ultrasonic homogenizer. For that purpose, 

during mixing, the nanofluids held their temperature constant at 20, 30, 40 and 50 degrees were prepared (Figure 7). It was 

not seen that temperature had significant effective on stability (Figure 7-e,f,g,h). Consequently, in order to prevent too 

temperature increase during mixing, it was seen that the heat bath is necessary to be held constant at any temperature. 

However, since high temperature causes efficiency of ultrasonic homogenizer to decrease and nanofluid volumetric 

concentration to change (increase) due to evaporating of water, it was made a decision that the heat bath must be held 

constant at 20-25°C environment temperature. 

3.1.5. Ultrasonic Probe Height 

Ultrasonic power that ultrasonic homogenizer gives fluid is mainly given from the top surface of the probe. Since conical 

volume that the tip surface of the probe makes and exposed vibrations changes, it was examined at how many height the 

probe must be from the bottom of the flask. To control that situation, the nanofluids were prepared by being held the probe 

at 1, 2, 3, 4 and 5 cm height (Figure 8). It was not seen that the probe height is effective on stability. As a conclusion, the 

probe can be held at any height from the bottom of the flask. Yet, even if it is little, to benefit from ultrasonic vibrations 

distributed from the side surfaces of the probe and to decrease noise during working, it was decided that the probe must be 

held at 1-2 cm height from the bottom of the flask. 
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Figure 5. Determining ultrasonic power intensity  Figure 6. Determining ultrasonic mixing time 
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(a) (b) (c) (d) (e) (f) (g) (h) 

 

     
(a) (b) (c) (d) (e) 

 

Figure 7. Determining bath temperature (%0.5 Al2O3)  
Figure 8. Determining height of 

ultrasonic probe 

3.1.6. Flask Diameter 

Due to the reasons described at the probe height section, it was examined what flask diameter must be. For this purpose, the 

nanofluids were prepared by using 5, 7 and 9 cm diameter of the flask (Figure 9). As determined at the probe height, 

similarly it was not seen that the flask diameter is effective on stability (Figure 9-d,e,f). As a result, a flask with any 

diameter can be used. 

3.1.7. Nanoparticle Type 

For nanofluids included different nanoparticles have different stability time, nanoparticle type was investigated effect on 

stability. The aim is to determine the nanofluid that had the longest stability time trend between different nanofluids. Al2O3, 

TiO2 and ZnO nanoparticles were used to test stability time. The stability times of the nanofluids prepared were determined 

as ZnO, TiO2 and Al2O3 from the longest stability time to the least, respectively (Figure 10) 
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Figure 9. Determining flask diameter 

 (0.5% Al2O3) 
 

Figure 10. The effect of the nanoparticle type on 

the stability time (Vol. Cont. 0.5 %) 

3.2. StabilityControl of Nanofluid 

The nanofluids were prepared by considering the optimum values of the parameters that affect nanofluid stability time. The 

optimum parameters can be summarized as follows: Surfactant (SDS ( 
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Figure 2. Preparation of nanofluid with temperature control 

 

 

Table 2)), Ultrasonic power (500 W), Mixing time (30 min), Bath temperature (25oC), Probe height (1-2 cm), Nanofluid 

volume (100 mL ( 

 

 

Figure 2. Preparation of nanofluid with temperature control 

 

 

Table 2)).The nanofluids were prepared according to the values in  

 

 

Figure 2. Preparation of nanofluid with temperature control 

 

 

Table 2 under above conditions. Their images are given in Figure 11 three hours after preparing.Thenanofluids that have 

the longest stability time at Figure 11 were determined as 0.5%, 0.7% and 1.0% volumetric concentrations for Al2O3; 0.3% 

for TiO2; all concentrations for ZnO. The stability time without apparently sedimentation for these concentrations was 

enabled up to 5 days for Al2O3, up to 26 days for TiO2, up to 21 days for ZnO (Figure 12). It changed from some days to 2 

weeks for other concentrations. As average, it can be said that the stability time continued up to 5 days for Al2O3nanofluid, 

7 days for TiO2nanofluid, 21 days for ZnOnanofluid. 

SEM images were taken in order to confirm that the stable nanofluids prepared were distributed homogeneously and did 

not include big clusters according to the original nanoparticle size. Moreover, TEM images were taken in order to verify 

that they were at the desired size. SEM and TEM images of the Al2O3, TiO2 and ZnOnanofluids with 0.5% volumetric 

concentration were given in Figure 14 and Figure 15.For SEM images, SEM device (FEI Quanta FEG 450, STEM 

Detector, 30 kV) in Bülent Ecevit University, Science and Technology Application and Research Center (ARTMER) was 
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used (Figure 13). As for TEM images, TEM device (FEI Tecnai G2 Spirit BioTwin, CTEM, 120 kV) in Middle East 

Technical University, Central Laboratory, R&D Education and Measurement Center was used. 

Al2O3 – 3 hours TiO2 – 3 hours ZnO – 3 hours 

   
(a) (b) (c) 
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Figure 11. The nanofluids prepared with the optimum 

parameters 
 

Figure 12. Stability time of the stable 

nanofluids 

 

Figure 13. STEM device in ARTMER 

4. RESULTS 

To prevent sedimentation of nanofluids by agglomerating, SDS as surfactant is necessary. For this study, SDS weight 

concentrations are given in  
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Table 2.It is required to run the ultrasonic homogenizer at full power. In this study, the device was run at 500 W 

powers.The ultrasonic mixing time was determined as 30 minutes.The bath temperature was chosen as 25°C. 

The tip of the ultrasonic probe was held at 1-2 cm height from the bottom of the flask.It was seen that Al2O3, TiO2 and 

ZnOnanofluids prepared with the optimum parameters at 0.1%, 0.3%, 0.5%, 0.7% and 1.0% volumetric concentrations 

didn't show apparently sedimentation up to 5, 7 and 21 days as average, respectively.It was found that the nanofluids 

prepared with the optimum parameters remained stable max. 5 days for 0.5% Al2O3, 26 days for 0.3% TiO2 and 21 days for 
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ZnO.SEM and TEM images were taken for the stable nanofluids. It was found that homogeneous distribution obtained and 

the nanoparticles were at the specified size from the images. 

5. CONCLUSIONS 

To minimize some controversial results (i.e. instability, stability time up to one year, anomalous thermal conductivity 

increase, too heat transfer increase) seen at different studies, nanoparticle properties used have to be same. Some of these 

properties are producer, nanoparticle size (20nm, 50nm), nanoparticle shape (spherical, cylindrical, porous), nanoparticle 

purity (99%) and quality (homogeneous size distribution, specified size and shape). 

At nanofluid stability researches, zeta potential of nanofluid can be compared with images showed it remained stable. By 

this way, it can be appeared physically whether 30 mV of zeta potential limit value is enough (Error! Reference source 

not found., Error! Reference source not found., Error! Reference source not found.). 

At SEM/TEM images given for nanofluid stability analyses, not only nanoparticle size images, but images at scale showed 

suspension distributed homogeneously must be also given. 
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Figure 14. SEM images the nanofluids with 0.5% vol. concentration 
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Figure 15. TEM images the nanofluids with 0.5% vol. concentration 
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Abstract 

In this study, 4-pole type yoke hybrid electromagnet is modeled with respect 
to motion dynamics of the system. The hybrid electromagnet inherently has a 
non-linear characteristic and from the point view of controllability, it is 
unstable. This paper concerns the design of robust controller using first order 
integral sliding mode control method. Thus, the system becomes stable and 
robust against parametric uncertainties, nonlinearity, unmodeled uncertainties 
and external disturbance. Magnetic levitation system includes sensors that 
only measure the air gap. In order to estimate other states of the system, the 
full order disturbance observer is designed and integrated into the control 
loop. The estimated disturbance value is factored by the appropriate 
conversion gain and added to the input signal of the plant. The efficiency of 
control algorithm will be given in the paper by computer simulations.  

 
 Key words 

Magnetic levitation, Integral Sliding mode control, Disturbance observer 

 

1. INTRODUCTION 

The non-contant magnetic levitation systems can operate without mechanical problem such as vibration, noise, abrasion, 

friction and so on. They also meet high accuracy and precision specifications. Because of these advantages, they are used in 

passenger transport vehicles, vibration isolation systems, biomedical devices, wind turbine, space studies and clean rooms 

as a key technology [1, 2]. 

The U and E-shaped electromagnets are often used in magnetic levitation systems, but they have only one degree of 

freedom control.4-Pole type hybrid electromagnet, which proposed by Koseki et al, has 3 degree of freedom. Each pole 

includes a coil (to control the field intensity) and a laminate permanent magnet leading to hybrid structure as shown in 

Fig.1. 

The hybrid electromagnet inherently has a non-linear characteristic and from the point view of controllability it is unstable. 

In order to run such a system, it is required to actively control the hybrid electromagnet in multi axes. Several approaches 

have been proposed in the literature to control 4-pole type hybrid electromagnet [1-3]. In this paper, a sliding mode based 

control algorithm is proposed. 

Conventional sliding mode control method does not guarantee robustness throughout the entire system. The control system 

response is sensitive against uncertainty during the reaching phase. After sliding mode occurs, the system response remains 

insensitive to variations of system parameters and external disturbance. By adding the integral component to sliding mode 

control, which is named integral sliding mode control (ISMC),the system response is became robust in both the reaching 

and sliding phase. In addition, ISMC can be used to eliminate the control chattering, which is the high-frequency vibrations 

(oscillations) of the control signal [4]. 
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The performance of feedback control algorithm is associated with the measurement of the state variables of the system 

model. However, in practice, all the state variables are not measurable or the measurements of the state variables can be 

costly because of the high price of the sensors [5]. In order to obtain all state variables, the observer can be designed. 

This paper is organized as follows. First, the mathematical model of the system is briefly derived. Then, integral sliding 

mode control and disturbance observer are introduced and designed using pole placement method. Finally simulation 

results verify the effectiveness of controller. 

2. 4-POLE TYPE HYBRID ELECTROMAGNET 

4-pole type hybrid electromagnet has three degrees of freedom of movement (along Z plus rotation around X and Y). 
z
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Figure 1. Basic structure of 4-pole hybrid electromagnet Figure 2. 4-pole hybrid electromagnet movement axis.  

Independently control of each pole air gap is one of the way that can be followed to active control of the system. However, 

the implementation of this approach is difficult for controlling inclination axis motions and for compensating the 

unbalanced load. For this reason, system dynamics are developed independently using coordinate transformation. 4-Pole 

winding currents (i1, i2 , i3, i4) are transformed virtual axis currents to provide control of each axis separately. Three virtual 

winding currents (iz , iα , iβ ) are employed to control motion of vertical direction z, and inclinations α,β respectively.The 

relationships between virtual currents of the each degree of freedom and actual winding currents are represented by (Eq.1-

2). 
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In considering figure-2, the axial displacements are subjected to the following conversion. 
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(2) 

Controller output signals are transformed to pole coil signals using H transformation matrix which is obtained from (Eq.1). 

Similarly, pole displacements are transformed to axial displacements using T transformation matrix which is obtained from 

(Eq.2). This axial transformation is shown in Fig. 3. 

 
Figure 3. Axial transformation schematic. 

The linearized mechanical system dynamics is given in below equation for z-axis motion [1-3].  
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In the above equation, electrical input is the current form. In general, the voltage source is used to energize the coil of the 

magnetic levitation system. 
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(4) 

The linearized system block diagram is shown in Figure 4(a) for z-axis motion. Changes are only encountered in the 

relevant parameters for inclination (α and β-axis) motion model (Figure 4(b)). 
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Figure 4. (a) System block diagram for z-axis motion. (b) System block diagram for α, β axis motions. 

The state-space representation of the system is given in below. 
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3. DISTURBANCE OBSERVER-BASED INTEGRAL SLIDING MODE CONTROL 

3.1. Integral Sliding Mode Controller Design 

Sliding mode control signal is separated two components to achieve asymptotic output tracking; one is linear component 

𝑢𝑙 , and the other is nonlinear component 𝑢𝑛𝑙 . 
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𝑢𝑙  component of the control signal drive the sliding variable (σ) to zero in finite time. The sliding starts after the sliding 

variable reaches zero at time 𝑡𝑟 . After that time point,σ = σ = 0  is valid for all time [6]. 

The sliding surface can be defined as follows: 
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The sliding function is defined:  
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The sliding function (S) is obtained with selecting (𝑆2) parameter and calculating𝑘. The integral of the position error is 

added to eliminate the error at the steady-state. The extended steady-space equation decomposed as follows 
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The (Eq.10) can be obtained from the (Eq.8) and (Eq.9): 
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Since (𝐴11 , 𝐴12) is controllable, pole placement method is used to select the gain 𝑘[7,8]. Kessler canonical form (KCF) 

approach is used to obtain the gain𝑘. KCF is an effective method to find the coefficients of characteristics polynomial of 

the SISO system. The basic idea behind this approach is to determine proper and stable characteristic polynomial using 

stability index and equivalent time constant [10].The equivalent time constant specifies the output response speed while 

stability index determines robustness, stability and output response of the system against parameter changes. 

The characteristic equation of the closed-loop control system is given as: 
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Stability index (γ) and equivalent time constant (τ) can be described as follows: 
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In 1960s, Kessler has proposed that values of the γi should be two. In 1980s, Manabe proposed small modification of 

making γ1=2.5 instead of 2 to obtain no overshoot condition.It is practically acceptable to take the equivalent time constant 

smaller than 0.1[s] in the magnetic levitation based system[1,2]. 
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 (13) 

The characteristic equation is solved to obtain desired poles of the system. In this study, pole placement is performed with 

the following MATLAB command. 
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Thus, the sliding function S is obtained from (Eq.14) 𝑢𝑛𝑙  and selecting 𝑆2 . 

The linear component of control signal 𝑢𝑙  can be calculated by: 
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The nonlinear component of control signal is selected as follows: 
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To show stability of system, a positive definite Lyapunov function is selected as [9]: 
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The time derivative of Lyapunov function is negative definite: 
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Hence, the system becomes asymptotically stable. 

In nonlinear component of control signal 𝑢𝑛𝑙  contain signum function which cause chattering problem because of the 

discontinuity. In practical case, the sigmoid function is used instead of signum function to eliminate chattering problem [6]. 
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where ε  is a small positive scalar. 𝑢𝑛𝑙  is commonly selected by: 
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where ρ is a design parameter. 

3.2. Disturbance Observer Based Design 

Pole assignment is a basic design method for linear state feedback control system. In this method, it is assumed that all state 

variables are available for feedback. However, some state variables are not measurable directly or refrain from using of 

sensor because of noise occurring during the measurement. In order to estimate all state variables, the observer can be 

designed.  

Disturbance force is added as a variable to obtain expanded system model (Eq.21). The disturbance force is generally step 

input in magnetic levitation system, so a zero line is added the system model. The expanded state equation is completely 

observable, thus observer can be designed. Figure 5 shows the block diagram of disturbance observer. 
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Figure 5. Full-Order Disturbance Observer Block Diagram. 

Due to the separation principles, observer and controller can be designed independently of each other. The pole placement 

method is used to design full order disturbance observer similar to the controller design. Desired poles of the controllers 

and observers are decided by using Kessler’s canonical form. However, the observer poles must be three to eight times 

faster than the controller poles to make sure the observation error converges to zero quickly [5]. 

Disturbance compensation gain is given as follows [2]. 

 

(22) 

Disturbance compensation gain is used to convert estimated force (N) into the control voltage (V). Figure 6 shows the 

Simulink model of the disturbance observer based integral sliding mode controller.  
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Figure 6. Simulink Model of the Control System 

4. SIMULATION RESULTS AND EVALUATION 

The effectiveness of integral sliding mode controller and disturbance observer, as discussed in the previous section, are 

shown using MATLAB environment. The simulation parameters for the 4-pole hybrid electromagnetic levitation system 

are shown in Table 1. 

Table 1. System Parameters 

Size / Unit Value Size/ Unit Value Size / Unit Value 

m [kg] 10 z0 [mm] 4.3 α0, β0[rad] 0.0 

Jα,β[kg.m2] 0.3 iz0 [A] 0.0 iα0, iβ0 [A] 0.0 

k [N2/A2] 6.84*10-6 KA[N/m] 20991 KC[Nm/rad] 106.43 

Im [A] 13.44 KB[N/m] 14.87 KD [Nm/A] 3.13 

Rz,α,β [Ω] 1.50 Lz,α,β[H] 0.016 Epm [AT] 2689 
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Figure 7-8 show z-axes position and control signal waveform when a reference input is applied at 0.5 sec. of simulation 

time and 1.5 kg mass loads to the 4 pole type hybrid electromagnet at 2 sec. In Figure 7, the system can track step reference 

input with zero steady-state error. The disturbance compensator does not have much effect on the system response. This 

result indicates that proposed controller is insensitive to disturbance input. In Figure 9-10, the results show that the sliding 

mode control approach is achieved not only for vertical axis but also for inclinations. The chattering occurs particularly as 

shown on the control signals when a reference input and disturbance are applied. ρ parameter in (Eq.20)  is used to adjust 

chattering effect.  The higher value of ρ causes the high frequency chattering. The actual and observed disturbance values 

are shown in Figure 11. 

 
Figure 7. z-axis response for the step reference input and disturbance. 

 

Figure 8. Control signal for z axes response. 

 

Figure 9: β-axes response for the step reference input and disturbance. 
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Figure 10. Control signal for β axes response. 

  

Figure 11.  Actual and observed disturbance value for z and β axis. 

5. CONCLUSION AND FUTURE WORK 

In this paper, firstly, fundamentals of modeling of 4-pole hybrid electromagnet have been given and control methods of 4-

pole hybrid electromagnet were explained by using virtual axis currents. Then, designing of a sliding mode controller and 

disturbance observer have been outlined. To clarify the effectiveness of the proposed design approach simulation studies 

was conducted in MATLAB environment. In the near future, we are planning to implement the controller on the 

experimental setup. 
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Abstract 
Wetlands of which importance has been begun to understand better day by 
day, are rapidly contaminated as results of population growth, irregular 
urbanization, industrialization and agricultural activities. The Lake of (Bird) 
Manyas of Balıkesir, which is one of the most important wetlands protected 
with Ramsar Convention and hosts Bird Paradise National Park in is under the 
high pollution risks because of increasing industrial activities in its surrounding. 
Furthermore, in consequence of the lack of knowledge on the current pollution 
levels of the lake and the impact of industries on the lake, the management 
plans prepared to lake protection cannot be all got in the act and not be 
executed in a seriously. For this reason, by determining the general state of the 
lake, taking of measures to minimize pollution and ensuring of sustainability of 
the ecosystem is ofgreat importance. In this study, to determine pollution level 
of the Manyas Lake and sectoral effects on, in addition to conventional 
parameters, other pollution parameters determined by considering of the lake 
stress elements were examined. In the monitoring stage, from the previously 
determined sampling points of the lake and streams, water and sediment 
samples were taken by manual sampling method and analysed to determine 
the type, amount and change of contaminants. Results obtained from the 
monitoring studies carried out in last four years compared with Water Pollution 
Control Regulations (WPCR) of Turkey. It was concluded that the main pollution 
parameters of the lake were determined as Dissolved Oxigen (DO), Chemical 
Oxigen Demand (COD), Nitrate, Phosphate, Copper, Lead and Zinc. According to 
the specified pollutants, wastes from agricultural activities, mining activities, 
poultry farms and slaughterhouses mostly reach to the lake. It is concluded that 
these sectors are the major stress factors for the lake. 

 
 Key words 

Bird Paradise, Contaminants, Manyas Lake, Monitoring, Wetlands 

 

1. INTRODUCTION 

The wetlands can be described as; "Natural or artificial, continuous or seasonal, drinkable, bitter or salty, calm or flowing 

water masses, marshes, peat bogs and sea water that not passing to six meter after tide of sea". The wetlands in the 
Mediterranean and its around are inlet, river delta, shore lagoon, lake, marshes and oasis, natural or artificial salty waters 

and dams [1]. The wetlands are ecosystems that have the highest biological variety after tropical forests. The wetlands that 

provide appropriate nourishment, reproduction, and accommodation media for the living creatures with rich variety, is not 

only rich museums of owner countries but also rich museums of the entire World [2]. 

The main reasons of the wetlands losses or damage in environmental quality level are that environmentalproperty and 

services of wetlands do not take part in economical system. Therefore, to realize the sustainable usage of the natural 
sources like wetlands, it is necessary to evaluate the positive or negative directions of every operation to be applied to this 

type sources in respect to community comfort [3]. The wetlands are underthreat due to humane usage. The some of factors 

causing species loss and ecosystem destruction are; spoil of water quality due to pollution causing from agricultural, 

municipal and industrial wastes, construction of dams on wetlands, changing of direction and extreme water supply, 
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extreme fish hunting, pulling water plants and burning the reed beds [4]. Turkey is assumed as the most important country 
in Europe and Middle East in respect to wetlands due to geographical and climate conditions. Turkey has about 300 

wetlands that have totally two million hectare area. Of them, it is established that 135 piece has international importance 

[5]. 

The lake of Manyas comprise 20.400 hectare field that formed around the lake and its surroundings. The most important 

and rich region of the lake is the delta forming by Sığıcı Delta and Manyas Stream. The 64 hectare delta that is formed by 

Sığırcı Stream is declared as the National Park at 1959, 25.000 hectare field containing the lake and near surroundings is 
declared as Wild Life Protection Field at 1977 and the National Park and its surroundings are declared as first degree 

natural protection field at 1981. According to 2873 counted National Park law, the Bird Paradise is the unique natural 

sources that has simultaneously “Natural Protection Field” and “Wild Life Protection Field” properties. Together with 

becoming side of Turkey to Ramsar Aggreement, firstly 10.200 hectare field and then the whole of the lake were included 

to Ramsar Agreement at 1998 [6]. The reed bed field where the Sığırcı Stream comes together with the lake was taken to 

protection at 1959 as “Bird Paradise National Park”. As Manyas is known as the first Bird Paradise field in Turkey has 
pioneered to known of wetlands, nature and birds. The lake of Manyas is rich in respect to water products and it has 23 

different fish types. In addition, at the lake and its , there are 266 different bird types have beed determined and some are 

birds that their generation has come to an end [7].  

The lake of Manyas is located in the border of Balıkesir City and Manyas District, at south of Marmara Sea and in a graben 

going over between Biga Peninsula and Ulu mountain. The average surface area of the lake of Manyas is 200 km2 and at 

summer seasons this value decreases. The length and width of the lake are 20 km and 14 km, respectively and the lake has 

inclined shape. The lake has 14 km height from sea level and exhibits shallow property. The lake is nourished by 

Kocaçayand Sığırcı Streams. In addition, Dutludere, Köydereand other small several streams nourish the lake of Manyas. 

The extra water of the lake is transferred to Susurluk Stream by Karadere Stream [8]. 

In this study, the parameters causing stress on the Lake of Manyas that is important for Turkey were determined. In the 

samples taken from streams and the lakechemical analysis were done. The contaminating levels and seasonal changes of 

the parameters were examined. The pollutant sources and solution suggestions for decreasing of pollutants were taken 
hand. 

 

 

Figure 1. (a) Lake of Manyas on Turkey Map                             
 
 (b) Lake Of Manyas (BirdParadise) 

 

 

2. MATERIALS AND METHODS 

2.1 Sampling Points 

Geographical location of the Lake of Manyas has 40° 11' 36" the North and 27° 58' 0" the Easth coordinates. Sea height 

changes between 14.5-17.5 meter based on water level. To determine the water quality in the Lake of Manyas, the water 

samples from the predetermined points was taken and their analysis were done. To determine the seasonal change of 

pollutants, samples were taken at rainless and rainy periods.While selecting the sampling points, the points that well 

represent the whole water sources were selected. 
The volume of the Lake of Manyas is 800 million m3. The water sources feeding the lake is KocaçayStream(74%), other 

streams and rainfall. The big portion of water reaches from Karadere to Susurluk stream and spills to Marmara Sea [8]. 

Therefore, samples were taken from Sığırcı, Kocaçayand Mürvetler Streams that feed the lake and from Karadere Stream 

that is unique water exiting points from the lake. The sampling points are shown in Figure 2. 
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Figure 2.Sampling Points 
 

 

While the water is being sampled, these criterions are taken into consideration; sampling points were determined at enough 

number so that they represent the water quality in sampling regions and characterize the water quality change. The waters 

entering the lake and exiting from the lake were taken into consideration, in addition, at least one sampling from interior of 
the lake was done. While samplings were being done interior of the lake, the points at which water flows and complete 

mixing occurs, were selected. At streams, the sampling points were selected at the near lake enter after last discharge point. 

 
2.2  Analysis 

The taken samples were protected by appropriate chemicals and stored at T<+4°C and the chemical using for protecting 

water is used according to parameter that would be analyzed. pH and dissolved oxygen measurements were done timely. 

All chemical analysis were done in Balıkesir University laboratories. On the other hand, the analysis results belonging to 
pat years were taken evaluation. All analysis were conducted based on Standard Methods [9]. 

3. RESULTS AND DISCUSSION 

3.1. Analysis Results and Quality Classification 

Description of water quality is made by Continent Interior Surface Waters Classification ofSurface Water Quality Control 

Regulation. Four main water quality classes (I- IV) that take part here, have been described with 45 parameters. The waters 
belonging to class I is the waters which can be used for drinking and and daily usage without any treatment and only should 

be disinfected. The waters belonging to class II is the waters which can be used as drinking and daily usage after treatment. 

The waters belonging to class (III) is the waters which can be used in the industries (except food, textile industries) for 

industrial water supply and cannot be used as drinking and use water. The waters belonging to class (IV) is low quality 

waters from class (III) and need a treatment [10]. 

The classification of the studied water sources according to Continent Interior Surface Waters Classification is given in the 
below Tables. In these tables, the I, II, III, and IV quality waters are indicated as *,**, *** and ****, respectively. 

Table 1. Analysis Results forLake of Manyas 

LAKE OF MANYAS 

PARAMETER UNIT 2012 2013 2014 2015 2016 

TEMPERATURE (°C) 15,3* 10,5* 8,7* 8,6* 17* 

pH  9,45**** 9,26**** 8,52** 8,08** 8,75** 

DO mg/L 7,23* 7,28* - - 12,66* 

BOD mg/L 5* 0* - - 5* 

COD mg/L 19* 58** 56** 34** 48,03** 

NITRATE mg/L 1,7* 4,52* 25,37**** 1,3* - 
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PHOSPHATE mg/L - 0,1293* 0,16** 0,03* 0,017* 

COPPER μg/L 1,55* 0,282* 0,003* 0* <5,9* 

LEAD μg/L 0,24* 0,014* 0,006* 0* <6,5* 

MANGANESE μg/L - 0,041* 0,08* - - 

IRON μg/L 1,86* 0,167* 1,147* 0,03* <4,1* 

ZINC μg/L 1,59* 0,17* - 0,48* <3,9* 

 
 

Table 2. Analysis Results for Kocaçay 

KOCAÇAY 

 

PARAMETER 

 

UNIT 

2012  

2013 

 

2014 

 

2015 

 

2016 
TEMPERATURE 

TEMPERATURE 

(°C) 16* 12,2* 8,7* 12,1* 18* 

pH  8,3** 7,77** 7,58** 7,82** 8,73** 

DO mg/L 5,79** 6,46** - - 12,44* 

BOD mg/L 2,5* 0,2* - - 5* 

COD mg/L 4,77* 16* 10* 17,82* 49,755** 

NITRATE mg/L 2,3* 10,54** 10,32** 6,6* - 

PHOSPHATE mg/L - 0,298** 0,1* 0,13* 0,07* 

COPPER μg/L 1,36* 0,020* 0,001* 158,8*** <5,9* 

LEAD μg/L 0,96* 0* 0,005* 23,76** <6,5* 

MANGANESE μg/L - 0,144* 0,167* - - 

IRON μg/L 1,71* 0,230* 0,288* 153,4* <4,1* 

ZINC μg/L <0,43* 0* - 23,7* <3,9* 

Table 3.Analysis Results for MürvetlerStream 

 MÜRVETLER STREAM  

PARAMETER UNIT 2012 2013 2014 2015 2016 

TEMPERATURE (°C) 16,6* 11,7* 8,4* 9,8* 12,7* 

pH  8,45** 8,29** 7,5** 8,06** 7,51** 

DO mg/L 8,75* 6,8** - - 8,62* 

BOD mg/L 3,1* 0,4* - - 3* 

COD mg/L 5,57* 4* 8* 31,16** 45,39** 

NITRATE mg/L 3,2* 2,9* 12,64** 2,9* - 

PHOSPHATE mg/L - 0,496*** 0,2** 0,24** 0,135* 

COPPER μg/L 1,09* 0,017* 0,003* 495,2**** <5,9* 

LEAD μg/L 0,35* 0,004* 0,001* 2,3* <6,5* 

MANGANESE μg/L - 0,051* 0,022* - - 

IRON μg/L 1,71* 0,256* 0,201* 86,9* <4,1* 

ZINC μg/L <0,43* 0* - 1* <3,9* 

 

 



 

European Journal of Engineering and Natural Sciences  

 

91 EJENS, Volume 2, Issue 1 (2017) 

 

Table 4.Analysis Results for Karadere 

KARADERE 

PARAMETER UNIT 2012 2013 2014 2015 2016 

TEMPERATURE (°C) 20,5* 11* 8,2* 9,37* 16* 

pH  8,19** 8,5** 7,15* 7,7** 9,2**** 

DO  mg/L 9,38* 7,46* - - 6,5** 

BOD mg/L 7,6** 0,3* - - 5* 

COD mg/L 11,95* 18* 22* 10,72* 28,82* 

NITRATE mg/L 11,3** 2,12* 9,78** 1,2* - 

PHOSPHATE mg/L - 0,193* 0,15* 0,05* 0,041* 

COPPER μg/L 1,62* - 0,001* 432,6**** <5,9* 

LEAD μg/L 0,78* - 0,003* 7,1* <6,5* 

MANGANESE μg/L - - 0,217* - - 

IRON μg/L 1,71* - 0,455* 232,4* <4,1* 

ZINC μg/L <0,43* - - 8,1* <3,9* 

  
 
 

 
Table 5.Analysis Results for Sığırcı Stream 

 SIĞIRCI STREAM 

PARAMETER UNIT 2012 2013 2014 2015 2016 

TEMPERATURE (°C) 24* 11,3* 8,3* 8,9* 17,8* 

pH  7,66** 7,93** 7,42* 8,6** 8,72** 

DO mg/L 5,63** 4,45** - - 12,52* 

BOD mg/L 25,8*** 0* - - 6* 

COD mg/L 39,2** 12* 46** 23,16* 50,915** 

NITRATE mg/L 5,3* 6,44* 56,73**** 7,7* - 

PHOSPHATE mg/L - 0,885**** 1,03**** 0,76**** 0,022* 

COPPER μg/L 2,15* 0,094* 0,002* 194,8*** <5,9* 

LEAD μg/L 1,4* 0,006* 0,002* 0,3* <6,5* 

MANGANESE μg/L - 0,314* 0,316* - - 

IRON μg/L 1,71* 0,288* 0,267* 341,6** <4,1* 

ZINC μg/L <0,43* 0,593* - 11,6* <3,9* 

  
 

When compared the Sığırcı Stream with other streams, it is seen that the organic load of the Sığırcı Stream is higher than 

other streams. Especially, COD, BOD, Nitrate and Phosphate levels are the high pollution parameters in the Sığırcı 

Stream.The agricultural industries and hen slaughters located at the north regions of Bandırma District are the main reason 

of organic pollution in the Sığırcı Stream. In addition, the municipal wastewaters of the vicinity villages are the other 

reason of the organic pollution in the Sığırcı Stream. 
The lake waters is belonging to (II) and (III) classification according to BOD parameter and belonging to (I) and (II) 

classification according to COD parameter. If it is thought that the Sığırcı Stream is responsible for 3% of water feeding the 

lake, it is seen that Sığırcı Stream is important pollution source of the lake. 

It is clear from the analysis results of Mürvetler Stream that its water quality is not of problematic contaminants for the 

Lake of Manyas. The reason of this is that there is not any industrial activity and discharge of municipal wastewater to 
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Mürvetler Stream. This has provided that the Mürvetler Stream remains over as clean when compared the other streams. 
KocaçayStream, the other water supplier of the lake, is the clean water source for the lake like Mürvetler Stream except 

high heavy metal concentration measured rarely. 

 

 

Figure 3. DO concentrationchangesbased on year 

Figure 4. Nitrate concentration changes based on years 

 

 

 

                           Figure 5. Phosphate concentration changes based on years 
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Figure 6. Copper concentration changes based on years 

 

 

Figure 7. Lead concentration changes based on years 

 

4.  CONCLUSIONS 

For the aim of prevention of pollution of the Lake of Manyas that is important natural source of Turkey, some precausions 

should be taken. These precausions can be summarized as follows: 

• The industries in the lake regions must build the treatment systems and their operations should be controlled in respect 

to whether they are properly operated or not. When the treatment systems are not operated, strict sanction should be 

applied. 

• The municipal wastewaters from houses around the lake should be treated. 

• The water quality should be monitored by continuous monitoring devices at appropriated points and thus the controls 

will become continual. 

• The flotation wastes which exist in the flood beds of Kocaçayand the stream connected to it should be collected from 

that region. Thus, the heavy metal transmigration to the lake should be prevented. At the same time, these wastes are 

economically valuable wastes as they are rich in zinc and lead.The alternatives that reduce the artificial fertilizer 

applications and enable to use of the mechanical agricultural struggle methods should be investigated and applied. 
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Abstract 

The main objective of this paper is to provide an efficient and accurate finite 
element model to understand the behavior of cold-formed steel channel 
columns. The effects of initial local and overall geometric imperfections have 
been taken into consideration in the analysis. Failure loads and buckling modes 
as well as load-shortening curves of plain channel columns were investigated in 
this study. The nonlinear finite element model was verified against 
experimental results. The finite element analysis was performed on plain 
channels compressed between pinned ends over different column lengths, and 
column curves were obtained. An extensive parametric study was carried out 
using the finite element model to study the load eccentricity on the strength 
and behavior of channel columns. The column strengths predicted from the 
finite element model were compared with the design strengths calculated 
using the European Code, EN 1993-1-3 Eurocode 3: Design of steel structures - 
Part 1-3: General rules - Supplementary rules for cold-formed members and 
sheeting, for cold-formed steel structures. 

 
 Key words 

Cold-Formed Steel Channels, Buckling, Nonlinear Finite Element Analysis, EN 1993-1-3 

 

1. INTRODUCTION 

Finite element analysis (FEA) of cold-formed structures plays an increasingly important role in engineering practice, as it is 

relatively inexpensive and time efficient compared with physical experiments, especially when a parametric study of cross-

section geometries is involved. Furthermore, it is difficult to investigate the effects of geometric imperfections and residual 

stresses of structural members experimentally. Therefore, FEA is more economical than physical experiments, provided 

that the finite element model (FEM) is accurate. Hence, it is necessary to verify the FEM with experimental results. In 

general, FEA is a powerful tool in predicting the ultimate loads and complex failure modes of cold-formed structural 

members. In addition, local and overall geometric imperfections, residual stresses and material non-linearity can be 

included in the FEM. 

The purpose of the paper is to develop an accurate FEM to investigate the strengths of pin-ended cold-formed plain channel 

columns. The finite element analysis program ABAQUS 6.13 [1] was used for the numerical investigation. The FEM was 

verified against the cold-formed channel column tests conducted by Young and Rasmussen [2]. The FEM included 

geometric and material non-linearities. 

2. EXPERIMENTAL TEST 

The test program described in Young and Rasmussen [2] provided experimental ultimate loads and failure modes for cold-

formed plain channel columns compressed between pinned ends. The test specimens were brake-pressed from high strength 

zinc-coated grade G450 structural steel sheets having nominal yield stress of 450 MPa and specified according to the 

Australian Standard AS 1397 [3]. The test program comprised two series of plain channels. The channel sections had a 

nominal thickness of 1.5 mm and a nominal width of the web of 96 mm. The nominal flange width was either 36 or 48 mm 

and was the only variable in the cross-section geometry. Accordingly, the two test series were labeled P36 and P48 where 

mailto:mustafadurmaz@gumushane.edu.tr
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“P” refers to “plain” channels. The average values of measured cross-section dimensions of the pin-ended test specimens 

are shown in Table 1 using the nomenclature defined in Figure 1. The specimens were tested at various column lengths 

ranging from 280 to 1565 mm. The measured cross-section dimensions of each specimen are detailed in Young and 

Rasmussen [2]. 

Table 1. Average measured specimen dimensions and material properties 

Test 

series 

Specimen dimensions Material properties 

Bf (mm) Bw (mm) t (mm) ri (mm) E 

(GPa) 

σ0.2 (MPa) σu (MPa) εu (MPa) 

P36 36.8 96.9 1.51 0.85 210 550 570 10 

P48 49.6 95.4 1.52 0.85 210 510 540 11 

 

Figure 1. Definition of symbols 

The material properties determined from coupon tests are also summarized in Table 1. The table contains the measured 

static 0.2% tensile proof stress (σ0.2) and the static ultimate tensile strength (σu) as well as the Young’s modulus (E) and the 

elongation after fracture (εu) based on a gauge length of 50 mm. The coupons were taken from the center of the web plate 

in the longitudinal direction of the finished specimens. The coupon dimensions conformed to the Australian Standard 

AS1391 [4] for the tensile testing of metals using 12.5 mm wide coupons of gauge length 50 mm. The coupons were tested 

in an Instron TT-KM 250 kN capacity displacement controlled testing machine using friction grips to apply loading at a 

constant speed of 1 mm/min. The static load was obtained by pausing the applied straining for one minute near the 0.2% 

proof stress and the ultimate tensile strength. This allowed the stress relaxation associated with plastic straining to take 

place. The stress–strain curves obtained from the coupon tests are detailed in Young and Rasmussen [2]. 

Residual stress measurements were conducted on a companion series of tests of lipped channel specimens by Young and 

Rasmussen [2, 5]. The plain and lipped channel specimens were cut from the same batch of structural steel sheets and break 

pressed from the same machine. The membrane and the flexural residual stresses were found to be less than 3% and 7% of 

the measured 0.2% tensile proof stress, respectively. Hence, the residual stresses were deemed negligible compared with 

the 0.2% tensile proof stress. Local and overall geometric imperfections were measured prior to testing for the tested 

columns. The measured maximum local imperfections were found to be of the order of the plate thickness at the tip of the 

flanges for the two test series. For the pin-ended specimens, the maximum overall minor axis flexural imperfections at mid-

length were 1/2200 and 1/1500 of the specimen length for Series P36 and P48, respectively. The measured local and overall 

geometric imperfection profiles are detailed in Young and Rasmussen [2, 6]. 

A 250 kN servo-controlled hydraulic actuator was used to apply compressive axial force to the specimen. The tests were 

controlled by incrementing the shortening of the specimen. This allowed the tests to be continued into the post-ultimate 

range. Readings of the applied load were taken approximately 1 min after applying an increment of compression, hence 

allowing the stress relaxation associated with plastic straining to take place. Consequently, the loads recorded were 

considered to be static loads. The pin-ended bearings were designed to allow rotations about the minor axis while 

restraining major axis rotations as well as twist rotations and warping. Details of the test rig are given in Young and 

Rasmussen [7]. The experimental ultimate loads (Ptest) of the test specimens are shown in Table 2. The test specimens were 

labeled such that the test series, type of boundary conditions and specimen length could be identified from the label. For 

example, the label “P36P0815” defines the specimen belongs to the test Series P36, the fourth letter “P” indicates that the 

specimen is pin-ended, and the last four digits are the specimen length of 865 mm. 

 

Table 2. Geometric properties and failure loads of U-section members tested by Young and Rasmussen (1998). 

Specimen 
Bf 

(mm) 

Bw 

(mm) 

t 

(mm) 

ri 

(mm) 

L 

(mm) 

A 

(mm2)  

Ptest 

(kN) 

P36P0280 36,9 96,6 1,51 0,85 280 247 55,2 

P36P0315 37,0 96,8 1,50 0,85 315 245 52,1 

P36P0815 36,8 97,5 1,51 0,85 815 249 40,9 

P36P1315 37,0 96,6 1,50 0,85 1315 245 27,0 

P48P0300 49,6 94,8 1,51 1,46 300 279 45,2 
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P48P0565 49,8 94,5 1,53 1,48 565 283 38,6 

P48P1065 50,0 94,2 1,52 1,48 1065 282 33,9 

P48P1565 49,4 95,1 1,52 1,47 1565 281 31,2 

3. FINITE ELEMENT MODELING 

3.1. General 

In this study, the finite element program, ABAQUS 6.13 [1] was used in the analysis of cold-formed plain channel columns 

tested by Young and Rasmussen [2]. The model used the nominal sizes, initial local and overall geometric imperfections 

and material properties. Finite element analysis for buckling requires two types of analyses. The first is known as 

eigenvalue analysis that estimates the buckling modes and loads. Such an analysis is a linear elastic analysis performed 

using the (*BUCKLE) procedure available in the ABAQUS library with the live load applied within the step. The buckling 

analysis provides the factor by which the live load must be multiplied to reach the buckling load. For practical purposes, 

only the lowest buckling mode predicted from the eigenvalue analysis is used. The second is called load-displacement 

nonlinear analysis and follows the eigenvalue prediction. It is necessary to consider whether the postbuckling response is 

stable or unstable. 

3.2. Finite Element Type and Mesh 

It is mentioned in the ABAQUS manual that the four-noded doubly curved shell element with reduced integration S4R is 

suitable for complex buckling behavior [1, 8, 9]. The S4R element has six degrees of freedom per node and provides 

accurate solutions to most applications. The element also accounts for finite strain and is suitable for large strain analysis. 

Since buckling of plain channel columns is very sensitive to large strains, the S4R element was used in this study to ensure 

the accuracy of the results. In order to choose the finite element mesh that provides accurate results with minimum 

computational time, convergence studies were conducted. It is found that a 10 mm x 10 mm (length by width) ratio 

provides adequate accuracy in modeling the channel columns. 

3.3. Boundary Conditions and Load Application 

Following the experimental tests, the ends of the columns were free to rotate and fixed to translate in any direction except 

for the displacement at the loaded end in the direction of the applied load. The nodes other than the two ends were free to 

translate and rotate in any direction. The load was applied in increments using the modified RIKS method available in the 

ABAQUS library. The RIKS method is generally used to predict unstable and nonlinear collapse of a structure such as 

postbuckling analysis. It uses the load magnitude as an additional unknown and solves simultaneously for loads and 

displacements. The load was applied as static uniform loads at each node of the loaded end which is identical to the 

experimental investigation. The nonlinear geometry parameter (*NLGEOM) was included to deal with the large 

displacement analysis. 

3.4. Material Modeling 

The material behavior provided by ABAQUS allows for a multilinear stress-strain curve to be used. The first part of the 

multilinear curve represents the elastic part up to the proportional limit stress with measured Young’s modulus and 

Poisson’s ratio equal to 0.3. Since the analysis of postbuckling involves large in-elastic strains, the nominal (engineering) 

static stress-strain curve was converted to a true stress and logarithmic plastic strain curve. The true stress (σtrue) and plastic 

true strain  (εpl
true) were calculated using Equations 1. and 2. 

)1(true                                                                                                                                                        (1) 

E/)1ln( true
pl
true                                                                                                                                     (2) 

whereE = Young’s modulus, and σ and ε = measured nominal (engineering) stress and strain based on the original cross-

section area of the coupon specimens as detailed in Young and Rasmussen  [2]. The engineering stresses and strains were 

obtained from tensile coupon tests. The coupon specimens were loaded at a constant speed of 1 mm/min. 

Figure 2 shows the measured engineering and true stress–strain curves for the test Series P36. The incremental plasticity 

model required the portion of the true stress–strain curve from the point corresponding to the last value of the linear range 

of the engineering stress–stain curve to the ultimate point of the true stress–strain curve, as shown in Figure 2. The 

Poisson’s ratio was taken as 0.3 and the measured Young’s modulus as shown in Table 1 was used in the FEM. 
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Figure 2. Modeling of material plasticity for test Series P36 

3.5. Modeling of Initial Local and Overall Geometric Imperfections 

The geometric imperfections were included in the FEM by using a linear perturbation analysis. The main purpose of the 

perturbation analysis was to establish probable buckling modes (eigenmode) of the column. The eigenmode was then 

scaled by a factor (scale factor) to obtain a perturbed mesh of the column for the non-linear analysis. Eigenmode 1 was 

used in the FEM, in which local or overall buckling mode was predicted from the analysis. 

4. RESULTS AND DISCUSSIONS 

4.1. Comparison of experimental results with finite element analysis results 

In the verification of the finite element model, a total of 8 cold-formed steel plain channel columns were analyzed. The 

incremental plasticity models obtained from the true stress–strain curves were used in the FEM for the corresponding test 

series. A scale factor of 25% of the plate thickness was used in modeling the geometric imperfections of the columns. A 

comparison between the experimental results and the results of the finite element model is carried out. The main objective 

of this comparison is to verify and check the accuracy of the finite element model. The ultimate loads (Pfem) predicted by 

the FEA are compared with the experimental ultimate loads (Ptest) as shown in Table 3 for Series P36 and P48, respectively. 

The mean values of the Ptest/Pfemratio are 1,014 and 1,046 with the corresponding coefficients of variation (COV) of 0,0016 

and 0,0096 for Series P36 and P48, respectively. Generally, good agreement has been achieved for most of the columns. 

Three modes of failure were reported by Young and Rasmussen [7] and verified by the finite element model. The failure 

modes are the local buckling, flexural buckling and flexural-torsional buckling.  

Figure 3 plotted the relationship between the ultimate load and the column effective length Leff=L for channels reported by 

Young and Rasmussen [2] where L actual column length. The column curves show the experimental ultimate loads 

together with that obtained by the finite element method. It can be seen that good agreement has been achieved between 

both results for most of the columns. 

 

Table 3. Comparison between Test and FE Results 

Specimen 
Bf 

(mm) 

Bw 

(mm) 

t 

(mm) 

ri 

(mm) 

L 

(mm) 

A 

(mm2)  

Ptest 

(kN) 

Pfem 

(kN) 
Ptest/ Pfem 

P36P0280 36,9 96,6 1,51 0,85 280 247 55,2 54,1 1,02 

P36P0315 37,0 96,8 1,50 0,85 315 245 52,1 53,2 0,98 

P36P0815 36,8 97,5 1,51 0,85 815 249 40,9 38,3 1,07 

P36P1315 37,0 96,6 1,50 0,85 1315 245 27,0 27,3 0,99 

Mean         1,014 

COV         0,0016 

P48P0300 49,6 94,8 1,51 1,46 300 279 45,2 47,0 0,96 

P48P0565 49,8 94,5 1,53 1,48 565 283 38,6 39,5 0,98 

P48P1065 50,0 94,2 1,52 1,48 1065 282 33,9 31,6 1,07 

P48P1565 49,4 95,1 1,52 1,47 1565 281 31,2 26,6 1,17 

Mean         1,046 

COV         0,0096 
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Figure 3. Comparison of experimental results with FEM results. 

Figure 4 shows the ultimate load against the axial shortening behavior of column P48P0565 that has a length of 565 mm. 

The curve has been predicted by the finite element model and compared with the test results. The experimental ultimate 

load was 38,6 kN compared with 39,5 kN predicted by the finite element analysis. The failure mode of the test specimen 

P48P0565 was reported as a flexural buckling. The same failure mode has been confirmed numerically by the model as 

shown in Figure 5. 

 

Figure 4. Load-axial shortening curve for P48P0565. 

 

 

Figure 5. Failure mode of column P48P0565. 

 

4.2. Design Rules 

EN1993-1-3 [10] represents the unified European Code for cold-formed steel design, and contains specific provisions for 

structural applications using cold-formed steel products made from coated or uncoated thin gauge hot or cold-rolled sheet 
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and strip. In EN1993-1-3, cross sections subject to combined axial compression NEd and bending moments My,Ed and Mz,Ed 

should satisfy the criterion: 

0.1
M

MM

M

MM

N

N

com,Rd,cz

Ed,zEd,z

com,Rd,cy

Ed,yEd,y

Rd,c

Ed 








                                                              (3) 

in which  

NEd : design value of the compression force, 

Nc,Rd : design compression resistance of a cross section, 

My,Ed : applied bending moment about the major axis, 

Mz,Ed : applied bending moment about the minor axis, 

Mcy,Rd,com : moment resistances for the maximum compressive stress in a cross section that is subject only to moment about 

the y-y axis 

Mcz,Rd,com : moment resistances for the maximum compressive stress in a cross section that is subject only to moment about 

the z-z axis 

The additional moments ΔMy,Ed and ΔMz,Ed due to shifts of the effective centroidal axes should be taken as: 

NyEdEd,y eNM                                                     (4) 

NzEdEd,z eNM                                                                                                                                  (5) 

in which eNy and eNz are the shifts of y-y and z-z centroidal axis of the effective cross section relative to the gross cross 

section. 

If Mcy,Rd,ten ≤ Mcy,Rd,com or Mcz,Rd,ten ≤ Mcz,Rd,com the following criterion should also be satisfied: 

0.1
N

N

M

MM

M

MM

Rd,c

Ed

ten,Rd,cz

Ed,zEd,z

ten,Rd,cy

Ed,yEd,y





 
                                                                                   (6) 

in which  

Mcy,Rd,ten : design moment resistance of a cross section for maximum tensile stress if subject only to moment about the y-y 

axis, 

Mcz,Rd,ten : design moment resistance of a cross section for maximum tensile stress if subject only to moment about the z-z 

axis. 

4.3. Parametric Study and Discussions 

It is shown that the FE model closely predicted the behavior of plain U-section columns compared with the test results. 

Hence parametric studies were carried out to study the effects of load eccentricity on the strength and behavior of U-section 

columns. A total of 8 plain U-section columns was performed in the parametric study. Two series of columns P36 and P48 

were studied. All U-sections had same geometric properties as the test specimens. The load eccentricity with respect to the 

major principal axis, ex were selected as 10.27 and 11.97 for series P36 and P48, respectively. P36 series of columns 

consists of four column lengths of 280, 315, 815, and 1315 mm, whereas P48 series of columns consists of four column 

lengths of 300, 565, 1065, and 1565 mm. A scale factor of 25% of the plate thickness was used in modeling the geometric 

imperfections of the columns. The residual stresses were not considered since its effect on the column capacity and load-

shortening behavior is negligible. The measured stress strain curves of series P36 and P48 were used in all parametric 

studies. A summary of the parametric study results is presented in Table 4. Slenderness (λ) and the ultimate loads (P fem-e) of 

the U-sections are given in Table 4. 

The results of the parametric study are compared with the design strengths obtained using the European Code, EN1993-1-3. 

It can be seen that the EN1993-1-3 design strengths (PEN-1993-1-3) are generally quite conservative for U-section columns as 

shown in Table 4. 

Table 4. Parametric study results of eccentrically loaded U-sections. 

Specimen 
L 

(mm) 
λ 

ex 

(mm)  

Pfem-e 

(kN) 

PEN1993-1-3 

(kN) 

Pfem-e/ PEN1993-1-3 

 

P36P0280 280 42 10,27 25,50 12,1 2,11 

P36P0315 315 45 10,27 25,20 12,1 2,08 

P36P0815 815 90 10,27 18,60 12,1 1,54 

P36P1315 1315 134 10,27 18,70 12,1 1,55 

P48P0300 300 31 11,97 24,90 13,2 1,89 
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P48P0565 565 48 11,97 26,70 13,2 2,02 

P48P1065 1065 80 11,97 16,80 13,2 1,27 

P48P1565 1565 111 11,97 13,40 13,2 1,02 

5. CONCLUSIONS 

This paper provides an efficient nonlinear finite element model for understanding the behavior of eccentrically loaded 

single U-sections. Theoretical buckling and the experimental failure loads of pin ended, concentrically loaded U-sections 

were predicted by eigenvalue and load-deformation analyses of various models developed in ABAQUS 6.13. The U-

sections were modeled by shell elements considering geometrically and materially nonlinear behavior. Initial 

imperfections, end support conditions, geometry and material property variation of the U-sections were included differently 

in each model. The load-carrying capacity of eccentrically loaded single U-sections are investigated by performing an 

extensive parametric study obtaining the most realistic estimations. The results of the parametric study are compared with 

the design strengths obtained using the European Code, EN1993-1-3. It is seen that the EN1993-1-3 design strengths are 

quite conservative for U-section columns. 
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Abstract 

In this study, a boron carbide (B4C) reinforced copper based Metal Matrix 
Composites (MMCs) manufactured by powder metallurgy method and 
tribological behavior of compacted composites were investigated. B4C 
reinforcement was selected at different ratio from 2%wt to 10%wt. Powders 
was compacted under 735±1 MPa pressure in a die with cold pressing method. 
Sintering of the samples was performed at two different sintering time as 1 
hour and 3 hours under Ar gas atmosphere at 900 °C. Tribological tests were 
performed by using a computer aided pin-on-disc experimental setup under 
dry sliding conditions. Tribological tests were performed from 1 hour to 5 
hours. And wearing surfaces were investigated in a Scanning Electron 
Microscope SEM) and mechanisms of the wear were detected. In addition to 
that tribological behavior and porosity properties of the manufactured samples 
were investigated. It was found that the porosity of the samples was increased 
with increasing B4C content. Nevertheless, wear resistivity increased with 
increasing reinforcement content. 

 
 Key words 

Metal Matrix Composites (MMC’s), B4C, Tribology, Copper Based Composites 

 

1. INTRODUCTION 

Because of the unique properties of the Metal Matrix Composites (MMCs) have many application in industry [1, 2]. Most 

of the studies in industrial components should have good mechanical properties with better tribological properties [3]. The 

need for a recent wear resistant material for high performance tribological applications has been one of the major propellant 

power for the tribological development of ceramic particulate reinforced materials [4]. The introduction of hard, non-

deformable ceramic particles into matrix alloy causes a loss in ductility and toughness of MMCs [5]. But the optimum ratio 

usage of the reinforcement particles could assist wear performance with a toughness. Matrix materials of the MMCs 

generally selected for their high thermal conductivity and ductility properties as copper, nickel and aluminum [6]. And 

reinforcement materials should be harder than matrix for the supporting the structure of composite as SiC, B4C Si3N4, 

Al2O3 and TiC [7]. 

In this study, copper and B4C was selected as a matrix and reinforcement materials, respectively. Copper-based materials 

are widely used in many industrial applications because of their good wear resistance and friction ductility, remarkable 

corrosion resistance, as well as self-lubrication properties, such as sliding bearings, sleeves, brushes and other components 

[8-10]. B4C reinforcement material was selected for its tribological and mechanical properties [4, 11]. Moreover, B4C 

particles have high impact and wear, low density, high melting point, and excellent resistance to chemical agents as well as 

high capability for neutron absorption make boron carbide attracting much attention as an acceptable reinforcement [12]. 

Wear and friction are the common problem in industry [13, 14]. And wear shows itself in two different way, abrasive and 

adhesive. [15, 16]. Adhesive wear cause surface deformation with separation of the surface by layers but the abrasive wear 

cause separation of the particles from surface by scratching [17]. Main motivation and the novelty of the study was 

determine of the wearing performance of the Cu-B4C MMCs with a pin-on-disc wearing test machine. 
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2. EXPERIMENTAL DETAILS 

In this study, MMCs was manufactured. Copper as matrix and boron carbide (B4C) as reinforcement were selected at 

different ration (2%, 4%, 6%, 8% and 10%). 0,1mg precisions balance was used for weighting operations. Composites were 

mixed about 8-10 min. with mechanically. Mold was lubricated with a solid lubricant before molding. Manufacturing 

parameters and wearing parameter was given Table 1. 

 

Table 1. Manufacturing and wearing parameters. 

  Sintering 

Time (h) 

Molding 

Pressure (MPa) 

Sintering 

Temperature   

(ºC) 

Wearing 

Time (h) 

Wearing 

Load (N) 

Cupper (pure) 

1 

735 900 

- - 

3 

1-5 50 ±5 Composites 

(2%, 4%, 6%, 8% and 

10%) 

1 

3 

 

Samples were sintered at 900 ºC.  Argon atmosphere were selected for preventing the dirtiness during sintering process.  

Different sintering time and molding pressure were applied. Hardness of the samples was measured with Brinell Hardness 

method. Porosity of the samples was calculated with experimentally.  

Samples experimental density was measured with formula 1. 

 

ρ=m/V                        (1) 

 

Where, ρ (g/cm3) density, m (g) mass and V (cm3) volume. Composites theoretical density was calculated with formula 2.      

 

ρT= [(% wt Cu . ρ 1 )+ (% wt B4C. ρ 2)]                    (2) 

 

Where, ρT theoretical density, wt (g) mass, ρ1 and ρ2 (g/cm3) copper and B4C densities. Then formula 3 can be used for 

calculate the porosity of the samples.   

 

% porozite = (∆ρ/ρ0)x100                      (3) 

 

Where, ∆ρ difference between theoretical density and experimental density, ρ0 theoretical density. 

Pin-on-disc wear method was run for wearing process. Samples were cut suitable for sample (pin) holder about 10mm x 

10mm x40mm. Pin track diameter was selected as 100 mm. with 100 rpm working speed (≈0,5m/s).  Cold work tool steel 

disc was used for wearing. Running in process was applied before wearing. Running in and experiments were carried out 

50±5 N load. 

 

3. RESULT AND DISCUSSION 

3.1. 3.1. Structural Investigation 

Structural investigations of the composites were performed with a Leica named optical system and the images of the 

structures were given in Figure 1. Figures show the different reinforcement ratio of the B4C.   
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Figure 1.  Optical microscope images of the composites (1 hour sintering time)(a-2%, b-4%, c-6%, d-8%, e-10%) (10x) 

 

Investigated macrostructure images show that the effect of reinforcement. Images show that porosity (dark areas) was 

increased with increasing reinforcement B4C particles (grey areas). 

3.2. SEM Investigation 

Scanning Electron Microscope (SEM) investigations was imaged after wear tests. And Figure 2 shows the worn surface of 

the composites under dry sliding conditions. 
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Figure 2. Worn surface of the composites which was manufactured with 1 hour sintering time (a-2%, b-4%, c-6%, d-8%, e-

10%) (1000x) 

3.3. Porosity 

Porosity of the samples was calculated with formulas 1, 2 and 3. The graphical explanation was given in Figure 3. 

 

 

Figure 3. Porosity ratio of the samples  
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Porosity of the samples was increased with the increasing reinforcement ratio. And pure compacted copper porosity was 

calculated as 10.05% 

3.4. Hardness 

Hardness of the samples was measured with Brinell Hardness test method. And the hardness of the samples was given in 

Table 4.  

 

Table 2. Hardness value of the samples 

 

Sample 

HB 

1 hour 

sintering time  

3 hour sintering 

time 

Pure compacted 

copper 

32 24 

2 % 42 33 

4 % 51 53 

6 % 53 55 

8 % 56 84 

10 % 57 86 

   

3.5. Wear Loss 

The wear investigation of the samples was performed under dry sliding conditions. Wear loss was measured hour by hour 

and mass loss was found. Finding of the mass loss was converted to the wear rate. Wear rate formula was given in Formula 

4.  

Wear Rate (mm3 m-1) = mass loss (g) / [density (g/mm3) x sliding distance (m)]                                           (4) 

With the conversion of mass loss to the wear rate Figure 4 and 5 was obtained.  

 

 

Figure 4.Effect of the sintering time to the wear rate (1 h sintering time) 

 

Average wear rate of the samples was showed that minimum wear rate for 10% reinforced sample. 2% and 4% samples 

was showed higher wear rate and the ratio of the wear was decreased with increasing wear time. By the contrast with, 

samples which was reinforced in proportion as 6%, 8%, 10% showed that increasing wear rate with the increasing wear 

time. It means, B4C particles was removed from surface with the vibration and cause some deep scratching and erosion. 
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Figure 5. Effect of the sintering time to the wear rate (3 h sintering time) 

 

Figure 5 shows that the sintering effect on the samples and it was detected decreasing wear rate with increasing sintering 

time. Average wear rate was showed minimum wear rate for 10% reinforced sample as Figure 4. But the average wear rate 

was less than Figure 4 about almost 46%. And all samples difference was less according the 1 hour sintered. Also Figure 3 

showed that sintering effect on porosity. So increasing sintering time cause less pore, high hardness and high wear 

resistivity.  

4. CONCLUSIONS 

Copper and B4C reinforced copper based metal matrix composites was manufactured with different sintering time. 

Hardness and porosity measurement was performed for all samples. But tribological tests was applied for the composites 

and the conclusion was found: 

1.) Porosity of the composites were increased with increasing reinforcement ratio. 

2.) Hardness of the composites were increased with increasing sintering time. 

3.) Wear loss was decreased with increasing sintering time. 
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Abstract 
In this study, nitrogen and phosphorus removal from municipal wastewater in 
moving bed biofilm reactor operated as sequencing batch was investigated. 
Kaldnes (K1) material as biofilm carrier media was used in the study. Operation 
consisted of anaerobic/aerobic/anoxic/aerobic phases with hydraulic residence 
times of 120 min/330 min/210 min/50 min. In the moving bed biofilm reactor 
with the filling ratio of 50% operated as sequencing batch, average effluent 
chemical oxygen demand (COD), ammonium-nitrogen (NH4-N), nitrite-nitrogen 
(NO2-N), nitrate-nitrogen (NO3-N) and phosphate-phosphorus (PO4-P) values 
after the cycle duration of 12 h were determined to be 27 mg/L, 0.7 mg/L, 0.04 
mg/L, 0.6 mg/L and 0.7 mg/L, respectively. The average COD, NH4-N and PO4-P 
removal efficiencies were obtained as 92%, 97.5% and 91.3%, respectively. 

 
 Key words 

Moving bed biofilm reactor, Nitrogen removal, Phosphorus removal, Sequencing batch 
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1. INTRODUCTION 

Nitrogen and phosphorus are commonly present in wastewater streams such as municipal, industrial and agricultural 

wastewaters [1]. When untreated or insufficiently treated wastewater discharges to water bodies such as lake and river, it 

causes several problems such as eutrophication and the depletion of dissolved oxygen [2]. Therefore, removal of these 

contaminants from wastewaters for reducing their damage to the environment is of great importance [3, 4]. 

In order to improve the quality of treated wastewater and meet the demands of environmental regulations, advanced 

treatment technologies have been developed [2]. The moving bed biofilm reactor (MBBR) having advantages of both 

attached and suspended growth systems is one of the advanced wastewater treatment process [5]. It is filled with carrier 

materials, on which biomass is attached, and freely move and circulate in the reactor by aeration in aerobic process or 

mechanical stirring in anoxic/anaerobic process. The carrier materials are kept inside the reactor by means of a sieve placed 

outlet of the reactor [6]. The MBBR relies on the attachment of biomass on plastic carriers, which allows retaining a 

significant amount of active biomass in the reactor regardless of the hydraulic conditions. This feature is very attractive for 

preventing washout of slow growing microorganisms like nitrifiers from the process [7]. It is a continuously operating, 

non-cloggable biofilm reactor with no need for backwashing, low head-loss and a high specific biofilm surface area [5]. It 

has some advantages such as a shorter hydraulic retention time (HRT), higher organic loading rates, a higher nitrification 

rate and larger surface area for mass transfer [8]. It has been widely applied to treat both municipal and industrial 

wastewaters due to the advantages of the attached growth process such as compact, stable removal efficiency and simplicity 

of operation without its limitations such as medium channeling and clogging [3, 9]. Also, it has been used for upgrading 

and retrofitting existing wastewater treatment plants due to having advantages of both suspended and attached growth 

systems [6, 10].  

Nitrogen is removed by the combination of nitrification by autotrophs under aerobic conditions and denitrification by 

heterotrophs under anaerobic conditions. Phosphorus removal is achieved by its uptake into biomass which can be 

discharged from the system as a surplus sludge. It is possible that nitrification, denitrification and phosphorus removal are 

achieved in one reactor when a sequencing batch reactor system (SBR) is used [11]. SBR systems have been modified to 
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achieve nitrification and denitrification as well as COD and phosphate removal because of regulations on nutrient discharge 

limitations. When biological nutrient removal is desired, its cycle format can be flexibly adjusted to provide anaerobic, 

anoxic and aerobic phases in certain number and sequence [12]. Among various biological treatment systems, they have 

many advantages such as lower capital and operational costs and less bulking [1, 11, 13]. Over the years, many efforts have 

been made to modify the SBR system to improve the performance. Among others, the moving bed sequencing batch reactor 

(MBSBR) which incorporates both suspended-growth and attached-growth processes has attracted much interest among 

researchers in the field of wastewater treatment [1].  Nitrification and denitrification can also be successfully achieved in 

biofilm-based processes because nitrifiers, which are slow growing microorganisms, are retained by the biofilm [5].  

In this study, removal of nitrogen and phosphorus from municipal wastewater was investigated in the moving bed biofilm 

reactor operated in the sequencing batch mode. 

2. MATERIALS AND METHODS 

2.1. Experimental Set-up and Operation 

A schematic diagram of the experimental set up is depicted in Fig. 1. The reactor used in the study was made of plexiglass 

material and had a working volume of 1 L.  The carrier elements, called K1, were used as support materials to provide a 

surface for biofilm growth in the moving bed biofilm reactor (MBBR). The reactor was filled with 50% carrier elements.  

 

 

Figure 1. Schematic diagram of experimental set up. 1. air pump; 2. feed tank; 3. magnetic stirrer; 4. dosage pump, 5.  

drawing pump; 6. biofilm carrier materials; 7. air stone, 8. effluent tank; 9. programmable logic device; 10. filling level 

electrode; 11. drawing level electrode, 

 

The reactor was inoculated with activated sludge taken from the secondary settling tank of the municipal wastewater 

treatment plant in Malatya, Turkey. The reactor was operated in a sequencing batch mode for COD, nitrogen and 

phosphorus removal. An operation cycle comprised a filling, reaction and drawing period. Reaction period consisted of 

anaerobic/aerobic/anoxic/aerobic phases with hydraulic residence times of 120 min/330 min/210 min/50 min. The filling 

plus drawing period was 10 minute. The MBBR was operated under hydraulic retention times of 12 h.  The reactor was 

completely drained during drawing period at the end of each cycle. Aeration was supplied by air stone placed in the reactor 

by using an aquarium air pump. Airflow rate was controlled by rotometer. The alternation between aerobic, anoxic and 

anaerobic conditions was provided by the on and off control of the air pump. To make it work this way, the programmable 

logic device was used.  The feed tank was filled periodically with the effluents collected from primary settler tank of the 

municipal wastewater plant in Elazığ, Turkey.  Sufficient amount of ethanol solution was added in the reactor as an 

external carbon source at the beginning of the anoxic phase to reduce oxidized nitrogen (NO2-N+NO3-N) to nitrogen gas.  

2.2. Biofilm Carrier 

The carrier, called K1, was used in this study. The carrier was made from polyethylene with a density of 0.96 g/cm3 slightly 

lower than the density of water and had an effective surface of 500 m2/m3. It was cylindrical with internal walls and 

external fins that protect the biofilm from abrasion. With a filling ratio of 50%, the available surface area (referred to the 

reactor volume) was 250 m2/m3.  

2.3. Wastewater Characteristics 

The study was carried out using wastewater collected from the primary settler tank of municipal wastewater plant in Elazığ, 

Turkey. The wastewater had chemical oxygen demand (COD) in the range of 328-336 mg/L, ammonium-nitrogen (NH4-N) 

in the range of 17.3-21.7 mg/L, phosphate-phosphorus in the range of 8.7-10.8. The samples were stored in a refrigerator at 

4 oC until use.  
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2.4. Analytical Methods 

Samples were taken from the reactor at the beginning and at the end of anaerobic, aerobic and anoxic phases. To remove 

microorganisms from the mixed liquid medium, these samples were centrifuged at 5000 rpm for 10 min. Supernatants were 

analyzed for COD, ammonium-nitrogen, nitrite-nitrogen, nitrate-nitrogen and phosphate-phosphorus contents. The 

concentration of COD and total suspended solids (TSS) in the liquid phase was determined in accordance with Standard 

Methods for Examination of Water and Wastewater [14]. In order to determine the amount of the biofilm in the reactor, 10 

carrier materials taken from reactor was dried at 70 oC for 48 h and weighed. The higher temperature was not used because 

of deformation risk of the carrier materials [15]. It was subsequently cleaned to remove the attached biofilm, followed by 

drying and weighing again. Then, biofilm amount was calculated taking into account the number of elements per liter. The 

nitrogen species (ammonium-nitrogen (NH4-N), nitrite-nitrogen (NO2-N) and nitrate-nitrogen (NO3-N)) and phosphate-

phosphorus (PO4-P) were measured by standard test kits (Merck Spectroquant) using Nova 60 Spectroquant. The dissolved 

oxygen concentration and pH in the reactor were measured using an O2 electrode and a pH electrode by a multimeter (Hach 

HQ40D).  

3. RESULTS AND DISCUSSION 

3.1. COD Removal 

Effluent COD concentration and COD removal efficiency obtained in the moving bed biofilm reactor operated as the 

sequencing batch are depicted in Fig. 1. Effluent COD concentration obtained after 12-h cycle changed in the range of 16 to 

32 mg/L.  Average effluent COD concentration was 27 mg/L. COD removal efficiency changed in the range of 90.5-

95.2%, with average removal efficiency of 92%. Effluent TSS concentration varied in the range of 220 to 280 mg/L. The 

average amount of biomass attached to the carrier materials was 3.1 kg/m3.  

 

Figure 2. Effluent COD concentrations and COD removal obtained by MBBR operated as sequencing batch 

 

3.2. Nitrogen Removal  

Variation of effluent NH4-N, NO2-N and NO3-N concentration and NH4-N removal efficiency obtained is depicted in Fig 3. 

Effluent NH4-N concentration varied between 0.1 and 0.8 mg/L, with average effluent level of 0.7 mg/L. Effluent NO2-N 

and NO3-N concentration changed in range of 0.01-0.1 mg/L and 0.1-1.8 mg/L, respectively.  Average effluent level of 

NO2-N and NO3-N was observed to be 0.04 mg/L and 0.6 mg/L. NH4-N removal efficiency varied between 96% and 

99.5%, with average removal efficiency of 97.5%. As can be seen from the results obtained, nitrogen removal from the 

municipal wastewater can be removed by moving bed biofilm reactor operated in the sequencing batch mode with the cycle 

of 12 h.  
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Figure 3. Concentrations of effluent nitrogen species and NH4-N removal obtained by MBBR operated as sequencing batch 

 

Biological nitrogen removal from wastewater is achieved by nitrification under aerobic conditions and heterotrophic 

denitrification under anaerobic conditions [1, 16]. Nitrification is a process consists of two steps which ammonia is 

converted to nitrite by ammonia-oxidizing bacteria and then nitrite is converted to nitrate by nitrite-oxidizing bacteria. 

Nitrite and/or nitrate are reduced to nitrogen gas by heterotrophic bacteria during denitrification process [16, 17]. In the 

anaerobic, first aerobic (I), anoxic and last aerobic (II) phases of the cycle, variation of NH4-N, NO2-N and NO3-N 

concentration is shown in Fig. 4. NH4-N, NO2-N and NO3-N concentration at the beginning of the cycle was 21.7 mg/L, 

0.05 mg/L and 0.4 mg/L, respectively. As can be shown from Fig. 4, NH4-N, NO2-N and NO3-N were nearly constant 

during the anaerobic phase. NH4-N was removed by assimilation and nitrification during the first aerobic phase. NH4-N 

transformed to NO3-N as result of nitrification in the end of the first aerobic phase and NO3-N increased to 19.2 mg/L. 

NO2-N did not accumulate in the reactor since the complete nitrification happened in the aerobic phases. In the anoxic and 

the last aerobic (II) phase, NH4-N concentration was almost the same as NH4-N concentration of aerobic (I). Adequate 

amount of ethanol solution was added into the reactor as a carbon source at the beginning of the anoxic phase to reduce the 

oxidized nitrogen (NO2-N and NO3-N) to nitrogen. As result of assimilation and denitrification, NO3-N decreased to 0 

mg/L in the anoxic phase in the present of the external carbon source added. Complete removal of the nitrogen species was 

achieved due to the addition of ethanol solution at thebeginning of the anoxic phase. Nitrogen gas generated in the anoxic 

phase as result of denitrification was removed in the last aerobic phase. 

 

 

Figure 4. Concentrations of nitrogen species in phases of cycle in MBBR operated as sequencing batch 

 

3.3. Phosphorus Removal  

Variation of effluent PO4-P concentration and PO4-P removal efficiency obtained in the moving bed biofilm reactor 

operated as sequencing batch with the cycle of 12 h is depicted in Fig 5. Effluent PO4-P concentration varied between 0.3 
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and 0.9 mg/L, with average effluent level of 0.7 mg/L. PO4-N removal efficiency varied between 88.6% and 95.6%, with 

average removal efficiency of 91.3%. As can be seen from the results obtained, phosphorus from the municipal wastewater 

can be removed by moving bed biofilm reactor operated in the sequencing batch mode with the cycle of 12 h.  

 

Figure 5. Effluent PO4-P concentrations and PO4-P removal in MBBR operated as sequencing batch 

 

In the anaerobic, first aerobic (I), anoxic and last aerobic (II) phases of the cycle, variation of PO4-P concentration is shown 

in Fig. 6. Initial PO4-P concentration of 7.1 mg/L increased to 22.5 mg/L at the end of the anaerobic phase because of 

phosphate release by phosphorus accumulating organisms (PAOs). PO4-P concentration decreased from 22.5 mg/L to 0.5 

mg/L during the first aerobic phase due to phosphate uptake of PAOs. Phosphorus was significantly released by PAO 

during anaerobic phase while rapidly absorbed for PAOs growth and intracellular poly-P formation in aerobic phase [18, 

19].  

 

 

Figure 6. PO4-P concentrations in phases of cycle in MBBR operated as sequencing batch 

 

4. CONCLUSIONS 

The moving bed biofilm reactor operated as sequencing batch with a cycle consist of anaerobic/aerobic/anoxic/aerobic 

showed good performance for removal of COD, nitrogen and phosphorus from the municipal wastewater. Effluent COD, 

NH4-N, NO2-N, NO3-N and PO4-P concentrations were on average 27 mg/L, 0.7 mg/L, 0.04 mg/L, 0.6 mg/L and 0.7 mg/L, 

respectively. When a cycle consists of anaerobic/aerobic/anoxic/aerobic with hydraulic residence times of 120 min/330 

min/210 min/50 min, on average removal percentage of COD, NH4-N and PO4-P were obtained as 92%, 97.5% and 91.3%, 

respectively. 
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Abstract 

Pharmaceutical residues are considered as emerging environmental problem 
because of their potential toxicology risk on living organisms. Environmental 
problem of pharmaceuticals are persistence to the aquatic ecosystem even at 
low concentrations (µg/L-ng/L). Conventional wastewater treatment plants are 
not enough to remove an emerging solution. Ibuprofen (IBF), a non-
steroidalanti-inflammatory drug (NSAID), is a most widely used medicine in 
almost part of world. In present study, under laboratory conditions, 
coagulation followed by advance oxidation, using H2O2 and FeSO4 (Fenton 
process) is used to degrade the concentrations of ibuprofen from water were 
conducted. Fenton process is known to be most effective and common 
methods for the treatment of such wastewaters. In the present study H2O2 was 
used with FeSO4 for the treatment ibuprofen and effects of H2O2, FeSO4 
concentrations COD and TOC removals.  Experiments with optimal 
concentrations of H2O2 and FeSO4 were carried out by chancing pH, 
temperature, stirring and residence time of solution (2-6), room temperature, 
(10,20,30 min) and (30,60,90 min) respectively. Concentration of FeSO4 and 
H2O2 were selected as (30,75,150 mg/L). After processing, 150 ml of samples 
taken out from the upper layers of sample COD and TOC tests were conducted. 

 
 Key words 

Ibuprofen, Fenton Process, Pharmaceuticals, Water, Wastewater 

 

1. INTRODUCTION 

Pharmaceuticals are used for treatment of diseases. Pharmaceutical compounds at aquatic environment are a great interest 

for researchers worldwide [1]. It has been observed the pharmaceutical residues on ground and surface water, wastewater 

where they have been found at very low concentrations like ng/L to µg/L [2]. Ibuprofen (2-(4-2-methylpropyl)phenyl) 

propanoic acid) is non-steroidal anti-inflammatory drug (NSAID), consuming often both for human and veterinary 

practices[3].Properties of Ibuprofen (IBF) are shown Table 1.IBF leaves the body in the shape of metabolized and non-

metabolized after excretion [4]. Therefore the form links up with other substances on water, the regenerated form may 

cause hazard for aquatic environments. As a result of common use of IBF, there exists very high concentration of IBF in 

wastewater. To say more clearly, after using IBF by patients, the disused parts are removed out of body by urine [5]. In this 

way, the residue of IBF goes through canalization and arrives treatment plant. It is not only way to survive of the 

contamination but also the other way to survive is cumulating in sediments. The water from treatment plant and sediment 

can be used for agriculture which has access to reach soil and ground water [5] [6]. Conventional treatment plants are not 

advanced to refine the water, classic physical-chemical techniques and conventional microbiological techniques cannot 

effectively treat micropollutants. To purify them, Advanced Oxidation Process (AOP) is usually used. Many advanced 

treatment technologies have been used in removal of micropollutants. These methods include membrane technologies, 

ozonation, ultraviolet, ultrasound, hydrogen peroxide-ultraviolet, and Fenton [7]. Among them fenton process has been 

commonly studied because of cost effectiveness and good efficiency compared with other advanced oxidation process 

[8].Fenton Processes, a branch of AOP, are seen as a good process for micropollutant removal, and also it is easy to apply, 
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works quickly [9]. The Fenton reaction iscomprised with highly reactive hydroxyl radicals (hydrogen peroxide) and ferrous 

ions in acidic [10], [11]. This reaction described by [12] in Eq (1). 

Fe2+ + H2O2Fe3+ +
̇
OH+OH-                                                                                                          (1) 

With these qualifications, Fenton is most commonly used process for IBF removal. In this study the effectiveness of IBF 

degradation in drinking water uses Fenton process. 

Table 1. Physico–chemical and pharmacological properties of IBF [13], [14]. 

Chemical structure  

 

Molecular formula, C13H18O2 

Molecular weight 206,258 g mol−1 

Water solubility 21 mg L−1 (20 °C) 

Octanol-water partitioning 3,29-3,76 

pKa 4,52 

Usage Analgesic, anti-inflammatory,antipyretic 

 

2. MATERIALS AND METHODS 

In the present study, under laboratory conditions, coagulation and advance oxidation, using H2O2 and FeSO4 (Fenton 

process) is used to degrade the concentrations of ibuprofen from water were conducted. We have taken 25 mg/l ibuprofen 

synthetic solution. Biodegradability of the treated solutions (COD) and test with background constituents in the water 

matrix, like TOC will also observed. In the end of the experiments, to measure the efficiency of Fenton process, optimum 

pH, FeSO4, H2O2, stirring time, residence time and temperature will be measured. Before starting our experiments we 

checked initial values of COD, TOC and amount of ibuprofen in untreated samples. Later, we selected different parameters 

like, pH values (2-6), FeSO4 and H2O2 concentration (30-75-150 mg/l), stirring time (10, 20, 30 minutes), residence time 

(30, 60, 90 minutes) and room temperature that will be provided to our sample and optimal (high) values will be selected. 

After processing, 150 ml of samples was taken out from the upper layers of samples and COD and TOC tests were 

conducted. 

A solution of IBF, obtained market was prepared in tap water to carry out advanced oxidation with Fenton process. In the 

experiments, Tablet was used to obtain 25 mg/L IBF content. For the preparation of sample, tablet containing 25 mg IBF 

tablet was first finely grinded to powdered form and then mixed with tap water in 1 liter flask to prepare 25 mg drug/liter 

solution. 

We used in Fenton process 35% pure grade H2O2 hydrogen peroxide (Merck) , FeSO4.7H2O iron sulphate (Sigma Aldrich), 

98% pure grade H2SO4 sulfuric acid (Merck), NaOH sodium hydroxide (Merck). We used in COD process potassium 

dicromate K2CrO4 (Merck), Iron ammonium sulphate (Carlo Erba) 99% pure grade 1.10-phenanthroline and monohydrate 

(Sigma Aldich), mercury sulphate (Sigma Aldrich), silver sulphate (Sigma Aldrich), thermo reactor (Spectroquant TR 

320).Physical measurements of synthetic wastewater are done by turbidimeter (Hach), TDS (Selectra), dissolved oxygen 

(Hach) and pH meter (Ohasus). We used in TOC analyze Apollo 9000 combustion TOC analyzer.The purpose of this study 

is to analyze the optimum degradation of IBF by using different parameters like pH, temperature, stirring time, waiting 

time, amount of Iron sulphate and hydrogen peroxide. 

3. RESULTS AND DISCUSSION 

Before starting the analysis, initial physicochemical properties of synthetic wastewater prepared from tap water were 

recorded and are given in Table 2.  
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Table 2. Physicochemical properties of synthetic wastewater with DFC. 

Parameters Units Results 

pH  pH birimi 6,85 

TDS µS/cm 402 

Turbidity NTU 1,3 

Temperature ºC 23,1 

Dissolved oxygen mg/L 6,99 

 

In this context, first of all experiment with different pH like 2,3,4 and 6 was performed with concentrations: 75mg/l; 

FeSO4, 75ml/l; H2O2 , stirring time;20 minutes, waiting time 60 minutes. After measuring COD and TOC optimum pH was 

observed to be in between 3 and 4. Because the value was closer to 3 and after consulting literature further experiments 

were decided to carry out by taking 3.5 pH as optimum [15], [16]. Values and results of TOC and COD can be cross 

checked from Figure 1. 

 

Figure 1. IBF removal with Fenton process. Efficiency with COD and TOC. 

 

In the second step optimum concentration of FeSO4 required for the degradation of drug was analyzed. For this purpose 

with optimum pH of <3.5, 75 mg/L; H2O2, stirring time;20 minute, waiting time 60 minute, different concentrations of 

FeSO4 like, 30-75-150 mg/L were tried to select optimum amount to carry out further series of steps.  As per the observed 

results of COD and TOC best value of FeSO4 was 150 mg/L. Values and results of TOC and COD can be seen in Figure 2. 

 

 
 

Figure 2.IBF removal with Fenton process.Efficiency with COD and TOC. 
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The purpose of third step was selection of optimum value of H2O2. In this step different concentrations of H2O2 like 30-75-

150 mg/L were tried with optimum pH<3.5, optimum value of FeSO4 150 mg/L  along with stirring time; 20 minute, 

waiting time 60 minute. According to the observed values of COD and TOC optimum value of H2O2 was selected as 150 

mg/L. Published literature has shown that degradation of drugs increases with the increase amount of H2O2, hence 

increased amount of H2O2 means good degradation [16], [17]. After these results we assumed that our research is on right 

track. Observed TOC and COD values and results are shown in Figure 3. 

 

Figure 3.IBF removal with Fenton process.Efficiency with COD and TOC. 

In the fourth step the optimum stirring time was figured out by applying different stirring times of 20-30-60 minutes to the 

solution under optimized parameters: pH<3.5, 150 mg/L; FeSO4, 150 mg/L; H2O2, waiting time 60 minute. COD and TOC 

showed that 10 minute is the best optimum stirring time.  Values of TOC and COD are showed in Figure 4. 

 

Figure 4.IBF removal with Fenton process.Efficiency with COD and TOC. 

 

Fifth step was to optimize the waiting time, for this purpose time directions 30-60-90 minutes were provided to solution 

with other already optimized parameters as described above. Final optimized waiting time was cross checked by 

performing COD and TOC tests and it was finalized that waiting time of 90 minute was best optimum time. Observed TOC 

and COD values and results are shown in Figure5. 
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Figure 5.IBF removal with Fenton process.Efficiency with COD and TOC. 

 

Total results were shown in Table 3. 

 

Table 3.Results of total analysis. 

  COD results 

(mg/l) 

COD removal 

(%) 

TOC results 

(mg/l) 

TOC removal 

(%) 

pH 2 262 7,74 66,57 14,95 

3 102 64,08 53,22 32,01 

<3,5 58,60 79,36 49,98 36,15 

4 115 59,50 59,23 23,95 

6 230 19,01 71,88 8,17 

Fe+2 (mg/l) 30 59,43 79,07 50,30 35,74 

75 58,60 76,36 49,98 36,15 

150 19,20 93,23 49,68 36,53 

H2O2 (mg/l) 30 48 83,09 53,04 32,20 

75 32 88,73 41,18 47,39 

150 16 94,36 37.70 51,83 

Stirring Time 

(min) 

10 6,4 97,74 35,69 54,40 

20 16 94,36 37,70 51,83 

30 20 92,95 44,70 43,28 

Waiting Time 

(min) 

30 7,0 97,53 38,18 51,22 

60 6,4 97,74 35,69 54,40 

90 6,1 97,85 34,98 53,31 

*(Initial pH; 6,85, COD value; 284 mg/l, TOC value; 78,28 mg/l) 

 

4. CONCULSION 

All the results for investigated tap water sample containing drug (IBF) are precisely described below: pH<3.5, FeSO4; 150 

mg/L, H2O2; 150 mg/L, stirring time; 10 minute, waiting time; 90 minute were optimized. According to these results 

highest removal efficiencies for COD and TOC are 97,85 and 55,31 % respectively. Observed values of pH and H2O2 are in 

agreement with the published literature. With this research optimum figures for the degradation of IBF in the tap water by 

Fenton process were questioned. According to the results of the analysis, it can be decline that the best solution for the 

removal of pharmaceutical pollution from wastewater or freshwater resources is Fenton process which is compared with 

others.  
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Abstract 
The objective of this study was to investigate the performance and process 
stability of a novel dry anaerobic digestion system. For this purpose, a dry 
anaerobic digester (100 L) with percolate tank (200 L) was designed at pilot 
scale. Municipal solid wastes were fed into the dry fermentation unit and 
system was operated with intermittent recycling of leachate through 
percolation unit back to the dry fermentation unit twice a day. Gas production 
in both unit was recorded daily and gas content and leachate analysis were 
carried out periodically. A batch feeding of solid waste (17.5 kg waste) having 
less than 5 cm particle size with a dry matter of 13% and organic dry matter of  
85%  was carried out and process was operated for 60 days. Results indicated 
that 560 L methane per kg organic dry matter was produced. This corresponds 
to biogas production 119 m3 per ton of wet solid waste. It was also observed 
that the main gas production took place in percolate tank and the solid digester 
acted as a hydrolysis and acid reactor indicated by the low gas production and 
acidic leachate characteristics. There were also almost no digestate generation 
which eliminates costly post treatment units before the discharge of digestate, 
which is a critical problem for wet digestion counterpart. 

 
 Key words 

Anaerobic digestion, high solid fermentation, methane, municipal solid waste 

 

1. INTRODUCTION 

Industrialization and rapid urbanization  has increased significantly the generation of municipal solid wastes (MSW) and as 

in many developing countries it is a big environmental problem for Turkey. In 2014, MSW generation rate was 1.08 

kg/cap.day, 28 million tons of MSW generated, and this waste was landfilled either in sanitary landfills (63.6%) or 

dumpsites (35.5%), composted (4%) and  disposed with other ways (5%) [1]. Typical MSW composition in Turkey 

contains high biodegradable organic fraction (40-75%)  as it can be seen in Table 1 [2]. 

On the other hand, MSW management has been a pressure point for Turkey while being a candidate country for EU 

accession and EU 27 targets .In order to decrease the amount of organic biodegradable waste sent to landfill sites and to set 

up a waste management system, most of the EU waste management directives have been transposed into Turkey‟s national 

legislation. Therefore the reduction of biodegradable waste amounts which is landfilled and proper treatment of MSW is an 

important task for Turkey [3].  
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Table 1.Composition of MSW in Turkey 

Components Range in weight (%) 

Organics 40-65 

Paper/cardboard 7-18 

Plastics 5-14 

Metal  1-6 

Glass 2-6 

Others 7-24 

Anaerobic digestion (AD) is a promising solution as it is a biological treatment capable to decompose the organic matter 

under oxygen free conditions [4]. Furthermore, the end product of AD includes biogas (60–70% methane) which is a 

renewable energy resources, and the effluent which is an organic residue rich in nitrogen can be used as soil conditioner or 

fertilizer [5,6]. AD process is based on four steps: hydrolysis, acidogenesis, acetogenesis and methanogenesis [7] and can 

be classified based on operating parameters and reactor design [4]. Depending on the total solid (TS) concentration of the 

feedstock the AD process can be divided into wet (<10% TS) and dry (>10% TS) digestion processes [8]. 

Compared to wet digestion, dry digestion, also known as „„high-solid‟‟ anaerobic processes [8] is advantageous in terms of 

smaller reactor volume, lower energy consumption for heating, higher volumetric methane productivity [6], less wastewater 

generation, low-moisture digestate that is easier to handle and lower total energy loss [4]. However, in dry digestion due to 

the contact between microorganism and feedstock is poor the biogas yield is generally low and there is a high tendency to 

inhibition lead by accumulation of ammonia and volatile fatty acids (VFAs) [9]. The digestate or leachate of dry AD can be 

recycled to inoculate the fresh feedstock on the purpose of improving the biogas yield [10]. Systems that recycle leachate 

into the reactor vessel are called percolation systems. Leachate recycling approach provides a good transportation for 

microorganism throughout the digester and prevent the inhibition caused by accumulation of VFAs and ammonia [4]. 

The objectives of this study was to investigate the process performance and stability of  a novel anaerobic digester 

configuration which employs dry fermentation of municipal solid wastes.  

2. MATERIALS AND METHODS 

2.1. Feedstock and Inoculum 

MSW were obtained from Izmir Metropolitan City, Solid Waste Management Department in Izmir, Turkey and it mainly 

consisted of seasonal vegetable and fruits.  The wastes were whittled to have a particle size around 5 cm before filled in 

reactor . Representative samples of MSW (small pieces taken from each fruit and vegetable) were crushed using an 

electrical blender and used to perform analytical analysis. Anaerobic inoculum was taken from an upflow anaerobic sludge 

blanket (UASB) reactor fed with wastewater of a beer factory located in Izmir. 

2.2. Process Description 

The process consist of a batch dry anaerobic reactor with 100 L total volume and a percolate tank with 200 L total volume. 

Inside the reactor there was a stainless steel basket which has holes at the bottom and the side and keeps the solid material 

inside reactor. On the top of the reactor the inoculum-percolate distribution device which is basically a perforated plate was 

placed and allowed the distribution of percolate over the feedstock. The temperature and humidity probe were also set on 

the top of the reactor.  

In the beginning of the study the percolate tank was filled with the liquid anaerobic inoculum equipped with an agitator and 

a pump. Once a day this liquid inoculum was sprayed on the feedstock in the dry digester, passed through the substrate 

stack and reached into the percolate tank from the pipeline which is placed between the bottom of the dry digester and 

percolate tank (leachate circulation line). A sampling point was located on the leachate circulation line, every 2 or 3 days, 

samples from leachate were taken from this line and analyzed for VFA and total ammonia nitrogen (TAN).  

The percolate tank and digester were heated by hot water through the heating pipe installed inside the tanks to keep the 

temperature at 37 °C and isolated for heat preservation. Biogas production was measured by a drum type gas meter for both 

dry digester and percolate tank, and biogas sampling was done from the line between reactor and gas meter. 

2.3. Analytical Methods 

VS and TS contents were analyzed according to the APHA Standard Methods for the Examination of Water and 

Wastewater. TAN was determined using a colorimetric method with an ammonia nitrogen kit, and a spectrofotmeter. VFAs 

in the AD leachate were measured using a gas chromatography (GC). Leachate samples were centrifuged then supernatant 

was filtered through 0,45 µm nylon syringe filter for GC analysis.  The volume of biogas was measured by a drum type gas 
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meter (Ritter, Germany) and the composition of biogas (H2, CH4 and CO2) was analyzed by Agilent gas chromatograph 

equipped with a flame ionization detector and a DB-FFAP 30 m × 0.32 mm × 0.25 mm capillary column. 

3. RESULTS AND DISCUSSION 

3.1. Characteristics of MSW 

The characteristics of MSW and inoculum used in this study are shown in Table 2. As the content of MSW varied 

depending on different seasons, in summer MSW consist of mostly juicy fruits and vegetables therefore TS of the MSW 

used in this study was 13%, and VS was 85% of TS respectively. 

Table 2.Characteristics of MSW  

Parameter MSW 

TS (%) 13 

VS (%TS) 85 

NH4+-N(g/L) 0,1 

pH 4.55 

 

Fruit and vegetable wastes was characterized by an acid pH ( pH of 4.55).  It has been reported that due to the hydrolytic 

and fermentative/acidogenic processes are in action during storage in bin containers before its collection OFMSW has low 

pH values which is caused by the high VFA concentration [11].  

 

3.2. Anaerobic Dry Digestion: Leachate Analyses 

The dry fermenter was filled with the MSW and closed with gas tight cap. The inoculum was sprayed on MSW everyday 

for thirty seconds. A representative sample of leachate was taken periodically to perform the chemical characterization and 

a pH probe was placed  in the circulation pipeline to monitor pH changes of leachate.  Fig 1 shows the pH and total VFA 

trends in the leachate.  

 

Figure 1. VFA and pH trends in the leachate 

VFAs namely, acetic acid, propionic acid, butyric acid, isobutyric acid, valeric acid and isovaleric acid are intermediates 

produced during the hydrolysis and acidogenesis steps of anaerobic digestion [12]. The first leachate was characterized 

with low total VFA concentration. As the contact between microorganisms and substrate increase microbial activity was 

activated and in the sixth day of the process a sharp increase occurred in total VFAs with a concentration of 32000 mg l-1 

and this VFAs consumed and flushed to percolate tank. However two other peaks in total VFAs occurred on day 15 and 25 

with the concentration of 41000 mg l-1 and 40000 mg l-1, respectively. The pH values of the leachate was around 4 in the 

beginning of the experiment. Afterward the pH value of leachate reached 5.5 in following four days and remained around 

5.5-6 between days 4 and 28 due to the high VFA concentrations in leachate. From this moment the total VFA 

concentration in the leachate  showed a decreasing trend and as total VFA concentrations decreased in the leachate the pH 

values of the leachate increased and reached to neutral values(7.0).  The optimum pH of hydrolysis and acidogenesis has 

been reported as being between 5.5-6,0 and the optimum pH of methanogenesis is over 7.0 [12]. Due to the low pH values 

which is caused by high VFAs concentrations during the first 30 days of the process methanogenic activity in the dry 

digester might be inhibited and resulted with the low methane content of the biogas in dry digester It is reported that 

interactions between VFAs and pH may cause an inhibition where the process runs stably but with a lower methane 

yield[13]. 
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The chemical compositions of the VFAs of the leachate is also shown in Fig 2. During the first days of the process, the 

leachate was rich in caproic acid, butyric acid, valeric acid and propiyonic acid. Acetic acid is the major substrate of the 

methane forming bacteria in an anaerobic digester [14] and it started to represented after the 30th day of the process by 

degredation of butyric, caproic and propionic acid [14] to acetic acid. Formic acid and heptanoic acid were also detected at 

relatively low concentrations.  

 

Figure 2. Individual VFA speciation ranges in the leachate 

The TAN concentration of the leachate is shown in Fig 3. During the experiment TAN concentration remained under 150 

mg l-1 which is reasonable for the AD process stability. It is reported that nitrogen is an essential nutrient for the anaerobic 

microorganisms and TAN concentrations below 200 mg l-1 are considered to be beneficial while concentrations exceeding 

1500 mg l-1 can be moderately inhibitory [15]. As it can be seen in Fig 4 TAN concentrations stayed between beneficial 

range and no inhibition effect lead by ammonia accumulation occurred during the study.  

 

Figure 3. TAN concentration in leachate 

3.3.  Biogas and Methane Production   

The start-up of the process followed different trends in percolate tank and dry digester (Figure 4). During first four days 

while big amounts of biogas was produced in percolate tank there was no biogas production in dry digester. The total 

biogas produced in percolate tank for first four days was 880 L which is the 50% of the total biogas production value 

reached after 60 days. It is reported that the fruit and vegetable waste has a big part of easily digestible fraction, which 

might produce excessive VFAs at the beginning of the dry digestion [16]. This soluble VFA leached from dry digester 

washed  into the percolate tank and digested to biogas which might be the reason of high amount of biogas production in 

percolate tank in the first four days. However, the biogas production of the percolate tank decreased to a stable level after 

10 days and after 40 days the biogas production progressively decreased and reached values around 5-3.  
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Figure 4. Daily and cumulative biogas production and methane content of biogas: (a)Percolate tank; (b) Dry digester 

Fig. 4b shows that a lag phase of 4 days occurred at dry digester. The degredation of the feedstock depends on the 

connection between the substrate and microorganism and in the liquid digester, this movement is mainly done by mixing 

the whole substrate or by passing liquid substrate to microorganism surface [16].  In dry digester used in this study this 

connection was done by the percolate circulation and in the beginning hence the big particle size and highly porous 

structure of substrate stack the connection between microorganisms and feedstock was not done efficiently. It is reported 

that the percolate recirculation at a high flow rate allowed accelerating the solid–liquid mass transfer and increase the 

biogas production dramatically. It is also shown that increasing the percolate recirculation rate in intermittent and short 

recirculation operations improves the stability and speed of the dry anaerobic digestion [17]. Afterward the biogas 

production of the dry digester increased and reached to a stable level and the digester showed a steady biogas production 

for 40 days. 

3.4. Overall Process Performance   

The biogas and methane production of dry digester and percolate tank is shown in Table 3. Dry digester and percolate tank 

totally produced biogas of 2095 L, of which 550 L of biogas produced from dry digester, and 1545 L of biogas produced 

from the percolate tank which is the 75% of total biogas production. 

These results indicated that a big amount of VFAs produced in dry digester and washed into the percolate tank with the 

recirculation of percolate and were digested into biogas. During the first 40 days, the process was separated into two-phase 

system of hydrolysis and acetogenesis in dry digester and methanogenesis in percolate tank.  However, with recirculation 

of percolate the methanogens was irrigated into the digester and biogas and methane was produced both in percolate tank 

and dry digester. Depending on biogas and methane production values the AD efficiency of the percolate tank was much 

higher than dry digester. Some studies also reported the same results that two-phase dry AD  has advantages of more stable 

processing [16,17]. 

Table 3. Biogas and Methane production of percolate tank and digester 

 Biogas production (L) CH4 production (L) 

Percolate Tank  1545 875 

Dry Digester  550 210 

Total 2095 1085 

The specific biogas and methane yields reached after 60 days were 1085 L biogas  kg-1 VS and 560 L CH4 kg-1 VS, 

respectively. It is reported that the biogas yield of fruit and vegetable wastes varied from 650-700 L biogas kg-1 VS 

depending on different TS values [17]. It is also investigated that the methane yield of different content of solid organic 

wastes varied from 200-850 L CH4 kg-1 VS [18]. Compared with literatures, the results showed that biogas yield in this 

experiment much more higher than literature values, methane yield was in an avarage range. 

4. CONCLUSIONS 

The objective of this study was to investigate the performance and process stability of a novel dry anaerobic digestion 

system and has demonstrated that the system is technically feasible for high solid anaerobic digestion of MSW.  

The results also showed that the main gas production took place in percolate tank and the solid digester acted as a 

hydrolysis and acid reactor indicated by the low gas production and acidic leachate characteristics. There were also almost 

no digestate generation which eliminates costly post treatment units before the discharge of digestate, which is a critical 

problem for wet digestion counterpart. 
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Abstract 

The Tetra Pak packaging which was originally designed and developed for milk 
is widely used in the packaging of many foods and beverages. It is important to 
recycle and recovery of Tetra Pak's due to the different types of recyclable 
materials included 75% paper, 20% polyethylene and 5% aluminum. There are 
serious problems in recycling of composite beverage cartons that completed 
their lifetime and became a waste. A larger part of this packaging waste is 
disposed in landfills. Therefore, our priority should be performing scientific 
studies for management of this waste and operating with appropriate 
management alternatives. In this study, assessment methods and processes of 
waste composite drinks cartons are researched, and an alternative way is 
shown which separately recovers cartons, paper, aluminum and polyethylene. 
Tetra Pak films were cut into over 40 mm pieces, and charged to the reactor 
with stirring with chloroform. Thus paper, aluminum and polyethylene 
dissolves in chloroform. The resulting polyethylene and solvent liquid was 
transferred to distillation unit. The mixture of aluminum and paper remaining 
in the reactor was boiled and stirred until it turns into a pulp. Filtration of 
water is ensured by waiting the pulp on the fine sieve and the percentage of 
remaining solid is determined by analysis at the end of this waiting period. 
Thus only aluminum is remaining in the reactor. With the designed system, the 
waste amount of countries going to the solid waste storage areas will decrease 
and the protection of our environment will be provided. Tetrapak recovery will 
be a long-term economic investment. Recycling sector will be a step more 
advanced. The study will also result in allowing new technologies and reducing 
raw material needs. 

 
 Key words 

Tetra pak, Recycle, Process design 

 

1. INTRODUCTION 

One of the most significant components, that threatens the future of the world are solid wastes. Unfortunately growing 

population and technological developments has resulted in an increase in solid wastes. In addition, the changes in 

consumption habits affect the composition of the waste. 

Composite cartons which containing layers of paper, plastic and aluminum, especially preferred for storage of beverage 

packaging type. 

There are serious problems in recycling of composite beverage cartons that completed their lifetime and became a waste. A 

larger part of this packaging waste is disposed in landfills. Therefore, our priority should performing scientific studies for 

management of this waste and operating with appropriate management alternatives. 

Materials that are made by the macro-level unification of two or more materials from the same or different groups in order 

to merge their best characteristics or to bring out a new characteristic are called “Composite Materials.” It can also be 

termed as the bonding of different materials or phases of materials with the objective of strengthening each other’s 

weaknesses and attaining a superior characteristic [2]. 
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The purpose of using different materials together is to increase durability and flexibility and to combine the unique 

characteristics of each material. The predominantly paper-cardboard composite packages known as Tetrapak are especially 

preferred in the conservation of liquid food products and are commonly used throughout the world. 

The composite drinking cartons used in the food sector especially for long-term conservation of liquid food products are 

made up of 75% paper, 20% polyethylene and 5% aluminum [3]. 

Its layers from the outside inwards is as follows; 

1. Polyethylene: Protection against external effects and moisture 

2. Printing Ink 

3. Cardboard: Stability / Strength 

4. Polyethylene: Adhesion layer 

5. Aluminum Foil: Oxygen, flavor, light and ultraviolet radiation barrier  

6. Polyethylene: Adhesion layer 

7. Polyethylene: Liquid sealing layer 

 

Figure 1.The six layers (Tetra Pak) [2] 

 

Tetra Pak was founded by Ruben Rausing and Erik Wallenberg in 1951 in the Swedish city of Lund. As of January 2013, 

the company Tetra Pak has supplied approximately 173, 234 million packages so that 77,307 million liters of milk, juice, 

nectar and other products could be delivered to consumers around the world[5]. 

The efficient separation of the 3 components found in composite drinking cartons is done by a company named Alcoa 

Aluminio in Brazil using plasma technology. The facility was established in 2006 with a setup cost of 40 million dollars. 

After the separation of paper fibers using the hydropulping method, the aluminum and the plastic mixture is heated to 

15.000°C and as a result of this process, pure grade aluminum and paraffin oil to be used in the petrochemical industry is 

produced. The amount of energy required in the facility to produce 1 ton of aluminum is 400-500 kWh. The plasma plant 

processes 8.000 tons of aluminum and plastic mixture in a year, which corresponds to 32.000 tons of aseptic material; but it 

is known that this method is very costly. 

In Germany, the plastic and aluminum mixture is used as alternative fuel in cement kilns, functioning as a catalyst. 

In the company called Corenso in Finland, the gasification method is applied. The aluminum and plastics separated from 

the paper fibers in the facility are sent to the Ecogas plant. At this stage, while aluminum is recovered in granular form, gas 

is obtained from polyethylene.  The steam produced in the recycling process in gasification is used in paper production. 

The facility, which began operation in 2001, processes 85.000 tons of carton boxes a year; of which 50.000 tons comes 

from Germany, a couple of thousand tons comes from Holland, and the rest comes from Finland. 

The first method used in the recycling of composite drinking cartons was the particle board method. The boards 

manufactured from processing the product without separating it into its components (thermal compression) were used in 

furniture, civil construction, and packaging industries. In later years, the recycling of paper (hydropulping) began, in which 

the paper fibers that constituted 75% of the composite drinking cartons were recovered. The remaining polyethylene and 

aluminum parts left after the composite drinking cartons undergo hydropulping is subjected to plastic product 
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transformation, energy recovery, pyrolysis and plasma technologies; but the cost of these technologies are quite high, and 

the processes are complex. 

Nowadays, the collected tetrapaks are accumulated in certified collection and separation facilities, in landfill areas, or 

burned in cement plants. 

With this project, the paper, aluminum and polyethylene in waste tetrapaks shall be recycled, and the recovered materials 

shall be used to reduce the raw material needs of various facilities. Thus, the natural balance shall be protected against the 

increase in consumption that rises in parallel with the increase in human population. 

At the same time, with the selling of the recovered materials as raw materials to related facilities, businesses be able to 

ensure high levels of energy saving. There are many establishments that can utilize paper, aluminum, and polyethylene as a 

source of raw material. 

MATERIALS AND METHODS 

Tetrapak films are cut in approximately 40mm sizes, and a 2 gr sample is mixed in a reaction flask with 40 ml (1 to 20) of 

chloroform in 65oC for 2 hours. As a result of this process, paper, aluminum and polyethylene dissolved in the chloroform 

is produced in the flask. The dissolved polyethylene in the chloroform is transferred to the distillation unit, and solid 

polyethylene is obtained after the solvent is evaporated. As the solvent condensed in the distillation unit can be re-used in 

the reaction flask, its continuous use makes it economical. Water is added (1 to 20) to the aluminum and paper left in the 

reaction flask to be boiled and mixed until it turns into paper-mache (pulp). The paper pulp is separated from the aluminum 

by watering and filtering it. The paper pulp is then placed on a fine sieve to allow the water to filter down; after the waiting 

period, the solid material content percentage is determined with analyses. Similar to the solvent, the re-use of the water is 

possible and is used when necessary. Thus, only the aluminum remains in the reaction flask. 

RESULTS AND DISCUSSION 

Experiments were performed in SuleymanDemirel University and it is altitude is over 1065 meter and so atmospheric 

pressure is over 674 mm Hg. So boiling point of the water is over 96,5 ºC. So dissolution of composite compounds takes 

more longer time than expected. Separation of all aluminum part from paper takes over 2 hours.  After all aluminum 

separates from paper this means all polyethylene is dissolved. After this stage, the pulp is separated by filtration from 

polyethylenecontainingchloroform. After evaporation of chloroform 0,36 grams of polyethylene was obtained. In the 

literature it has been reported that tetra pak includes over 20 percent of LDPE. [1]. 0,36 gran is about %19 percent and it is 

consistent with the literature. After evaporation % 92 of solvent was recycled.  

Filtered aluminum-paper mixture started to boil with 40 mL water. About 2 hour’s paper start to divide to its fibers and 

being a pulp. Following this step, the paper is diluted by addition of water and a miscible fluid consistency. The liquid 

paper pulp filtered from aluminum with 10 mesh size filter. After filtering and drying 1,52 gram of paper pulp was 

obtained. In the literature it has been reported that tetra pak includes over 75 percent of paper [4]. 1,52 gran is about %76 

percent and it is consistent with the literature.As in [6], they pyrolysis tetra pak composite for to obtain aluminum and they 

obtain about %7 of aluminum from waste tetra pak. In this study 0,12 gram aluminum obtained and it is %6 of the total 

weight and consistent with the literature. 

 

Figure 1. Process steps of tetra pak recycling 

Figure 1 shows the details of Tetra Pak recycling process. As seen from the figure recycling process is easy to application. 

It takes about 4 hours to separate all compounds of the composite and all solvents are recyclable. 
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Figure 2 shows the disassembled components of the composites. First picture (a) is polyethylene, second picture (b) is dried 

paper pulp and third picture (c) is recycled aluminum.  

 

 

Figure 2.Separated components of Tetra Pak 

CONCLUSIONS 

Tetrapak films were put in reaction with chloroform under heat and pressure. The products of this reaction were paper, 

aluminum, and polyethylene dissolved in chloroform. Polyethylene was easily recovered in the distillation unit, and the 

chloroform from the distillation unit was re-used in the system. High-grade aluminum and paper were obtained by 

introducing water to the reaction flask. It was concluded that in terms of obtaining high-grade Tetrapak components, use of 

chloroform under heat and pressure was an interesting method as it resulted in requiring less duration and reaction times. 

Thus, the Tetrapak package that consisted of starting materials with different compounds was easily recycled. As a result of 

recycling, the damage to the environment and pollution due to increasing consumption habits will be prevented. 

At the same time, with the selling of the recycled materials as raw materials to related facilities, businesses be able to 

ensure high levels of energy saving. There are many establishments that can utilize paper, aluminum, and polyethylene as a 

source of raw material. 

The greatest reason why paper and carton (cardboard) manufacturers prefer recycled paper as raw materials is because they 

are able to obtain the cellulose necessary for paper for much cheaper. The paper that will be obtained in the envisaged 

project is in the form ofpaper-mache (pulp), which will be a reason for preference as it will not require any additional 

pulpification. 

Aluminum, on the other hand, is used in many different industries in the manufacturing of millions of different products. 

Aluminum production from recycled aluminum required 95% less energy in comparison to aluminum production from raw 

materials. When 1 kg of aluminum is recycled, 8 kg of bauxite mineral, 4 kg of chemicals, and 14kWh of energy is 

preserved. When all these are considered, the importance of aluminum recycling is evident. 
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Abstract 

Generating electrical via solar energy is one of the most popular renewable 
energy source. Modular structured solar panels that work according to 
photovoltaic principles convert solar radiation into electrical energy. There are 
some ways of increasing the power produced by the photovoltaic panels. One 
of the most effective ways is to minimize the angel of rays from sun to panel 
surface by taking the right position according to the angle of the sun. This 
paper proposes an intelligent control method for solar tracking. This method 
uses a fuzzy logic controller applied to the DC motors in solar tracking system 
(STS). STS is designed and developed as dual axis. Fuzzy logic algorithm used in 
STS was applied separately in order to control DC motors which determine the 
azimuth and zenith angels of the system. Position error which is obtained by 
the help of encoders tied to the motors and error variation were taken as input 
of fuzzy logic algorithm, applied voltage to the motor was taken as output of 
fuzzy logic algorithm. Finally, results of the photovoltaic panel on the STS 
controlled by fuzzy logic are compared to those obtained by the photovoltaic 
panel system without STS according to instantaneous power performance 
throughout the day in Pinarhisar, Turkey. Experimental results show that the 
STS which uses fuzzy logic controller increases the efficiency of energy 
production from PV. 

 Key words 
Renewableenergy, Solar trackingsystem, Fuzzylogic, Photovoltaic panel 

 

 

1. INTRODUCTION 

Energy is an important factor in industrialization, urbanization and financial growth and social life quality of a country [1]. 

That is why energy demand worldwide is increasing and this condition is most likely to continue in the future [2,3]. This 

demand increase lead people towards renewable energy sources such as wind, geothermal, and solar energy sources since 

fossil fuels are exhaustible. In Turkey, according to final data in 2014, when distribution of renewable sources in total of 

69519,8 MW established power is analyzed, shares of wind, geothermal and solar energy are seen to be respectively 3629,7 

MW, 404,9 MW and 40,2 MW [4]. In Turkey, %5,86 of the electricity produced is gained from wind, geothermal and solar 

energy (Figure 1.1). Nevertheless, with the use of renewable energy sources, share of electricity production shows an 

increasing trend in an annual basis.  
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Figure 1. Distribution according to installed power capacity of energy types in Turkey [4] 

 

One of the most important renewable energy sources is surely solar energy. Even though electricity energy produced out of 

it is lower when compared to other energy sources, thanks to advancements in solar energy industry, with decrease in the 

initial investment costs and increase in the efficiency, there is no doubt that its contribution rate will be increasing every 

year. Owing to the geographical position of our country, it can be said that it is in a lucky position in terms of receiving sun 

when compared to many other countries. Therefore, benefiting from infinite and free solar energy in maximum level will 

support the interests of our country which is dependent on foreign countries for energy.  

Photovoltaic systems enable solar power to turn into electricity energy. Power that these systems produce depend on a 

variety of factors including the amount of energy they receive from sun rays. In order to increase the efficiency of 

photovoltaic systems, scientists and engineers have made many researches. In general, there are three ways to increase the 

efficiency of photovoltaic systems. First method is to increase power production efficiency of solar cells [5,6]. Second one 

is related to increasing the effectiveness of control algorithm for energy conversion systems that include maximum power 

point tracking [7,8]. Third approach is to use solar tracking system in order to make maximum use of solar energy [9]. 

There are a number of works proposed by many researchers to solar tracking. In their work, Sefa et al. have done the design 

and application of PC-based one axis solar tracking system. The reason why they have used one axis is that they thought 

system’s total weight of 3500 kg would make double axis tracking harder [10]. M.J. Clifford  and D. Eastwood have 

designed a one axis solar tracker that is, in other words, appropriate for use only in Ecuador regions [11]. Tiberiu and Liviu 

have used one-axis solar tracker and opted to manually adjust the other axis throughout the year with regular intervals [12]. 

WafaBatayneh et al. designed dual-axis solar trackers which are driven by a DC motor for each axis of tracking. They 

presented a fuzzy logic based controller for controlling the DC motors. They used four small PV cells as sensors to find 

solar position. [13]. While choosing the mechanical system of solar tracking systems, its cost analysis should be made. Cost 

of the tools to be used in the system and power consumption should be taken into consideration.  

In this study, the effect of solar tracking system, which is controlled with fizzy logic at Kirklareli University Pinarhisar 

Vocational School, upon the performance of solar panels have been put under the scope. A comparison is made between 

the daily energy productions of fixed positioned PV panels and PV panels that are positioned on solar tracking system.  

2. MATERIALS AND METHODS 

2.1. Page Layout Sun Tracking System Design and Control 

In the electro-mechanical system of solar tracking system, there are 2 DC motors, 2 reducers, 2 encoders, 1 double channel 

motor driver, daq card and a computer. In the mechanical structure of STS, PV panels have the motion ability with two 

double axis, and are positioned with direct current (DC) motors. By providing the revolution of panels in Azimuth and 

Zenith angles, sun can be tracked in a way that enables sunrays to fall onto panels with vertical angle.  
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Figure2. Flow chart of the fuzzy controller 

As shown in Fig 2, Azimuth and Zenith angle of Sun is calculated according to time/date and geographical information. If 

the Zenith angle is more than 90 degrees, sun is set. Running solar tracking system is needless. In the other condition, pulse 

signals coming from the encoder bound to motors, and consequently the errors and rate of changes of errors are calculated. 

For each motor, error (e) and change of error (de) are applied to Fuzzy Controller as input. The output of the fuzzy 

controller will be the motor's speed needed to move the panel. 

2.2. STS using Fuzzy Logic 

Fuzzy logic controller, which was first created in 1965 by Zateh [14], is a system defined via fuzzy rules and created by the 

professional experience. It is a system that includes the linguistic variables instead of the mathematical model of a dynamic 

system. It has four main parts: (i) Fuzzification (ii) Rule base, (iii) Inference (iv) Defuzzification interface The proposed 

system for two DC motors in this study consist of two input variables: error (e) and change of error (de), and one out 

variable: duty ratio (u), as shown in Fig. 3 
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Figure3. General diagram of a fuzzy controller 

Fuzzification 

In the fuzzification process, membership function values are assigned to the linguistic variables. In order to carry out this 

process, the input variable range is transformed to the convenient universal cluster and by this way the input values are 

transformed to the convenient verbal values. In this study have five fuzzy subsets: NB (negative big), NS (negative small), 

ZE (zero), PS (positive small), and PB (positive big). In the fuzzification process various membership functions are used. In 

this study, triangle function is used as the membership function.  

 

 

 

 

Figure4.  Fuzzy logic membership functions for inputs and output variable of zenith angle. 
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Figure5.  Fuzzy logic membership functions for inputs and output variable of azimuth angle. 

 

Rule base 

Rule base, holds the knowledge in the form of a set of rules, of how best to control the system. In this study, 25 number “if-

in that case” rules have been created. The result of rules and motor PWM values are determined. In table 1, a part of rule 

table which is created for the input variables takes place. 

 

Table 1.Fuzzy controller rules 

e/de 
NB    NS    ZE    PS    

PB     

NB NB    NBNB    NS   ZE 

NS 
NB    NB    NS    ZE    

PS 

ZE 
NB    NS    ZE    PS    

PB 

PS 
NS    ZE    PS    PB    

PB 

PB ZE    PS    PB    PBPB 

    

Inference 

The data coming to system in the blurring rule base are processed by the inferring mechanism after they are ready to be 

processed. In this study, Mamdani method, which is one of the inferring method, has been used. While the threshold values 

of rules are measured in Mamdani inferring method, firstly “ and (intersection)” then “or (combination)” processors are 

used. 

 

Defuzzification 

In the defuzzification process, the process of transforming the fuzzy set obtained in the fuzzy inferring motor to a definite 

value is carried out. In order that the obtained fuzzy set is to be applied the real life, there must be a numerical value. In this 

study, center of gravity method has been used. The center of gravity of the inferred cluster, which has been created via this 

method, is found and the value coming to this center as a definite value is assigned. 
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3. RESULTS AND DISCUSSION 

In this study, a dual axis solar tracking system based on fuzzy logic controller, which simultaneously carries four number of 

120 W panels, has been designed. According to the researches, before deciding to use solar following systems, the first 

thing that must be done is to take into account the initial investment cost and energy waste. In order to decrease the initial 

investment cost, two number of DC motor instead of servo motor have been used in order to move panels in azimuth and 

zenith angles. Angle position information of panels has been found with pulse signals read with the help of reed sensor 

instead of industrial encoder. Again in order to decrease the cost, Arduino Mega 2560 model has been chosen instead of 

industrial daq card.  

We use fuzzy logic to control the speeds of the two motors based on date/time aiming at increasing the efficiency of the 

solar panels. Two different fuzzy logic algorithms have been applied to two motors that control Azimuth and Zenith angles 

(Figure 6). In both algorithms, the number of rules was 5 and fuzzy logic membership function parameters were determined 

with the help of experiences.  

 

 

 

Figure 6.Fuzzy logic controller. 

 

The dual axis solar tracking system presented here is tested experimentally. The experimental study is realized at Pinarhisar 

Vocational High School in Kirklareli, Turkey. STS has the capacity of carrying four panels, but measurements have been 

made over a 120 W panel. For performance evaluation, a comparison has been made between all-day productions of fixed 

panel and the panel positioned on STS. Installation angle of fixed panels have been determined as 38 degree south by 

considering the latitude angle of Kırklareli University Pinarhisar Vocational School taking into account that they will be 

used in summer and winter conditions.  

Performance analysis of STS located at Kirklareli University Pinarhisar Vocational High school and fixed panel was made 

on the 17.09.2015. 

 

 

Figure 7. The results solar radiation amount on the 17th of September 2015. 
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Figure 8. Power output values seems of the fixed panel and the PV panel using STS in Pinarhisar, Turkey. The results 

presented are on the 17th of September 2015. 

It can be seen that throughout the whole day, the PV panel on STS has the highest power output due to highest solar 

irradiance exposure. The fixed PV panel has a lower output power compared to the panel on STS due to low solar 

irradiance. In Pinarhisar on the specified date it was found that the daily output power of the STS used with Fuzzy logic 

was 35.6% higher than the fixed PV panel  

4. CONCLUSIONS 

In this paper the speed of DC motors in dual axes solar tracking system is controlled using fuzzy logic controller. Results of 

the photovoltaic panel on the STS controlled by fuzzy logic are compared to those obtained by the photovoltaic panel 

system without STS according to instantaneous power performance throughout the day in Pinarhisar, Turkey.  

Experimental results show that the STS which uses fuzzy logic controller increases the efficiency of energy production 

from PV. 
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Abstract 

In biodiesel production via transesterification, after removing glycerol from 
crude biodiesel, purification process must be performed before using biodiesel 
as a fuel that meets the EN 14214 standard. In the literature, various processes 
are presented for purification of biodiesel however; dry and wet washing 
methods are mostly recommended because of their higher efficiencies and 
easier applicabilities. In this study, methyl esters (biodiesel) derived from 
waste frying oil (WFO) and sunflower oil were generated using 
transesterification technique in the presence of KOH and methanol in a novel 
microwave assisted biodiesel reactor. For purification of crude biodiesel, two 
different methods; washing with distilled water as wet washing, and with 
magnesol as dry washing were carried out and compared. According to the 
results, dry washing method improved biodiesel yield and ester content, it also 
reduced the purification process time considerably. 
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1. INTRODUCTION 

The chemical process, transesterification includes a TAG (triglycerides) reaction with a short chain monohydric alcohol in 

the presence of a catalyst to obtain biodiesel which is defined as fatty acid alkyl esters (FAAE), and by-product glycerol. 

Three moles of alkyl esters and one mole of glycerol are formed for every mole of TAG that undergoes complete 

conversion reaction [1]. In transesterification reactions, presence of sufficient amount of methanol is essential to break the 

glycerol-fatty acid linkages [2]. Methanol is the most commonly used alcohol in commercial biodiesel production via 

transesterification, since it is generally less expensive than other alcohols. There are different types of catalysts used in 

chemical reactions, among them; homogenous alkali catalysts (sodium or potassium hydroxide or methoxide etc.) are 

inexpensive catalysts generally used in commercial biodiesel production from refined or treated oils. Beside of the 

economic issues and concerns, homogenous alkali catalysts are more preferred than acid catalysts and enzymes due to their 

high reactivity and short reaction time requirements [1, 3]. Also, another reason for widely using alkali catalyzed biodiesel 

production techniques is this method's being less corrosive than others [4].  

At the end of the alkali transesterification reactions, the by-product glycerol is removed from the crude alkyl ester-glycerol 

mixture. In addition, crude ester must be purified to obtain high quality biodiesel which must meet international standard 

specifications (EN14214, ASTMD6751 etc.) by removing excess contaminants (methanol, catalyst etc.) and impurities 

(soap, wax etc.) [5]. In commercial biodiesel production, purification method is called as washing process, and it is 

categorized into 2 techniques as: wet and dry washing [6]. Besides these, alternative washing method, membrane extraction 

has been investigated [7]. 

1.1. Wet Washing  

Wet washing method is more traditional and widely used for removing containing the unreacted oil, excess catalyst and 

alcohol, salts, soaps, organic impurities etc. from crude biodiesel. In wet washing process, water is used for purification. 

Water has the ability to provide a means for addition of acid to neutralize the unreacted alkali catalyst. Wet washing 
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method simplifies removal of the salt products formed in transesterification reaction. The unreacted (excess) alcohol after 

transesterification should be removed before the washing process to decrease the amount of alcohol in the residual 

wastewater. Also, some researchers such as Van Gerpen et al. suggest removing process of excess alcohol after the end of 

wet washing [8, 9]. The researchers prevented precipitation of saturated fatty acid esters using distilled water (≈50-60°C). 

Emulsion generation is retarded when gentle water washing is applied fostering rapid and complete phase separation [8] 

The washing with hot distilled water results in the biodiesel purity of 99% [10]. Both of the dry and wet washing methods 

are used in commercial biodiesel production, however, it is claimed that only wet washing process can purify the biodiesel 

in desired levels, and the purified biodiesel meets the EN14214 standards [6]. 

Beside the advantages of wet washing, Low et al. [11] declared that this method has some drawbacks such as long 

separation time and loss of product yield. The loss of biodiesel yields in the rinsing water increases the formation of 

polluted liquid effluent [12]. In addition, the large amount of biodiesel wastewater formed after wet washing process causes 

an enormous problem for the biofuel industry and environment. Veljkovi´c et al. [13]  reported that the generated biodiesel 

wastewater was about 28 million m3 in 2011 in the world. 

1.2. Dry Washing  

Using absorbents is another method of treating crude biodiesel. Dry washing technique generally uses ion exchangers or a 

magnesium silicate powder as absorbents [6].  These materials are utilized to replace the usage of distilled water in order to 

remove the impurities and purify crude esters. At the end of the dry washing, filtration is ordinarilycarried out for 

improving efficiency of the process. The advantages of dry washing can be described as: no waste water is generated and 

the total surface area coverage of the wash tank is minimized. Besides, this washing method has important advantages such 

as: strong affinity to polar compounds, easy to install into biodiesel processer plant, dramatically lower washing time, solid 

waste can be used in various ways, saves space etc. The main preferred absorbents in biodiesel production are defined as 

magnesol, ion exchange resin, activated carbon, activated fiber etc. [14]. 

Magnesol is used in many investigations and suggested by the authors. Sabudak and Yildiz[15] made a comparison of hot 

water washing (50%-V/V and 50°C) and dry washing with magnesol (1 wt%) according to the ester contents of methyl 

esters. They produced biodiesel from waste cooking oil by 3 different processes. In the event of one step alkali 

transesterification, they achieved 80.8% and 84.9% ester contents with wet washing and dry washing, respectively. In two 

step alkali transesterification, 91.0% ester content was obtained by wet washing while 92.3% by dry washing. In the third 

process (two step acid-alkali transesterification), 95.6% and 96.9% ester contents were measured at the end of the wet and 

dry washing processes, respectively. As a result, it was found that dry washing enhanced the ester content of crude 

biodiesel more than wet washing, in addition, only the samples purified by dry washing fulfilled with EN14214 ester 

content standards (min.96.5%). Berrios and Skelton [6]purified crude biodiesel samples using  0.25, 0.50, 0.75 and 1.00% 

magnesol concentrations at the temperature of 60 °C. 10 min and 20 min washing time were experimented while standard 

washing time is known as 30 min. A vacuum filtration and a water ejector were performed in separating process. With the 

exception of the experiments with 0.25% (wt/wt) magnesol concentration, all the experiments remove in satisfactory way 

the glycerol content in 10min of reaction. The same happened in the soap removal. They specified that min 0.75% 

magnesol concentration is needed with a washing time of 10 min; and it is necessary a previous methanol removal to avoid 

the saturation of the adsorbents. Also, none of the experiments decreased the methanol content below the defined level of 

the EN14214 Biodiesel Standards, and the best result was obtained using with 1%(wt/wt) magnesol concentration at 60°C 

temp. Bryan [16] applied dry washing technique in the presence of magnesol (1%) on both soybean and yellow grease 

crude biodiesels, also he used wet washing technique to compare those two methods clearly. The physicochemical 

properties of purified methyl esters (soybean&grease based) by dry washing method were fulfilled with EN 14214 and 

ASTM D6751standards. Moreover, the researcher claimed that magnesol treated sample of yellow grease derived methyl 

esters met all ASTM standards while the water washed and dried sample did not. The author remarked that magnesol has a 

strong affinity for polar compounds, thereby actively filtering out metal contaminants, mono and di-glycerides, free 

glycerin, and excess methanol as well as free fatty acids and soap. 

1.3. Objectives 

As it is seen in section 1.1.and1.2., conflicting outcomes exist in the literature about dry and wet washing purification 

methods. Thereby, the main objective of the study has been determined as comparing the wet washing method with hot 

distilled water and dry washing method with magnesol based on the obtained ester content amounts and yields of purified 

biodiesel samples. In the experiments, the biodiesel samples were produced via alkali catalyzed transesterification in 

various reaction conditions.  

2. MATERIAL AND METHOD 

2.1. Materials 

In the experiments, methanol and KOH were used as an alcohol and a catalyst. The raw materials were determined as waste 

frying oil (WFO) with an FFA value ≈0.2% which was collected from local restaurants in Balıkesir, Turkey, and sunflower 

oil was supplied from an oil production plant. Methanol and KOH were purchased from Sigma–Aldrich, and magnesol 

(MgO:SiO2 (1:2.7)) from Dallas Group of America.  
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2.2. Equipment 

Biodiesel reactor: 

The biodiesel processor system has 60 L capacity and it is composed of a reactor tank, a microwave heating system, a 

mechanic stirrer, a circulation pump, and a PLC circuit and software to control reaction parameters (temp, mixing rate etc.).  

Wet washing: 

The distilled water was produced from a water distillation system, and the washed crude biodiesel samples were settled in 

separatory funnels.  

Dry washing: 

In order to heat crude biodiesel samples filled into the beakers, the magnetic hotplate stirrer (Dragon-MS-H280-Pro) was 

used. In the filtering process, a vacuum pump and filters (pore sizes: 10 µm and 1.2 µm) were utilized. 

2.3. Biodiesel Production 

Reaction parameters: 

In order to achieve maximum conversions, 6:1 molar ratio of methanol to oil is recommended in the literature[17]. 

Thereby, 6:1 molar ratio was fixed in all experiments we carried out. The catalyst loadings were defined as 1 wt% KOH for 

sunflower oil, and 1 wt% and 1.5 wt% for waste cooking oil. Because, the FFA of waste oils are higher than vegetable oils 

and free fatty acids can react with alkali catalysts to soap and water formation, and saponification consumes alkali catalysts 

[3]. In all the experiments, reaction temperature was set to 60°C. 

Methyl ester formation: 

Methyl ester production was realized in our novel microwave assisted biodiesel reactor in the defined production 

conditions, and two washing methods were performed to the same products after the settling processes. The main steps of 

biodiesel production are shown in Figure 1. 

 

Figure 1. Schematic diagram of the biodiesel productions  

 

Firstly, some physical and chemical properties of oils were determined (Table 1). Fatty acid compositions of oils were 

analyzed (IUPAC IID19) using Gas Chromatography (GC), and the average molecular weight of oils were calculated. Then 

the amounts of methanol and KOH were defined for each experiment. The density (EN ISO 3679), kinematic viscosity (EN 

ISO 3104), and methyl ester content (EN 14103) tests were performed on biodiesel or oils by using a pycnometer, a 

viscometer (AKV-202-TANAKA), and the ester contents were measured in İnönü University Fuel / Oil Analysis 

Laboratory in Malatya, Turkey. 

Table 1. Some properties of WFO and Sunflower oil 

Properties        Unit      WFO   Sunflower Oil 

Density (15̊C)        g cm-3      0.925   0.921 

Viscosity (40̊C)              mm2 s-1 36.47         .   32.57 

Acid  value        mg KOH g-1      0.69    0.26 

Avr. molecular weight        g.mol-1      879.14    879.82 

 

In the first step of methyl ester production, methanol and KOH were added into the methoxide tank and the methoxide 

solution was formed. Then the methoxide was transferred to the reactor, into the preheated oil. Transesterification reactions 

were carried out at 60⁰C and the crude biodiesel samples were taken at different time intervals, and they were placed in the 
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separatory funnels. After the settling processes, two layers were observed as it is seen in Figure 2 (the upper layer is the 

biodiesel phase, the lower layer is the crude glycerol), and the glycerol layers were removed. Finally, the crude biodiesel 

samples were purified by two different methods.  

 

Figure 2. Crude biodiesel and glycerol layers 

2.4. Purification Process 

As regards previous investigations about biodiesel production from WFO, the optimum result (by wet washing) was 

achieved with 20 min transesterification reaction while max reaction time was defined as 90 min. However, when 

sunflower oil was used as raw material, it was observed that the reaction was completed in a very short time, and at the end 

of the 20 min, 98.30% ester content was achieved. Thereby, the purification techniques were applied to the crude biodiesel 

samples produced in 20 min and 90 min. 

2.4.1. Wet washing (water) 

After removing the glycerol layers from the separatory funnels, warm distilled water at 55⁰ C was added into the each 

crude biodiesel samples, and the water-biodiesel mixtures were gently shaken. Then they were waited for settling, and two 

layers occurred as it is seen in Figure 3a and Figure 3b (the upper layer is washed biodiesel, the lower layer is waste water). 

The down layers were removed and the biodiesel layers were washed three times more. In the first three washing processes, 

the settling time was defined as 60 min while in the final washing the sedimentation time was performed as 360 min to 

provide the separation exactly.  In order to remove undesired components such as the excess methanol or existing water, 

the washed biodiesel samples were dried at 110 ⁰ C until they were appeared crystal clear. At least, the final products were 

filtered using filter paper. 

 

(a)                                          (b) 

Figure 3. Biodiesel and wastewater layers: (a)1st wash, (b) 4th wash 

2.4.2. Dry washing (magnesol) 

In the dry washing processes with magnesol; at first, the glycerol layers were removed from biodiesel layer as same as the 

section 2.4.1. The crude biodiesel samples were transferred to the beakers and they were heated to 65⁰ C. The magnesol 

absorbents (1 wt%) were filled into the beakers and the mixtures were stirred for 30 min at constant 65⁰ C (Figure 4a). At 

the final stage, the mixtures were filtered in two steps (10 µm and 1.2 µm) under vacuum (Figure 4b). The initial and final 

appearance of used magnesol is shown in Figure 5. In this study, the experiments containing dry washing method, crude 

biodiesel samples were purified directly, however, one sample was dried at 110⁰ C to evaporate existing methanol and 

water before the purification process to observe the difference. 
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(a)                                                    (b) 

Figure 4. (a) Stirring process of crude biodiesel-magnesol mixture, (b)Filtering process using vacuum pump 

 

Figure 5. The magnesol absorbent before and after the purification process 

3. RESULTS AND DISCUSSION 

Ester content (purity) is the main biodiesel property to analyze the transesterification efficiency and completion rate. 

Moreover, the purity level of biodiesel has a strong effect on fuel properties and on engine life.  On the other hand, the 

main goal of transesterification reaction is decreasing the high viscosity value of oil, and density of biodiesel is a significant 

property affecting combustion process with viscosity. Thereby, these three main biodiesel properties were measured and 

analyzed, and wet and dry washing techniques were compared according to these values. In table 2 and 3, the differences of 

fuel properties and product yields related to used washing methods and raw materials are shown clearly. 

Table 2. Fuel properties of the WFO based biodiesel samples. 

Reaction time 

……… 
Purification 

Processes 

     Density  

     (15⁰C) 

    Viscosity 

      (15⁰C) 

Ester content 

 

Product yield 

(mbiodiesel/moil) 

  (kg/m3) (mm2/s) (%m/m) (%) 

20 min Wet washing 882 4.592 94.41 97.45 

20 min Dry washing 886 4.642 94.51 97.51 

20 min 
(1.5%KOH) 

Wet washing 874 4.784 94.27 94.64 

20 min 
(1.5%KOH) 

Dry washing 889 4.845 94.49 96.62 

90 min Wet washing 878 4.568 94.41 94.54 

90 min Dry washing 888 4.852 95.12 94.56 

90 min 

2 step process: 

1st Wet washing 

2nd Dry washing 

870 4.566 95.76 92.31 

 

 

 



 

 European Journal of Engineering and Natural Sciences  

 

14222 Demir and Soyhan 

Table 3. Fuel properties of the sunflower based biodiesel samples. 

Reaction time 
Purification      

..Processes 

   Density  

    (15⁰C) 

    Viscosity 

      (15⁰C) 

Ester content 

 

Product yield 

(mbiodiesel/moil) 

  (kg/m3) (mm2/s) (%m/m) (%) 

20 min Wet washing 877 4.628 98.30 96.92 

20 min Dry washing 871 4.611 98.52 96.99 

20 min 
2 step process: 

1st Wet washing 

2nd Dry washing 

868 4.618 98.82  95.17 

90 min Wet washing 875 4.711 96.85 92.14 

90 min Dry washing 880 4.687 98.28  96.06 

90 min 

Dry washing 

(After evaporating 

methanol) 

873 4.655 99.73 94.63 

90 min 
2 step process: 

1st Wet washing 

2nd Dry washing 

881 4.723 98.63 89.26 

According to the results; 20 min WFO based and 90 min sunflower based biodiesel productions, dry washing method using 

magnesol increased the ester content compared to wet washing at the ratios of 0.22% and 1.43%, respectively. Also, the dry 

washing method performed after evaporating process gave the best ester content value in all experiments. This method 

increased the ester content ratios at the range of 1.45% (90 min transesterification) compared to the dry washing method. 

Absence of methanol and water in crude biodiesel must have contributed to enhance the efficiency of magnesol in 

absorbing the impurities (soap, glycerol etc.). When these two methods were applied consecutively, the increments in the 

ester contents were achieved as: ≈1.3% in WFO based biodiesel production (90 min), ≈0.5% in sunflower oil based 

biodiesel production (20 min) compared to wet and dry washing. In addition, the increments of 1.78% and 0.35% (90 min) 

were measured compared to wet washing and dry washing in sunflower oil based biodiesel production, respectively. In 

terms of product (purified biodiesel) yields, dry washing method gave the best results, and the two step purification 

techniques caused poor yield ratios. Regarding the density and viscosity properties, all the purification methods gave the 

suitable results according to the EN14214 standards. As seen in Table 2 and 3, the densities varies at the range of 868-888 

kgm-3, the viscosity values varies at the range of 4.568-4.726 mm2s-1 while the EN14214 limits are 860-900 kgm-3 for 

density and 3.5-5 mm2s-1 for viscosity of biodiesel.  

According to the washing methods’ practicability and fastness, dry washing method becomes prominent by reducing 

purification time dramatically. It minimized the process time up to 30 min from 540 min compared to wet washing method, 

moreover it does not require a washing tank and a water distiller system.   

4. CONCLUSION 

As a result of this study, it is observed that dry washing method is a more practical and efficient technique compared to wet 

washing (water) method. Dry washing method takes about less than 18 times than wet washing method; also it increases 

ester content and yield of biodiesel. In addition, evaporating methanol and water before dry washing improves purity (ester 

content) of biodiesel a little more. Applying wet and dry washing processes together increases ester content in comparison 

to wet washing and dry washing method however, it does not increase the ester content noticeably and it reduces product 

yield. This study shows that the optimum method for purifying crude biodiesel is dry washing. 
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Abstract 

Determination of reservoir volume fluctuations is important for the operation of dam 
reservoir, design of hydraulic structures, the hydropower for the energy production, flood 
damage reduction, navigation in the dam reservoirs, water quality management in 
reservoir and the safety of dam. In this study, reservoir volume variations were estimated 
using average monthly precipitation, monthly total volume of evaporation, dam discharge 
volume, and released irrigation water amount. In the present paper, adaptive-neuro-fuzzy 
inference system (ANFIS) was applied to estimating of reservoir volume fluctuations. 
ANFIS results are compared with conventional multi-linear regression (MLR) model. The 
results show that reservoir volume was successfully estimated using fuzzy logic model 
with low mean square error and high correlation coefficients. 

 
 Key words 

Dam, Reservoir Volume, Prediction, Fuzzy Logic, Multi-linear Regression  

 

1. INTRODUCTION 

A dam reservoir is an artificial lake, storage pond or impoundment from a dam which is used to store water. Water structures 

such as dams are very expensive to build, and therefore, they must be well planned and management. Dam reservoir water 

volume predicting for different time intervals using the records of past time series is an crucial issue in water resources 

planning and management. Since predicting reservoir volume variations in a dam is affected by many environmental factors 

such as precipitations, the influence of adjacent catchments, evaporation, air and water temperature variations in catchments 

and reservoir surface, it is difficult to prediction of reservoir volume. Determining accurate volume of reservoir is important 

due to the design and operation of the hydraulic structures, the water supply, the irrigation and drainage, the energy 

production, flood planning and management, navigation in the dam reservoirs, water quality management and modeling in 

the reservoir. 

Recently, the artificial intelligence techniques have been used in hydrology and water resources systems. Adaptive neuro-

fuzzy inference system (ANFIS) which is one of them has been widely applied in water resources.  ANFIS is a combination 

of an adaptive neural network and a fuzzy inference system. The parameters of the fuzzy inference system are determined 

by the NN learning algorithms. Since this system is based on the fuzzy inference system, reflecting amazing knowledge, an 

important aspect is that the system should be always interpretable in terms of fuzzy IF–THEN rules. ANFIS is capable of 

approximating any real continuous function on a compact set to any degree of accuracy [1]. 

ANFIS identifies a set of parameters through a hybrid learning rule combining backpropaga-tion gradient descent error 

digestion and a least-squared error method. There are two approaches for fuzzy inference systems, namely the approach of 

Mamdani [2] and the approach of Sugeno [3]. The neuro-fuzzy model used in this study implements Sugeno’s fuzzy 

approach [3] to obtain the values for the output variable from those of input variables.  

Keskin et al. [4] used fuzzy models to estimate daily pan evaporation in Western Turkey. Kazeminezhad et al. [5] applied 

ANFIS to forecast wave parameters in Lake Ontario and found ANFIS superior to the Coastal Engineering Manual methods.  

Kisi [6] investigated the ability of ANFIS techniques to improve the accuracy of daily evaporation estimation.  Kisi and 

mailto:fatih.unes@iste.edu.tr
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Ozturk [7] used ANFIS computing techniques for evapotranspiration estimation. Demirci and Baltacı [8] estimated 

suspended sediment of Sacremento river in USA using fuzzy logic.  Unes [9] predicted plunging depth of density flow in 

dam reservoir using the ANN technique. Unes [10], Unes at al. [11]  used ANN model and Unes at al. [12]  used generalized 

neural network (GRNN) model for predicting reservoir level fluctuation. Shiri et al. [13] used ANFIS for predicting short-

term operational water levels. 

The present study investigates the abilities of ANFIS and multi-linear regression (MLR) techniques to forecast daily 

reservoir volumes. Here, ANFIS has some daily input variables (basin rainfall, evaporation from reservoir, dam spillway 

release, and volume of irrigation water) and one output, reservoir volumes at the following day(s). 

2. CASE STUDY  

Yarseli Dam in Hatay region (Mediterranean part of Turkey) was selected for this study. Yarseli Dam was constructed 

Beyazçay river in Hatay, Turkey, and dam location can be seen in Figs. 1 and 2. The dam was built for the irrigation and 

the energy purpose and is located on the border of Hatay (Fig. 1). It is an earth fill dam having 55 million m3 maximum 

reservoir volume, and 42 m height from the river bed. The data, which contains the time period between 2002 and 2012 on 

a daily basis, were obtained from Turkish General Directorate of State Hydraulic Works (DSI) and Turkish General 

Directorate of State Meteorology (MGM). The data sample consists of 10 years of daily records of basin rainfall (R), 

volumes of inflow river water (IR), evaporation from Reservoir (E), Dam Spillway Release (SR), volume of Irrigation 

water (IRGW) and change Reservoir Volume (CVO). These selected parameters are the most effective variables for 

reservoir volume fluctuation and measured in the field conditions and, therefore, are used in this work. 

Based on these data both model development and validations are performed. Therefore, the first 3015 daily data are used 

for training the model, and the remaining 1004 daily data are used to test the model. Table 1 gives the statistical parameters 

of the used data set during the study period. In Table 1, xmax, xmin, and xavg represent the maximum, minimum, and average 

values of the parameters within the time period, respectively. The values of sx and csx are standard deviation and skewness 

coefficients respectively. 

 

Table 1. Statistical summaries of all data of Yarseli Dam 

 

Data 
Statistical 

Parameters 
R 

(mm) 
IR 

(103m3) 
E 

(103m3) 
SP 

(103m3) 
IRGW 

(103m3) 
CVO 

(103m3) 

1 2 3 4 4 5 6 7 

Whole 

Data 

xmax 177 11883.0 50.00 9777.00 985.00 57104.0 

xmin 0.0 -2935.0 0.00 0.00 0.00 4960.0 

xavg 2.11 167.56 9.87 10.87 132.46 26549.69 

sx 7.96 346.00 12.21 163.39 199.15 17690.9 

csx 7.45 11.85 0.92 53.54 1.23 0.34 

R: Average Daily Precipitation; IR: Total Daily inflow river water; ;E: Total Daily Evaporation SP: Total Daily Volume 

Released from Spillway; IRGW: Total Daily Irrigation Volume; CVO: Total Daily Reservoir Volume. 

Since the range of the variables is large, all the variables were normalized between 0.1 and 0.9 using the Equation 2 before 

training and testing phases.  
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Figure 1. The location of Yarseli dam in Turkey. 

 

 

 

Figure 2. General view of Yarseli dam 
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3. APPLICATION AND RESULTS  

MLR Results 

Conventional multiple linear regression (MLR) technique were also used to define reservoir volume. These techniques 

assume a linear relationship among variables. Although a nonlinear approach is needed for the solution of reservoir volume 

problem, a multi linear regression model was compared with field measurement and ANFIS model results. The MLR 

predicted and observed volumes are given for testing periods in Fig.3. A statistical analysis is performed between the 

estimated and the recorded test data to find out how well the ANFIS models perform. Performance evaluation measures, the 

mean square error (MSE) and the coefficient of correlation (R) between estimated and observed volume values of this 

statistical analysis are given Table 2.  It can be seen from Fig.3 and Table.2 that MLR performance for testing and training 

stages is not quite satisfactory although the performance criteria have moderate values. The model estimates were quite 

scattered. The correlation coefficient between the predicted and the observed testing data is 0.74. The general shape of the 

recorded reservoir volume is not captured by MLR. 

 

Table.2 Performance of different methods in terms of MSE, MAE and R 

Method MLR ANFIS 

MSE (Test) 0.043 0.032 

MAE (Test) 0.170 0.130 

R (Test) 0.74 0.83 

 

 

Figure 3.Observed and MLR model predicted reservoir volumes for Yarseli Dam in the test period 

ANFIS Results 

The back-propagation ANFIS network was applied in MATLAB code for forecasting reservoir volumes using the recorded 

aforementioned daily reservoir data. The testing statistics of ANFIS models in term of R, MAE and MSE are presented in  

Table 2. The results show that low MSE, MAE and high correlation coefficients (0.032 and 0.130 respectively) can be 

obtained using ANFIS. Fig. 4 shows model performance of  the ANFIS.  As it is seen Fig.4, ANFIS model performs better 

than the other MLR model in terms of the R in the test period. ANFIS model has also less scattered predictions than the 

other models and provided the highest R coefficient (0.83) for the input combination. 
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Figure 4.Observed and ANFIS model predicted reservoir volumes for Yarseli Dam in the test period 

4. CONCLUSIONS 

In this study, Yarseli dam reservoir volumes are predicted based on several parameters: the rainfall, the inflow river volume 

the spillways discharge, the irrigation, and the evaporation. The monthly reservoir volume estimations can be quite 

informative for the determination of the periodic water supply strategies, the hydroelectric energy computations and the 

flood management studies. ANFIS and MLR model used to estimate the dam reservoir volume. As a result of the study in 

this paper it is possible to derive the following conclusions.  

- The presented ANFIS provides better estimates of the dam reservoir volume fluctuations than the conventional MLR 

model. 

- MLR model describes empirical relations, but could not reach the desired accuracy in the same problem due to 

nonlinearity in the density flow behavior.  

- Once an ANFIS model is developed for a specific region, the model can be quite helpful in the water resources 

management studies. The daily reservoir volume fluctuation prediction can be quite informative for the determination of 

the periodic water supply strategies, the hydroelectric energy computations and water resources management.  
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Abstract 
The input of organic carbon being an indicator of organic pollution as well to 
the oceans provides crucial sources in food web of estuarine ecosystems. The 
Black Sea surrounded by six countries is the world’s largest land-locked inland 
sea and its total length of the coastal zone is 4,340 km, of which 1,400 km is 
shared by Turkey. The Black Sea receives annually a considerable freshwater 
input from the rivers carrying substantial loads of organic matter, nutrients and 
anthropogenic pollutants and the coastal parts are highly affected by 
eutrophication. The aim of this study is to determine the temporal variability of 
total carbon (TC), total organic carbon (TOC) and total inorganic carbon (TIC) 
carried from the eight Turkish streams to the Black Sea. The streams included in 
this study are Ağasar, Fol, Galanima, Değirmendere, Yomra, Karadere, Manahoz 
and Solaklı, within the boundaries of Trabzon Province, the most densely 
populated city located in the coast of Southeastern Black Sea. The water 
sampling studies have been monthly conducted in one station, which was 
selected at the point where the stream is discharged into the Black Sea, for 
each stream during a period of twelve months between March 2015 and 
February 2016.Considering the mean values for each stream, TOC 
concentration fluctuated from 1.59 to 25.90 mg/L and the Stream Yomra being 
under immense pressure due to various kinds of anthropogenic activities 
among which sand and gravel mining is the most disastrous one was the most 
critical one. The streams showed high TC and TIC yields during the summer and 
autumn months, corresponding to the seasonal trend of stream discharge. It 
was also found that TIC comprised the majority of the total carbon 
concentration, with mean percentages ranging from 68.9% to 84.06% in all of 
the streams. 

 Keywords 
Black Sea, Total OrganicCarbon, Trabzon streams 

 

1. INTRODUCTION 

Water plays a vital role in all aspects of human and ecosystem survival. Unconsciously pollution of water of the rivers, 

lakes, seas and drinking water supplies are endangering life on earth day by day. Human activities like improper disposal of 

municipal and industrial effluents and indiscriminate applications of agrochemicals in agriculture are the main factors 

contributing to the deterioration of water quality [1]. An estimated 2 million tons of sewage and other effluents are 

discharged into the world’s waters every day. In developing countries where over 90% of raw sewage and 70% of untreated 

industrial wastes are dumped into surface water sources the situation is worse [2]. 

The Black Sea has been increasingly threatened by nutrients carried by rivers over the past decades as a result of discharge 

of domestic wastes from coastal settlements and industrial areas [7]. The major rivers following into the Black Sea and 

their discharges are: Danube (203 km3/yr), Dniper (54 km3/yr), Dniesta (9.3 km3/yr), Don (28 km3/yr) and Kuban (13 

km3/yr). In addition to these rivers, a large number of smaller rivers along the Turkish and Bulgarian coasts contribute 

another 28 km3/yr to the water budget of the sea [4]. There are several studies were made by researchers on the effect of 

different domestic and industrial discharges on the water quality of the Black Sea Coast of Turkey [3], [5], [6], [8], [9], 

[11], [13], [16], [17]. Also variation in the quality and quantity of river water has been studied worldwide in recent years 

[10], [14], [15]. 
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The TC, TIC and TOC in surface waters and wastewaters are important analytical parameters describing the total content of 

all substances containing carbon. In practice, the TOC originated from natural and anthropogenic sources, and even if it is 

not directly responsible for dangers on human health, its determination is important for any kind of water that is used by 

public [19]. Researchers must consider that TOC depends on the kind of the measured water, but it is also affected by 

several parameters such as temperature, salinity, pH, microbial activity and surrounding vegetation [21].  

The aim of this study is to determine the TC, TIC and TOC carried by streams located within the boundaries of Trabzon, 

the biggest province of the Eastern Black Sea Basin (EBSB), into the Black Sea. 

2. MATERIAL AND METHOD 

2.1. Study Area 

The Black Sea is a semi-enclosed sea, whose only connection to the world’s oceans is the narrow Bosphorus Channel. The 

area of Black Sea is 4.2*105 km2 with maximum and average depths of 2200 and 1240 m, respectively. Ninety per cent of 

its water mass is anoxic, thus it contains the world’s largest anoxic water mass [18]. To the south, it is connected to the 

Mediterranean through the Bosphorus, which is the world’s narrowest strait, with an average width of 1.6 km, depth of 36 

m and a total length of 31 km. To the north, the Black Sea is connected with the Sea of Azov through the shallow Kerch 

Strait, which has a depth of less than 20 m. The Black Sea is surrounded by six countries located in Europe and Asia: 

Bulgaria, Georgia, Romania, Russia, Turkey and Ukraine (Figure.1). In fact, the Black Sea is influenced by 17 countries, 

13 capital cities and some 160 million people [3]. 

 

Fig.1. Study area and locations of the sampling stations 

The ESBS is one of the most important hydrological basins in Turkey, and it is a major part of Caucasus Ecological Region 

together with Çoruh and Aras Basins [19]. Trabzon, the biggest province located in the ESBS of Turkey, lies between the 

38° 30' and 40° 30' eastern longitudes and 40° 30' and 41° 30' northern latitudes. Trabzon with the area of 4,664 km2 is a 

coastal city situated on the slope of the hills. The climate characteristic of the northeast coastal region of Turkey is rainy 

and humid. Trabzon has a typically moderate climate that is neither too warm in summers and nor too cold in winters [20]. 

There are many streams flowing in the boundaries of Trabzon into the Black Sea. A total of eight streams and one 

monitoring station for each stream were selected along the coast of Trabzon Province at the Eastern Black Sea Region of 

Turkey. The streams studied from the west to the east are Ağasar, Fol, Galanima, Değirmendere, Yomra, Karadere, 

Manahoz and Solaklı, respectively. These streams drain the major rural, agricultural, and urban of the Eastern Black Sea 

Region of Turkey and discharge into the Black Sea. The main nutrient loads include domestic wastewaters, agricultural 

runoff and industrial effluents. The Coordinates for each station are given in Table 1. 

Table 1. Coordinates of stations 

Station N E 

Ağasar 41˚ 03' 26.14" 39˚ 13' 07.51" 

Fol 41˚ 02' 48.69" 39˚ 16' 40.22" 

Galanima 41˚ 01' 07.80" 39˚ 35' 46.20" 

Değirmendere 41˚ 00' 06.00" 39˚ 45' 25.80" 

Yomra 40˚ 57' 10.80" 39˚ 52' 03.00" 

Karadere 40˚ 56' 05.40" 40˚ 03' 38.40" 

Sürmene 40˚ 54' 52.80" 40˚ 06' 41.40" 

Solaklı 40˚ 56' 35.40" 40˚ 16' 01.80" 

2.2. Water Sampling 

Water samples were collected at all eight monitoring stations monthly from March 2015 to February 2016. The surface 

water samples were collected in 1.0 L polyethylene bottles. Plastic sample bottles, pre-cleaned with 1M HNO3 and rinsed 
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with double-distilled water, were used to collect the water samples. At the point of collection, bottles were rinsed several 

times with water of streams and transferred to the laboratory in coolers containing icecap to reducing the degradation of 

samples before analysis. At the laboratory located in Karadeniz Technical University, Hydraulic Laboratory, the water 

samples were immediately analyzed within 12 h of sampling. 

2.3. Water Analysis 

TC, TIC and TOC content of the water samples were determined with a UV-vis spectrophotometer (DR 5000) by using its 

cuvette-test (LCK 380, TC), according to Standard Methods [22]. TOC is calculated as the difference between the TC and 

TIC values. These analyses were carried out in triplicate in room temperature (21 ± 2˚C) and their mean values were 

presented. 

3. RESULTS AND DISCUSSION 

The basic statistics of TC, TIC and TOC content (mg/L) for each studied stream are given in Table 2.  

3.1. The Ağasar Stream 

The TC levels of the Ağasar Stream show that the content varies between 19.10 mg/L in November and 41.90 mg/L in 

October. The TIC content changed between 14.20 mg/L in April and 34.60 mg/L in October. Also, the TOC content of the 

Ağasar Stream changed between 1.59 mg/L in November and 9.06 mg/L December. TC and TIC concentrations were 

highest during a three-month  period from August to October. 

3.2. The Fol Stream 

For the Fol Stream, the content of TC varies between 22.60 mg/L in April and 41.60 mg/L August. The TIC levels of Fol 

Stream show that the content varies between 16.60 mg/L in April and 34.30 mg/L in October. The minimum TC and TIC 

content were determined in April. The TOC levels of the Fol Stream show that the content varies between 6.04 mg/L in 

May and 15.40 mg/L in February. TC and TIC content of the Fol Stream were highest during a three-month period from 

August to October. Also, the lowest content of TC, TIC and TOC were determined from March to May. 

3.3. The Galanima Stream 

Considering the yearly mean values for the Galanima Stream, the TC concentration was determined as 42.44 mg/L with a 

range of 27.40-61.60 mg/L, and TIC concentration 35.68 mg/L with a range of 24.40-55.50 mg/L. The lowest TC 

concentration was observed in April and the highest TC concentration was observed in August. The lowest TIC 

concentration was observed in April and the highest TIC concentration was observed in August. The TOC concentration of 

the Galanima stream was measured as 6.77 mg/L and, the lowest TOC concentration (1.60 mg/L) were observed in 

November and the highest TOC concentration (12.70 mg/L) were observed in December. TC, TIC and TOC concentrations 

were lowest during a three- month period from March to May. Considering the all streams, it was seen that the Galanima 

Stream had maximum TC and TIC concentrations. 

3.4. The Değirmendere Stream 

For the Değirmendere Stream, the yearly average TC content was determined as 38.76 mg/L with a range of 20.50 mg/L 

(June)-57.50 mg/L (January). Yearly average TIC concentration was 29.43 mg/L with a range of 17.20 mg/L (May-June) - 

48.30 mg/L (September). The yearly average TOC content of the Değirmendere Stream was determined as 9.33 mg/L. The 

minimum TOC concentration (3.25 mg/L) was measured in June and, the maximum TOC (21.85 mg/L) concentration was 

measured in January. TC and TIC content of the Değirmendere Stream were highest during a three-month period from 

August to October. Also, the lowest content of TC, TIC and TOC were determined from April to Jun. 

3.5. The Yomra Stream 

The TC levels of the Yomra Stream show that the content varies between 16.20 mg/L in July and 73.10 mg/L in September. 

The TIC content changed between 10.50 mg/L in July and 52.60 mg/L in Jun. Also, the TOC content of the Yomra Stream 

changed between 4.06 mg/L January and 25.90 mg/L in March. TC and TIC content of the Değirmendere Stream were 

highest during a three-month period from August to October. Considering the all streams, it was seen that the Yomra 

Stream had maximum TOC concentration. 

3.6. The Karadere Stream 

For the Karadere Stream, the yearly average TC concentration was determined as 24.64 mg/L with a range of 15.10 mg/L 

(April)-35.70 mg/L (October), and yearly average TIC concentration 19.88 mg/L with a range of 12.50 mg/L (April)-30.80 

mg/L (October). The yearly average TOC concentration value of the Karadere Stream was measured as 4.76 mg/L and, the 

lowest TOC concentration value (2.26 mg/L) were observed in May and the highest TOC concentration value (8.08 mg/L) 

were observed in December. TC, TIC concentrations were highest during a three month period from August to October. 

Also, TC, TIC and TOC concentration were lowest during a three-month period from April to Jun. 



 

European Journal of Engineering and Natural Sciences  

 

15222 Nacar and Satilmis 

3.7. The Sürmene Stream 

For the Sürmene Stream, the yearly average TC value was determined as 17.53 mg/L with a range of 14.50 mg/L 

(February)-24.30 mg/L (October). Yearly average TIC concentration value was 13.59 mg/L with a range of 10.50 mg/L 

(May) - 20.70 mg/L (October). The yearly average TOC content of the Sürmene Stream was determined as 3.96 mg/L. The 

minimum TOC concentration (2.20 mg/L) was measured in March and, the maximum TOC (5.44 mg/L) concentration was 

determined in December. TC, TIC concentrations were highest during a three month period from August to October. 

Considering the all streams, it was seen that the Sürmene Stream had minimum TC, TIC and TOC concentrations. 

3.8. The Solaklı Stream 

The TC levels of the Solaklı Stream show that the content varies between 14.20 mg/L (April) and 27.90 mg/L (October). 

The TIC content changed between 11.40 mg/L in April and 22.90 mg/L in October. Also, the TOC content of the Solaklı 

Stream changed between 2.75 mg/L April and 6.05 mg/L March. TC, TIC and TOC concentration were highest during a 

tree-month period from August to October and lowest during a three month period from April to Jun in the Solaklı Stream. 

Table 2. Basic statistics of TC, TIC and TOC content monitored for the Southeastern Black Sea Streams 

  
Ağasar Fol Galanima Değirmendere Yomra Karadere Sürmene Solaklı 

TC (mg/L) Mean 27.18 32.84 42.44 38.76 38.93 24.64 17.53 20.89 

 Min 19.10 22.60 27.40 20.50 16.20 15.10 14.50 14.20 

 Max 41.90 41.60 61.60 57.50 73.10 35.70 24.30 27.90 

 SD 7.05 7.07 8.65 12.72 17.88 5.84 2.93 4.39 

TIC (mg/L) Mean 20.60 24.50 35.68 29.43 26.83 19.88 13.59 16.75 

 Min 14.20 16.60 24.40 17.20 10.50 12.50 10.50 11.40 

 Max 34.60 34.30 55.50 48.30 52.60 30.80 20.70 22.90 

 SD 6.50 6.15 7.48 9.64 13.14 5.05 2.97 3.76 

TOC (mg/L) Mean 6.58 8.34 6.77 9.33 12.14 4.76 3.96 4.13 

 Min 1.59 6.04 1.60 3.25 4.06 2.26 2.20 2.75 

 Max 9.06 15.40 12.70 21.85 25.90 8.08 5.44 6.05 

 SD 2.06 3.09 3.18 5.18 6.77 1.68 1.03 1.07 

4. CONCLUSION 

In this study the temporal variability of TC, TIC and TOC carried from the eight streams namely Ağasar, Fol, Galanima, 

Değirmendere, Yomra, Karadere, Manahoz and Solaklı, within the boundaries of Trabzon Province, to the Black Sea was 

investigated. The water sampling studies were monthly conducted in one station, which was selected at the near point 

where the stream is discharged into the Black Sea, for each stream during a period of 12 months between March 2015 and 

February 2016. The TC, TIC and TOC content of the water samples collected from eight stations along the coast of the 

Southeastern Black Sea were determined and evaluated. It was found that: 

 The minimum TC concentration is determined in Solaklı Stream in April and the maximum concentration is 

determined in September in Yomra Stream. The minimum TIC concentration is determined in Yomra and 

Sürmene Streams and the maximum concentration is determined in August in Galanima Stream. Also the 

minimum TOC content was determined in November in Ağasar Stream and maximum content was determined in 

March in Yomra Stream. 

 In all station, TC and TIC content show a similar trend throughout the year; start to decrease on spring, then rise 

during the summer and then it reached its peak in the autumn.  

 TC and TIC content of stream water were highest during a three-month period from August to October for all 

streams while lowest from March to May for Ağasar, Fol and Galanima and from April to Jun for Değirmendere, 

Karadere and Sürmene streams. 

 The maximum TC and TIC content are recorded in summer and autumn seasons, due to the low precipitation, 

where the lowest levels are determined in winter and spring because of the heavy rainfall causing dilution. But 

the maximum TOC content is recorded in spring.  

 Considering the yearly mean values minimum TC, TIC and TOC concentration value are determined at Sürmene 

Stream and maximum TC and TIC value are determined in Galanima Stream, maximum TOC concentration is 

determined in Yomra Stream. 

 Because of being under immense pressure due to various kinds of anthropogenic activities among which sand and 

gravel mining the TOC concentration of Yomra was recorded very high in all months. 

 It is recognized that TIC generally constitutes the majority of the TC concentration with mean percentages 

ranging from 68.9% to 84.06% in all streams.  
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Abstract 

In this study , uni-directionaly reinforced laminates that arranged e-glass / 
epoxy composite samples in the form [ + 45 / -45 / 90/0 ]s and [ + 45 / -45 / 
90/0 ]2s was applied low-velocity impact tests at impact energies of 10, 20 and  
30 J has been obtained 8 and 16 laminated sample. Low-velocity impact tests 
were performed with the drop weight test device. Low-velocity impact damage 
was created on the samples depending on the different impact energies as a 
result of experiments conducted with hemispherical various impactor. The 
impactor mass was 6.350 kg. Digital imaging process method was applied 
images of the samples subjected to impact damage and damage maps for each 
damage zone were extracted. Also, change graph of damage area depending 
on the impact energies has been omitted. Changing damage zones were 
extracted. Also, change graph of damage area depending on the impact 
energies has been omitted. 

 
 Key words 
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1. INTRODUCTION 

Composite materials have been used as a valid advantageous alternative for structural materials, replacing not only steel but 

even light alloys in the construction of some parts of vehicular body, spaceship, and aerodynamic structures and so forth. 

These materials are subjected to a wide spectrum of loadings during in-service use. Dynamic impact loadings, particularly 

in impact type events, represent a serious design condition for use of laminated composites for in-service applications, for 

example, dropping of tools during maintenance of the aforementioned industries. One of the properties of the laminated 

composite structures is that they are more susceptible to impact damage than similar metallic structures. If a composite 

laminate is subjected to normal low-velocity impact, invisible damage consisting of internal delamination might be induced 

[1]. Understanding the damage involved in the impact of composite targets is important in the effective design of a 

composite structure. For these reasons, numerous experimental and analytical techniques have been developed to study the 

dynamic response of composite structures subjected to transient dynamic loading. Some of the prominent work in this area 

is briefly mentioned in the following [2]. Damage mechanisms in composite materials are fairly complex, involving the 

interaction of matrix cracking, fiber matrix debonding, fiber pullout, delamination and fiber breakage. Generally, they 

occur simultaneously making the stress and failure analysis more difficult [3]. Impact failure in composites consists of 

various fracture modes which combine giving rise to a quite complex three-dimensional pattern [4–6]. Due to thecomplex 

features of damage mechanisms, more than one method is usually required for a complete non-destructive evaluation of 

impact induced damage. Advantages and disadvantages of different available techniques depend on the type of damage to 

be detected and on the test conditions in which sophisticated laboratory techniques can give highly accurate results, but 

may not be able to assess the state of the structure under in-service conditions [7]. There are various investigation 

techniques for determination of damages on composite materials. These are acoustic emission, thermography, dye 

penetrant, stereo X-ray radiography and ultrasonics.  [8–10]. Unlike these methods, Image processing techniques are used 

in this study for determination of damages on composites. Delamination is observed to be the major failure mode. There for 

delamination areas are determined using image processing. 
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2. MATERIALS AND METHODS 

2.1. Materials and specimens 

In this study unidirectional E-glass/epoxy composite laminates were used. The laminates were cut into specimens of 

140x140 mm in dimension with an average thickness of 1.6 and 3.2 mm. Stacking sequence of 8 laminated sample is [+45/-

45/90/0]s and 16 laminated sample is [+45/-45/90/0]2s. 

2.2. Low velocity impact tests 

The impact tests performed at impactor mass (6.35 kg) for three different impact energies (10, 20 and 30 Joule) were 

conducted with a drop weight testing machine (Figure 1). The radius of the impactors with a hemispherical nose was 6 and 

12 mm. The composite specimen with dimensions of 140 mm by 140 mm was clamped on a fixture along a square 

circumference having a 100 mm side.  The center of each plate was exposed to impact loading. The differences in the 

impact responses of specimens with varying width are characterized. 

 

 

Figure 1. The Test rig [11] 

2.3. Image Processing 

Image processing involves processing or altering in an existing image. An image consists of a two-dimensional array of 

numbers. The color or gray shade displayed for a given picture element (pixel) depends on the number stored in the array 

for that pixel. The simplest type of image data is black and white. It is a binary image since each pixel is either 0 or 1. The 

next, more complex type of image data is gray scale, where each pixel takes on a value between zero and the number of 

gray scales or gray levels that the scanner can record. Most gray scale images have 256 shades of gray. The most complex 

type of image is color. Color images are similar to gray scale except that there are three bands, or channels, corresponding 

to the colors red, green, and blue. Thus, each pixel has three values associated with it [12].  

Edge detection is one of the fundamental operations in image processing. The edges of items in an image hold much of the 

information in the image. The edges tell you where items are, their size, shape, and something about their texture. 

Image segmentation is the process of dividing an image into multiple parts. This is typically used to identify objects or 

other relevant information in digital images. In segmentation, the computer attempts to find the major objects in the image 

and separate or segment them from the other objects [13]. 

Color mapping is a function that maps the colors of one (source) image to the colors of another (target) image [14]. A 

colormap is matrix of values between 0 and 1 that define the colors for graphics objects such as surface, image, and patch 

objects. MATLAB draws the objects by mapping data values to colors in the colormap. 

3. EXPERIMENTAL STUDY 

In this study, an image processing approach to detect damage regions with respect composite laminates subjected to low 

velocity impact was proposed. The process steps of the proposed approach are given bellow; 

Colormaps can be any length, but must be three columns wide. Each row in the matrix defines one color using an RGB 

triplet. An RGB triplet is a three-element row vector whose elements specify the intensities of the red, green, and blue 

components of the color. The intensities must be in the range [0,1]. A value of 0 indicates no color and a value of 1 

indicates full intensity. For example, this is a colormap with five colors: black, red, green, blue, and white [13]. 
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Figure 2. Colormap(jet) function used in the study 

 

To create a custom colormap, specify map as a three-column matrix of RGB triplets where each row defines one color. An 

RGB triplet is a three-element row vector whose elements specify the intensities of the red, green, and blue components of 

the color. The intensities must be in the range [0,1]. 

It basically represents a walk on the edges of the RGB color cube from blue to red (passing by cyan, green, yellow), and 

interpolating the values along this path [13]. 

 

 

Figure 3. RGB color triplet cube 

The RGB triplet values for common colors are shown in Table 1. 

 

Table 1. The RGB triplet values for common colors 

Color RGB Triplet 

Yellow [1,1,0] 

Magenta [1,0,1] 

Cyan [0,1,1] 

Red [1,0,0] 

Green [0,1,0] 

Blue [0,0,1] 

White [1,1,1] 

Black [0,0,0] 

 

4. EVALUATION OF THE STUDY 

The damages on glass/epoxy and Kevlar composite samples can be observed by directing light beam from the back of the 

damaged areas. The size and nature of layer separation together with the existing matrix cracks can be determined with 

naked eyes [15]. After impact at various impact energy levels, high-resolution photographs of the damaged areas at the 

front of the test samples were taken using a simple backlighting method [1]. Image processing approach was applied these 

high-resolution photographs to detect damage regions with respect composite laminates. Figures 4–7 just show damaged 

areas of the specimens obtained using backlighting for specimens and photographs which were applied image processing, 

respectively. 
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Figure 4. Original and image processing view of 8 laminated sample subjected to (a) 10, (b) 20, and (c) 30 J  impactenergy 

levels. (12 mm in diameter hemispherical impactor) 
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Figure 5. Original and image processing view of 8 laminated sample subjected to (a) 10, (b) 20, and (c) 30 J  impactenergy 

levels. (24 mm in diameter hemispherical impactor) 
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Figure 6. Original and image processing view of 16 laminated sample subjected to (a) 10, (b) 20, and (c) 30 J  

impactenergy levels. (12 mm in diameter hemispherical impactor) 
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Figure 7. Original and image processing view of 16 laminated sample subjected to (a) 10, (b) 20, and (c) 30 J  

impactenergy levels. (24 mm in diameter hemispherical impactor) 

 

5. CONCLUSIONS 

The Image processing technique was used to detect and map damaged area. Practical results obtained from this study; 

 Using image processing techniques, it was possible to quantify the damage areas.  

 The result shows that for low velocity impact tests, as the impact energy increased the damage in the composite 

laminated increased. 

 Dimensions of sample, especially thickness of the specimen in this study, have significantly affected the damage 

area that increases as the thickness of the specimen increases. 

 In the tests conducted with various hemispherical taps, as the radius of the tap increases the damage area 

increases for the same energy level. 
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Abstract 

Determination of moving foreground objects in dynamic scenes for video 
surveillance systems is still a problem can not be resolved exactly. In the 
literature; pixel-based, block-based and texture-based methods have been 
proposed  to solve this problem. The method we propose will be block-based 
method which can be applied to real time in dynamic scenes. We have created 
non-overlapped  blocks with the averages the pixels in the gray level. We used 
this average value to generate the background model based on a modified 
original KDE (Kernel Density Estimation) method. To determine the moving 
foreground objects and  to update background model, we use an adaptive 
parameter which is determined  according to  the number of changes in the 
state of this pixel during the last N frames. Performance evaluation of the 
proposed method is tested by background methods in literature without 
applying post-processing techniques. Experimental results demonstrate the 
effectiveness and robustness of our method. 

 
 Key words 

Background modeling, Moving object, Background update, Adaptive threshold 

 

1. INTRODUCTION 

Background modeling, which aims to classify each pixel as foreground and background, is one of the important processes 

of video surveillance system. It is a difficult process to determine moving objects in outdoor scenes such as waving trees, 

rippling water, moving shadow, illumination changes, camera jitters. Most of the studies conducted in recent years aim to 

minimize the effect of these changes which make difficult to detect efficient moving foreground. Wren et al [1]. have 

updated the parameters of the function regularly by creating a background model with single gaussian structure. However, 

this method is inadequate for dynamic background conditions. Gaussian mixture model (GMM) was proposed by Friedman 

and Russell [2]. and they updated the estimates by using incremental EM. In order to deal with complex scene changes, 

Stauffer and Grimson [3].expressed GMM with online k average approach. KaewTraKulPong and Bowden’s [4].approach 

based on Mixture of Gaussians (MOG) improves adaptive background mixture model. To cope with background noise and 

illumination changes problems, Yan et al [5]. proposed a dynamic learning object determination which  synthesizes the 

methods of background subtraction and adjacent frame difference.  

Kim et al [6]. offered a structure called the codebook for real-time applications in one of the studies aimed at coping with 

the multimodal backgrounds. In this structure, by quantizing sample background values of each pixel into the codebook, he 

updated these codes in certain periods. In this structure, the codes which couldn’t be reached for a long time are removed 

from the code table. To reduce the number of process, by using the color difference, Tu et al [7].modelled the background 

with boxed based codebook method. Although codebook structure offers an effective solution for dynamic background 

modeling, it is not fast while modelling. Maddalena et al [8]. proposed an adaptive learning rate in a neural network 

background modeling, a self-organizing method that does not contain a prior knowledge and model automatically 

background. 

Elgammal et al [9]. proposed a non-parametric structure by the certain number of framers he accumulated for background 

modeling that expresses the color distribution of pixels with gaussian function . To eliminate the disadvantages of this 

structure, adaptive and less computational burden of parzen window structure is used. Ianasi, et al [10].proposed recursive 

density estimation with mean shift based mode to reduce the complexity of nonparametric kernel density estimation 

method. Tanaka et al [11]. proposed a fast PDF calculation function of structure by updating the PDF which  partially 
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estimated from the previous frame. By using HSV color values and gradient information, Park et al [12]. created the 

classification of background or foreground with Bayesian decision rule. Cuevas et al [16]. proposed a real-time spatial-

temporal non-parametric method. To create background modeling in this method, by using both spatial and temporal data 

of pixels, they increased system's immunity to noise. Hoffman et al [13]. proposed the Pixel-Based Adaptive Segment 

(PBAS) structure by updating the background model which was created as non-parametric, with learning parameters. 

Recently, Heikkila et al [10]. have proposed the texture-based background  model by using local binary pattern.  Although 

this method is effective against illumination changes, it is not strong in the uniform region. To eliminate the disadvantages 

of LBP method, which is inadequate in uniform regions.Yao and Odobez [14].created background modeling by RGB color 

feature. 

2. PROPOSED METHOD 

Memory burden and process time are the problems that must be solved in Real-time applications [23]-[24]-[25]. Lee and 

Park [15].modified the KDE model to solve this problem. In our study, we based on  the modified KDE model for 

background model. 

Moving objects such as sudden illumination change, waving trees, rippling water in the dynamic scenes create too much 

noise for the background model. To reduce the amount of noise and the computational burden, we connected the pixels by 

averaging pixels as nxn blocks. These pixel blocks are used for the background model and adaptive parameters. To build an 

adaptive parameter, we used the counter structure which adaptive Casares et al [16]. used in their studies. By this 

parameter, the foreground determination and the background update was made. While updating the model, each block is 

continually involved in background model. Then, normalization process was performed to equal the area to 1, which is 

under the model's probability function. 

2.1. Background Subtraction Method 

In background determination algorithms, authors mostly focused on the models such as efficient usage of storage space, 

reducing process time. Two problems must be solved to use the background model in real-time applications. These 

problems are; storage space and processing time. In real-time applications, to reduce the processing burden and to use the 

storage space efficiently, pixels are used as gray level and background model is updated as adaptive. But one of the 

disadvantages of processing at gray level is that it is open to the noise came up on stage. 

A picture frame with the resolution of 160x120 size is made up of 19200 pixel. If these pixels are composed of RGB value, 

more time and more storage space is required. Processing on these pixels bring a lot of load on the system both in terms of 

time and the requirements for storage space. Therefore, to create a minimum level for processing time and storage space, 

the background model we propose was in gray level. However, in literature,  to minimize the disadvantage of grayscale 

structure, kernel density estimation based model which offers an effective solution to background modeling  was used. 

Lee and Park [15] created the background model as pixel based. In our study, we  put the average values created as 2x2 

blocks in bins in background model. Instead of evaluating pixels’ membership value for bins as 1 or 0, probability values 

are calculated according to the distance of bins from the center. 

 

I(x,y) I(x,y+1) 

I(x+1,y) I(x+1,y+1) 

Figure 1. 2x2 block 

𝐼(𝑥, 𝑦)represents the gray level value of each pixel in the image frame. Pixels in the image frame were joined by averaging 

as 2x2 non-overlap blocks. As computational, mean filter structure which requires less burden is used equation 1. 

 

𝜇 𝑥, 𝑦 =
1

𝑛𝑥𝑛
  𝐼(𝑥, 𝑦)𝑛

𝑦=1
𝑛
𝑥=1        (1) 

 

where μ (x, y),  is the average value of the pixels in nxn block. 

The following figure shows the change of the pixel at location (39,80) in the time interval 0-30 seconds and shows the gray 

level changes of the pixels averaged at location (39 + x,80 + y) in the time interval 0-30 seconds from the Wallflower 

dataset's wavingtrees test sequences. Here x,y={0,1} 
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Figure 2.I(39,80) pixels and 39 + x ,80+ y block of pixels in the range of 0-50 times the change in gray level chart 

The following equation 2.shows the function we used for the background model. 

 

𝑝𝑡 𝐶𝑘 =
1

 2𝜋 
𝐵𝑑

2  
2
𝑒𝑥𝑝  −

1

2
 
𝐶𝑘−𝜇 𝑡 𝑥 ,𝑦 

𝐵𝑑
2 

 

2

 (2) 

In equation 2, for each block, the histograms are formed in the width of Bd  by bins.𝐶𝑘 is the central point of kth bin which 

belongs to  nxn block pixel, pt Ck  is the probability value of block pixel at time index t. 

2.2. Adaptive Threshold Parameter 

Determining the fixed threshold used for the determination of moving objects in dynamic scenes is difficult. If less values 

are selected as the parameter, the image may contain a lot of noise, if a large value is selected as the parameter, some values 

from the image may be lost. To overcome this problem, we created threshold as adaptive in our study. Adaptive threshold 

is created by counter structure counting the change in each pixel. This counter structure was used to reduce the 

computational burden. 

In this structure, the parameter of βx , x ∈   1,2,3   is the maximum value of a counter can count that determined by the user. 

CCn , n ∈   1,2,3  shows the number of counter  belonging to a pixel. The value of a counter is incremented by 1 at change of 

each pixel’s state. After counting the frame number to be counted, counter values are sequentially reset [16].The value of 

counters increase or decrease according to the rate of pixels’ state changing. 𝜏 𝑥, 𝑦 = 𝐶𝐶1 𝑥, 𝑦 + 𝐶𝐶2 𝑥, 𝑦 +𝐶𝐶3 𝑥, 𝑦  ) 
is formed by the total value of counter of pixels. The parameter values of the pixels in moving regions take large τ value, τ 

values of the pixels in quasi-static area take small values. By this approach, at any time index t, we can determine the 

change number of pixels in past N frame. 

2.3. Background Update 

The following formulate is used for updating the background model. α is the fixed updating parameter. While updating , all 

Ck  values aren’t calculated, only bins interval pt C k−2   and  pt C k+2   are updated by considering bins interval 

pt C k±2   [15].The following equation 4. 

 

𝑝𝑡 𝐶𝒌 = 𝑝 𝑡−1 𝐶𝒌 +  
1

𝛼+100.𝜏
 

1

 2𝜋 
𝐵𝒅

2  
2
𝑒𝑥𝑝  −

1

2
 
𝐶𝒌−𝜇 𝑡 𝑥,𝑦 

𝐵𝒅
2 

 
2

 (4) 

2.4. Foreground Detection 

Determination of moving objects in dynamic scenes depends on a robust background modelling  structure and the value of 

parameter to be determined. While determining the foreground, the distance between the bin center which has the largest 

possibility value at histogram and μt x, y  is taken into consideration.Equation 5. 

 

𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝐶𝑘 − μt x, y  ≤ 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 + 𝜏(5) 

 

If the absolute value difference between 𝐶𝑘 , which has the largest possibility value at histogarm and the average value 

calculated at t time of 𝜇𝑡 𝑥, 𝑦   is bigger than threshold, foreground is determined. Equation 6. 

 

𝐼 𝑥, 𝑦  
𝐹𝑜𝑟𝑒𝑔𝑟𝑜𝑢𝑛𝑑𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝐶𝑘 − μt x, y  ≤ 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 + 𝜏

𝐵𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (6) 
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3. RESULTS AND DISCUSSION  

We tested the performance of our method by wallflower [17]. and Li [18]. datasets. We compared our proposed method 

with Mixture Of Gaussian V1BGS [4], Pixel Based Adaptive Segmenter [13]. and T2FGMM_UM [22].methods from  

BGSLibrary which was created by Andrews Sobral [19]. Three different binary classification measurement methods were 

used while comparing methods. These methods are precision, recall and F-measure. When the recall and precision values 

are high, it shows that the performance is high. F-measure is the weighed harmonic average of recall and precision [20]-

[21].Equation 7. 

𝑟𝑒𝑎𝑐𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
       𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =

𝑇𝑃

𝑇𝑃+𝐹𝑃
       𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =   

2.𝑟𝑒𝑐𝑎𝑙𝑙 .𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑟𝑒𝑐𝑎𝑙𝑙 +𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
(7) 
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Figure 3.Experimental Results 
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Figure 4.The recall results obtained with the proposed scheme and other methods for the Li and wallflower dataset. 

 

 

Figure 5.The precision results obtained with the proposed scheme and other methods for the Li and wallflower dataset. 

 

 

Figure 6.The f-measurement results obtained with the proposed scheme and other methods for the Li and wallflower dataset. 

Recall, also known as detection rate, gives the percentage of detected true positives as compared to the total number of true 

positives in the ground truth, where TP is the total number of true positives, and FN is the total number of false negatives, 

which accounts for the number of foreground pixels incorrectly classified as background. Precision, also known as positive 

prediction, that gives the percentage of detected true positives as compared to the total number of pixels detected by the 

method, is generally used in conjunction with the recall. Where FP is the total number of false positives. 

For five test videos, an evaluation was carried out between the models by calculating Recall, Precision and F measurement 

values. In test images, no post-processing technic application is performed. Test sequences are camouflage, curtain, water 

surface, fountain and waving trees. Some of these test sequences include continuously changing dynamic background, 

some of them include changing dynamic background at certain times. These test sequences have the frames with a size of 

160 x 120 and 160x128. 

The method we proposed in the measurements carried out with these test sequences, obtained robust results in most test 

data. When the waving trees scene was compared with other methods, the amount of noise was seen much more. These 

noises can be reduced according to the threshold parameter chosen in the process of determining foreground. On the 

contrary, reducing the noise can cause incorrectly classifying of some pixels belonging to foreground object. In 
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T2FGMM_UM method, the amount of noise was reduced, but pixels belonging to foreground object were evaluated as 

background. In water surface test sequence, as it is seen in the test data obtained via MOGV1BGS method, if the 

background model adapts to the scene very fast, the  continuance of stopped objects moving at the scene on the screen will 

be less. The disadvantage of Pixel Based Adaptive Segmenter method which gets similar performance values as our 

proposed method, it contains too many parameters. 

4. CONCLUSIONS 

In our study, we created an effective model for real time applications by modifying KDE structure of Lee and Park [15]. By 

dealing with background model as gray level blocks nonoverlap, we reduced both the memory area requirement for model 

and the time needed for processing pixels. We determined the adaptive parameter by using counter structure of Casares et 

al. [16], and by determining the condition changing number of pixels in N frame that past at any t time. Thus we created an 

effective background modeling at grey level in dynamic scenes. The weak point of this method is, as a single band was 

used for background modeling it can’t exactly discriminate the foreground and the background. As background model was 

created block-based, image belongs to foreground object is coarser than the pixel based methods. In future work, we are 

going to use this method for RGB band. Test data shows that, our study carried out for single color band is valid.    
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Abstract 
Biometrics is the science that analyzes biological data and also the technology 
that measures biological data. Biometric systems make identification or identity 
verification by using measurable, distinctive physical and behavioral properties 
of humans. The most widely used biometrics techniques rely on finger prints, 
palm, hand geometry, iris, retina, face, ear shape, vein, signature, hand writing 
and voice identification of an individual. Iris identification systems and retina 
identification systems are the most accurate and reliable identifying 
techniques. Iris is a circular structure surrounding the pupil, which determines 
eye color. The iris is a very rich tissue and it has a unique texture. This texture is 
different for each individual and it will stay same throughout their lives. Iris 
identification systems use the mathematical pattern-identification algorithms 
and statistical methods on individuals’ captured iris images. Retina, similar to 
iris, is unique for each person and has an unchanging texture throughout the 
life, except for some side effects of diseases. Retina that is located in the back 
side of the eye is responsible for vision. The mesh of blood vessels in retina is 
very complicated and distinctive. In retina identification systems, firstly, 
infrared light is radiated into the eye and blood vessels create unique 
reflections of this light. Retina identification is used in many areas from security 
systems to medical applications. This study examines and presents similarities 
and differences between two ocular biometric systems which are iris 
identification systems and retina identification systems. Analysis has also been 
carried out suing the findings of this study. 

 
 Key words 

Biometrics, Iris identification System, Retina identification Syst 

 

1. INTRODUCTION 

Biometric systems work with the principle of examining and identifying some unique physiological and 

behavioral characteristics of each person. The way the human brain works is taken as the basis of biometric 

systems. In such systems, there are two phases called identification and verification. In identification phase, 

data is collected and saved in the database as computer codes (which are digital codes). In the verification 

phase, the data collected is compared with the data of the person who requests access and a conclusion is 

reached by the system. 

Iris and retina identification systems are among ocular identification systems. However, they do have different 

structures and they are different biometric systems. Iris and retina tissues are unique and distinctive for each 

and every human being. The structure of iris does not change from birth to death. Retina tissue also does not 

change, however it is affected by some diseases like diabetes, high blood pressure, MS and leukemia. Thus, iris 

and retina identification systems are the highest grade biometric systems in their field with the properties of 

uniqueness, accuracy, universality and permanence. The rich texture of iris is essential for the iris identification 

systems. The shape of capillaries is taken into account for retina identification systems. 
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This study examines and presents similarities and differences between two ocular biometric systems which are 

iris identification systems and retina identification systems. Analysis has also been carried out suing the 

findings of this study.  

1.1. Biometric System Characteristics and Criteria 

There are unique characteristics used in biometric systems which are unique for each and every human being. 

These can be finger prints, palm structure, hand shape, vein patterns, finger joint prints in hands, ear shape, 

teeth, tongue print in face area, retina, iris and sclera in the eyes, and as with biological properties go, DNA, 

bodily scent, heart sound, or behavioral features such as voice, signature, keystroke patters and style of 

walking. [1]. 

Biometric traits must have some criteria. These criteria can be listed as follows [1, 2]. 

 Universality:  Every person should have that particular trait [1-5]. It should exist in every individual. 

 Distinctiveness/Uniqueness: The trait should be effectively different for each person [1-5]. 

 Permanence: The characteristic should not change as time goes by, it should permanently stay the way 

it is [1-5]. 

 Collectability: The trait which will be measured should be easily acquired by suitable devices. [1-5]. 

 Measurability: The quantitative measurability of the trait.   

 Performance: Performance is accuracy and speed, and also robustness of the technology used [1-4]. It 

is the relative success of defining the biometric trait [1]. 

 Acceptability:The approval rating of the technology used [1-5]. This can be defined as agreeable of 

acquisition and assessment of the biometric characteristic [1-5].  

 Circumvention: The ease of using a substitute [1-4]. The biometric system can be fooled easily by 

unauthorized persons. 

 If the human trait carries the permanence, universality, uniqueness, collectability criteria, it can be 

used for querying within a biometric system. If a system uses such a biometric trait and appropriate 

and robust technological equipment, it can be accepted as a reliable and powerful biometric system. 

Table 1 shows the comparison of iris and retinal biometrics, according to biometric trait criteria, under suitable 

conditions [1, 2]. In the table, H means "high", L means "low" and M means mediocre.  

 

Table 1. Comparison of iris and retina characteristics [1, 2, 6]. 
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The measurements used in biometric systems are called biometric measurements. There are international 

standards for the use of these systems in passwords. These standards are set by INCITS, International 

Committee for Information Technology Standards [2, 7]. Thanks to these standards, any person with a bank 

account who can reach his account with iris or palm identification systems, can reach his bank account in his 

home country from anywhere around the world and make a transaction [2].  

1.2. Comparison of Iris and Retinal Biometrics 

In table 2, ease of use, possible problems, performance and security requirements of iris and retinal biometric 

systems under appropriate conditions have been compared. 
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Retina identification systems are systems with high accuracy and speed; however, because they need focus of 

the camera, they are not widely used biometrics [1, 4, 8]. 

Table 2. Comparison of iris and retina biometric systems [1, 8]. 
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1.3. Areas in Which Retina and Iris Biometrics are used 

In table 3, the most common usage areas for iris and retinal biometrics have been listed. The most widely used 

biometric traits that are used for border security application are iris and retina. In ID cards and passports 

however, iris is used more in comparison to retina. 

 
Table 3. Fields of application for iris and retinal biometrics [1, 9]. 
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Border Security x x  

Forensics    

Identification of Criminals x x  

ID Cards x   

Passports x   

Computer Logon Processes x  x 

Access Control x x x 

Electronic Trade x  x 

Smart Phones    

Imaging Systems x   

Watching Videos    

Missing Child Identification x   

Crowd Tracking    

Electronic Banking    

2. OCULAR BIOMETRICS 

Because of relatively more accurate and permanent characteristics of ocular biometric traits, many different 

approaches have been developed regarding ocular identification [1, 9]. The most important biometric traits in 

the ocular area are iris, sclera and retina. In iris based biometric systems, identification is done by benefiting 

from color, shape and the properties of iris tissue. Besides the distinctive property of iris, as these character 

based systems are relatively expensive and prone to attacks, they are not very widely used [1, 10]. 

In retina based biometric systems, the attributes of blood vessels which filter the light and optical field in retina 

are used as the distinctive traits [1, 9]. As the retina identification systems are expensive and it is rather 

difficult to obtain the data, they are not also widely used. 

The sclera of the eye consists of blood vessels. The particular patterns of these blood vessels are used in sclera 

based biometric systems. [1, 9]. 

2.1. The Structure of the Eye and Eyesight 

 

Eyes are very special and important organs which take in the light that is originated from the sun, and reflected 

from objects. The light that is visible to human eye is called visible light. It is the light in between wavelengths 

of 400 and 700 nanometers. Human eyes cannot perceive X rays, ultraviolet rays and infrared rays [11, 12]. 

Eye consists of two types of structures, one for sight, and others for the protection of these structures. The 

protective structures are the eyelids, eyebrows, eyelashes, lacrimal glands, and the muscles that connect the 
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eyes to their circular orbits and provide movement [11]. The structure of a human eye is made up of three 

layers. These layers are the sclera on the outer layer, choroid in the middle and retina in the inner layer [11]. 

Sclera is the white part of the eyeball. Sclera is a structure that surrounds and protects the eye. It becomes the 

transparent cornea on the front side of the eye and lets the light enter. 

Choroid is beneath the sclera. Its exact place in the eye is shown in figure 1. It consists of blood vessels that 

feed the eye. It also absorbs excess light and prevents damage to the eye. Choroid gets thicker in the front side 

of the eye and becomes the round and colorful structure called iris [11]. 

 

 

Figure 1. Anatomy of the eye [39] 

Iris can be in different colors according to the color material that it possesses. Iris color can be black, brown, 

blue, green or hazel. 

In the middle of iris is the pupil, which is a gap. The light enters the eye through this gap and goes to the back 

of the eye, to retina. As shown in figure 2, iris either enlarges or shrinks the pupil, according to the amount of 

light entering the eye. Thus, pupils constrict in bright light and they dilate in darkness. 

 

Figure 2. Constriction and dilation of the pupils [40]. 

Retina is the inner layer of the eye. It receives colors and impulses and provides vision. As there are networks 

of nerve endings in this layer, it is called the retina [11]. 

2.2. The phases in which the vision is realized  

Vision starts with the rays of light coming from the sun which are reflected from the objects to come to our 

eyes. Any ray of light reflected from an object, gets refracted by the cornea and passes through the pupils and 

reaches to the lens [11].  

The light that reached to the lens is refracted once again and passes on to vitreous body and reaches to the 

retina. The rays of light that reached the retina create electrical pulses on optic nerves. These electrical 

impulses allow the formation of a reverse image in the macula [11]. Optic nerve transmits this reverse image to 

the brain. The part of the brain which manages sight rotates the image and, thus seeing occurs.  

Figure 3 shows how seeing works, how the light is refracted, where the vision is created, and how it is 

transmitted to the brain. The role of iris in seeing is to control the size of pupils and adjust the amount of light 

entering into the eye [13]. 
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Figure 3. The phases of seeing 

3. IRIS IDENTIFICATION SYSTEMS 

Iris identification system is one of the most accurate and reliable biometric systems because it uses the unique 

and unchanging structure of iris. It was first introduced by John Daugman in 1993. J. Daugman, in 1994, 

introduced a prototype that delivers excellent results over databases with many different images and developed 

a human identification system based on iris analysis [13]. 

Iris identification is a highly reliable biometric method used for identification. The iris pattern of the person 

whose iris is scanned is mapped and converted into a digital code in various ways. This digital iris code is 

matched with the other ones in the database in order to make identification [14]. 

3.1. The Unique Structure of Iris 

In 1985, Leonard Flom and Aran Safir have proven that iris pattern of each and every human being is different 

[14]. This part is also the part which gives the eye its color. The color of iris depends on cell density and 

pigment concentration. For example, brown eyes have more cell density and pigment count compared to blue 

eyes. The structure of iris is not hereditary, however its color is. 

 

Figure 4. Different iris structures 

The features related to the unique structure of iris which enables it to be a biometric trait are as follows; 

 The structure of each person’s irises is unique. Even though DNA structures in twins are the same, 

their irises are still different. 

 There are even differences between the right and left irises. 

 Iris is much less affected by genetic factors. 

 Iris structure does not change with genetic diseases. 

 Race, gender or skin color does not affect the characteristics of the iris. 

 It is an internal organ which can be seen and measures externally. 

 The structure of iris does not change. Due to its permanence, it is a secure biometric trait. 

 Eye is the organ which loses its viability the quickest after death. 

Figure 4 illustrates different iris tissues. Iris possesses the tissue properties of sclera and retina [13]. In 

biometric systems, this rich tissue's structure is converted into digital codes using various methods [14]. 

For a clear visibility of the iris tissue, the eye should be photographed using 750 nm infrared light. Because 

with visible daylight (400-700 nm), these tissues can't be seen clearly [14].   

 

3.2. The Way the Iris Identification Systems Work 
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3.2.1. Photographing the Iris  

There are stages of iris identification systems. In the first stage, digital photographs of the person who requests 

access to the system are taken using video cameras. This stage requires the person to willingly look at the 

camera. This biometric system is not intrusive as there is no contact with the eye by the camera, thus it is 

healthy. This way of it increases its adoption level by the people. 

 

3.2.2. Localization – Locating the Iris and the Pupil 

The captured image is processed using visual processing methods. Meanwhile, iris and pupil is distinguished in 

the image taken and the remaining parts are removed from the image. The purpose for doing that is to separate 

eyebrows, eyelashes etc. from the iris in order to create a code and make a healthy analysis. At this stage, the 

center of the pupil is also determined [13]. Various edge detection methods are applied in this stage. 

3.2.3. Segmentation 

At this stage, as shown in Figure 5, the circular edge between the iris and the pupil, and the circular edge 

between the iris and the sclera is determined.  

 

Figure 5. Determining circular borders and noise [13, 41] 

 

The noise on the iris image is removed using a variety of image processing techniques. The noises over the iris 

image are factors like eyebrows, eyelashes, eyelids and light reflections etc. The removal of such factors from 

the image is called noise detection [13, 45, 46]. In figure 5, the pupil, iris and sclera is separated from each 

other using circular edge detection methods. 

3.2.3.1. John Daugman Segmentation Method 

Daugman used circular edge detection methods to determine the borders of iris, pupil and sclera. Especially to 

separate sclera from the iris, he used maximum gradient integrodifferential equation in iris images [13].  

 

𝑚𝑎𝑥𝑟,𝑥0 ,𝑦0
 

𝜕

𝜕𝑟
 𝐺 𝑟 ∗   

𝐼(𝑥,𝑦)

2𝜋𝑟
  𝑑𝑠

𝑟,   𝑥0 ,,𝑦0
      (1) 

 

𝐺 𝑟 =  
1

 2𝜋 𝜎
 𝑒

− (
 𝑟−𝑟0  

2 

2𝜎2  )
       (2) 

 

G(r), is the radial Gaussian function.  I(x, y) is the input iris image. The firs equation looks for the maximum 

value with fuzzy partial derivative for increasing radius and (0, 0)  𝑥0  , 𝑦0  central coordinate.  This method is 

also called active contour fitting [13, 15].  

3.2.3.2. John Daugman Polar Conversion Method 

The system generates a coordinate system on the localized iris image. The center of the coordinate system is 

the center of the circular pupillary boundary. Figure 6 shows the cartesian form of the iris image [13, 41]. 

 

Figure 6.Cartesian form of the iris image, normalization and polar form [41, 42, 46]. 
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3.2.4. Normalization - Polar Transformation 

At this stage polar transformation is applied to the image and it is converted into dimensionless form polar 

from cartesian form. Daugman used radial scaling method for polar conversion [13, 46].  

 

𝑥  𝑟, 𝜃 =   1 − 𝑟 𝑥𝑝 𝜃 + 𝑟𝑥1(𝜃)     (3) 

 

𝑦  𝑟, 𝜃 =   1 − 𝑟 𝑦𝑝 𝜃 + 𝑟𝑦1(𝜃)      (4) 

 

As shown in figure 6, the image is converted from (x, y) form into polar (r, θ) form, using image radial scaling 

and polar transformation [13]. Figure 7 shows (a) the image of iris area, (b) the iris image after the application 

of polar transformation and normalization. Daugman's polar transformation method is called Rubber Sheet 

model [42]. 

 

Figure 7. Normalized iris image [46]. 

 

In this stage, in order to compose a clearer iris code, histogram equalization and noise reduction methods are 

applied once again on the polar image. 

3.2.5. Demodulation - Formation of Iris Code 

After the normalization, feature vector (digital code) of the polar iris image is created during the demodulation 

stage. Pattern identification methods are used for image identification. In the first iris identification system, the 

digital code of the image is reduced to a size between 256 and 512 bytes, using a function called "2D Gabor 

wavelet transform" [13,16]. The created iris template in other words iris feature vector is matched with other 

iris templates in a huge database, for the identification and verification. During all these processes, the iris code 

is password protected and it is impossible to use them in any other way [16]. 

At this stage, feature extraction is performed using Gabor wavelet filter. Gabor wavelet filter is applied on the 

normalized image and a binary iris code like the one seen in figure 8 is created, which is in a fixed size and 

universal format.  

.  
Figure 8. Binary iris code [13, 44, 45]. 

In the field of iris identification, there are many different feature extraction methods in literature, for 

converting iris images into digital codes. Some of these methods are as follows [13]; 

 1-D Gabor Wavelet Transform 

 2-D Gabor Wavelet Transform 

 Correlation Filter 

 Haar wavelet transform 

 Dydatic wavelet transform 

 Discrete Cosine transform 

 Log Gabor wavelet transform 

 Zero-Crossing wavelet transform 

3.2.6. Iris Identification Methods According to Iris Encoding 

Iris identification Methods according to Iris Encoding are separated into 4 different classes [13]. These classes 

are as follows; 
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 Phase based methods [17] 

 Zero pass method [18, 19] 

 Tissue analysis method [ 19, 20, 21,22] 

 Density gradient analysis [23] 

3.2.7. Comparison of Iris Codes  

After the iris image of the person who demands access to the system passes the segmentation, normalization 

and demodulation processes, it is matched with the iris templates in the database and then identification is 

done. For this comparison, different methods and classifiers are used. 

The comparison method of Daugman was Hamming Distance [13]. Hamming distance is the comparison of 

two binary codes XOR and AND. It calculates the difference between the bits of two iris codes [13, 43, 45]. 

 

𝐻𝐷 =  
  𝐼𝑟𝑖𝑠𝐶𝑜 𝑑𝑒𝐴  ⊕ 𝐼𝑟𝑖𝑠𝐶𝑜𝑑𝑒𝐵    𝑀𝑎𝑠𝑘𝐴   𝑀𝑎𝑠𝑘𝐵

𝑀𝑎𝑠𝑘𝐴   𝑀𝑎𝑠𝑘𝐵
                  (5) 

 

Normalized Hamming distance 

 

𝐻𝐷 =  
1

2048
 𝐴𝑗   

2,048
𝑗 =1  ⊕    𝐵𝑗     (6) 

 

System makes matching according to the results of the Hamming distance results. It reaches to yes or no 

decisions. Figure 9 shows the matching in between three iris samples. Hamming distances have been 

calculated. The iris with the smallest value of distance matches with the code [24]. It produces a "yes" result. 

Without any match, a "no" answer is produced. 

 
Figure 9. Hamming distance [24]. 

When the studies in the literature are examined, the classifiers used for the comparison of iris codes are as 

follows [13]; 

 Hamming Distance 

 Euclid Distance 

 Support Vector Machine (SVM) 

 Artificial Neural Networks (NN) 

 Nearest Neighbor Clustering (kNN) 

 Self-Organized Feature Maps (SOM) 

 Vector Quantization Learning (LVQ) 

 Bayes Classifier 

The iris codes derived from the iris images of a living eye are matched with another iris code which was 

previously saved in the database, within a few seconds. If there is any damaged bit on the iris code, the system 

detects it and only matches the valid ones [16]. 

4. IRIS IDENTIFICATION STUDIES IN LITERATURE 

Wildes [21, 25, 26] used different methods from what John Daugman used for iris identification. Wildes first 

used a histogram based approach for the detection of circular edges of the iris and pupil, then, he used Hough 

transform [26]. Eyelids were identified as parabolic arcs. 
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Wildes uses image saving technique for the scaling and rotation. 

 

  ( 𝐼𝑑  𝑥, 𝑦 − 𝐼𝑎    𝑥 − 𝑢 , 𝑦 − 𝑣  )2
𝑦𝑥

 dxdy                   (10) 

 

 𝑥′
𝑦′

 =   𝑥
𝑦
 − 𝑠𝑅 ∅  𝑥

𝑦
        (11) 

Matching function that minimizes the similarity transformation which transforms (x, y) coordinates into (x', y') 

is used [21, 25]. Instead of capturing the spatial details of the iris, isotropic band-pass derived with Laplacian 

of Gaussian is made. For the matching in between the obtained pattern and the patterns in the database, 

normalized correlation is used. 

In the literature, in different stages of iris identification, there are studies carried out for the systems to perform 

better [13]. These are as follows; 

- Systems have been developed which use iris code as biometric secret key. These keys were more secure than 

crypto-graph based keys [27]. 

- In order to improve real time localization (iris and pupil separation), methods which are based on particle 

swarm optimization have been developed [28]. 

- 2D Haar wavelet transform was used, which separates iris images into 4 different phases and this 4 phases of 

high frequency information was quantized in 87 bits code form. For classification, vector quantized learning 

(LVQ) has been applied [29]. In another study, iris identification systems have been produced which are based 

on the zero pass of wavelet transform [30]. 

- Iris identification systems combining wavelet transform and support vector machines have been developed. 

Support vector machine wavelet transform method reduced the error rates. 

Methods using support vector machines have given much better results compared to methods using feed-

forward artificial neural networks, nearest neighbor clustering, Hamming and Mahalanobis distance classifiers 

[13]. 

As a result of the research, it's been determined that Haar wavelet transform does better feature extraction 

compared to Gabor filter [20]. Image 10 shows the iris code with applied 5-D Haar wavelet transform. Haar 

WT is used in visible light photos. 

 
Figure 10. Iris code with Haar wavelet transform applied [31]. 

 

5. RETINAL IDENTIFICATION SYSTEMS 

Retinal identification systems are biometric systems which convert the retinal pattern which consists of 

capillaries, into a digital code.  

5.1. The Unique Structure of the Retina 

Retina is located behind the eyeball and is the most inner layer of the layers of the eye. It is rich in capillaries. 

These blood vessels absorb the excess light and protect the eye from damages. While working on ocular 

diseases in 1935, Dr. Carleton Simon and Dr. Isodure Goldstein found that each eye has a unique blood vessel 

structure [33]. Later on, it's also seen that although twins have the same genetic code, have different retinal 

patterns [34]. 
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After the discovery that the retinal structure is unique and different for each and every human being, and is also 

universal, it's been understood that it could be used for identification and studies for a retinal identification 

system has been started. Retina can be affected by diseases like diabetes, high blood pressure, blood and cardio 

vascular diseases. This diminishes its reliability as a biometric system a little bit. In figure 11, (a) original 

photo of the retina, (b) blood vessel network of retina. 

 
Figure 11. (a) Original retinal image  (b) Blood vessels [34, 35]. 

5.2. Working Methods of Iris Identification Systems 

Retinal identification system consists of the following stages: obtaining retinal image, segmentation, blood 

vascular pattern extraction, feature extraction and filtering, finally biometric pattern matching. The flowchart 

of retinal identification is given in figure 12. 

 

 

Figure 12. Flowchart of retinal identification system [32]. 

 

5.2.1. Obtaining the Retinal Image - Acquisition 

The eye of the person who wants access to the system is photographed from close proximity. As the retina is 

behind the eye, the person has to stay close to the camera. The infrared ray of light is shone to the eye. This 

light passes the lens and follows the retinal path and reaches the capillaries in the retina. Meanwhile, the 

capillaries undergo changes as the light reaches them. They take different shapes and forms. These 

characteristic shapes are reflected to a video camera. System obtains the image from this reflection.  

5.2.2. Preprocessing, Segmentation and Optimization  

There are green, red and blue levels in digital photos. A photo can be viewed in different levels. Green channel 

has a higher density compared to red and blue channels. Thus green channel is extracted from the photo. The 

green channel is located with the following mathematical formula. 

𝐺 =    
𝐺

𝑅+𝐺+𝐵
        (12) 
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R means the red channel, G means the green channel and B means the blue channel [38]. In figure 13, retinal 

images have been given according to the techniques applied in the preprocessing stage. 
 

 
Figure 13.  (a) green channel image (b) optimizedcapillaries  (c) Segmented image (d) Refined capillaries [34, 35]. 

Preprocessing stage includes the detection of noise and separation of background from the retinal image and to 

highlight the blood vessel pattern. The correction of retinal identification depends on the extraction of the 

features of capillaries. The preprocessing includes the following actions; 

 First, optimization of the image is done using wavelet transform in order to extract capillary pattern. 

 A multi layered thresholding is applied on the optimized retinal image. 

 Wavelet transform method is used for feature extraction. The used transform methods are as follows 

[34]. 

 Constant wavelet transform (CWT) 𝑇𝜓   𝑏, 𝜃, 𝑎  

 Fourier wavelet transform (FWT) 

 2-D Gabor wavelet transform 

With Gabor wavelet transform, optimized vascular pattern can be obtained [34]. 

5.2.3. Feature Extraction and Bifurcation 

Bifurcation means branching. The main features of vascular patterns are vascular endings and branching points 

[35]. The system uses the crossing number method which is shown in figure 14, for the extraction of the 

vascular endings and branching [35]. Figure 15 shows the vascular features and branching which are obtained 

using this method. 

.  
Figure 14. Crossing number method [36]. 

 

 

Figure 15. Vascular features, endings and bifurcation [34]. 

The mathematical expression of this method:  

 

𝐶 𝑝 =  
1

2
  𝑔 𝑝𝑖𝑚𝑜𝑑 8 − 𝑔(𝑝𝑖−1) 8

𝑖=1      (13) 

g is the refined retinal image and p represents each vascular pixel. Pixels between  𝑝0  and  𝑝7  are the pixels in 

clock wise which define the 8 neighboring of p and 𝑔 𝑝  is the pixel value [34]. For vascular pixels 𝑔 𝑝 = 1, 
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for others 𝑔 𝑝 = 0. 𝐶 𝑝 = 3 𝑎𝑛𝑑 𝐶 𝑝 = 1 are branching and vascular endings. Feature spots obtained with 

this algorithm are the correct ones. In order to determine the wrong spots, 9x9 windowing method is used. 

Figure 16 shows the wrong spots like bling spots, breaks and short blood vessels. 

 

 
Figure 16.  Wrong spots, (a) blind spots, (b) breaks, (c) short Blood vessels [36]. 

 

While obtaining the retinal vascular patterns, the purpose is to find the correct branching. After the blind spots, 

breaks and short blood vessels are found using windowing technique, these are eliminated [36]. Thus, correct 

endings and branching feature spots can be determined. 

 

5.2.4. Comparison of Vascular Patterns 

This is the identification phase. The retinal image taken from the person who wants access is processed using 

various processing, recognition etc. methods and feature vector (digital code) is generated for the retina. This 

digital template is matched with other retinal templates in the big database. This comparison can be made using 

various methods. These methods are as follows; 

 Mahalanobis distance 

 Vascular pattern correlation 

 Matching which use branching spots.  

6. PERFORMANCE CRITERIA OF BIOMETRIC SYSTEMS 

Performance is an important concept for computerized systems. Any computerized system should operate fast 

and accurate. The most important performance criteria in biometric systems are total processing time, false 

acceptance rate (FAR) and false rejection rate (FRR) [2, 37, 45]. 

The total processing time is the time elapsed between the person's request to access, and the time the access is 

given. This should take 1-2 seconds in a good system [2, 37]. False acceptance rate is the possibility of access 

being granted for an unauthorized person, with a faulty decision. False rejection rate is the possibility of access 

not being granted for an authorized person. The aim for all biometric systems is to reduce both FARs and 

FRRs below 1%. [2, 37, 45]. 

7. RESULTS 

In this study, different iris and retinal identification methods have been examined, and the similarities and 

differences of these systems have been identified. It's been seen that these systems are much more reliable, 

accurate and fast, compared to other biometric systems available. However, their high cost prevents them to be 

widely adopted. 

The similarities between iris and retinal identification can be listed as follows; 

 False acceptance rate is low in both. 

 False rejection rate is very low, almost 0. 

 Highly reliable, because the iris or retinal patterns are unique for everybody. 

 Identification is very fast in both. 

The differences between iris and retinal identification can be listed as follows; 

 The accuracy of retinal scanning can be affected by various diseases, however, the rich texture of the 

iris is fixed for life and immutable. 

 Iris scanning is not different from a normal photo shoot, shots are taken from a short distance. Retinal 

scanning requires the person to be much more close to the camera. 

 Iris is an internal organ which can be seen externally, but retina is on the back of the eye. Therefore, 

photographs are taken from different distances. 

 Iris scanning is more commercially accepted than retinal scans. Retinal scanning is considered to be 

harmful. 
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Retina and iris can be used in cryptography with their unique structures. With smart cards that carry both iris 

and retinal codes, both users and the system owners or institutions can have a more security. 

When the properties of retinal and iris identification are analyzed, it is expected that these two systems can 

perform better compared to other biometric based systems like finger print, face or vascular identification 

systems. Apart from that, it's also been understood that with a combination of iris and retinal pattern prototype 

can be one of the most secure identification systems available.    
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Abstract 
Current Conveyors (CC) are active circuit elements which perform analog signal 
processing. CCs were developed as an alternative to the classical Operational 
Amplifiers (OPAMP). Unlike OPAMPs, CCs are current-based and they operate 
according to the principle of „current conveying‟ from one terminal to another. 
As a modified version of the First Generation Current Conveyor (CCI), Second 
Generation Current Conveyors (CCII) is versatile and useful in designing analog 
circuits such as filters, amplifiers, inductor simulators etc. In this paper, one 
grounded and one floating inductor simulator designs are given. These 
simulator designs are based on CCII‟s and passive elements like resistors and 
capacitors. Both inductor simulator designs are lossy and simulate real 
inductors that have internal resistance. The simulators simulate an inductance 
in series with an internal resistance. Since inductors are non-ideal, noisy, bulky 
circuit elements, it is reasonable to simulate their behavior under certain 
frequency range using CCII‟s as active elements. In this study, inductor 
simulators are created first by BJTs & passive elements in SPICE environment 
and created inductor simulators are tested in a Low Pass Filter (LPF) for a 
frequency range up to 10MHz. Moreover, both simulators are realized for 
experimentation using commercially available Analog Device‟s AD844‟s which 
can perform as a CCII & using resistors and capacitors. Realized inductor 
simulators are tested in the same LPF. The gain of the filter is measured for 15 
different frequency values which are located between 10 Hz-10MHz. Finally, 
both SPICE simulation and experimental results are compared for the same LPF 
which is constructed using ideal inductor. It is concluded that a lossy, real 
inductor can be simulated up to certain frequencies by using CCIIs both in 
simulation environment and experiment.  

 

 
 Key words 

Second generation current conveyors, inductance simulation, current conveying, 
analog design 

 

1. INTRODUCTION 

1.1. Second Generation Current Conveyors 

Second Generation Current Conveyors (CCII) are first proposed as a revised version of First Generation 

Current Conveyors (CCI) [1]. Compared to CCIs, CCIIs are more useful and versatile in analog signal 

processing implementations such as voltage/current sources, amplifiers, filters, differentiators, integrators and 

inductance simulations [2]. The main principle of current conveyors is conveying current from one terminal to 

another terminal. 

In Figure 1, block diagram of a CCII is shown. Under ideal conditions, the principle of operation of CCII is as 

follows: 
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• If a Vyvoltage is applied to the Y terminal, the same amount of voltage will appear at terminal X. 

Therefore, Vx = Vy will be observed. 

 

 

Figure 1. CCII Block Diagram 

• There is no current flowing into to the Y terminal which makes iy= 0 which is the only difference 

between CCI and CCII. In CCI, if there is a current flowing into the X terminal, the same amount 

of current will flow into the Y terminal. 

• If there is a current flowing into the X terminal, the same current will also flow into the Z terminal 

which is ix= iz. 

Under ideal conditions, Y terminal should not draw current from the circuit which means there is infinite 

impedance at that terminal. Also, since voltage at X terminal follows the voltage at Y terminal, the impedance 

at X terminal should be very low, ideally zero.  
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The matrix which explains the relation between input and output characteristics of CCII in ideal conditions is 

as shown in (1). In hybrid matrix, ±1 notation indicates the direction of the current at Z port. If it is +1, then 

CCII is called as positive type second generation current conveyor (CCII+). If it is -1, that type of CCII is 

called as negative type second generation current conveyor(CCII-). 

1.2. Inductance Simulation 

Inductors are non-ideal passive circuit elements. The reasons for their non-ideality are the length of wire to 

wrap up inductors, the internal resistance of that wire and parasitic capacitance which occurs between parallel 

wirings [3]. Moreover, inductors are bulky, expensive and noisy circuit elements which contain too much 

unwanted characteristics [4]. Because of these reasons, physical inductors are not generally preferred in 

integrated circuits. Instead of physical inductors, „inductance simulator‟ circuits are used. Inductance simulator 

circuits operate like inductors under certain frequency range. 

 

Figure 2. Real Inductor Model 

In Figure 2, a real inductor model is shown. In this model, R in series with L is the resistance of the wire used 

to form inductor. The impedance observed between terminals of a real inductor is given as follow:                 

ZL = R + sL                       (2) 

Using CCIIs and certain combination of passive elements like resistors and capacitors, it is possible to simulate 

both floating and grounded inductors.   

2. MATERIALS AND METHODS 

One grounded and one floating lossy, real inductor models are given. The proposed models use CCII‟s and 

passive circuit elements such as resistors and capacitors as seen in Figure 3 and Figure 9. Those models are 

tested in test circuits which behave as low pass filter. Also, Analog Device‟s AD844[5] integrated circuit is 
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used as CCII+ so that the test circuit is built and measured experimentally. For experimental testing, the gain is 

measured for 15 different frequency points to compare simulation and experimental results.  

2.1. Grounded Inductance Model 

In Figure 3, a grounded inductance simulation circuit which consists of one CCII+ and three passive elements 

is given [6]. This circuit simulates a real inductor which consists of a resistance and an inductor in series with 

each other. When the impedance is observed from Zin point of view, considering the terminal equations of the 

CCII+ and passive element characteristics, the Zin is calculated as follows: 

1 2
1 2

3

in
Z Z

Z Z Z
Z

                         (3) 

If Z1 and Z2 passive elements are selected as resistors R1 and R2 respectively and Z3 is selected as capacitor C, 

the following input impedance equation that fulfills the requirement of a real inductor can be obtained: 

 

Figure 3. Grounded Inductance Simulator 

1 2 1 2 eRin q eqZ R R sCR R sL                         (4) 

Therefore, a lossy (due to the resistance term in the equation) grounded inductance is simulated using one 

CCII+ with 2 resistors and 1 capacitor. 

To model CCII+, Figure 4[7] is used along with NR200N and PR200N SPICE model parameters [8]. 

 

Figure 4. Schematic Implementation of CCII+ 

2.2. Grounded Inductance Model Experimental Setup 

In order to test the suggested inductance model experimentally, an integrated circuit AD844 fabricated by 

Analog Devices which behave as CCII+ is used as shown in Figure 5. Since it is commercially available, 
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AD844 is useful in putting simulation level studies into practice. Therefore, experimental results can be 

obtained.   

 
Figure 5. AD844 Block Diagram 

For this grounded inductor simulator, if passive element are chosen such that R1 = 10 Ω, R2 = 10 Ω and C = 10 

μF then Req = 20 Ω and Leq= 1 mH is obtained. For the experimental setup, the circuit in Figure 6 is constructed 

using these resistor and capacitor values.  

 

Figure 6.  Grounded Inductance Simulator Experimental Setup 

2.3. Grounded Inductance Model Test Circuit 

We can test this grounded inductance simulator designing a low pass filter as shown in Figure 7.  

 

Figure 7. Grounded Inductance Simulator Test Circuit 

The frequency response of the test circuit is observed from the current in the grounded inductor simulator point 

relative to the input current. Three different graphs are obtained as shown in Figure 8. The first graph is the 

ideal response as if using an ideal inductor in series with a resistor. The second one is simulation results which 

are obtained in SPICE environment. Second graph is obtained using Figure 4. schematic representation. The 

third graph is the experimental results. For 15 different frequencies in between 10 Hz-10MHz, experimental 

results are measured.  

From Figure 8, it can be concluded that the cut-off frequency is found at 200 kHz for ideal situation while it is 

7 MHz for the SPICE simulation. Experimentally it is found out to be 300 kHz. It is fair to say that SPICE 

simulated circuit operates very close to the ideal situation until 100 kHz. The experimental circuit can model 

the lossy inductor up to 40 kHz.      

Z 

X 
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Figure 8. Simulation, Experimentation & Ideal Frequency Responses for Grounded Inductance Simulator 

2.4. Floating Inductance Model 

In Figure 9, a real/lossy floating inductance simulator that is built with 2 positive-type CCII‟s and 3 passive 

elements is given [9]. If Z1 and Z2 are chosen as resistor R and Z3 is chosen as capacitor C; the impedance 

value between the terminals of the floating inductance simulator can be obtained as follows: 

2

L
Z R sCR                         (5) 

 

Figure 9. Floating Inductance Simulator  

Therefore, the obtained impedance ZL can model a lossy floating inductor. In order to test the designed floating 

inductance simulation a PSPICE simulation is run. To model the CCII+‟s, NR200N and PR200N SPICE model 

parameters are used. 

2.5. Floating Inductance Model Experimental Setup 

For this model, if passive elements are chosen such that R = 1k Ω and C = 1 nF; then 

1000 0.001LZ s  Ω                      (6) 

impedance value is found. This model simply simulates a 1 mH lossy inductor with 1000 Ω internal resistance. 

For the experimental setup, the circuit in Figure 10 is constructed using 2 AD844s, 2 1k Ω resistors and one 1 

nF capacitor.  

 

 

Figure 10.  Floating Inductance Simulator Experimental Setup 
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2.6. Floating Inductance Model Test Circuit 

In order to test the floating inductance simulation a test circuit is set as shown in Figure 11. 

 

Figure 11. Floating Inductance Simulator Test Circuit  

The frequency response of the voltage of capacitor in the test circuit is observed relative to the input voltage. 

The graphs of ideal, SPICE simulation and experimentation results are shown in Figure 12.   

 

Figure 12. Floating Inductance Simulation, Ideal and Experimental Frequency Responses 

In Figure 12, it can be seen that the cut-off frequency is found at 202 kHz for ideal situation while it is 256 kHz 

for the SPICE simulation. In experiments, the cut-off is found out to be 150 kHz. It can be said that this 

floating inductor simulator can operate close to the ideal situation up to 90 kHz for the SPICE simulation. 

Also, experimental results show that the circuit in Figure 11 can operate as if a lossy inductor up to 50 kHz.  

3. RESULTS AND DISCUSSION 

As a passive electronic circuit element, inductors have many applications. However, using physical inductors 

in circuit design is somehow problematic due to their size and cost. In order to overcome this issue, instead of 

physical inductors, inductor simulations could be utilized.  

In this paper, two kinds of inductor simulators are given and tested both in simulation and experimentation. 

Grounded inductor simulator is designed with one CCII+, 2 resistors and 1 capacitor. This design can simulate 

a lossy inductor such that 1 mH inductance in series with 20 Ω resistance. CCII+ is first modeled by BJTs and 

simulation results are taken. Also, the same circuit is realized with AD844 and experimental data is obtained. 

Using the test circuit, the performance of those simulation and experimentation are compared to the ideal 

response. The simulator can perform up to 100 kHz similar to the ideal response. The experimental results also 

show that up to 40 kHz realized AD844 circuit can be used instead of a lossy inductor.   

Floating inductor simulator is designed 2 CCII+‟s, 2 resistors and 1 capacitor. This simulator can simulate an 

inductor 1 mH with a 1 kΩ internal resistance. The performance of the floating inductor simulator is tested in a 

test circuit. Simulation and experimentation data is taken and compared to ideal situation. The simulator can 

perform up to 90 kHz for simulation case and 50 kHz for experimentation very close to the ideal response.          
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4. CONCLUSION 

In this paper, one grounded and one floating inductance simulator is designed and tested using CCII+‟s and 

some passive circuit elements. It is shown that the simulator for grounded inductor can operate like a real 

inductor up to the 180 kHz, while the simulator for floating inductor can operate up to 100 kHz. With these 

results, it can be concluded that CCII‟s can be employed to simulate inductors up to certain frequencies.     

REFERENCES 

[1]. Smith, K.C. veSedra, A., 1968, The current conveyor: A new circuit building block. IEEE Proc., 56: 1356-1369. 

[2]. Smith, K. C. veSedra, A., 1970, A second generation current conveyor and its applications. IEEE Trans. Circuit 

Theory, CT-17: 132-134. 

[3]. Soliman, A. M., 1973, Inductorless realization of an all-pass transfer function using the current conveyor. IEEE Trans. 

On Circuit Theory, CT-20: 80-81. 

[4]. Pal, K., Singh, R., 1982. Inductorless current conveyor allpass filter using grounded capacitors. Electronics Letters, 

18(1): 47. 

[5]. Analog Devices AD844, 1989, “60 MHz 2000 V/μs Monolithic Op Amp”, Rev. 2009  

[6]. Nandi, R., 1978, Active inductance using current conveyors and their application in a simple bandpass filter 

realization. Electronics Letters, 14: 373-375. 

[7]. Fabre, A., Saaid, O., Wiest, F. veBoucheron, C., 1995. Current controlled bandpass filter based on translinear 

conveyors. Electronics Letters, 31(20): 1727-1728. 

[8]. Frey  D.R.,  1993,  “Log-domain  filtering:  An  approach  to  current-mode  filtering”, IEEE Proceedings-G: Circuits, 

Devices and Systems, Vol. 140, pp. 406-416. 

[9]. Senani, R., 1985. Novel high-order active filter design using current conveyors. Electronics Letters, 21(22): 1055-

1056. 

 

 

 

 



e-ISSN: 2458-8156 

© CNR Group, Istanbul (Turkey)                                   EJENS, Volume 2, Issue 1 (2017), pp. 188-193 

 

 

Evaluation of Commercial Type of Split Air 
Conditions by Using Condenser Waste Heat in a 

Boiler  
 

Alper Ergun1*, Engin Gedik1, Mehmet Ozkaymak1, Bahtiyar Sansli2 
1Karabük University, Technology Faculty, Department of Energy Systems Engineering, 78050, 100. yıl/Karabük, 

Turkey 
21Karabük University, Graduate School of Natural and Applied Sciences, 78050, 100. yıl/Karabük, Turkey 

*CorrespondingAuthor email: alperergun@karabuk.edu.tr 

 

Publication Info 

Paper received: 

29 May  2016 

 

Revised received: 

15 October 2016 

 

Accepted: 

01 March 2017 

 

Abstract 
Air conditioners are used for reducing the ambient temperature and they are 
manufactured in different versions. Especially, split type air conditioners are 
used widely. Because of increasing use of air conditioners, energy consumption 
has also increased, so researchers have attracted to search for production of 
more efficient air conditioners. The main objective of this study is to investigate 
thermal performance of the whole split type air conditioner system. For this 
purpose, an experimental system was designed and manufactured by adding a 
boiler unit to the conventional split air conditioners condenser. At the end of 
the study, coefficient of performance (COP) of the system increased from 3.64 
to 4.54. In addition, boiler which added to system increases temperature of 
water from 10ºC to 40 ºC. When economical benefit is considered, electrical 
consumption is decreased 0.61 $ supposing that the device works 10 hours in a 
day. Only 132.5 $ is paid for the device in addition to existing split air 
conditioners. Besides, domestic water at 40 ºC was produced. 

 

 
 Key words 

Split air conditioner,boiler,energy efficiency, condenser 

 

1. INTRODUCTION 

Cooling is a technique that is decreasing the temperature of substance or local environment below the 

surrounding volume temperature [1]. Recently, local cooling has been popular in order to supply thermal 

comfort conditions. Besides, the devices that work according to the vapor compressing cooling cycle has used. 

Home type split air conditioners that work using vapor compressing cooling cycle phenomena has widely been 

used nowadays. According to the researches, energy in the world is consumed about 16% to 50% by cooling 

and heating systems in buildings [2]. Energy consumption of residential buildings is 30% of the total energy 

consumption in Turkey and 80% of this consumption is related to the heating and cooling systems [3-5]. Thus, 

it can be seen that energy which is used to perform home cooling and prepare domestic hot water is massive. 

Nowadays, there are many studies has been carried out  to improve the performance of split type air 

conditioners  Martinez et al. [6] covered the condenser unit of split type air conditioner with evaporative 

cooling pads that have various thicknesses and examined the energy performance of this system. Sumeru et al. 

[7] used an ejector as an expansion element in order to perform experiments and numerical analysis. Padalkar 

et al. [8] changed the HCFC-22 refrigerant to HC-290 of a split type air conditioner and determined the 

performance of this new refrigerant. Kumlutaş et. Al [9] performed heat and flow analysis in internal unit of 

split type air conditioner. Jie and Lee [10] placed a storage-enhanced heat recovery room into the split type air 

conditioner. They used a capillary tube and expansion valve in order to determine the system performance. 

Besides, [11] they used phase changed material in storage-enhanced heat recovery room and performed the 

analysis of modified system. 
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In this study, energy analysis were performed by adding boiler unite onset of the condenser unit in split type air 

conditioner that works with R-22 refrigerant. 

2. MATERIAL AND METHODS 

In this study, split type air conditioner with boiler unit was designed and manufactured. The designed and 

produced system is shown in Figure 1. The system consists of compressor, evaporator, condenser, expansion 

valve and four way valve. The boiler unit was designed to prepare domestic hot water and placed in between 

condenser and four-way valve. Assembled boiler unit and built-in system can be seen in Figure 2. 

 

Figure 1. Schematic view of the experimental setup.  

 

 

Figure 2. Designed boiler unit and assembled experimental setup 

Designed boiler unit that have 40l volume and 3/8” copper pipe with 18m length was placed in. Boiler unit was 

covered with rubber isolation material that have 1cm thickness to prevent heat loses. In the unit, 0.15 gr 

refrigerant was added for each 1 m pipe length. 

When high pressured refrigerant as superheated steam exited from outlet of the compressor, the heat of 

refrigerant is transferred to water in boiler unit instead of atmosphere air. The heat was sent to the boiler unit 
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water when the condensation pressure was about 4.5-5 bar. At this stage, there was no need to work condenser 

fan. If this heat transfer is higher than boiler capacity, condenser fan started. This system works with a 

thermostat that opens at 55°C and closes at 35°C to regulate condenser unit properly. When the refrigerant 

transferred its heat, the refrigerant was accomplished its cycle by passing expansion valve and evaporator. The 

system can be by-passed using boiler valves. Thus, the analysis can be performed with and without boiler unit 

in terms of comparison between both designs. 

 

3. THERMODYNAMIC ANALYSIS OF SYSTEM 

 

The coefficient of performance was calculated for boiler and without boiler conditions. Energy balance of 

steady-flow condition can be determined as follow; 

𝑞𝑛𝑒𝑡 − 𝑤𝑛𝑒𝑡 = ∆ℎ + ∆𝑘𝑒 + ∆𝑝𝑒           (1) 

Here, qnet and wnet are described heat and work input, Δh, Δke and Δpe are impressed changing of enthalpy, 

kinetic energy and potential energy respectively. The changing of kinetic and potential energies can be 

neglected. Thus, steady-flow energy equation on a unit-mass basis reduces to; 

(𝑞𝑖 − 𝑞𝑜) + (𝑤𝑖 − 𝑤𝑜) = ℎ0 − ℎ𝑖        (2) 

In equation 2, q, w and h are the heat, work and enthalpy respectively while i and o describe the subtitle of 

input and output. 

Compressor work, condenser load and evaporator load were calculated related to energy equations. Energy 

transfer was not occurred because of the fact that therewas not any enthalpy changes in expansion valve. When 

the loss of pressure in fittings equipment and loss of heat in pipes were ignored, the equation of conservation of 

energy principle can be expressed as follow; 

𝑊𝑐𝑜𝑚𝑝 + 𝑄𝑒𝑣𝑎𝑝 = 𝑄𝑐𝑜𝑛𝑑         (3) 

From this equation, compressor work, evaporator and condenser load can be calculated as follows; 

Compressor work; 

𝑊 
𝑐𝑜𝑚𝑝 = 𝑚  ℎ2 − ℎ1            (4) 

Condenser load; 

𝑄 𝑐𝑜𝑛𝑑 = 𝑚  ℎ2 − ℎ3            (5) 

Evaporator load; 

𝑄 𝑒𝑣𝑎𝑝 = 𝑚  ℎ5 − ℎ4           (6) 

The most crucial parameter that determines the performance of vapor compressing cooling cycle is coefficient 

of performance (COP) and it can be calculated as follow; 

𝐶𝑂𝑃 =
𝑄 𝑒𝑣𝑎𝑝 .

𝑊 𝑐𝑜𝑚𝑝 .
=

ℎ5−ℎ4

ℎ2−ℎ1
          (7) 

The power of system (P) can be calculated as follow; 

𝑃 = 𝑈 × 𝐼           (8) 

In there, U is the voltage of the device (220V) and I is the current. 

All the calculations were performed both boiler and without boiler unit conditions and analyzed. 

 

4. RESULT AND DISCUSSIONS 

 

The results were classified into two parts, with and without boiler cases.According to the inlet and outlet 

temperatures of each devices, the enthalpy values have been obtained from the thermodynamic tables of R-22 
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working fluid. Thermodynamic properties and energy values of both with and without boiler unit is given in 

Table 1 and Table 2 respectively.  

Table 1. Thermodynamic properties and energy values for non-boiler unit condition 

Point Component 

Temperature 

(°C) 

Pressure 

(Bar) 

Mass flow rate 

(kg/s) 

Enthalpy 

(kj/kg) 

Q 

(kW) 

1 Compressor inlet 14 4.8 0.05151 415.777 21.4167 

2 Compressor outlet 98 22 0.05151 459.992 23.6942 

2' Condenser inlet 95 22 0.05151 457.26 23.5535 

3 Condenser outlet 43 21 0.05151 253.682 13.0672 

3' Expansion valve inlet  43 21 0.05151 253.682 13.0672 

4 Expansion valve outlet 6 4.5 0.05151 253.682 13.0672 

4’ Evaporator inlet 6 4.5 0.05151 253.682 13.0672 

5 Evaporator outlet 12 4.5 0.05151 414.913 19.6572 

 

Table 2. Thermodynamic properties and energy values for boiler unit condition 

Point Component 

Temperature 

(°C) 

Pressure 

(Bar) 

Mass flow rate 

(kg/s) 

Enthalpy 

(kj/kg) 

Q 

(kW) 

1 Compressor inlet 12 4.5 0.03878 414.913 16.089 

2 Compressor outlet 90 22 0.03878 452.289 17.5383 

2' Boiler inlet 90 22 0.03878 452.289 17.5383 

2'' Boiler outlet 43 21 0.03878 405.618 15.7286 

2'' Condenser inlet 43 21 0.03878 405.618 15.7286 

3 Condenser outlet 35 19 0.03878 243.101 9.42668 

3’ Expansion valve inlet  35 19 0.03878 243.101 9.42668 

4 Expansion valve outlet 4 6 0.03878 243.101 9.42668 

4’ Evaporator inlet 4 6 0.03878 243.101 9.42668 

5 Evaporator outlet 8 4 0.03878 413.048 16.0167 

 

Compressor work, evaporator load and condenser load for boiler and non-boiler unit conditions are given in 

Table 3 by the helping of Table 1 and Table 2 data. 

 

Table 3. Compressor work, evaporator load and condenser load for boiler and non-boiler unit conditions. 

Device Wcomp Qcond Qevap 

Boiler 1.449321 8.11164 6.59 

Non-Boiler 1.807201 8.32085 6.59 

 

The energy graphics of equipment of boiler and non-boiler unit conditions are shown in Figure 3. 
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Figure 3. Energy graphics for Boiler and Non-Boiler unit conditions 

COP values and operating currents for both conditions are given in Table 4. 

 

Table 4. COP values and currents of systems 

Device COP Values Current (A) 

Boiler 4.54 8 

Non-Boiler 3.64 10 

 

It was determined that designed system with boiler unit operated 2A less current what it is compared with the 

system without boiler unit. From equation 8, it can be calculated that the power of system was decreased about 

0.44kW. When the cost of electricity was taken into account, the electricity kW per an hour is 0.139 $ and it 

can be seen that if the designed system works during 10 hours per a day, the cost of electricity will decrease 

about 222.04$ per a year. 

 

Moreover, designed system with boiler produce 40°C domestic hot water. When the boiler with 50LT 

consumes 1.5kW electricity per a day, it can be calculated that designed system with boiler has profits about 

75.34$ per a year. 

 

5. CONCLUSIONS 

In this study, the boiler unit system was added to split type air conditioner with R22 refrigerant and the 

experimental results were analyzed thermodynamically. The results can be listed as follows; 

 Using the boiler unit, the COP of the system was increased from 3.64 to 4.54. 

 Compressor work and condenser load were decreased using boiler unit. Thus, the more efficient 

working condition was obtained.  

 The operating current was decreased about 2A by means of boiler system.  

 City water entered the boiler system about 10°C and exited from boiler about 40°C. Thus, domestic 

hot water at 40°C was produced without another energy sources.  

 The consumed electricity of the system was decreased and the cost of electricity about 296.48$ as 

well. 
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Abstract 
The aim of present study is to induce for phytoextraction of Ni by Brassica rapa from 
contaminated soil by application of EDTA. Brassica rapa seeds were planted in pots with 
Ni concentrations ranging from 0 to 2000 mg/kg in the absence or presence of 10 mg/kg 
EDTA. After 60 days of growth, Ni concentration of plants were observed. Brassica rapa 
showed the remarkable resistance to Ni toxicity with no visual toxic symptoms as 
chlorosis and necrosis. The addition of 10 mg/kg EDTA significantly increased both the 
plant growth and the Ni concentration, compared with the control. Especially the 
addition of 10 mg/kg EDTA and 500 mg/kg Ni produced fertilizer effect and maximum 
dry matter achieved to 1.96 mg/plant from 0.82 mg/plant. While Brassica rapa 
accumulated 3763 mg/kg Ni in the absence of EDTA, the addition of 10 mg/kg EDTA 
increased Ni accumulation to 3942 mg/kg Ni at Ni application dose of 2000 mg/kg. 
Experimental results indicated that Brassica rapa is Ni hyperaccumulator plant (>1000 
mg/kg in shoots) both in the absence or presence of EDTA. The bioaccumulation 
coefficient (BAC) for Ni by Brassica rapa was greater than 1, providing further evidence 
for the transport of Ni from Ni contaminated soils. 

 
 Key words 

Brassica rapa, EDTA, Hyperaccumulator, Nickel, Phytoextraction 

 

1. INTRODUCTION 

There is a great worldwide interest surrounding issues of soil contamination including heavy metals [1]. Soil 

contamination with Ni has become a worldwide problem [2]. Nickel (Ni) is an important heavy metal in soil 

and is an essential element required for nitrogen (N) metabolism. Nickel plays a role in the structure and 

activity of the urease and hidrogenaz enzyme in plants [3]. In recent years, Ni pollution has gained importance 

due to negative potential impact on agriculture and human health. Nickel contamination mainly results from 

volcanic eruptions, land fill, forest fire, bubble bursting and gas exchange in ocean, weathering of soils and 

geological materials, effluent disposal from mining and smelting, fossil fuel burning, vehicle emissions, 

disposal of household, municipal and industrial wastes, fertilizer application and organic manures [4-6]. 

Phytoextraction is a non-destructive, cost-effective and safe alternative to conventional clean up techniques of 

contaminated soils with heavy metals such as Ni [7]. 

Phytoextraction is either a continuous (natural) process (using metal hyperaccumulating plants, or fast growing 

plants), or an induced process (using chemicals to increase the bioavailability of metals in the soil) [8]. 

The success of phytoextraction, either natural or chemically assisted, is largely determined by plant biomass, 

metal concentration in the plant tissue, and the phytoavailable fraction of metals in the rooting medium  [9]. 

Researchers initially applied hyperaccumulator plants to clean metal polluted soils. However, many such plants 

mailto:aydenizdemir@mersin.edu.tr


 

European Journal of Engineering and Natural Sciences  

 

195 EJENS, Volume 2, Issue 1 (2017) 

 

have limited utility for phytoremediation, because of their slow growth, difficult propagation, seasonal growth, 

and low biomass [2]. Then, chelates such as EDTA, hydroxy ethylethylenediaminetriacetic acid (HEDTA), and 

ethylenebis-2(o-hydroxyphenyl) glycine (EDDHA) are used to enhance the phytoextraction of a number of 

metal contaminants including cadmium (Cd), chromium (Cr), cooper (Cu), lead (Pb), zinc (Zn) and Ni.  

This chelate-assisted accumulation of toxic quantities of metal in a non-accumulator species is termed "chelate-

induced hyperaccumulation" [10]. Chelate-induced phytoextraction is an innovative technique for cleaning 

metal contaminated soil [11]. Ethylenediaminetetraacetic acid is the most effective chelating agent for chelate-

induced hyperaccumulation because it has a strong chelating ability for different metals and increases the 

bioavailability and uptake of metals in the plant from soil [11-12]. Several researchers have screened on 

chelate-induced hyperaccumulation of some fast-growing, high-biomass-accumulating plants, including 

agronomic crops, for their ability to tolerate and accumulate metals in their shoots [13]. Huang et al. [10] 

reported a 1000-fold increase of Pb in in agronomic crops such as corn (Zea mays L.) and pea (Pisum sativum 

L.) after HEDTA application in comparison to soil solution of a control (no HEDTA addition). Under these 

conditions Pb concentrations in the shoots of corn and pea increases from less than 500 mg/kg to more than 

10.000 mg/kg within one week after HEDTA application. 

Brassica species are well known as metal accumulators and are being used for phytoremediation of 

contaminated soils. However, the metal tolerance mechanism in the plant still remains unclear [14]. 

Purakayastha et al. [15] reported that in a pot culture experiment, five different species of Brassica (Brassica 

juncea, Brassica campestris, Brassica carinata, Brassica napus, and Brassica nigra) were grown for screening 

possible accumulators of heavy metals, viz. Zn, Cu, Ni, and Pb. Among all species, Brassica carinata showed 

the highest concentration (mg/kg) as well as uptake (µg/pot) of Ni and Pb at maturity. Grčman et al. [16] 

studied the effect on the uptake of Pb, Zn and Cd by Brassica rapa and found that the concentrations of Pb, Zn 

and Cd in shoots were detected, up to 104.6, 3.2 and 2.3-times as much as that in the control. 

In a study performed by Putnik-Delic et al. [17] had been determined the biggest concentration of Ni (300 

ppm), both in leaf and in stem, was in B. rapa, with 64.25 times increase in concentration compared with the 

control group, and 66.5 times in stem in comparision with the respective control group. 

In this study, Ni was choosen as target metal because it is widespread on serpentine rocks and the area in which 

the study was performed. It is known that serpentine soils are high in several heavy metals (e.g. nickel, cobalt 

and chromium) and these high heavy metal concentrations are thought, in part, to lead to varying levels of plant 

adaptation and soil affinities (i.e. endemic vs. non-endemic plant species) [18]. Koleli et al. [19] defined 

common soil  formations distinguished in this area as follows: brown forest soils, reddish Mediterranean soils 

and brown calcareous soils reported that the maximum concentrations of  metals in 11 soil samples collected 

from Mersin-Findikpinari  (as dry mass) were 909 mg/kg Cr, 3615 mg/kg Ni, 246 mg/kg Cu, 467 mg/kg Zn,  

8.2 mg/kg Cd and 111 mg/kg Pb. As it can be seen from the results, Ni concentration is always higher than the 

other metals. Because of that reason in this study investigated only nickel. 

The objectives of this study were to evaluate the effect of EDTA application on Ni phytoextraction by Brassica 

rapa growing in artificially Ni contaminated soil, and to evaluate EDTA application effects on toxicity 

symptom, dry matter production, Ni concentration, Ni content and BAC of the plant. Brassica rapa is preferred 

because of its high yield (1.5 tons- 4.0 tons per ha) and high oil content of 42-46% [20], resist to soil and 

climate conditions and efffective root depth is ~1-1. 20 cm.  

2. MATERIAL AND METHODS 

2.1. Soil Sample and Analysis  

Surface soil sample (0-30 cm) was collected from the experimental farm on General Directorate of Agricultural 

Research, Tarsus-Mersin, Turkey. After collecting soil from the surface (0–30 cm), it was brought to a 

laboratory, air dried, ground to pass through a 2-mm sieve, and stored in plastic bags for analyses and pot 

experiments.  The some initial physical and chemical properties of the soil used in pot experiment were 

measured with routine analytical methods. Soil organic matter was determined using the Walkley and Black 

http://www.ejbiotechnology.info/index.php/ejbiotechnology/article/view/v6n3-6/617#79
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method [21]. Soil particle size distribution was estimated by the hydrometer method after pre-treating soil with 

H2O2 and dispersing overnight in sodium hexametaphosphate by the hydrometer method [22]. The carbonate 

content was determined by a calcimeter method, and the soil pH was measured at 1:1 soil:water ratio [23]. The 

concentrations of diethylenetriamine pentaacetic acid (DTPA)-extractable Ni were estimated using the method 

described by [24]. Total Ni concentrations in soil sample were digested according to [25]  Anonymous (1995) 

with aqua regia method using inductively coupled plasma mass spectrophotometer (ICP-MS, Agillent 7500ce). 

Certified reference material (CRM 7003) was also analyzed in order to control the data quality. All results were 

given in terms of mg Ni per kg soil. All tests were performed in triplicates.  

2.2. Artificial Soil Contamination 
Two kg air-dried soils were weighed and loaded into a plastic bags and were contaminated by nickel nitrate 

[Ni(NO3)2·6H2O] salt solution containing 0, 500, 1000, 1500 and 2000 mg Ni kg
−1 

onto it and spread uniformly 

on plastic sheet. Then, soil was thoroughly mixed to achieve uniformity with respect to metal spiking.  

After contamination and mixing, soil was left on plastic sheet and allowed to equilibrate at room temperature 

for almost three months with frequent and thorough mixing and by adding distilled water to maintain water 

content in soil at 60% of water-holding capacity and to periodic alternating wetting and air-drying cycles. 

2.3. Greenhouse Pot Experiments  

Total 4 seeds were planted in plastic pots, each containing 2 kg soil supplemented with increasing supply of Ni 

(0, 500, 1000, 1500 and 2000 mg/kg soil) in the absence or presence of 10 mg EDTA per kg soil. 

Ethylendiaminetetraacetic acid was added in the form of Na2EDTA (C10H14N2Na2O8.2H2O).  

A basal treatment of 200 mg/kg N as Ca(NO3)2 and 100 mg/kg P as KH2PO4 was applied to all pots. After 

germination, the seedlings were thinned to 2 plants per pot. During this 60 days, soils in the pots were kept 

humid (~80% water holding capacity). After 60 days of growth in the greenhouse, only the shoots of the plants 

were harvested, and dried at 70 
o
C for the determination of dry matter production.  

2.4. Plant Sampling and Analysis 

The oven-dried shoot samples were first ground and digested using 2 mL 30% H2O2 and 5 mL 65% HNO3 in 

sealed vessels of a microwave (MarsXpress) apparatus. The digested samples were then analyzed with ICP-MS 

for Ni. Certified reference materials (SRM 1573A, SRM 1547) were also used in order to check the accuracy of 

the extraction technique used in the study. All analyses were carried out in triplicates, and the results were 

presented in terms of mg Ni per kg biomass (DW) or µg Ni per plant biomass. In this study, Ni was choosen as 

target metal because phytoextraction efficiency is related to both plant metal concentration and dry matter 

yield. Thus, the ideal plant species to remediate a contaminated site should be a high yielding crop that can 

both tolerate and accumulate the target contaminants [26].   

3. RESULTS AND DISCUSSION 

3.1. Some Initial Physical and Chemical Properties of the Soil Used in Pot Experiment 

Some physical and chemical properties of the soil used in pot experiment are summarized in Table 1. The 

greenhouse pot experiments were performed using unpolluted agricultural soils with a clayey loam texture, a 

pH of 8.1, 26.2% CaCO3 and 1.3% organic matter contents. The analysis of soils for total and DTPA-

extractable Ni contents indicates Ni concentrations of 57.0 and 2.2 mg/kg soil, respectively.  

In serpentine soils, Ni is not strongly held by clay and Fe-oxyhydroxide surfaces relative to other transition 

elements; consequently, Ni was more mobile than other metals in the serpentinitic landscape surrounding the 

study area. The soils derived from serpentine, displayed strong chemical fertility limitations due to a very low 

Ca/Mg ratio and limited available phosphorus [27].  Therefore, the application rate for 200 mg/kg N as 

Ca(NO3)2 and 100 mg/kg P as KH2PO4 amended in the study soil.    

The total metal contents are much lower than the typical concentration ranges observed for unpolluted soils as 

set by the “Turkish Soil Contamination and Control Legislation”, and were under the critical value (100 

mg/kg) according to KabataPendias [28]. 
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Table 1. Some initial physical and chemical properties of the soil used in pot experiment 

Parameters Tarsus Soil  

 

pH (1:2) 8.1 

Organic Matter (%) 1.3 

CaCO3 (%) 26.2 

Particle Size Distribution  

       Sand (%) 41 

       Silt (%) 36 

       Clay (%) 23 

Texture Class Clay Loam (CL) 

Total Ni (mg/kg) 57 

DTPA Extractable Ni (mg/kg) 2.2 

 

3.2. Effect of EDTA on Ni Toxicity and Plant Growth 

Following Ni application, visual symptoms were also monitored throughout the experiments. The toxicity 

effects were observed based on plant growth, chlorosis, and necrosis symptoms of the plant. Although Brassica 

rapa did not exhibit any significant symptoms as observed in a typical Ni toxicity including chlorosis and 

necrosis, increasing Ni application led to a visual reduction in the growth of plants, especially in absence of 

EDTA. Toxic effects of high concentrations of Ni in plants have been frequently reported as reductions in plant 

growth and adverse effects on fruit yield and quality ([2], [29]). Plants are known to tolerate metals to some 

extent, but high concentrations of available metals affect and induce disorders in the plant metabolism [30]. 

Plants can absorb and distribute metals internally in many different ways and may localize selected metals 

mostly in leaves and roots [31]. As a mechanism of metal tolerance or accumulation in plants, the response to 

metal stress is observed in both the leaves and roots. This response and accumulation of metals is more 

dependent on the type of metal rather than metal concentration [31].Fig. 1 shows the effects of Ni and EDTA 

application on dry matter production (shoot) after 60 days of growth. Application of 2000 mg/kg Ni decreased 

dry matter production of Brassica rapa. But the addition of 10 mg/kg
 
EDTA significantly increased the plant 

growth compared with the control. The addition of EDTA promoted an increase in DW by Brassica rapa, up to 

74% in the shoots. Especially the addition of 10 mg/kg EDTA and 500 mg/kg
 
Ni produced fertilizer effect and 

maximum dry matter achieved to 1.96 mg/plant from 0.82 mg/plant. EDTA is a synthetic chelator. In this 

study, it has been studied in fairly low concentration against the possibility of damaging the soil structure. 

Increases in the doses of EDTA and DTPA applied increased the mobilization of heavy metals; however, 

environmental risk associated with synthetic chelators is consequently increased regardless of the EDTA and 

DTPA application rate under such saturation [27]. According to Chaturvedi et al. [32] considering the overall 

plant growth as it is highly essential for efficient phytoextraction we conclude that the low molecular weight 

organic acids (LMWOAs), such as citric acid, are a better and environmentally compatible alternative to 

synthetic chelators such as EDTA [32]. When our results are evaluated, we can conclude that EDTA is also 

used as a kind of plant micronutrient fertilizers. Because pot experiments data showing the effect of 10 mg/kg 

EDTA on soluble nickel levels at each of the soil concentrations would be benefical. A two-sided t-test with p-

values less than 0.05 confirmed that the EDTA application had a positive effect on plant growth. The findings 

obtained were in agreement with the results obtained by Alam et al. [33]-[35]. This reduction in yield 

parameters might be attributed to poor plant development and reduced photosynthesis as a consequence of 
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reduction in photosynthetic pigments in the leaves of the Ni-treated plants which resulted in suppressed supply 

of nutrients and photosynthates to the reproductive parts that ultimately affected yield [36]. 

 

  

Fig. 1. Effect of Ni and EDTA on dry matter production (shoot) of Brassica rapa. 

 

 

 

 

3.3. Effect of EDTA on Ni Concentration in Plant Shoots 

The added EDTA remained most effective in increasing Ni accumulation in plants shoots and thus enhanced 

the phytoextraction [37]. The synthetic chelators EDTA was the most efficient amendments for increasing 

concentrations of Ni in soil solutions. In the present study, the concentrations of Ni in the soil solutions treated 

with EDTA were markedly higher than in the control soil.  

As seen Figure 2 plots the Ni concentration in shoots in the control treatment and following the application of 0 

and 10 mg/kg EDTA. Concentrations of Ni in the shoots of the control Brassica rapa varied between 23 and 

61 mg/kg. This concentration according to Kabata and Pendias [28] was the pyhototoxic range of Ni (30 and 

100 mg/kg). Experimental results indicate that the accumulation of Ni was significantly greater than those of 

control plants and the strong dependence of Ni concentration on initial Ni dose and EDTA concentration. 

Brassica rapa accumulated more Ni in the presence of EDTA. While Brassica rapa accumulated 3763 mg/kg 

Ni in the absence of EDTA, the addition of 10 mg/kg EDTA increased Ni accumulation to 3942 mg/kg at Ni 

application dose of 1500 mg/kg. (Fig.2) Experimental results indicated that applying 10 mg/kg EDTA could 

significantly increase the concentrations of Ni in the soil solution and remarkably enhance Ni accumulation in 

the shoots of Brassica rapa.  

The addition of 10 mg/kg EDTA increased Ni uptake in the shoots from 61 mg/kg in the control to 3942 

mg/kg. Shoots of Brassica rapa exceeded the Ni hyperaccumulation threshold value (>1000 mg/kg) according 

to the criteria described by [38]. Experimental results indicated that Brassica rapa is Ni hyperaccumulator 

plant (>1000 mg/kg in shoots) (Fig. 2). Nickel concentrations are >1000 mg/kg in shoots both the absence and 

presence of EDTA which these result confirm Ni hyperaccumulator of Brassica rapa. This result was higher 

than value reported Wenzel et al. [39] for Brassica rapa. Authors found that chelate effects were significant in 

the order EDDS > EDTA, control for Brassica rapa and EDDS enhanced only Ni content up to 10 mg/kg in 

Brassica rapa [40].  

Chelating agents such as EDTA had positive effects on the enhancement of the bioavailability of heavy metals 

in soils, thereby increasing the amount of metals accumulated in the plants [41-43]. 

The amounts of metal removed from the soil via phytoremediation are affected by different factors. One 

important factor controlling the amount of Ni removed through phytoremediation is distribution of chemical 
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forms of this metal in the soil. As the proportion of Ni in insoluble forms increased, the amount of Ni removed 

via phytoremediation decrease [44]. The increase in Ni accumulation by plants can be explained through the 

formation of highly soluble and less toxic Ni-EDTA complexes. This finding is in agreement with the results 

obtained by Barona et al. Panwar et al. [45-46].  Nascimento et al. [47] reported that EDTA increased Ni 

concentration in plant shoots to maximum and is confirmed by high concentration of AB-DTPA-extractable Ni 

in the soil in EDTA treatment; this could be due to greater stability constants of Ni-EDTA. 

Some investigations have used the Brassica species for phytoremediation of sites contaminated with heavy 

metals [11,14, 48]. But they have not examined the use of EDTA, to increase plant phytoextraction capacity. 

Kumar et al. [48] tested many fast growing Brassicas for their ability to tolerate and accumulate metals, 

including Indian mustard (Brassica juncea), black mustard (Brassica nigra Koch), turnip 

(Brassica campestris L.), rape (Brassica napus L.), and kale (Brassica oleracea L). Although all Brassicas 

accumulated metal, Brassica juncea showed a strong ability to accumulate and translocate Cu, Cr (VI), Cd, Ni, 

Pb, and Zn to the shoots. Kos et al. [49] studied that the Pb, Zn and Cd phytoextraction potential of 14 different 

plants including Brassica rapa was assessed in a chelate (as EDTA and ethylenediamine-disuccinic acid 

(EDDS) induced phytoextraction experiment. But they no study has been performed on this plant species to 

show whether the EDTA could efficiently improve its phytoextraction in Ni contaminated soil [6] (Muhammad 

et al. 2009). Statistical analysis (two-sided t-test) (p < 0.05) indicates that the differences obtained for Ni 

concentration in the absence and presence of EDTA are statistically significant.  

 

 

Fig. 2. Effect of Ni and EDTA on shoot Ni concentration (mg/kg) of Brassica rapa. 

 

 

 

3.4. Effect of EDTA on Ni Content in Plant Shoots 

Plant Ni content (µg/plant) was calculated as dry weight (mg/plant) multiplied by Ni concentration (mg/kg). 

The maximum Ni content by Brassica rapa was 4111 µg per plant in the absence of EDTA, the addition of 10 

mg/kg EDTA increased Ni uptake to 5878 µg per plant at an initial Ni application of 1000 mg/kg. Wenzel et 

al. [39] (2003) reported that overall extracted mass per plant varied between 7and 50 µg in the control, 

between 29 and 135 µg in the EDTA treated pots, which were not consistent with the our study. The enhanced 

Ni accumulation in the presence of EDTA indicates the formation of less toxic Ni-EDTA complexes, which led 

to an increase in plant growth. Nickel content by plants reached a maximum at an initial Ni application of 1000 

mg/kg, and then decreased sharply with increasing initial Ni level due to the fact that excess Ni reduced the 

biomass of plant (Fig. 1), thereby decreasing the amount of Ni accumulation. EDTA at selected concentration 

(10 mg/kg) increased uptake of the heavy metals from the soils it also resulted in low plant biomass. Greater 

biomass production is a desired parameter for plants being used for phytoextraction so that these plants can 

extract more amounts of heavy metals from the soil. A decrease in biomass production might be due to 

http://www.ejbiotechnology.info/index.php/ejbiotechnology/article/view/v6n3-6/617#92
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increased metal uptake because of the destruction of the physiological barrier by these acids in roots, which 

controls the uptake of solutes [37] (Sabir et al. 2014). In a study carried out Wu et al. [26] has shown EDTA 

increased shoot Cu and Pb concentrations in Indian mustard (Brassica juncea) plants growing in the soil. There 

were no visible symptoms of heavy metal toxicity in Indian mustard during germination and growth. However, 

2–4 days after EDTA addition into the soil there were numerous brown dots on the leaves, and the whole leaf 

became yellow and died slowly, indicating phytotoxicity of EDTA metals [26].  

These findings are consistent with the results of present study. In our study, after Ni content in plants reached 

1000 mg/kg, it was observed that biomass of plant was decreasing sharply with increasing initial Ni 

concentration. 

The correlation analyses were performed between Ni content and the plant growth and correlation was much 

stronger (r > 0.95, p < 0.01). This strong correlation can be explained through much higher affinity of Brassica 

rapa to accumulate Ni species as shown in Fig. 3. The enhanced Ni accumulation in the presence of EDTA 

indicates the formation of less toxic Ni-EDTA complexes, which led to an increase in plant growth (Fig. 1), 

thereby increasing both Ni tolerance and capacity for Ni transport to the shoot [50].   

 

 

Fig. 3. Effect of Ni and EDTA on Ni uptake by Brassica rapa plotted in terms of initial nickel dose versus shoot 

Ni content (µg/plant). 

 

According to Laurie et al. [51] and Molas and Baran [35], there are mainly two different patways for the 

uptake of metal ions from contaminated soils. The first path involves the transport of free metal ion (M
2+

) to 

cell root across plasmalemma following the dissociation of metal-ligand complex in the diffuse layer. The 

second pathway, on the other hand, involves the absorption of metal-ligand complex by root cell membrane 

where the metal-ligand complex is either transported to root cells across plasmalemma, or dissociated in the 

cell membrane; free metal is then transported to cell, and the ligand goes back to solution [52] (Wang et al. 

2007). Here, the increase in Ni uptake in the presence of EDTA may be explained through a mechanism similar 

to the second pathway mentioned above. Molas and Baran [35] suggests that Ni is absorbed by plants in the 

form of a free ion rather than a Ni-ligand complex.  

3.5. Biological accumulation coefficient (BAC) 

In addition to total Ni concentration and content, the BAC needs to be considered while evaluating 

hyperaccumulators. The BAC
 
commonly used commonly to evaluate metal accumulating capacity of plants 

relative to the degree of soil contamination [53].  According to the criteria described by Brooks [38] to define 

hyperaccumulators, bioaccumulation coefficient (ratio of metal concentration in plant to soil) is greater than 1. 

Biological accumulation coefficient (BAC) was defined as the concentration of heavy metals in plant shoots 

divided by the heavy metal concentration in soil [BAC = [Metal] shoot / [Metal] soil] [54] and indicate the ability 

of plants to tolerate and accumulate heavy metals.  
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The bioaccumulation coefficients of Ni in Brassica rapa growing in a artifically contaminated soil are shown 

in Table 2. Brassica rapa was between 1.9 and 5.6 for Ni, providing further evidence for the transport of Ni 

from Ni contaminated soils to plant shoots. Adding 10 mg/kg EDTA significantly increased the 

bioaccumulation coefficient of Ni in Brassica rapa shoots (Table 2). This information confirm also Ni 

hyperaccumulation of Brassica rapa. 

Table 2. Bioaccumulation coefficients of Ni in Brassica rapa growing in a artifically contaminated soil 

Application 

 (mg/kg ) 

 

Bioaccumulation 

Coefficient Ni EDTA 

500 0 3.6 

1000 0 2.8 

1500 0 2.1 

2000 0 1.9 

500 10 5.6 

1000 10 3.6 

1500 10 2.7 

2000 10 2.0 

 

4. CONCLUSION 

Greenhouse experiment was carried out to evaluate the potential for phytoextraction of Ni, with or without 

with the use of EDTA. Nickel hyperaccumulation was defined by [38] Brooks et al. (1989) as the accumulation 

of at least 1000 mg/kg Ni in the dry biomass of plants grown on a natural substrate. As indicated in the results, 

the pot experiment conducted with contaminated soils indicated that Brassica rapa had the capability to 

accumulate high levels of Ni. Ethylenediaminetetraacetic acid is a good chelating agent for enhancing 

phytoextraction of Ni by Brassica rapa, especially when 10 mg/kg EDTA is applied, because it exceeded the 

threshold value (1000 mg/kg) as a Ni hyperaccumulator [11, 55-56] (Baker and Brooks 1989; Alkorta et al. 

2004; Gupta et al. 2011). Moreover, the BAC value were 1.9 and 5.7, respectively, which were higher than 1 

with or without with the use of EDTA. Therefore, Brassica rapa might be useful for the remediation of soil 

contaminated with Ni. Since Brassica rapa is fast and easy growing a agronomic crop plant. In recent years, 

Brassica rapa is seen as a key and strategic crop for raw material supply in the biodiesel (green diesel) industry 

throughout the world and Turkey [20,57] (Baydar 2005; Mahasi and Kamundia, 2007). Therefore, the 

distribution of the accumulated Ni within the plant and whether the transport to Brassica rapa seeds of Ni 

should be also study in the future. 
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Abstract 

The output power of PV panels varies continuously depending on some 
environmental factors such as temperature, shading and solar radiation level 
and load conditions. PV panels have a nonlinear characteristic since they have 
different output power at different operating points. Therefore, dc-dc 
converters are required between PV panels and load to obtain the maximum 
power from the panels. In this study, the simulation of the flyback converter 
for two most commonly used MPPT algorithms specifically Perturb and 
Observe (P&O) method and Incremental Conductance (IC) method are 
achieved in PSIM and performance of the control techniques are compared. 
The simulation results of P&O and IC MPPT algorithms are compared for 
different solar radiation conditions. 

 
 Key words 

Flyback, Maximum powerpointtracking (MPPT), PerturbandObserve (P&O), 
IncrementalConductance (IC), PSIM 

 

1. INTRODUCTION 

Electric energy demand has been increasing recently due to the increasing population and industrialization. 

However, a great part of the electric energy has been met by fossil fuels such as oil and coal. Renewable 

energy sources have gained importance since the fossil fuels give harm to the environment and they will be 

exhausted in the near future. Among the renewable energy sources solar energy has been more attractive since 

it is clean, free and infinite [1, 2]. Among the renewable energy sources, the solar energy has gained popularity 

for energy demand recently and has been prompted. Therefore, the costs have reduced and studies in this field 

have increased. Although generating energy using PV panels has many advantageous, the efficiency of the 

panels is low depending on some environmental factors such as temperature, radiation level, shading, and dirt.  

Therefore, it becomes important to extract maximum power from PV panels by MPPT dc-dc converter [3]. 

In literature, many MPPT techniques are used to determine the maximum power point (MPP). Some of these 

MPPT techniques are fractional open circuit voltage, fractional short circuit current, perturb and observe, 

incremental conductance, lookup table method, neural network and fuzzy logic controller. Fractional open 

circuit voltage and short circuit current methods adopt approximation methods. However, these methods give 

low accuracy at MPP. On the other hand, a large database is needed for some MPPT techniques such as lookup 

table method, neural network and fuzzy logic. However, this increases the implementation complexity of the 

system. P&O and IC techniques are among the most used MPPT techniques. These methods are simple, high 

efficient, panel independent and provide high accuracy at MPP [4, 5]. 

In literature, some flyback converter applications with P&O MPPT method [6, 7], artificial neural network 

(ANN) P&O MPPT method [8] and IC MPPT method [9] have been studied. In the study, two most common 

used MPPT algorithms specifically P&O and IC methods are compared for flyback converter in PSIM. 
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2. FLYBACK CONVERTER 

Figure 1 shows the PSIM simulation schematic of the flyback converter. The circuit consists of a power switch 

(S1), transformer (1:n), magnetizing inductor of the transformer (Lm), rectifying circuit (D), output filter 

capacitor (C) and load resistance (Ro) [10]. PV panel (Perlight PLM-100P/12) with 100 W maximum power is 

modeled at PSIM for the simulated flyback converter. Six PV panels are connected in series and total 600 W 

power is obtained. The standard test conditions for the PV panel are as follows: 17.7 V maximum voltage and 

5.65 A maximum current. The flyback converter parameters: Lm 0.3 mH, C 10 μF, Ro 400 Ω and transformer 

turns ratio 1:4. The switching frequency is determined as 50 kHz. 

 

 

Figure 1.PSIM simulation schematic of the flyback converter 

 

3. MPPT ALGORITHM METHODS 

Load resistance must be equal to the optimal resistance in order to track the maximum power point. However, 

it is difficult to determine a fixed load corresponding this value. Therefore, a dc-dc converter is connected 

between PV panel and load to transfer maximum power from PV panel. The system is called as maximum 

power point tracking [11]. 

In literature, many MPPT techniques are used to determine maximum power point (MPP). P&O and IC 

methods are the most widely used MPPT techniques due to simplicity and low cost. However, in all MPPT 

techniques MPP is determined by changing the duty ratio (D) of the dc-dc converter [12]. 

3.1. P&O Method 

P&O method is one of the most frequently used MPPT methods due to its simplicity, practicality and high 

efficiency. Moreover, the most important advantage of the method is that it is independent from some factors 

such as PV characteristic, temperature and radiation level in achieving MPP [13]. In P&O method, PV panel 

power is measured and compared with the previous one. If the power increases, perturbation direction is not 

changed. Otherwise, perturbation direction is reversed. Therefore, the operating point of the system moves 

towards MPP and oscillates around MPP under steady state conditions [14]. P&O simulation block diagram is 

shown in Figure 2. 
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Figure 2. P&O simulation block 

 

3.2. IC Method 

Instantaneous voltage is adjusted according to MPP voltage in incremental conductance (IC) method. MPP 

voltage is dependent on incremental and instantaneous voltage of the PV panel. The principle of the method is 

that voltage-power characteristic curve of the PV panel is zero at MPP (dP/dV=0), greater than zero on the left 

of MPP (dP/dV>0), and smaller than zero on the right of MPP (dP/dV<0). Power-voltage characteristic 

showing the operating principle of IC method is given in Figure 3. 

 

MPP

P

V

dP/dV=0

dP/dV>0

dP/dV<0

 

Figure 2. The operating curve of IC method 

 

IC simulation block diagram is shown in Figure 4. The voltage and current values are used in IC block as 

input. The changes in voltage are converted into absolute value and the values are feedback to the positive 

input terminal of the comparator. If dV is not equal to zero, logic 1 will be the output. Otherwise, logic 0 will 

be the output. Therefore, it is determined whether dI is greater or lower than zero. In the third comparator it is 

determined whether dI/dV>-I/V or dI/dV<-I/V or not. Input logic combination activates Vn+K or Vn-K. So, 

the desired switching is provided by adding K to Vn or subtracting K from Vn [15, 16]. 
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Figure 3. IC simulation block 

 

4. SIMULATION RESULTS AND DISCUSSIONS 

In the simulation, ramp and step inputs are applied to the input of solar radiation terminals to provide rapidly 

changing and slowly changing climate conditions. The simulation total time is 1 s. Solar radiation level is 

changed from 600 W/m
2
 to 1000 W/m

2
. The temperature terminal input remains constant at 25 °C in the 

simulation. Rapidly and slowly changing climate conditions are shown in Figure 5. 

 

 

Figure 4. Rapidly and slowly changing radiation 

 

The same standard environmental conditions are applied to compare the performance of P&O and IC MPPT 

algorithms. In Figure 6, P&O and IC MPPT algorithms tracking the maximum power point of PV panels are 

shown. 

 

 

Figure 6. (a) P&O MPPT algorithm                           (b) IC MPPT algorithm 
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Figure 7 and 8 show the rapidly changing radiation effect on P&O and IC MPPT performance, respectively. 

 

 

Figure 5. Zoomed window of P&O MPPT oscillations 

 

 

Figure 6. Zoomed window of IC MPPT oscillations 

 

It can be concluded from the zoomed window Figure 7. showing the rapidly changing radiation that P&O 

oscillates around MPP resulting in some power losses. On the contrary, no such oscillations occur in IC 

algorithm. Moreover, P&O algorithm cannot find the new MPP quickly when radiation level changes rapidly. 

This is the main drawback of the P&O algorithm. IC algorithm finds the new MPP more accurately under 

rapidly changing radiation level. However, P&O MPPT is most commonly used due to its simplicity. 

5. CONCLUSION 

This paper presents the comparison of P&O and IC MPPT algorithms using PSIM simulation of the flyback 

converter under rapidly and slowly changing solar conditions by using PSIM. No significant differences are 

observed for P&O and IC MPPT algorithms when the climate changes slowly. However, IC algorithm finds 

the MPP quickly under rapidly changing climate conditions. Moreover, no additional oscillation occurs around 

MPP in IC algorithm. Therefore, it can be concluded that IC algorithm gives better results under rapidly 

changing climate conditions. 
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Abstract 

Textile and dye industries’ wastewaters are one of the major problem in the 
water pollution. This wastewater causes serious environmental pollution, 
because of non-biodegradable and toxic dye molecules. Azo dyes are widely 
used in the textile industry. In the anaerobic condition azo dyestuff decompose 
to toxic byproducts. The aim of this work is to understand the adsorption 
mechanisms of various azo dyestuff adsorbed by domestic wastewater 
treatment plant inactivated sludge. To determine the adsorption mechanisms, 
various isotherms and kinetics were used and constants of each isotherms and 
kinetics were calculated for each dyestuff. In this study, Reactive Black 5 (RB5), 
Reactive Blue 21 (RB21), Acid Brown 283 (AB283) and Basic Violete 3 (BV3) azo 
dyestuff adsorption data were used for isotherms and kinetics calculations. The 
results of this study showed that, the best isotherm which describe the 
adsorption process was Freundlich. This isotherm model assumes that 
heterogeneous sorption occurs on adsorbent surface, stated in other words 
adsorption power varies at every sorption point. For RB5 and AB283 dyes, the 
best kinetic model which describe the adsorption process was pseudo-second-
order kinetic model. This kinetic model assumes that adsorption rate 
dependent to adsorbent material quantities and contact time. 
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Azo Dyes, Dyestuff Adsorption, Equilibrium Isotherms and Kinetic Models 
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1. INTRODUCTION 

Dye manufacturing is a large industry. There are more than 100,000 commercially available dyes in the world trade market 

[1].It is estimated that approximatively 1 million tones dyestuff produced annually, and 20-25% of these produced dyestuff 

is discharged to the receiving environment as waste [2]. Furthermore, Dyes are widely used in many industries, such as 

textile, packaging industry, automotive industry, food industry, etc. These industries colored wastewaters are caused 

serious aesthetic and environmental problems. The colored substances prevent the passes of the sun ray into the water. So 

that, photosynthetic reactions are reduced [3]. Dyes can cause mutagenic and carcinogenic effects on living organisms.  At 

that, dyes can affect brain, central nervous, reproduction system, and organs such as kidney, lung, liver, etc. [4]. The 

majority of the synthetic dyes are resistant to biological degradation, because of its’ complex structures, such as azo dyes 

[5]. Azo dyes have at least one double bounded nitrogen (N=N), and these dyes are named according to the number of 

double bounded nitrogen pairs. Azo dyes which have one double bound nitrogen molecules are called monoazo, and azo 

dyes which have 2 or 3 double bound nitrogen molecules are called diazo or triazo dyes [6].In the anaerobic conditions, azo 

dyes are degraded to colorless and toxic aromatic amines [7]. Many physical, chemical and biological techniques have been 

developed for dye removal. Adsorption is one of the most important techniques for dye removal. Many adsorbents have 

been as scientifically or commercially tested for dye removal. Peat, activated sludge, coir pith, waste organic peel, tree fern, 

red mud and minerals can bered given as examples for these adsorbents [8,9,10,11,12,13,14,15]. Biological activated 

sludge systems are one of the most common treatment method for colored wastewaters, particularly textile industries 

wastewater treatment [16]. 

One of the dye remove mechanisms that occur in activated sludge system is adsorption. Adsorbable substances can 

transferred into the cell, and take a part in metabolic / co-metabolic activities. In this reason, studies on adsorption of 

dyestuff with activated sludge, and understand of the adsorption mechanisms of dyestuff is important for colored 

wastewater treatment [9]. Isotherms and kinetic models are important to understand the adsorption mechanisms, identify 

optimum operation conditions, and design effective treatment systems. 

The aim of this work is to understand the adsorption mechanisms of various azo dyestuff adsorbed by domestic wastewater 

treatment plant inactivated sludge. 

2. MATERIAL AND METHOD 

In this paper, some isotherms and kinetics used to understand Reactive Black 5 (RB5), Reactive Blue 21 (RB21), Acid 

Brown 283 (AB283) and Basic Violete 3 (BV3) azo dyestuff adsorption mechanisms by domestic wastewater plant 

inactivated sludge. 

Table 1. RB5, RB21, AB283, and BV3 dyes properties 

ColorIndex RB5 RB21 AB283 BV3 

Type Anionic Anionic Anionic Cationic 

Chemical Property Reactive Reactive Acidic Basic 

Chromophore Group Azo Azo Azo Azo 

CAS 17095-24-8 12236-86-1 12219-66-8 42555 

Molecular Weight 991.82 377.43 882.25 407.99 

Molecule Formula C26H21N5Na4O19S6 C18H15N7OS C32H19CrN8O11S.H.Na C25H30CIN3 

λmaks 579 626 328 590 

The adsorption data used in the modeling was taken from a MS. Thesis of the year 2014 [17]. The material and method part 

can be stated in this MS. Thesis. To sum up, adsorption experiments were performed at room temperature, and the study 

was conducted at different concentrations of initial dye concentrations. 

3. RESULT AND DISCUSSION 

3.1. Adsorption Isotherms 

Adsorption isotherms demonstrate adsorption phenomena during the adsorption process reaches an equilibrium state [18]. 

Design parameters can be determined fitting isotherm data to different isotherm models [19]. Adsorption isotherm is show 

the interaction between solutes and adsorbents. It is important for optimizing the use of adsorbents [18]. 

Langmuir, Freundlich, Temkin and Dubinin-Radushkevich isotherms were used in this study. 

3.1.1. Langmuir Isotherm 

Langmuir isotherm model assumes that adsorbent surface has adsorptive points and each point can adsorb one molecule. So 

that, mono layer occurred on the adsorbent and the layer disperse homogenous [18,20]. Langmuir isotherm equation 

linearized form is given as: 
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𝑞𝑒

𝐶𝑒
= 𝐾𝐿𝑞𝑚𝑎𝑥 +𝐾𝐿𝑞𝑒         (1) 

where; Ce is the equilibrium concentration of adsorbate in solution (mg/L), qe is the equilibrium solid phase concentration 

(mg/g), KLis the Langmuir constants. Ce/qe data is plotted against Ce to calculate KLand qmax[21,22]. 

3.1.2. Freundlich Isotherm 

Freundlich isotherm model assumes that heterogeneous sorption occurs on adsorbent surface, stated in other words 

adsorption power varies at every sorption point [23]. Freundlich isotherm equation line arized form is given as: 

log(𝑞𝑒) = log𝐾𝑓 +  1 𝑛  log 𝐶𝑒        (2) 

where; Ce is the equilibrium concentration of adsorbate in solution (mg/L), qe is the equilibrium solid phase concentration 

(mg/g), Kfand n are Freundlich constant. Kf (L/mg) represents the quantity of dye adsorbet onto adsorbent for a unit 

equilibrium concentration. n (unitless) shows that the degree of favourability of adsorption. 1/n value change between 0 and 

1. Surface heterogeneity increase as 1/n value gets closer to zero. logqe data is plotted against log Ce to calculate Kf and 

1/n [18,22,24]. 

3.1.3. Temkin Isotherm 

Temkin isotherm model is evaluated interactions between adsorbed substances. This isotherm assumed that heat of 

adsorption decreases linearly with coverage due to adsorbate/adsorbent interactions [18,25].Temkin isotherm equation line 

arized form is give as: 

𝑞𝑒 =
𝑅𝑇

𝑏𝑇
ln𝐾𝑇 +

𝑅𝑇

𝑏𝑇
ln 𝐶𝑒         (3) 

where; Ce is the equilibrium concentration of adsorbate in solution (mg/L), qe is the equilibrium solid phase concentration 

(mg/g), 1/bT corresponds to the adsorption potential of the adsorbent (J/mol), KT is the Temkin isotherm constant (L/g), T 

is temperature (Kelvin) and R gas constant (8.314 J/mol.K). qe data is plotted against lnCe to calculate KT and bT [26]. 

3.1.4. Dubinin-Radushkevich Isotherm 

Dubinin-Radushkevich isotherm model is based on the micro pore volume filling theory. This isotherm assumes that 

multilayer adsorption mechanisms [27].Dubinin-Radushkevich isotherm equation line arized form is given as: 

ln 𝑞𝑒 = ln 𝑞𝑚𝑎𝑥 + 𝐵𝐷𝜀
2        (4) 

where; qe is the equilibrium solid phase concentration (mg/g), qmax is the maximum solid phase concentration (mg/g), BD 

is free energy adsorption constant. To calculate the equation (4) the initial value of ℇ must be calculated with the below 

equation: 

𝜀 = 𝑅𝑇 ln  1 +
1

𝐶𝑒
         (5) 

where; Ce is the equilibrium concentration of adsorbate in solution (mg/L),T is temperature (Kelvin) and R gas constant 

(8.314 J/mol.K). lnqe data is plotted against ℇ2 to calculate BD and qmax. Equation (6) is applied after the BD value find. 

In equation (6), E refers to free energy [27]: 

𝐸 =
1

 2𝐵𝐷
         (6) 

If the free energy value range between 1-8 kj/mol, Van der Waals forces are effective and physical adsorption is happened. 

If free energy value greater than 8 kj/mol, chemical adsorption is happened [28]. 

3.1.5. Evaluation of Isotherms: 

Calculated isotherm parameters summarized on the Table 2 for RB5, RB21, AB283 and BV3 dyes. The results on the Table 

2 show that, the best isotherm which describe the adsorption process was Freundlich for all dyes, because of the higher 

regression coefficient (R2) values. This isotherm model assumes that heterogeneous sorption occurs on adsorbent surface, 

stated in other words adsorption power varies at every sorption point. Moreover, calculated “1/n” values were range 

between 0.378-0.957 (1/n<1). Its mean that chemical adsorption happened. Chemical adsorption is generally irreversible. 

For AB283 dye, calculated regression coefficient (R2=0.991) was very high for AB283 dye. It means that the heat of 

adsorption decreased linearly with coverage due to adsorbate/adsorbent interactions, so we assume that the adsorption 

process of AB283 by inactivated sludge is an endothermic reaction. 

Table 2. Isotherms parameters of RB5, RB21, AB283 and BV3 dyes 

Ishotherm Parameters RB5 RB21 AB283 BV3 

Langmuir 

qmax 

KL 

R2 

2.956 

0.0285 

0.715 

-0.00295 

-0.0006 

0.0243 

0.0376 

0.0237 

0.875 

888 

0.0063 

0.089 
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Freundlich 

1/n 

KF 

R2 

0.378 

3.01 

0.964 

0.957 

0.247 

0.950 

0.625 

3.128 

0.960 

0.930 

6.045 

0.989 

Tempkin 

bt 

KT 

R2 

3655 

5.390 

0.915 

213 

0.060 

0.836 

172 

0.248 

0.991 

83 

0.607 

0.865 

Dubinin- 

Raduskevich 

qmax 

BD 

R2 

2.03 

8*10-5 

0.663 

16.665 

9*10-5 

0.671 

33.36 

2*10-5 

0.904 

47.375 

1*10-5 

0.771 

3.2. Adsorption Kinetics 

Intraparticle diffusion model, Lagergren kinetic model, Pseudo second order kinetic model and Elovich kinetic model were 

used in this study. BV3 dye reached equilibrium point in 1 minute. So, BV3 dye data could not use in the kinetic models. 

3.2.1. Intraparticle Diffusion Model 

Intraparticle diffusion model assumes that adsorbate substances in solution enter the pores which are state at the adsorbate, 

and hold on the surface of the pores [29,30]. Intraparticle diffusion equation is given as: 

𝑞𝑡 = 𝑘𝑝𝑡
0.5         (7) 

where; qt is theamount of material collected on the adsorbent during the t time (mg/g), t is the time (minute), kp is the 

intraparticle diffusion rate constant. qt data is plotted against t0.5 to calculate kp [31,22]. 

Intraparticle diffusion model parameters calculated and summarized on the Table 3 for RB5, RB21 and AB283 dyes. High 

regression coefficient values proved that the intraparticle diffusion theory is valid for all these dyes. It can be assumed, the 

adsorbent substances which come to the adsorbent pores were entered the pores and kept the pore surface. 

Table 3. Intraparticle diffusion model parameters of RB5, RB21 and AB283 dyes 

Initial Dye 

Concentration 

Parameters RB5 RB21 AB283 

25 mg/L 
R2 

KL (mg/g.min0.5) 

0.994 

0.323 

0.974 

1.053 

0.961 

2.396 

50 mg/L 
R2 

KL (mg/g.min0.5) 

0.973 

0.363 

0.968 

1.413 

0.979 

4.933 

75 mg/L 
R2 

KL (mg/g.min0.5) 

0.978 

0.4513 

0.994 

1.834 

0.958 

6.002 

100 mg/L 
R2 

KL (mg/g.min0.5) 

0.9821 

0.5327 

0.995 

3.013 

0.964 

7.893 

150 mg/L 
R2 

KL (mg/g.min0.5) 

0.988 

0.6828 

0.991 

4.197 

0.950 

9.67 

3.2.2. Lagergren (First Order) Kinetic Model 

Lagergren equation is used to evaluate the relationship between adsorption rate and adsorption capacity [32]. This model 

generally in compliance with low adsorbent concentration process [33]. Lagergren kinetic model equation is given as: 

log
𝑞𝑒−𝑞𝑡

𝑞𝑒
= −

𝑘1𝑡

2.303
        (8) 

where; qe is the equilibrium solid phase concentration (mg/g), qt is the amount of material collected on the adsorbent 

during the t time (mg/g), k1 is the Lagergren rate constant adsorption (min-1), t is the time (min) [34, 18]. 

Table 4. Lagergren kinetic model parameters of RB5, RB21 and AB283 dyes 

Initial Dye 

Concentration 

Parameters RB5 RB21 AB283 

25 mg/L R2 0.996 0.934 0.962 
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KL (min-1) 0.171 0.149 0.150 

50 mg/L 
R2 

KL (min-1) 

0.997 

1.170 

0.968 

0.103 

0.857 

0.220 

75 mg/L 
R2 

KL (min-1) 

0.981 

0.210 

0.981 

0.0744 

0.922 

0.189 

100 mg/L 
R2 

KL (min-1) 

0.976 

0.216 

0.996 

0.076 

0.897 

0.171 

150 mg/L 
R2 

KL (min-1) 

0.919 

0.231 

0.997 

0.073 

0.893 

0.157 

Lagergren kinetic model parameters calculated and summarized on the Table 4 for RB5, RB21 and AB283 dyes. 

Calculated regression coefficient values for RB21 were increased in direct proportion to initial dye concentration. 

However, RB5 and AB283 dyes regression coefficient values were decreased depending on the increase initial dye 

concentration. So, it can be said that Lagergren kinetic model is available for RB21 dye. 

3.2.3. .Pseudo Second Order Kinetic Model 

This kinetic model assumes that adsorption rate dependent to adsorbent material quantities and contact time [35]. This 

kinetic model equation linearized form is given as: 

1

𝑞𝑡
=

1

𝑞𝑒
+  

1

𝑘2𝑞𝑒
2 

1

𝑡
        (9) 

where; qe is the equilibrium solid phase concentration (mg/g), qt is the amount of material collected on the adsorbent 

during the t time (mg/g), k2 is the pseudo second order rate constant (g/mg.min), t is the time (minute) [36,37]. 

Pseudo second order kinetic model parameters calculated and summarized on the Table 5 for RB5, RB21 and AB283 dyes. 

Calculated regression coefficient values for RB5 and AB283 were increased in direct proportion to initial dye 

concentration. However, RB21 dye regression coefficient values were decreased depending on the increase initial dye 

concentration. So, it can be said that adsorption rate of RB5 and AB283 dependent to adsorbent material quantities and 

contact time. 

Table 5. Pseudo Second Order kinetic model parameters of RB5, RB21 and AB283 dyes 

Initial Dye 

Concentration 

Parameters RB5 RB21 AB283 

25 mg/L 
R2 

KL (g/mg.min) 

0.990 

0.078 

0.958 

0.085 

0.922 

0.034 

50 mg/L 
R2 

KL (g/mg.min) 

0.998 

0.087 

0.990 

0.020 

0.909 

0.061 

75 mg/L 
R2 

KL (g/mg.min) 

0.996 

0.169 

0.976 

0.009 

0.964 

0.026 

100 mg/L 
R2 

KL (g/mg.min) 

0.994 

0.163 

0.978 

0.005 

0.964 

0.018 

150 mg/L 
R2 

KL (g/mg.min) 

0.898 

0.237 

0.991 

0.002 

0.971 

0.011 

3.2.4. Elovich Kinetic Model 

Elovich kinetic model has been determined the kinetics of the adsorption and desorption of inorganic substances on solid 

surface [38]. This kinetic model assumes that the solid (adsorbent) surface is heterogeneous, and adsorption kinetic not 

affected the low adsorption/desorption interaction [39]. This kinetic model equation linearized form is given as: 

𝑞𝑡 =
1

𝛽
ln 𝛼𝛽 +

1

𝛽
ln 𝑡        (10) 

where; qt is the amount of material collected on the adsorbent during the t time (mg/g), t is the time (minute), α is the 

adsorption rate constant (mg/g.min). β is a constant related with to expand the activation energy for chemical sorption and 

the surface coverage (g/mg). qt data is plotted against lnt to calculate α and β [40,41]. 
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Elovich kinetic model parameters calculated and summarized on the Table 5 for RB5, RB21 and AB283 dyes. High 

regression coefficient values proved that the Elovich kinetic model is valid for all these dyes. It can be assumed that 

desorption phenomena do not occur, and adsorption rate decrease with the coverage of adsorbent surface. 

Table 6. Elovich kinetic model parameters of RB5, RB21 and AB283 dyes 

Initial Dye 

Concentration 

Parameters RB5 RB21 AB283 

25 mg/L 

R2 

α (mg/g.min) 

β (g/mg) 

0.979 

0.486 

2.547 

0.998 

17.121 

1.442 

0.971 

22.623 

0.598 

50 mg/L 

R2 

α (mg/g.min) 

β (g/mg) 

0.994 

0.663 

2.300 

0.992 

0.973 

0.579 

0.992 

89182 

0.785 

75 mg/L 

R2 

α (mg/g.min) 

β (g/mg) 

0.996 

2.180 

2.809 

0.967 

2.264 

0.319 

0.988 

948 

0.397 

100 mg/L 

R2 

α (mg/g.min) 

β (g/mg) 

0.997 

3.237 

2.557 

0.985 

3.460 

0.183 

0.998 

604 

0.272 

150 mg/L 

R2 

α (mg/g.min) 

β (g/mg) 

0.967 

17.125 

2.796 

0.989 

4.459 

0.119 

0.985 

186 

0.176 

4. CONCLUSION 

The study was carried out to understand adsorption mechanisms of RB5, RB21, AB283 and BV3 dyes. Four different 

isotherms and four different kinetics were used and constants of each isotherms and kinetics were calculated for each 

dyestuff. The best isotherm which describe the adsorption process was Freundlich isotherm. The best kinetic model which 

has the highest regression coefficient values was Pseudo second order kinetic model for RB5 and AB283 dyes and 

Lagergren kinetic model for RB21 dye. 
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