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 In this study, using the Molecular Dynamics (MD) simulation method, the effects of the tensie 
stress applied to the Fe nano wire along the direction of [100] for different temperatures and 
strain rates were tried to be determined. The stress-strain curve, Young’ s modulus, yield 
stress and plastic deformation of the model system under tensile stress were investigated. The 
Embedded Atom Method (EAM), which includes many body interactions, was used to 
determine the interactions between atoms. It was determined that temperature and strain 
rate had an effect on the mechanical behaviour of α-Fe nanowire. It was found that the Young’ 
s modulus is independent of the strain rate at low temperatures, but decreases with increasing 
temperature. It was also determined that the flow strain decreased with increasing 
temperature and decreasing strain rate. The motion of dislocations and twinning 
corresponding to plastic deformation and the resulting reorientation of regional crystal 
structures were attempted to be determined by the method of Common Neighbour Analysis 
(CNA). 

 
 

 
 
 

1. INTRODUCTION  
 

Both metallic and semiconductor nano wires are 
among the remarkable materials recently due to their 
superior mechanical, electrical, thermal, magnetic and 
optical properties due to their nanoscale dimensions 
(Suresh and Li 2008; Gao et al. 2016; Da Silva et al. 2001; 
Park and Zimmerman 2005; Diao et al.2004). These 
unusual characteristics have increased the interest in 
nanowires and offered the opportunity to be used in 
many different research and application areas. Nano 
wires, one of the important one-dimensional nano 
structures, will play an important role in the design and 
production of electronic, optical and nano-
electromechanical devices in the future (Wu 2006; Jing et 
al. 2009; Wen et al. 2008; Gan and Chen 2009). In recent 
years, various nano devices such as nano laser (Huang 
and Mao 2001; Duan and Huang 2003), field effect 
transistor (Arnold et al. 2003; Wu et al. 2004), light 
emitting diode (Kim et al. 2008) have been developed 
from nano wires. Many studies have been conducted on 
the nanoscale mechanical behaviors to increase the 
technological applications of nanowires (Diao et al. 2006; 
Alavi et al. 2010; Zhu and Shi 2011; Wang et al. 2011; 

Sainath and Choudhary 2016; Wang et al. 2011; Godet et 
al. 2019). Although many studies have been conducted 
for metallic materials in volumetric structure to 
determine these behaviors, studies for nanoscale 
materials are inadequate. Many studies have been 
conducted to experimentally determine the thermal, 
mechanical and electrical properties of different metallic 
nanowires (Pasquier et al. 2005; Lee et al. 2004; Li et al. 
2006). Dynamic high-resolution transmission electron 
microscopy (Legoas et al.2002; Rodrigues et al. 2000), 
atomic force microscopy is used (Agrait et al. 1995; 
Marszalek et al. 2000) and transmission electron 
microscopy to experimentally examine nano-scale 
metallic materials at atomic scale. (Agrait et al. 1993; 
Landman et al. 1996). Deformation and breakage of 
nanowires can be easily affected by many factors such as 
temperature, orientation, load application rate, surface 
and boundary conditions. Therefore, metallic nanowires 
always behave particularly and unpredictably under 
experimental conditions. 

Computer simulations play an important role in 
understanding the structural and thermodynamic 
properties of substances at the atomic level. MD 
simulation, one of the atomic simulation techniques, is 

https://dergipark.org.tr/en/pub/tuje
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one of the effective methods to evaluate the deformation 
and fracture characteristics of nanowires subjected to 
stress. Especially in recent years, there are many 
theoretical studies in the literature to determine the 
mechanical behaviors and deformation mechanisms of 
volumetric and nano structures using the classical MD 
simulation method (Tschoppa and McDowella 2008; 
Salehinia and Bahr 2014; Zhanga et al. 2017; Rawat and 
Mitra 2020) and there are also first principal methods 
based on density function theory (Da Silva et al. 2004; 
Krüger et al. 2002). However, in studies to be carried out 
with this method, computers with a low particle count 
and a large number of processors are needed to model 
atomic systems. With the MD simulation method, the 
orbits of atoms are produced over a finite time in phase 
space, and the desired physical and thermodynamic 
properties of the system can be determined by using 
these orbits (Davoodi and Ahmadi 2012). The 
determination of the potential energy function, which 
expresses the interactions between atoms 
mathematically, is extremely important in terms of the 
compatibility of the results obtained for the system to be 
modeled with the experimental values (Kazanc et al. 
2003; Voter and Chen 1987). There are many potential 
functions developed by different researchers for 
different element and alloy systems (Cai and Ye 1996; 
Kazanc and Ozgen 2004; Wadley et al. 2001; Malins et al. 
2013). EAM, which is based on multi-body interactions, 
is one of the most used potential functions in studies 
conducted with MD simulation method. Horstemeyer et 
al. (2001) studied the effect of length and time on plastic 
flows of fcc metals under simple shear, and Liang and 
Zhou (Liang and Zhou 2003) studied the effect of size and 
strain rate on the stress behavior of Cu nanowires. 
However, recently the shape recall effect and artificial 
elasticity behavior in Cu and Ag nanowires have also 
been investigated by MD simulation method (Liang et al. 
2005; Park and Zimmerman 2005; Park and Ji 2006). 

In this study, the mechanical behavior of the Fe nano 
wire system was tried to be investigated by MD 
simulation by applying a tensile stress under different 
temperatures and strain rates along the direction of 
[100]. LAMMPS open-source MD simulation program 
was used in the study (LAMMPS 2021). Force 
interactions between the EAM potential function and Fe 
atoms were determined. In the results obtained, it was 
determined that the temperature and strain rates had an 
effect on the mechanical properties of the nanowire. The 
CNA method was used to determine the atomic structure 
changes caused by the applied stress. 

 

2. METHOD 
 

Classical MD method aims to calculate the trajectories 
of atoms in phase space by numerical integration of 
equations of motion obtained from Lagrange function of 
a system with N atoms. Details of the MD simulation 
method can be found in the literature (Parrinello and 
Rahman 1980; Parrinello and Rahman 1981). 

The axial stress applied to the computing cell is 
determined by the volume average of the kinetic and 
potential energies of all the atoms in the system. The 

sttress tensor can be calculated using the virial theorem 
as given below. 
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In this expression, V and N indicate the volume and 

total number of atoms of the system, mi and 𝜗𝑖 indicate 
the mass and velocity of the ith atom, and Fij and rij, 
respectively, the force and distance between i and j 
atoms. In Equation (1), the first sum term is due to the 
thermal vibration of the system, and the second sum 
term is due to the inter-atomic force (Wen et al. 2010). 

It is said that an object under the influence of 
external forces is in a stressed state. The state of stress at 
any point in matter is determined by the nine-component 
stress tensor. 
 

𝜎𝑖𝑗 = (

𝜎11 𝜎12 𝜎13

𝜎21 𝜎22 𝜎23

𝜎31 𝜎32 𝜎33

) (2) 

 
The components of the hard tensor σ11, σ22, σ33 (which 

can also be expressed as σx, σy, σz respectively) are known 
as the normal components of the hard, while the other 
components are known as the stress shear components. 
Positive values of normal components correspond to 
tensile stress, negative values correspond to 
compressive stress. In uniaxial loading applied to the 
system along the x-axis, only the σx component changes. 
On the other hand, other components are zero (Saitoh 
and Liu 2009; Jacobus et al. 1996). 

The strain along the x-axis is defined as x = (lx - lx0) / 
lx0. This expression is the length of the lx0 wire before the 
loading is applied in the x direction and the length under 
the load lx (Saitoh and Liu 2009). 

In this study, atoms were placed at fcc lattice points 
for the Fe nano wire system as the initial structure. 
Periodic boundary conditions were applied along the 
direction of [100] where stress would be applied as 
atoms were released along the directions [010] and [001] 
of the nanowire. The initial velocities of the atoms in the 
model system were determined randomly in accordance 
with the Maxwell-Boltzman velocity distribution. 
Numerical integration of the equations of motion of the 
system in 1 fs time steps was performed using the 
velocity form of the Verlet algorithm. Uniaxial tensile 
tests were applied to the NVT statistical community 
where the number of particles, volume and temperature 
were kept constant at certain values. Before the stress 
loading was applied, 5x104 MD steps in all studies were 
provided to stabilize the system in a stable structure. The 
cut-off distance of the potential function used was 
determined as rc = 2aFe. 

 
2.1. Potential Energy Function 

 

The EAM function, which includes the multi-body 
interaction terms for modeling monatomic and alloy 
systems, is one of the most used functions. Total energy 
expression of the system in a computing cell composed of 
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N atoms in EAM (Finnis and Sinclair 1984; Sutton and 
Chen 1990); 
 

𝐸𝑇 =
1

2
∑ ∅(𝑟𝑖𝑗)

𝑁

𝑖,𝑗

(𝑖≠𝑗)

+  ∑ 𝐹(𝜌�̅�)

𝑁

𝑖

 (3) 

 
is given in the above form. The first term refers to the 

double interactions between atoms. The second term 
describes attractive interactions that involve many body 
interactions and known as embedding functions. Binary 
interaction potential and embedding function can be 
defined differently for different systems. Hence there are 
different types of EAM potential functions (Finnis and 
Sinclair 1984; Sutton and Chen 1990). Details of the EAM 
potential function used in this study and the values of the 
parameters for the element Fe can be found in the 
literature (Wadley et al. 2001). 

In MD simulation studies, determining the tight 
package structures such as fcc, hcp, bcc in the model 
system is one of the important problems. Many methods 
have been developed for the analysis of these solid phase 
structures. The general purpose of these methods is to 
assign a structural type to each particle in the system. 
However, these methods try to determine how close they 
are by matching a local structure with an idealized 
structure. For the characterization of the structures 
existing in the MD cell, in simulation studies, 
centrosymmetry parameter analysis (CSP), common 
neighbohr analysis, bond-order analysis, bond-angle 
analysis), Honeycutt-Andersen, and Voronoi analysis are 
widely used (Stukowski 2012). 

 

3. RESULTS  
 

In this study, the effect of the uniaxial tensile stress 
applied along the direction of [100] on the tensile 
behaviour of the single crystal Fe nano wire model 
system, depending on different temperature and strain 
rates, was investigated using the MD method. The 
nanowire structure was formed by placing Fe atoms 
along the crystallographic directions [100], [010] and 
[001] in the x, y, and z directions as shown in Figure 1. 

 

 
 

Figure 1. Initial structure of a single crystal α Fe 
nanowire before stress is applied. 

 
 At the beginning of the simulation study, the 

nanowire has a length of 12.8 nm (45 bcc unit cell) in the 
x direction and 1.43 nm (5 bcc unit cell) in the y and z 
direction. Periodic boundary conditions are applied 
along the x-axis, surfaces in other directions are released. 
Stretching processes were applied along the x direction 

throughout the entire study. The system is balanced with 
5x104 MD steps before loading on the nano wire. Fe is one 
of the polyformic (multi-shaped) elements with different 
crystal structures at different temperatures. It has Fe bcc 
structure up to 911°C at zero pressure value. Fe in this 
structure is known as α-Fe (Engin and Urbassek 2008). 
Fe atoms are placed at fcc lattice points in the initial 
structure of the MD cell.  

 

 
 

Figure 2. Change of temperature, Ec and pressure for the 
first 5x104 MD steps 

 
Figure 2 shows the changes of temperature, bonding 

energy (Ec) per unit atom and pressure values obtained 
for the model system where 5x104 MD steps are brought 
into equilibrium at 300 K temperature value. The radial 
distribution functions obtained in different MD steps 
during this balancing process are given in Figure 3. It is 
clearly seen from Fig. 2, that the nano wire system where 
the atoms are placed on the fcc mesh points has an 
unstable structure until 18000. MD step, and after this 
step, it reaches a stable structure and reaches 
equilibrium state. This situation was also determined 
from the RDF curves given in Figure 3. In the RDF curves, 
it is clearly seen that the Fe nano wire has fcc structure at 
step 0, however, the instability of the structure at the 50. 
and 100. steps. From the RDF curves obtained at the 
steps of 350. and 500. MD, it was determined that the 
structure showed a transformation towards the stable 
bcc phase and the system reached equilibrium at the 
25000. MD step and α-Fe structure with bcc unit cell was 
obtained. In this case, it can be said that a structural 
phase transformation has occurred in the MD cell from 
the high energy phase with fcc unit cell to the low energy 
phase with bcc unit cell. At the beginning of the 
simulation study, the transformation of the MD cell with 
fcc unit cell structure to bcc unit cell phase after a short 
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time shows that the potential energy function used can 
realistically model the Fe system. 

 

 
Figure 3. RDF curves obtained at different MD steps for 
the Fe nano wire model system. 

 

In order to determine the melting temperature of 
the Fe nano wire, the temperature of the model system 
was increased from 300 K to 2100 K at intervals of 100 
K. 5x104 MD steps were kept waiting for the system to 
reach equilibrium at every temperature value. In order 
to determine the melting temperature precisely, the 
temperature value was increased from 1400 K to 1900 
K at 50 K intervals. At the end of the study, for each 
temperature value, Ec was averaged over the last 5000 
MD steps. The results obtained are shown in Figure 4.  

 

 
Figure 4. Variation of bonding energy (Ec) per unit atom 
with temperature 

When the temperature reaches 1550 K, a 
discontinuity occurs in energy. This discontinuity in 
coherent energy is an indicator of the transition of the 
structure from solid phase to liquid phase (Karimi et al. 
1997). The melting temperature for the Model Fe nano 
wire system was determined as 1575 ± 25 K. 

In the uniaxial tensile studies, the tensile behaviour of 
the α-Fe nano wire at 300 K temperature was 
investigated until rupture. In Figure 5 (a-b), the stress-
strain curve of the nano wire at 1x109 s-1 strain rate and 
the atomic positions obtained by CNA analysis from the 
OVITO program at different MD steps during the tensile 
process, respectively. The change in the form of two 
peaks and a flat region in the middle is clearly seen in the 
stress-strain curve given in Figure 5 (a). In the AB region, 
stress exhibits an almost linear change with the increase 
in strain. This is known as the elastic zone. The highest 
value (point B) of the sudden drop in stress before it 
begins is expressed as the flow stress. When a critical 
strain value is reached, it hardly shows a sudden drop 
(point C). This sudden decrease in the stress-strain graph 
is an indication of the onset of plastic deformation 
occurring in the model system. When a stress above the 
force corresponding to the yield stress value is applied to 
the material, the plastic deformation begins, and the 
sliding mechanism is activated. In other words, 
dislocations start to move, and plastic deformation 
occurs. This is a wide strain range from point C to point 
D and there is no significant change in strain. When it 
comes to point D, the stress-strain curve begins to show 
a change like at the beginning of the strain process (DE 
interval). As the strain continues, it suddenly drops to 
zero after a certain maximum value. This situation 
corresponds to the breaking of the nanowire. The 
deformation phases seen in the stress-strain graph were 
also observed in studies performed for other metallic 
nanowires (Zhu and Shi 2011; Wang et al. 2011; Li et al. 
2010). In this study, CNA topological analysis method 
proposed by Honeycutt and Anderson was used to 
determine the percentage of regional structures such as 
fcc, hcp, bcc formed around the atoms in the model 
system during tensile process. CNA analysis is a useful 
characterization technique used to determine the 
structural development of crystal structures such as 
agglomeration defects, grain boundaries, deformation, 
and different phases (Bonny et al. 2013; Mishin et al. 
2001). The CNA algorithm performs a geometric analysis 
of the closest neighbours around a reference atom. The 
minimum value between the first two peaks of the radial 
distribution function and the arrangement of the selected 
atoms within a certain distance are analyzed one by one 
(Bañuelos et al. 2016). In this analysis, each atom in the 
model system is classified according to regional crystal 
structures determined by the bonds between an atom 
and its closest neighbours. Therefore, the atoms here are 
divided into 4 classes as fcc, hcp, bcc and "other". Atoms 
in a regional fcc arrangement are considered fcc atoms. 
Atoms in a regional hcp arrangement are considered as 
hcp atoms seen as agglomeration defect structures 
formed in the fcc crystal. Atoms in all other local 
arrangements are called "other" atoms (Fanga et al. 
2020). The CNA method was used to analyze 
microstructural developments during mechanical 
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deformation. Figure 5 (b) shows the atomic images and 
CNA analysis of the Fe nano wire obtained from the 
OVITO program at different MD steps in order to 

contribute to the explanation of the stress-strain 
response expressed above. 

 
 

 
 

 
 

Figure 5. (a) Stress-strain curve for Fe nanowire at 300 K temperature for 1x109 s-1 strain rate, (b) atomic images 

obtained from CNA method at different strain values. 

 
The blue bcc, the red hcp and the white colour 

represent the so-called "other" atoms that show regional 
localization outside of these structures. The atomic 
image of the nano wire (010) taken from the plane cross 
section belongs to point A in the stress-strain curve 
before the stress is applied for =0. The structure of bcc 
was determined as 64.1% and 35.9% as other structures. 
Since the periodic boundary conditions are not applied in 
the y and z directions of the nano wire, the atoms on the 
surface of the wire and close to the surface are not 
considered as bcc unit cell structure. When the critical 
strain value =0,08 (point B) is reached, it is seen that 

twin embryos are formed in the nanowire and this 
situation causes a sudden decrease in the stress value. It 
is observed that the twinning planes in the nanowire 
move and the nanowire reorients crystallographically at 
the stress values increasing from =0,08 to =0,4 (Ikeda 
et al. 1999). In this case, the nano wire is subject to plastic 
deformation. When it reaches the value of = 0,55, it is 
determined that the twinning planes disappear and the 
reorientation is complete. It is seen that when the tension 
continues to increase and the value of =0,557is reached, 
the nano wire gives neck and shrinkage occurs at =0,56. 
At =0,57 it is hard zero and rupture occurs. Nano wire 
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was deformed mainly by the twinning mechanism with 
the applied tensile stress, and no shear behaviour was 
observed at this temperature. 

 

 
Figure 6. Stress-strain curve obtained at 5 different 

temperature values for 1x109 s-1 strain rate. 

 
In Fig. 6, the obtained stress-strain curve as a result of 

the tensile stress applied to the single crystal Fe nano 
wire along the direction of [100] for 7 different 
temperature values is given and for each temperature the 
strain rate is taken as =1x109 s-1. The region where the 
linear change occurs at low stresses (<0,05) for each 
temperature value is clearly seen from the graph. This 
zone is known as the elastic deformation zone. Stress also 
increases linearly with increasing of strain at low 
temperatures, while at high temperatures (> 500K) it 
exhibits a slightly non-linear behaviour before creep 
occurs. As it is known, thermally effective atomic 
vibrations dominate at high temperatures, and this 
causes Fe-Fe bonds to deform easily. This causes the 
stress response to strain during the stretching of the 
nanowire to exhibit a nonlinear behaviour. Such 
behaviour has also been observed in other metallic 
nanowires (Saha et al. 2017). 

In Figure 6, Young’s modulus is determined as a result 
of regression analysis of the linear region where elastic 
deformation occurs in the stress-strain graph. The 
change of Young’ s modulus against temperature is given 
in Figure 7. Young’s modulus decreases with increasing 
temperature (Wang et al. 2008). High values of the 
Young’ s modulus, known as a measure of the elastic 
deformation under the force applied to the material, 
indicate that the elastic property of that material 
decreases. Generally, this decrease increases after half of 
the melting temperature value. Since there is no 
attraction force between atoms at the melting 
temperature, the Young’ s modulus value approaches 
zero (Koh et al. 2005). The model system at the critical 
strain value where the stress decreases rapidly, 
undergoes plastic deformation. This maximum stress 
value at which dislocation nucleation begins to occur is 
known as the yield stress (Zhang et al. 2018). Yield stress, 
one of the important material properties, is a stress level 
associated with the onset of irreversible plastic 
deformation (Schiotz et al. 1998). 

 

 
Figure 7. Modulus of elasticity with temperature for 

1x109 s-1 strain rate. 
 

For the Model Fe nano wire system, the variation of 
the yield stress with temperature is given in Figure 8.  

 

 
 

Figure 8. Change of yield stress with temperature for 
1x109 s-1 strain rate. 

 
It is clearly seen that the flow value decreases with 

the increase in temperature. At high temperature values, 
the atomic structure has high entropy. Atoms vibrate 
around their equilibrium positions at large amplitudes 
depending on temperature. Compared to low 
temperature values, many atoms gaining sufficient 
kinetic energy at high temperatures overcome the 
activation energy barrier and deformation occurs. This 
situation causes a decrease in the stress value as it causes 
twinning to spread and disappear. From the results 
obtained, it can be said that the thermal process plays an 
active role in the elongation of the Fe nano wire (Jing et 
al. 2009; Wen et al. 2008). In this study, the yield stress 
was determined as 10.79 GPa. Fe nano wire has a flow 
rate of 300 K, 11.1 GPa using two band EAM potential by 
Olsson et al. (2005) GPa has been found. 

Figure 9 shows the stress-strain curves obtained for 
the Fe nano wire model system at 300 K temperature, for 
1x108 s-1, 1x109 s-1, 1x1010 s-1, 2x1010 s-1 and 5x1010 s-

1strain values. The strain values used in this study are 
quite high when compared to experimental values. 
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Because the time scale of the MD is determined by atomic 
mobility, the simulation can be made for a very short 
time. As a result of the short time scale, a high strain rate 
is required for proper deformation at the present time 
(Wen et al. 2008). It is clearly seen that the stress value 
for all strain rates increases linearly up to the strain value 
of 0.05. Below this value the stress-strain curve is 
completely overlapped for all applied strain rates. For the 
elastic zone where this plastic deformation does not 
occur, the model shows that the elastic properties of the 
system do not depend on the strain rate. In addition, the 
fact that the Young’ s modulus is not dependent on the 
strain rate indicates that during the elastic deformation 
occurring in the same crystallographic directions in 
single crystals, the bonds require the same inter-atomic 
force for the same stress values.  

 

 
Figure 9. Stress-strain curve for 5 different strain rates 
at 300 K temperature. The + symbol 1x108s-1, • symbol 
1x109s-1, ▲ symbol 1x1010s-1, ♦ symbol 2x1010s-1 and ■  
symbol     5x1010 s-1 shows strain ratios. 

 
 Similarly, the same stress is required to nucleate 

twinning in the same crystal directions even at different 
strain rates. Therefore, it can be said that the modulus of 
elasticity is independent of the strain rate (Li and Han 
2017). Young’s modulus was determined as 144.23 GPa 
as a result of regression analysis of linear region where 
elastic deformation occurred in the stress-strain graph. 
However, the yield strain for the Fe nano wire is 10.11 
GPa, 10.79 GPa, 11.09 GPa for 1x108 s-1, 1x109 s-1, 1x1010 
s-1, 2x1010 s-1 and 5x1010 s-1, respectively. , 11.24 GPa and 
11.82 GPa. It is clearly seen that the yield stress increases 
with the increase in the strain rate. It can be said that 
with the increase of the strain rate, higher stress is 
needed for the model system to undergo plastic 
deformation.  

 
4. CONCLUSION  

 

The stress behaviours under different temperatures 
and strain rates along the direction of the α-Fe nanowire 
system [100], where inter-atomic interactions are 
represented by the EAM potential function, were 
investigated using MD simulation method. It was 
determined that the temperature and strain rate affected 
the mechanical behaviour of the model system. The 
increase in temperature decreases the Young’s modulus 

because the large amplitude thermal vibrations of the 
atoms at high temperatures significantly weaken the 
bond forces. However, it has been determined that the 
yield stress decreases with increasing temperature and 
decreasing strain rate. Different strain rates have no 
effect on the Young’ s modulus of the nanowire within the 
elastic zone boundaries. It can be stated that the plastic 
deformation in the nanowire occurs due to the nucleation 
and propagation of twinning. 
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 The digital elevation model (DEM) is the name given to a digital structure used to indicate the 
surface. Determination of features such as elevation, basin slope and basin area are very 
important in engineering applications. These properties are determined by the DEM and their 
power to represent accuracy or truth is vital in engineering applications. In addition to the 
latitude (X), longitude(Y) coordinate information, altitude information is required, and 
intermediate values are determined by different methods for DEM. In this study, Mert River 
Basin Samsun (Turkey) was chosen as the application area. Heights are estimated from X, Y 
coordinate information. Three different Artificial Neural Networks, IDW and Kriging methods 
were used. Artificial Neural Networks (ANN) were analyzed with three different inputs. These 
are: (i) x coordinate information; (ii) y coordinate information; (iii) It is in the form of x and y 
coordinate information and are used Radial Based Artificial Neural Network, Multilayer 
Artificial Neural Network and Generalized Artificial Neural Network. X and Y coordinate 
information was used in IDW and Kriging interpolation methods. Results were evaluated using 
Coefficient of Determination (R²), Mean Absolute Error (MAE) and Root Mean Square Error 
(RMSE) as comparison criteria. According to the modeling results: It was observed that the 
results of all methods reached a sufficient level of accuracy. Kriging method was found to be 
the most successful model, followed by IDW and ANN.  

 
 

 
 
 

1. INTRODUCTION  
 

Resource management, urban and rural planning, 
transportation planning, agriculture, forestry, watershed 
management, disaster risk assessment etc. Digital 
Elevation Model (DEM) is needed in many studies. In 
addition, basic topographic and morphological 
parameters derived from the DEM are needed. At the 
present time, Geographical Information Systems (GIS) 
enables the creation of DEM and the automatic derivation 
of topographic and morphological parameters from DEM 
(Fang and Wu 2007; Gocic and Trajkovic 2013; 
Klingseisen et al. 2008; Papik et al. 1998; Parlak et al 
2006; Yan 2008, Yakar 2008; Yakar et al. 2009). 

DEM is the numerical representation of the 
topography. The DEM contains some errors and 
uncertainties depending on the data generated and the 
model used. These errors systematically affect the details 

of the land derived from the DEM. For this reason, the 
correctness of the DEM must be investigated for the 
adequacy of the work to be performed (Usul and 
Paşaoǧulları 2004; Wang et al. 2006). 

Two methods are generally used when creating DEM. 
The first is the 3-dimensional images obtained by the 
remote sensing method. These images are a wide range 
of high precision data. Also, the relative and absolute 
precision accuracy is very low. Radar and laser scanners 
and other sensor are also available to achieve high 
precision, high resolution DEM. These transactions are 
generally costly. The second method is to scan the 
existing topography, using digital contour lines; access to 
the height data generated by DEM, data such as high 
efficiency, low cost, topographic maps related to the 
experiment, measuring the use of this method and 
achieving the desired results (Yan 2008). 

When the important studies on numerical height 
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modeling are examined; Demirkesen (2003) created the 
digital elevation model using satellite images of the 
Cumberland Drainage Basin in Kentucky, USA 
(Demirkesen 2003). Arslanoğlu and Özçelik (2005) 
modeled numerical heights using the contour lines of 1 / 
25.000 scaled maps (Arslanoğlu and Özçelık̇ 2005). Akçın 
et al. (2005) modeled the seabed topography with 
Artificial Neural Networks (ANN) (Akçın et al. 2005). 
Şahin and Yakar (2007) have created a numerical 
elevation model for 2 different regions from aerial 
photographs, IKONOS satellite images, elevation curves 
and radar scans. (Şahin and Yakar 2007). Karan et al. 
(2004) made surface modeling with Object-Information-
Based Combinational-Photogrammetry technology using 
three-dimensional topographic data, two-dimensional 
aerial images and satellite images. (Karan et al. 2004). 
Hani et al. (2011) created the numerical height model 
with Granulometric analysis model (Hani et al. 2011). 
Çakır and Yılmaz (2014) made surface modeling using 
polynomials, multiquadric interpolation, feed forward 
neural network and ANFIS methods (Çakır and Yılmaz 
2014). Schulmann et al. (2015) made topographic 
surface modeling using Landsat satellite image data and 
shadow and vision technique (Schulmann et al. 2015). 
Niederheiser et al. (2018) created a numerical model by 
using terrestrial image matching method to obtain the 
topographic features of the Alps region (Niederheiser et 
al. 2018). Khosa et al. (2019) used elevation modeling 
from land surface, empirical and satellite-based models 
using on-site observations in a semi-arid region in South 
Africa (Khosa et al. 2019). Zhang et al. (2020) made 
surface modeling with stochastic and micro grinding 
processes (Zhang et al. 2020). Demir and Ülke Keskin 
(2020) made surface modeling with multi-layered 
artificial neural network method and regression 
methods from ANN methods (Demir and Ülke 2020). In 
addition, surface models based on coordinate 
transformation are also made (Güllü et al. 2011; 
Konakoğlu et al. 2016; Lei and Qi 2010; Tierra et al. 2008)  

Öztürk et al. (2010) have studied digital elevation 
data sources and structures, sources of errors in Grid 
DEM, observation of slope, view, flow direction, flow 
sum, basin-sub basin, drainage network from GIS and 
DEM, and effect of grid-DEM's resolution on self-derived 
topographic and morphological data in their study 
(Öztürk et. al. 2010). Demirkesen (2003) made 
hydrological analysis by using the DEM data obtained 
from the satellite images belonging to that region in 
order to help the land arrangement and planning in 
urban and rural areas. As a result of the analysis, the 
flood zones were determined depending on the rainfall 
amount to the region (Demirkesen 2003). Çakır (2015) 
used a functional test surface as an application area. The 
surface created is a rugged terrain consisting of 
mountains and pits. After specifying 80 fulcrums and 30 
test points for this test surface in random distribution, 
optimal DEM models to represent the surface have been 
developed with Polynomials, Multicuadic Interpolation, 
Feedforward Artificial Neural Networks (F-ANN) and 
Adaptive Network Based Fuzzy Inference Systems 
(ANFIS). As a result of their work, F-ANN and ANFIS 
methods are more successful than polynomials and 
multicharistic interpolation methods in determining 

DEM (Çakır 2015). Yaprak and Arslan (2008) 
investigated the usability of deterministic and Kriging 
interpolation methods in surface modeling to determine 
geoid with GPS and Leveling method. Gümüş and Şen 
(2017) obtained surface models of lands with different 
topographic features using IDW and Kriging methods 
and interpreted the results using analysis of variance 
(ANOVA). In the current study, the 14362 digital 
elevation model data are used. 14362 data were 
randomly sorted in excel. Then A (as training data 90% - 
as testing data 10%), B (80% -20%), C (70% -30%), D 
(60% -40%), E (50% -50%) were divided into training-
test packages. Coordinate information was prepared as 
single x, single y and x, y, respectively, and z output data 
was produced. The objective of the study is to estimate 
the elevation point at any ungauged location in the Mert 
River. Artificial Neural Network models and two 
different well- known interpolation methods (IDW and 
Kriging) are used for this purpose.  

 

2. MATERIALS AND METHOD 
 

2.1. Material 
 

The Mert River (latitude: 41.279 and longitude: 
36.352) located in the central district of Samsun and 
poured into the Black Sea was selected as the study area. 
The study area is shown in Figure 1. 

 

 
Figure 1. Study Area 
 

The data modeled in the study is the current map 
height data obtained from the central municipalities of 
Samsun (Canik-Ilkadım). These data are defined in the 
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ED-50 coordinate datum with a scale of 1/1000 and were 
obtained from aerial photographs. 

 
Table 1. Statistical information of data 

  X Y Z 

Number of Data 
(N) 

14362 14362 14362 

Minimum value 
(m) 

4568584.581 528296.486 0.07 

Maximum value 
(m) 

4572051.156 530920.692 238.130 

Skewness 
Coefficient 

0.008 0.0579 1.429 

Standard 
deviation 

889.701 686.639 52.355 

Average 4570318.492 529557.428 43.688 

 
2.2. Methods 

 
2.2.1. Multi-Layered Artificial Neural Network  

 
Multi-layer Artificial Neural Networks (MANN) 

consists of an input layer, one or more hidden 
(intermediate) layers, and an output layer where 
information is input. MANN has transitions between 
layers called forward and backward propagation. In the 
forward propagation phase, the output and error value of 
the network are calculated. 

In the back-propagation phase, the inter-layer link 
weight values are updated to minimize the calculated 
error value (Arı and Berberler 2017). The MANN model 
uses the backpropagation learning algorithm, which is 
the generalization of the least squares algorithm in linear 
perception. Back propagation consists of backward steps 
in which the output of the network is determined by the 
algorithm that defines advanced forward information 
and the error caused by the emergence of the weights is 
reduced. In the feed-forward step, the inputs of the 
training set are sent to the input layer of the network. The 
input layer contains neurons that receive these inputs. 
Therefore, the number of neurons in the input layer must 
be the same as the number of input values in the data set. 
Neurons in the input layer transmit the input values 
directly to the hidden layer. Each neuron in the hidden 
layer calculates the total value by adding the threshold 
value to the weighted input values and multiplies them 
with an activation function, then transmits them to the 
next layer or directly to the output layer. The weights 
between the layers are initially chosen randomly. The 
error value is calculated by comparing the output values 
of the network with the expected output values. The 
multi-layer sensor model consists of an input (X1, X2, 
X3,….., Xn), a hidden, and an output layer (Y). Each layer 
may also have one or more processing elements. The 
processor elements in the input layer act as a buffer that 
distributes the input signals to the processor elements in 
the intermediate layer. The intermediate layer processor 
elements use the outputs of the previous layer as inputs. 
With all inputs, weights are multiplied and total. This 
value is then passed through a transfer function and the 
output value of that neuron is calculated. These 
operations are repeated for all the processor elements on 
this floor. These operations are repeated for all processor 
elements in this layer. The processor elements in the 

output layer also act as intermediate layer elements and 
the network output values are calculated. This model is 
also known as feed forward ANN’s as the information 
flow is in the forward direction (Gemici et al. 2013). 
Different learning algorithms are used to train the 
network The activation function processes the net input 
to the cell and determines the output that the cell will 
generate for that input. One of the most used activation 
functions in applications is the Sigmoid-type activation 
function (Gemici et al. 2013). The formula of the function 
is shown in Equation (1). The most active site of the 
function is between 0.2 and 0.8. 

   
1 1

( ) [tanh( ) 1]
1 2 2v

v
y F v

e−
= = = −

+
   (1) 

 
2.2.2. Radial Based Artificial Neural Networks 

 
Radial-based ANN (RBANN) concept was introduced 

into the literature in 1988 by Broomhead and Lave. ANN 
model and Radial-based functions have been developed 
by considering the effect-response states of neuron cells 
in human nervous system (Okkan and Dalkılıç 2012). It is 
possible to see the The digital elevation model (DEM) is 
a numerical structure used to indicate the surface. It is 
possible to view the training of RBANN models as a curve 
fitting approach in multidimensional space (Partal et al., 
2008; Poggio and Girosi 1990). Thus, the educational 
performance of the RBANN sample turns into a problem 
of finding the closest result to the data in the output 
vector space and thus an interpolation problem (Okkan 
and Dalkılıç 2012). RBANN structure generally consists 
of input layer, hidden layer and output layer similar to 
ANN structure. However, unlike other ANNs, the data is 
subjected to radial based activation functions and a 
nonlinear cluster analysis when passing from the input 
layer to the hidden layer. The structure between the 
hidden layer and the output layer functions as in other 
ANN types and the actual training takes place in this 
layer. In the RBANN model we used, the problem was 
solved with purelin function. 
 
2.2.3. Generelization Regresion Artificial Neural 
Network 

 
The Generalized Regression Artificial Neural Network 

(GRANN) proposed by Specht (1991) does not require an 
iterative training procedure as in the back-propagation 
method (Sürel, 2006). GRANN estimates any function 
between input and output vectors using training data. As 
the training set expands, the prediction error decreases 
to zero (Alp and Cığızoğlu, 2004). As known by definition, 
regression estimates the most probable value of a 
dependent variable based on the independent variable x, 
given the training set x. The regression method estimates 
y to minimize common square error. GRANN is a method 
that estimates the common probability density function 
of x and y when a training set is given. The system is 
generally ideal since the Common Density Function is 
obtained without any pre-acceptance from the data (Alp 
& Cığızoğlu, 2004; Kesikoğlu et. al. 2020; Öztürk et. al. 
2022). If the common probability density function of f (x, 
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y) is known, the regression of the dependent y variable 
according to the independent x variable is given in 
Equation (2).  
 

( , )

( , )

yf X y dy

E y X

f X y dy



−



−

  = 




 

(2) 

 
2.2.4. Inverse Distances Weighted 

 
Inverse Distance Weighted (IDW) is one of the most 

preferred non-geostatistics methods. This method is an 
interpolation technique used to determine the cell values 
of unknown points using the values of known sample 
points. Since it produces estimates only from 
neighboring points, it makes a local intermediate value 
estimation. The method is based on the fact that the 
nearby points have a greater weight on the surface to be 
interpolated than the distant points. The cell value is 
calculated by observing the various points moving away 
from the cell of interest and depending on the increase in 
distance. The predicted values are a function of the 
distance and the size of the points in the neighboring 
neighborhood, and as the distance increases, the 
importance and effect on the cell to be estimated 
decreases (Taylan and Damçayırı, 2016). 
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The weights used to estimate the function are 

expressed as any exponent of the distance in inverse 
proportion to the distance. 

 
In the Equations 3-4; (Krige, 1951) 
p; Known as force parameter and show exponent, 
hi; Spatial distance between sample points and 

interpolated points, 
wi; Weights are doing and the sum of the values must 

be 1. 
fi= Known altitude values. 
 

2.2.5. Kriging Method 
 

The kriging method is a geostatistical interpolation 
method that estimates the optimum values of data at 
other points using data from known nearby points. The 
most important feature that distinguishes Kriging from 
other methods is that a variance value can be calculated 
for each estimated point or area. This is a measure of the 
reliability of the predicted value (Yaprak and Arslan, 
2008). 

The estimation by the Kriging interpolation method 
has two stages: (i) adaptation to a model: creation of 
variograms and covariance functions, this is based on the 

autocorrelation model and (ii) estimation: estimation of 
the unknown (Öztürk and Kılıç 2016). 

 

Equation 5 used in kriging; 
 

1

*
n

p i i

i

N P N
=

=  (5) 

 

Where; 
n = Number of points in the model, 
Ni = Np, The geoid undulation values used in the 

calculation of 
Np = The required undulation value 
Pi = The weight values for each Ni value used in the 

calculation of Ni. 
Kriging technique provides more objective results 

than other estimation techniques and also gives 
minimum variance and standard deviation of estimation. 

 

3. APPLICATIONS 
 

Root Mean Square Error (RMSE), Mean Absolute 
Error (MAE) and determination coefficient (R²) were 
used as comparison criteria. The formulas of the criteria 
are given in the Equations 6-7-8. 
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The distribution of the data used in the analysis is 
different for each package. Packages A (training data 
90% - test data 10%), B (80% - 20%), C (70% - 30%), D 
(60% - 40%), E (50% - 50%). Table 2 shows the 
distributions. 

 

Table 2. Table of data distributions 
Packages Training Data % Test Data % 

A 90 10 
B 80 20 
C 70 30 
D 60 40 
E 50 50 

 
Table 3-7 shows the analysis results according to the 

comparison criteria of the test set of the A, B, C, D, E 
package respectively. 

All analysis results are given in the tables below. 
When the results were examined, the Kriging method 
was the first to reach the best results in both training and 
test data in all packages. RMSE = 1.121, MAE = 0.635, R² 
= 0.999 in the B package. Secondly, the IDW, GRNN and 
RBANN method has achieved the best result. Finally, the 
MANN method solves the problem most accurately. 
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Table 3. A pack test data results 
Test Method Input 

A (10%)   (i; x) (i; y) (ii; x,y) 

RMSE 

MANN 32.878 45.769 18.430 

RBANN 35.406 29.130 10.224 

GRANN 32.699 45.634 2.357 

  Average 33.661 40.178 10.337 

MAE 

MANN 24.182 35.126 12.766 

RBANN 28.225 23.882 6.794 

GRANN 24.036 34.951 1.278 

  Average 25.481 31.320 6.946 

R² 

MANN 0.595 0.213 0.873 

RBANN 0.529 0.681 0.961 

GRANN 0.599 0.218 0.998 

  Average 0.574 0.371 0.944 

 
 
 
Table 4. B pack test data results 
Test Method Input 

B (20%)   (i; x) (i; y) (ii; x,y) 

RMSE 

MANN 33.515 46.934 18.326 

RBANN 36.323 29.447 10.376 

GRANN 33.360 46.762 2.315 

  Average 34.399 41.048 10.339 

MAE 

MANN 24.633 35.784 12.774 

RBANN 28.230 24.027 6.677 

GRANN 24.480 35.603 1.282 

  Average 25.781 31.805 6.911 

R² 

MANN 0.598 0.211 0.880 

RBANN 0.528 0.690 0.961 

GRANN 0.602 0.217 0.998 

  Average 0.576 0.373 0.947 

 
 
 
Table 5. C pack test data results 
Test Method Input 

C (30%)   (i; x) (i; y) (ii; x,y) 

RMSE 

MANN 33.334 47.325 18.188 

RBANN 36.303 34.099 10.319 

GRANN 33.222 47.157 2.292 

  Average 34.286 42.860 10.267 

MAE 

MANN 24.506 36.097 12.660 

RBANN 28.853 27.844 7.085 

GRANN 24.267 35.963 1.279 

  Average 25.875 33.301 7.008 

R² 

MANN 0.607 0.208 0.883 

RBANN 0.534 0.589 0.962 

GRANN 0.609 0.213 0.998 

  Average 0.583 0.337 0.948 

 
 
 
 
 
 
 
 

Table 6. D pack test data results 
Test Method Input 

D (40%)   (i; x) (i; y) (ii; x,y) 

RMSE 

MANN 33.316 46.948 18.080 

RBANN 350.732 33.814 9.902 

GRANN 33.154 46.745 2.711 

  Average 139.067 42.502 10.231 

MAE 

MANN 24.437 35.847 12.554 

RBANN 308.732 27.552 6.438 

GRANN 24.170 35.656 1.307 

  Average 119.113 33.018 6.766 

R² 

MANN 0.600 0.207 0.882 

RBANN 0.101 0.589 0.965 

GRANN 0.604 0.213 0.997 

  Average 0.435 0.336 0.948 

 
Table 7. E pack test data results 
Test Method Input 

E (50%)   (i; x) (i; y) (ii; x,y) 

RMSE 

MANN 33.279 46.857 17.947 

RBANN 35.675 35.816 10.349 

GRANN 33.119 46.690 2.613 

  Average 34.024 43.121 10.303 

MAE 

MANN 24.377 35.925 12.542 

RBANN 28.268 27.698 6.890 

GRANN 24.126 35.759 1.308 

  Average 25.590 33.127 6.913 

R² 

MANN 0.599 0.206 0.884 

RBANN 0.540 0.536 0.961 

GRANN 0.603 0.212 0.998 

  Average 0.581 0.318 0.947 

 
Table 8. IDW and Kriging (KRI) methods data results 

PACKS Method       RMSE             MAE             R² 

A 
IDW 
KRI 

1.638 
1.115 

0.881 
0.639 

0.999 
0.999 

B 
IDW 
KRI 

1.540 
1.121 

0.862 
0.635 

0.999 
0.999 

C 
IDW 

KRI 

1.129 
1.427 

0.651 
0.782 

0.999 
0.999 

D 
IDW 
KRI 

2.207 
1.763 

0.970 
0.677 

0.998 
0.998 

E 
IDW 
KRI 

2.158 
1.687 

1.012 
0.701 

0.998 
0.998 

 

4. DISCUSSION  
 

In the study of Demir and Keskin, multilayer artificial 
neural network and regression analysis were applied, 
and they used the data package as training (80%) and 
testing (20%). Multilayer neural network gave better 
results. However, a comparison between artificial neural 
networks was not carried out in the study. In this study, 
we have done modeling with different data packages 
using 3 different artificial neural network methods. 
According to the comparison criteria, the results of the 
generalized artificial neural network gave closer results 
than the multilayer artificial neural network. This study 
demonstrates the accuracy between training and testing, 
as well as supporting and enhancing the work of Demir 
and Keskin (Demir et al., 2020). 
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5. CONCLUSION  
 

In the study, 14362 coordinate data were modeled 
using artificial neural network and interpolation 
techniques. IDW and Kriging methods from interpolation 
techniques, Radial Based Artificial Neural Network, 
Multilayer Artificial Neural Network and Generalized 
Artificial Neural Network methods were used in artificial 
neural network methods. Data in ANN A (90% -10%), B 
(80% -20%), C (70% -30%), D (60% -40%), E (50% - 
50%) rates of training and testing packages, and the 
study was carried out for three different input 
combinations.   

When the results are examined; It was determined 
that the Kriging method gave the best modeling (with the 
least error) in the A, B, D and E packages, and the IDW 
method showed the best modeling in the C package.  
While the R² values are close to each other, error values 
are listed as follows; RMSE values of the results of the 
packet, the order is as follows; A package = 1.115 and B 
Package = 1,121 with Kriging C Package = 1.129 with IDW 
method. The ranking of MAE values are; A package = 
0,639, B package = 0,635 with Kriging method, C 
Package= 0.651 with IDW. Then comes the Generalized 
Artificial Neural Network for all packets then Radial-
Based Artificial Neural Network, and finally the 
Multilayer Artificial Neural Network.   

While it is observed that the results of the modeling 
made with 2 inputs from the GRANN models give an R² 
value close to each other, the order is as follows; C 
package = 0.9982, B package = 0.9981 A package = 
0.9979. RMSE values of the packets also gave similar 
results, the order is as follows; C package = 2.2924 B 
Package = 2.3146, A package = 2.3572. The ranking of 
MAE values are; A package = 1.2777, C package = 1.2788, 
B Package = 1.2820. 
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 Now-a-days repair and rehabilitation of the existing structures in developing countries has 
become solitary of the most thought-provoking tasks in Civil Engineering sector. 
Imperfections, fiasco and general distress in the structures can be the outcome of fundamental 
deficiency produced by inaccurate design, poor workmanship or overloading of the 
construction. It can also be instigated by corrosion, fire and natural calamities. A spoiled or 
distrait structure can be modernized to an acceptable level of performance at a reasonable 
cost by different approaches is called retrofitting. One of these techniques consists of 
strengthening fire damaged concrete beams by applying Ferro cement with wire mesh. Two 
types of Ferro cement with wire mesh are used with single layer and double layer in beam. 
One third point load test according to ASTM C78-02 is performed to measure the flexure 
performance of four specimens. The ultimate load carrying capacity for using the single layer 
Ferro cement strengthening, double layer Ferro cement strengthening showed an 
improvement of 46% and 72% respectively over the fire damaged specimens. 

 
 
 
 

 
1. INTRODUCTION  

 

Concrete is a stone like operational substantial with 
great load resounding capacity, improved structural 
performance, brilliant method and financial property. 
The excellent performance is accomplished by 
strengthening the core concrete with restriction. When 
the transversal strain of the concrete is better than that 
of the strengthening material, the shipping stress 
between the concrete and strengthening material 
proliferations with the axial load, which restrains the 
event of micro cracks in concrete. For this reason, the 
axially load carrying ability and distortion performance 
are significantly improved. 

From several investigations it's been found that Ferro 
cement is a perfect substantial for reintegration as well 
as re-strengthening of structures for the reason that it 
progresses crack confrontation joint with great 
toughness, the power to be cast into any form, fast 
construction with no heavy machinery, small 
supplementary weight enforced and low cost of 

construction. In Bangladesh Ferro cement material is 
extensively utilized in repairing and strengthening of 
distressed structural elements of the buildings. This 
versatile material has enormous potentials as a 
protective covering of the structural elements against 
corrosion within the coastal areas of the country. It’s 
documented that in Bangladesh conventional formwork 
normally contributes 20% to 25% of the value of 
ferroconcrete. Significant economic advantages may 
occur if the Ferro cement cover are often used as 
permanent formwork for ferroconcrete beams. 
Additionally, structural benefits could also be obtained if 
the Ferro cement layer are often made to act compositely 
with the concrete core of the support. Ferro cement may 
be a sort of thin-wall ferroconcrete commonly 
constructed of Portland cement mortar, reinforced with 
closely spaced layers of unremitting and comparatively 
minor diameter wire mesh. It’s considered to be an 
extension of reinforced beam. Most of the research works 
regarding Ferro cement ferroconcrete beams are limited 
to the evaluation of the superior performance of those 
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beams as compared to the standard ferroconcrete beams. 
But the composite behavior of Ferro cement concrete 
technology with comparatively better mechanical goods 
and durability than normal ferroconcrete. Inside 
convinced loading restrictions, it acts as a constant 
elastic material and these limits are broader than of 
normal concrete Material. 

The studies by presents the experimental 
performance of concrete when improved by great 
modulus of elasticity carbon FRP (Tepfers and De 
Lorenzis, 2003) That firming up attains a big 
intensification of both the concrete strength besides the 
axial strain ductility that are reliant on mostly on the 
lateral pressure provided by the FRP and on its axial 
severity (Rafeeqi et al. 2005). However, the upper the 
modulus of elasticity of the strengthening is the lower its 
deformability to disaster. When strengthening concrete 
with materials of various modulus of elasticity and of an 
equivalent lateral severity, the strengthening usefulness 
in terms of load ability and strain at failure is higher for 
the fabric of lower modulus of elasticity. Thus, the 
competence of ultralow modulus of elasticity materials 
like polypropylene is prophesied to be amazing 
parameter for strengthening. 
 
1.1. OBJECTIVE  
 

In this research, the suitability and effectiveness of 
the Ferro-cement strengthening system to repair RC 
beams damaged by heating are investigated. The 
particular objectives of the present study are as follows: 

1. To oversee the effects of strengthening and 
evaluate experimentally the ultimate load carrying 
capacities of fire damaged reinforced concrete beam 
when it is retrofitted by ferro cement with wire mesh; 

2. To compare the performance (load carrying 
capacities, deflection) of specimens at different state 
under one third point loading test.     
 
 1.2. LITERATURE REVIEW  
 

Rcc beams to study the efficiency of visibly attached 
molded ferro cement plates in solidification beams 
display shear misery. The qualified efficiency of the 
attaching media (C-S mortar, epoxy) employed in 
attaching the molded F.C Plates to the ends of beams are 
calculated. Ferro cement is occupied on account of 
striking for this solicitation on its high lastingness, little 
load cheap in cost, better lifetime of action and exact 
valuation of the additional strength expanded 
(Anggawidjaja et. al. 2006).  

Shear mode of disaster in beams is undesired mostly 
being a fragile disaster. Consequently, strength has been 
prepared by these people to discover the capacities of 
ferro cement in transporting the inelastic mode to 
yielding mode. Ferro cement shawl and similarly spread-
out strips with one or two layers of woven square mesh 
are accessible and associated with RC beam designed as 
shear undersupplied in both (Choi 2008; Dai et al. 2011). 
These investigators from their studies had determined 
that the strengthened beam displayed a marked 
enhancement in enactment at facility load, significantly 
upgraded ductility at decisive with either a yielding shear 

catastrophe or ostensibly a conversion from shear to 
flexure mode of disaster. Besides ferro cement wraps are 
humbler than ferrrocement strips. Another thing of 
reputation inferred is that the augmentation in load 
resounding capability isn't significant, still is 
contemporary. Service range had been prepared to 
upsurge the rigorousness of strengthened beams and 
also decreases the crack width and rebound as associated 
with un-strengthened beam [Amin et al. 2021; Colombo 
and Felicity 2007). 

The compressive strength of concrete may reduce up 
to 50% when the concrete is exposed to 600°C. At 800°C, 
the residual compressive strength of the concrete is only 
20% of the original value. Furthermore, normal-strength 
concrete experiences a sharper loss in tensile splitting 
strength than compressive strength at 600°C. Exposure 
to high temperatures may also change the pore structure 
of concrete through pore structure coarsening, which 
leads to increased permeability but reduced durability of 
the concrete. After exposure to 600°C, the cumulative 
pore volume in normal-strength concrete increases 
twice. At temperatures higher than 600°C, extreme C-S-H 
gel dehydration and pore structure coarsening 
contribute to the strength loss of the concrete. Fires in 
concrete structures rarely result in serious global 
structural damage, and most of the damaged structures 
can be successfully reinstated. Therefore, repair of fire-
damaged concrete structures is a more viable and 
economical option than demolition and rebuilding (Zahid 
et al. 2018). 

 

2. METHODOLOGY 
 

Total procedure is performed by a flow diagram 
which are shown in below;  

 

 
 
The specimens are cast into wooden frame as beam. 

This casting process is measured because of the slight 
extent of beam cross section. Hand compaction is applied 
to dense the concrete with the use of a 16 mm (diameter) 
tamping rod. Each time the slump value is measured and 
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it is between 80– 105mm. Beam specimens are demolded 
after 24 hours of casting. 

 

2.1. MATERIALS INVESTIGATION  
 

The material properties are determined according to 
ASTM standard method and they are summarized below; 
 
Table 1. Properties of Materials 

Materials Properties Unit Value 

Binder (OPC) Specific Gravity  3.15 

Fine 
Aggregate 

Specific Gravity 
(SSD) 

 2.50 

Absorption % 3.36 

Unit Weight Kg/m3 1629 

FM  2.58 

Coarse 
Aggregate 

Specific gravity 
(SSD) 

 2.82 

Void % 28.90 

Absorption % 2.02 

Unit Weight Kg/m3 1619 

FM  4.68 

Reinforcement 
Yield Strength MPa 450 

Ultimate 
Strength 

MPa 520 

Concrete Compressive 
strength 

MPa 19.1 

 
To prepare the normal strength concrete according to 

the ACI standard a suitable mix design ratio is used. The 
expected compressive strength is 3000 psi after 28 days. 
Cement: Sand: Coarse Aggregate (1: 1.5: 3), Water: 
Cement is 0.48, Nominal maximum size of Coarse 
aggregate 12.80 mm. 

 

  
a). Mixing procedure b). Slump test 

Figure 2. Preparation of Concrete 
 

 
 

a). Longitudinal section b). Cross-section 
Figure 3. Sectional view of specimen 

 
  The flexural strength of plain concrete is almost 

wholly dependent upon the tensile strength. 
Experiments show, however, that the modulus of rupture 
is considerably greater than the strength in tension. 
Flexural strength is of importance in the design of 
concrete pavements. 3rd point loading system for the 
test of flexural strength of this specimen. 

 

  
a). Casting b).   lab setup 

 
c). 3rd point loading system 

Figure 4. Beam casting and setup for test  
 

  
a). Damage by fire b). Temperature and time 

Figure 5. Process of beam damage 
 
For heating the beams, a chamber is made by using 

bricks, CI sheets and steel reinforcements. The 
temperature is measured by thermocouple and digital 
meter. The highest temperature during fire of building is 
805 0c and temperature varied at a range of 700-800 0c 
for two hours and then cooled to room temperature. 
When the beams are cooled down, there are some cracks 
and spalling of concrete seen on beams. 

As concrete is weak in tension, cracks and spalling 
formed in the tension zone of the beams under fire, the 
concrete in the tension zone become ineffective. The 
depth of the cracks is show in beam within 1 inch. Hence, 
soffit of the beams (tension zone clear cover) is chiseled, 
cleared of loose debris and cleaned with wire brush. 

 

 
Figure 6. Chiseling of beam 
 

After fire damaged, samples are strengthened with a 
Ferro cement and wire mesh (single layer and double 
layer). A single layer square shaped steel wire mesh 
having wire spacing of 10 mm and thickness of 0.6 mm is 
used. 
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Figure 7. External strengthening of beam 

  
 A rich mortar ratio of cement/sand 1:2 and w/c ratio 

0.4 is selected. The sand is used which the sample passing 
by No.16 sieve is 80%. Hand plastering is used for the 
period of the strengthening process. Mortar is pressed 
through the pores of wire mesh. Plastering is properly 
done to confirm an even and smooth surface. The Ferro 
cement strengthened samples are additional cured for 7 
days. It necessitates a huge amount of water and proper 
supervision for the period of curing process, due to rich 
mortar and low water-cement ratio. 
 

3. RESULTS AND DISCUSSION 
 

The ultimate load resounding capabilities of both 
control and strengthened beams are determined by third 
point loading method. The lateral deformations at mid 
height and of the specimens are also recorded with an 
incremental load. The load vs deflection diagram for all 
types of specimens has been established through dial 
gauge readings. The effect of strengthening has been 
evaluated by comparing the results with control 
specimens. 

 

Table 2. Load capacity of several specimens  

Name of 
Specimen 

Ultimate 
Load (kN) 

Improvement 
over fire 
damage 

Specimen (%) 

Decline 
over 

control 
Specimen 

(%) 
Control beam      114 - - 
Fire damaged 
specimen 

61 
-  

46 
Single layer 
Ferro cement 
strengthened 

89 
 

46 
 

22 

Double layer 
Ferro cement 
strengthened 

105 
 

72 
 

08 

 

The flexural strength characterizes the maximum 
stress practiced inside the material at its moment of 
rupture. Most of the specimens fail due to flexure failure. 
Flexure cracks are developed at the mid-section, after 
that flexure shear cracks as well as web shear crack are 
developed before the beam is failed. 

 

 
a). Control beam 

 

 
b). Fire damaged beam 

 

 
c). Single layer Ferro cement strengthened beam 

 

 
d). Double layer Ferro cement strengthened beam 

 
Figure 8. Load deflection curve of specimens 

 

 
Figure 9. Load capacity of several specimens 

 
Due to the strengthening effect, the deformations first 

initiated in the Ferro cement layers. After the failure of 
the layer, the core failure takes place. In case of single- 
and double-layer Ferro cement strengthened concrete 
beams, the crack is initiated simultaneously from the 
base and top of the beam. After initiation, with the 
increase of load the cracks are propagated. The 
propagation of cracks is slow due to the presence of 
thickly populated wire mesh. Both cases showed great 
improvement in ultimate load carrying capacity and slow 
crack formation over the fire damaged specimens. 
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a). Fire damaged beam 

 

 
b). single layer Ferro cement strengthened beam 

 
Figure 10. Cracking and failure pattern of specimens 

 

4. CONCLUSION  
 

The behavior of RC beams is subjected to heating 
and cooling and the repair of such damaged beams by 
wrapping with Ferro cement and wire mesh at different 
layer. The level of heating exposure considerably 
reduced the residual concrete compressive strength by 
about 46 %.  The ultimate load carrying capacity for using 
single layer Ferro cement with wire mesh strengthening, 
double layer Ferro cement with wire mesh strengthening 
show an improvement of 46% and 72% respectively over 
the fire damaged specimens. The Flexural strength of RC 
beams increases directly proportion to the number of 
Ferro cement with wire mesh layers is used. The Ferro 
cement with wire mesh confinement with two layers 
show greater improvement than the confinement 
technique with one layer, both in load carrying capacity 
and slow crack formation. 
 
5. RECOMMENDATIONS 

 
Based on the findings of this research, it is 

considered that further research should be undertaken 
to the behavior of strengthened concrete beams under 
uniformly distributed loading. The following suggestions 
ought to be taken into consideration both point and 
uniformly distributed loading. 

• The shrinkage and creep of concrete can be 
investigated when exposed to fire; 

• Bond behavior and thermal properties of 
concrete when exposed to fire may be checked; 

• The effect of mix proportions, types of coarse 
aggregates heating rate and burning time can be 
overlooked. 
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 In this research, the temporal trends of vegetation from 2000 to 2019 as well as 
meteorological variables contribution to vegetation change were investigated using the GLAM 
NDVI, rainfall and temperature data. The MAKESENS revealed that the vegetation growth rate 
was slow, particularly on a yearly time scale. On the other hand, the rainfall and temperature 
had a major impact on vegetation growth on a monthly-time scale with a time lag. The lagged 
effect of rainfall and temperature on vegetation was shown to be a promotion (based on cross-
correlation analysis). There was high value of r (0.804) between vegetation and rainfall for a 
certain lag period, which was significant (P ≤ 0.05) as per the cross-correlation. Rainfall had a 
4-month lag effect on vegetation development, while temperature had a 5 (r = 0.74), − 2 (r = 
0.84), − 3 (r = 0.68) month lag effect on vegetation growth. This study's findings revealed 
changes in vegetation and highlighted the importance of rainfall and temperature in regulating 
vegetation dynamics. Finally, this study recommended that the effect of more climatic 
variables on vegetation should be investigated in the context of human activities to better 
conserve the environment. 

 
 

 
 
 

1. INTRODUCTION  
 

Vegetation is demonstrated by the Normalized 
Differential Vegetation Index (NDVI) (Tucker 1979) and 
is also a common tool for depicting biodiversity 
transition (Nemani et al. 2003). The evolution of satellite 
sensor technologies has resulted in obtaining these 
changes more efficiently and effectively (Shen et al. 
2016). To a large extent, these technologies have been 
used in identifying the location of surface vegetation 
(Chu et al. 2019) over a long period with high spatial and 
temporal resolution (Rasmus and Simon 2012). Eastman 
et al. (2013) used NDVI to assess the validity of remote 
sensing data, especially for evaluating green vegetation 
and understanding the moisture content of the 
vegetation in a given region (Delbart et al. 2005; Jackson 
et al. 2004). 

 NDVI is also used in drought and ecosystem 
monitoring (Gu et al. 2008; Gu et al. 2007).  As a result, 
several studies have shown that NDVI is capable of 
studying vegetation changes at different scales. NDVI was 
employed to investigate the spatiotemporal distribution 

of vegetation (Liu and Lei 2015, Zhang et al. 2013). 
Furthermore, Shilong et al. 2011 investigated vegetation 
temporal trends in Eurasia's temperate and boreal 
regions using the NDVI. 

Generally, vegetation connects water, soil, 
environment, and other natural substances (Nemani et 
al. 2003). At various scales, the NDVI–climate 
relationship has been well described in many studies. In 
regions with abundant water supplies, global warming 
promotes vegetation growth, while in areas with limited 
water resources, vegetation growth is seriously 
hampered (Feng et al. 2016). Rainfall and temperature, 
which have major effects on vegetation growth and 
distribution, are the two most important factors affecting 
vegetation change (Pei et al. 2019; Xu et al. 2015). 
Nowadays, there are noticeable changes in global climate 
and environment (Na et al. 2018). The climatic and 
anthropogenic influences on variations in vegetation 
patterns and functions are major concerns in ecosystem 
research (Li et al. 2019). The temperature increased 
plant activity in the Northern Hemisphere (Mao et al. 
2013; Piao et al. 2015), while rainfall had a significant 
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impact on NDVI in arid and semi-arid areas (Camberlin 
et al. 2007; Piao et al. 2011). Also, the early greening of 
the meadow steppe vegetation is aided by spring climate 
warming, whereas, the issue of weather change was 
mitigated by the water shortage of traditional steppe and 
desert steppe vegetation (Zhao et al. 2015). Rainfall, on 
the other hand, has a major impact on the variation of 
vegetation at the inter-annual time scale, whilst, at the 
monthly time level, the vegetation development is 
affected by both temperature and rainfall (Liu and Wang 
2012). 

As a result, the primary concern of researchers is the 
relation between vegetation and climate due to its clear 
indicative effect on the ecological system (Eastman et al. 
2013). For example, lag period and variation of 
vegetation due to climatic parameters was investigated 
by Wu et al 2015. The cross-correlation method of 
comparing a data set at consecutive lags is applied to 
assess the time lag effect (Davis 2002). Time series 
measurements must be taken at corresponding times in 
a cross-correlation study, i.e., two variables must be 
calculated at the same time (Posavec et al. 2017). A time 
series is generated when a collection of observations is 
organized in a systematic order based on their dates of 
occurrence. A trend, on the other hand, is a consistent 
change over time in the time series characteristics (Patra 
2008). Detecting the existence of trends can be done 
using a variety of methods. Sun et al. 2021, for instance, 
investigated the seasonal changes in the normalized 
difference vegetation index (NDVI) and then evaluated 
the spatiotemporal pattern of vegetation using Sen's 
tendency estimation as well as the Mann–Kendall 
significance test. Multiple regression, Sen's, and Mann–
Kendal methods were used to quantify the effects of 
rainfall, temperature, and human activities on vegetation 
(Li et al. 2019). A computer software model named 
MAKESENS is used for trend analysis which is relying on 
the nonparametric Mann-Kendall test for trend and 
nonparametric Sen's method for trend magnitude (Salmi 
et al. 2002). 

Around 63 percent of Bangladesh's tea is produced in 
Moulvibazar (Islam and Al-Amin 2019). Since vegetation 
estimation and site characterization are still in their 
infancy in Bangladesh, the study of vegetation in context 
of rainfall and temperature has yet to be investigated in 
this rapidly growing town of Moulvibazar. Therefore, 
understanding vegetation evolution and change 
characteristics as a result of climate change necessitates 
a detailed study of the vegetation-rainfall, temperature 
relationship. 

The study purposes were to analyze the temporal 
variability and trend of NDVI and other meteorological 
parameters in the Moulvibazar district. Apart from this, 
another one is to investigate the relationship between 
NDVI and climatic factors. This research in particular, 
investigates the impact of climatic variables on 
vegetation variation and the subsequent vegetation lag 
caused by climatic factors. The study clarified the 
relationship between NDVI and climatic variables, 
evaluated the correlation at different time scales, and 
estimated the timing of NDVI response to climatic 
variables, all of which are important for future studies. 

 

2. MATERIALS and METHOD 
 

2.1. Study Site Description 
 

Moulvibazar district is located at Sylhet division in 
Bangladesh's north-eastern region (Kabir et al. 2014). 
The climate in Moulvibazar is humid subtropical. 
Monsoons, high temperatures, high humidity, and heavy 
rainfall characterize the climate of Moulvibazar. The hot 
season begins in early April and lasts until July. 
Moulvibazar has a mean annual temperature of 24.7 °C. 
A total of 2,805 mm of precipitation occurs each year 
(Wikipedia 2020). This town (Fig. 1) has a landscape 
with a Holocene flood plain, a low raised terrace, and 
sporadic hillocks from the geomorphological context 
(Rahman et al. 2018). 
 

 
 

Figure 1. Moulvibazar district 
 

The research used the Global Agriculture Monitoring 
(GLAM) Terra MODIS 8-day NDVI data in CSV format 
(https://glam1.gsfc.nasa.gov/) from 2000 to 2019 to 
investigate the vegetation's temporal distribution. For 
any given year, this website provides MODIS NDVI 
images and graphs. The annual NDVI trend can also be 
compared to the long-term average (NDVI Anomalies) on 
this website (ARSET Advanced NDVI Webinar Series 
2020). NASA Goddard Space Flight Center’s GIMMS 
(Global Inventory Monitoring and Modeling Studies) 
division, USDA FAS (US Department of Agriculture 
Foreign Agricultural Service), the South Dakota State 
University Geographic Information Science Center of 
Excellence and the University of Maryland-Department 
of Geography initiated a collaborative research project 
named GLAM (Becker-Reshef et al. 2010). The project, 
which started in 2002, is co-financed by USDA-FAS and 
NASA. It provides timely, easily accessible, remotely 
sensed data which is scientifically validated for crop 
condition monitoring and production assessment (USDA 
FAS 2020). The meteorological data (precipitation and 
temperature) from 2000 to 2019 within the study area 
were collected from the Power Data Access Viewer-NASA 
POWER (https://power.larc.nasa.gov/data-access-
viewer/) to examine their impact on vegetation. 
 

2.2. Methods 
 

Initially, the PNG (Portable Network Graphics) 
formation, which was downloaded from the website 
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https://glam1.gsfc.nasa.gov/, was used to evaluate the 
oversimplified view of NDVI in the Moulvibazar region. 
The annual trend of climatic factors and NDVI was then 
determined using the MAKESENS software. 
Furthermore, the monthly trend of NDVI was examined 
in this regard. The correlation was also examined to 
analyze the influence of climatic variables on vegetation, 
and the lag period was determined using the cross-
correlation process. The website 
https://exceluser.com/1069/ provided the ready-to-use 
cross-correlation excel spreadsheet. 
 

 
 

 

2.2.1. The oversimplified view of NDVI in 
Moulvibazar 

 

For Moulvibazar, an image of NDVI with NDVI 
anomaly was taken from the GLAM website 
(https://glam1.gsfc.nasa.gov/) (Fig. 2). An NDVI 
anomaly is the difference between the average NDVI for 
a given month in a given year and the average NDVI for 
the same month over a fixed number of years.  This 
method can be used to compare the health of vegetation 
in a given month and year relative to what is considered 
natural, which can be a good indicator of drought or 
deteriorating vegetation health (ARSET Advanced NDVI 
Webinar Series 2020). 
 

 
Figure 2. Selection of Moulvibazar district 
 
2.2.2. Trend analysis 
 

For analyzing the sloping pattern of time-series, Sen 
et al. proposed the Sen’s estimation process (Li et al. 
2019; Meng et al. 2020). It is a computational method 
that has the advantage of not being influenced by a lack 
of data. The MAKESENS method was then employed to 
calculate the NDVI time series' sloping pattern. The 
following is the formula: 
 

𝑓(𝑡) = 𝑄𝑡 + 𝐵 (1) 
 

The f(t) was a monotonically increasing or decreasing 
time function, the constant was B and the slope was Q. To 
obtain the slope estimate Q in Eq. (ii), all data value pairs' 
slopes were first estimated (Li et al. 2019; Meng et al. 
2020; Salmi et al. 2002):  

 

𝑄𝑖 =
𝑥𝑗 − 𝑥𝑘
𝑗 − 𝑘

 (2) 

 

Here j and k are the years, and xj and xk are the annual 
values of these years where j >k. If the time series had n 
values xj the slope Qi is estimated by N = n (n-1)/2. Sen's 
slope estimator was the median of these N values of Qi 
(Salmi et al. 2002). 

Sen's tendency estimation approach does not provide 
statistical significance tests for the trend, so the 
MAKESENS method was used to assess the trend. Since it 
is nonparametric statistical test, this technique is widely 
used to detect a monotonic pattern in climate. The 
MAKESENS method (Li et al.,2019; Meng et al. 2020; 
Salmi et al. 2002) was as follows: 
 

 

Z = 

{
 

 
𝑆−1

√𝑉𝐴𝑅(𝑆)

0
𝑆+1

√𝑉𝐴𝑅(𝑆)}
 

 𝑖𝑓 𝑆 > 0
𝑖𝑓 𝑆 = 0
𝑖𝑓 𝑆 < 0

 (3) 

  
S = ∑ ∑ 𝑠𝑔𝑛(𝑥𝑗 − 𝑥𝑘)

𝑛
𝑗=𝑘+1

𝑛−1
𝑘=1  (4) 
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𝑠𝑔𝑛(𝑥𝑗 − 𝑥𝑘) =  {
1
0
−1
}

𝑖𝑓 𝑥𝑗 − 𝑥𝑘 > 0 

𝑖𝑓 𝑥𝑗 − 𝑥𝑘 = 0

𝑖𝑓 𝑥𝑗 − 𝑥𝑘 < 0
 (5) 

  

VAR(S) = 
1

18
[𝑛(𝑛 − 1)(2𝑛 + 5) − ∑ 𝑡𝑝(𝑡𝑝 − 1)(2𝑡𝑝 + 5)

𝑞
𝑝=1 ] 

 
(6) 

Where S denoted the test statistic and VAR(S) 
denoted variance of S. q was the number of tied groups 
and in the pth group, tp was the number of data values. 
For time series with less than ten data points, the S test 
was used, and for time series with ten or more data 
points, the standard approximation (Z) was used. 

The number of annual values in the data series under 
investigation was denoted by the letter n. For four 
different significance levels in MAKESENS, the two-tailed 
test was used α: 0.1, 0.05, 0.01, and 0.001. An upward 
(downward) trend is indicated by a positive (negative) Z 
value (Salmi et al. 2002). 
 
2.2.3. Relationship and Lag Time Analysis 
 

The lag relationship between hydrothermal factors 
and vegetation is more pronounced. Therefore, studying 
the NDVI–climate relationship on a monthly time scale 
may be more realistic. Climate change affects vegetation 
in a variety of ways. Vegetation does not always react to 
climate change immediately, indicating that there is a 
time lag in vegetation due to climate change. The NDVI–
climate relationship was investigated on two-time scales 
in this study: (i) monthly average NDVI and climatic 
variables from 2000 to 2019, and (ii) annually average 
NDVI and climatic variables from 2000 to 2019. In the 
first case, the NDVI and climate factor mean monthly 
sequences (January to December) from 2000 to 2019 
were used as two sets of variables, and the value of 
correlation coefficients between them was estimated. On 
the other hand, the yearly average series of NDVI and 
climatic factors from 2000-2019 were taken for the 
second case. The value of correlation coefficients 
between NDVI and climatic factors was determined in the 
same way as in the first case. The following is the related 
formula (Wang et al. 2020; Li et al. 2018): 
 

𝑅𝑥𝑦 (𝑟) = 
∑ [(𝑥𝑖−�̅�)(𝑦𝑖−�̅�)]
𝑛
𝑖=1

√∑ [(𝑥𝑖−�̅�)
2(𝑦𝑖−�̅�)

2]𝑛
𝑖=1

 (7) 

 

where 𝑅𝑥𝑦 is the Pearson correlation coefficients 

between variable x and variable y, with a value between 
−1 and 1, n is the sample size, xi is the value of NDVI in 
the ith month, and yi is the mean monthly climate factors 
in the ith month, where �̅� and  �̅� are the means of the two 
variables, respectively. In addition, the ANOVA findings 
were used to test the significance of the correlation 
coefficients. 

The response time is known as the lag time that 
corresponds to the maximum of the cross-correlation 
function (Cai and Ofterdinger 2016). In this analysis, the 
mean response time of the NDVI in the study region to 
climatic events was calculated using a cross-correlation 
function between climatic factors (rainfall, temperature) 
and NDVI time-series. In order to estimate lag time, a 

specially developed cross-correlation Excel spreadsheet 
program was used. The correlation (r) was estimated by 
the value of NDVI and climatic parameters. The 
calculation was done by the value of current and previous 
1–5-month climatic parameters with the value of NDVI. 
Furthermore, r was also calculated by the current as well 
as the previous 1–5 months' NDVI values with climatic 
factors. 
 

3. RESULTS  
 

3.1. General View of NDVI 
 

Before conducting in-depth studies on NDVI in 
Moulvibazar, a general view of NDVI would assist in 
vegetation assessment. Throughout the study period, the 
range of NDVI values within the study area was shown in 
Fig. 3 and 4. The NDVI values ranged from - 1 to 0.90 
across the entire study region. Besides that, the graphical 
representation (Fig. 3) depicted a comparison of the 
NDVI mean from 2001 to 2018 with the 8-day NDVI 
values. The graph beneath it (Fig. 4) depicted the 
fluctuation of negative and positive NDVI anomalies over 
time. Over Moulvibazar, the highest positive anomaly 
pattern was observed in 2013 and 2017, while the 
highest negative anomaly pattern was discovered at the 
end of 2010.  In comparison to the positive anomaly 
pattern, the study zone had more negative anomalies. 
 

3.2. Annual Pattern of Climatic Factors and NDVI 
 

In Fig. 5, the trend of mean annual climatic factors 
(rainfall, temperature) and NDVI in the Moulvibazar 
district (as determined by MAKESENS) was illustrated. 
The trends of NDVI and rainfall (except temperature) 
were statistically significant at different levels (Table 1). 
The trend's alternative hypothesis was rejected in 
temperature, as shown by the blank cell of significance. 
The NDVI and rainfall both showed a significant upward 
trend based on positive Z values, with an increased rate 
of 0.003/year and 0.149 mm/year, respectively (Table 
1). The NDVI trend was significant at a level of 0.05 for 
the entire observation period, while the rainfall time 
series trend was significant at a level of 0.1. In the case of 
temperature, however, the rate was zero. 
 

3.3. Monthly Pattern of NDVI 
 

The trends (by MAKESENS) of mean monthly NDVI 
were shown in Fig. 6. The trends were statistically 
significant at different levels excluding in months 
January, June, September, and October (Table 2). The null 
hypothesis of the trend was accepted in these months, as 
shown by the significance blank cell. Depending on the 
positive Z values, the NDVI displayed a noticeable 
upward trend, which varied between 0.002 and 0.007 
per month.



Turkish Journal of Engineering – 2022; 6(3); 211-222 

 

  215  

 

 

 
 

Figure 3. NDVI value in Moulvibazar 
 

 
Figure 4. NDVI and NDVI anomaly in Moulvibazar 
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Table 1. Annual trend of climatic factors and NDVI 

Events 
First 

Period 
Last Period Test Z 

Rate of Change 
per Year, Q 

Constant, B Significance of Trend, 𝛂 

NDVI 2000 2019 2.37 0.003 0.50 0.05 

Rainfall (mm) 2000 2019 1.78 0.149 5.18 0.1 

Temperature (°C) 2000 2019 0.00 0.000 24.40  

 

  
  

 

 

Figure 5. Trends of mean annual NDVI and climatic factors 
 
Table 2. Monthly trend of climatic factors and NDVI 

Month 
First 
Period 

Last 
Period 

Test Z 
Rate of 
Change per 
Year, Q 

Constant, B 
Significance of 
Trend, 𝛂 

Jan 2000 2019 0.91 0.001 0.46  
Feb 2000 2019 2.04 0.003 0.47 0.05 
Mar 2000 2019 1.91 0.003 0.50 0.1 
Apr 2000 2019 2.11 0.003 0.53 0.05 
May 2000 2019 2.50 0.005 0.48 0.05 
Jun 2000 2019 0.55 0.004 0.46  
Jul 2000 2019 -0.49 -0.003 0.50  
Aug 2000 2019 1.98 0.007 0.47 0.05 
Sep 2000 2019 1.07 0.002 0.62  
Oct 2000 2019 1.46 0.002 0.67  
Nov 2000 2019 2.08 0.003 0.58 0.05 
Dec 2000 2019 2.70 0.002 0.50 0.01 
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Figure 6. Trends of mean monthly NDVI time series  

 
3.4. Relationships between Climatic Variables and 

Vegetation 
 

Rainfall and temperature were used in this analysis to 
demonstrate their impact on NDVI. Rainfall showed an 
irregular gradient in different years (Fig. 7 (right)), while 
the distribution of rainfall is highly unequal in month-
wise (Fig. 7 (left)) variance. The areas with high rainfall 
values were observed in 2017 (14.57 mm) (Fig. 7(right)) 
and in June (15.45 mm) (Fig. 7(left)). On the other side, 
the low values were distributed mainly in 2011 (4.39 
mm) (Fig. 7(right)) and in January (0.16 mm) (Fig. 
7(left)). The mean annual rainfall was 6.96 mm (Fig. 
7(right)) over the study area and it increased from April 
to October (Fig. 7(left)) over the study period. The lowest 
rainfall was observed from November to March (Fig. 
7(left)). On the other hand, the temperature also varied 
(Fig. 8) with the lowest values mainly in January 
(17.22 °C) and in 2007 (23.92 °C), and with the highest 
values mainly in July (27.78 °C) and in 2000 (25.07 °C). 
The areas with high temperature values were noticed 
from March to October, whereas, low temperature values 
were observed from November to February (Fig. 8 (left)). 
From 2000 to 2019, the mean NDVI value in the study 
region showed distinct characteristics (Fig. 7 and 8). The 
NDVI fluctuated in a small range maintaining a stability 
in the region with the lowest value of 0.47 (July) and 0.46 

(2010), and the highest value of 0.68 (October) and 0.59 
(2019). Almost similar results in the case of annual NDVI 
with the highest (2017) and lowest (end of 2010) values 
were also found from section 3.1 (Fig. 4). Every year, the 
lower values of NDVI were appeared between January 
and February. On the other side, the higher values were 
appeared from July to October indicating NDVI changed 
in a predictable pattern (Fig. 7 (left) and 8 (left)). From 
the analysis, the highest NDVI was noticed in October 
while the highest rainfall was found in June. So, the 
monthly NDVI value was increased corresponding to 
rainfall with about 4 months lag. Similarly, the monthly 
NDVI value was increased corresponding to temperature 
with about 6 months lag. However, the annual 
relationship was found uneven in both cases. 

The correlations R2 (r) between the climatic 
parameters and NDVI were evaluated at two-time scales 
to determine the effects of each on vegetation: (i) one is 
monthly (Fig. 9(left), 10(left)), and (ii) another is 
annually (Fig. 9(right), 10(right)). As shown in Fig. 9 and 
10, an insignificant correlation was observed with 
positive value, indicating that both rainfall and 
temperature had less impact on vegetation over the 
study area. According to the above results, NDVI with a 
certain lag time showed frequent changes as climatic 
factors changed on a regular basis. 
 

 

  
Figure 7. Changes in NDVI and rainfall: (left) monthly average, (right) yearly average 
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Figure 8. Changes in NDVI and temperature: (left) monthly average, (right) yearly average 

 

  
Figure 9. Relation between vegetation and Rainfall: (left) monthly, (right) yearly  

 

  
Figure 10. Relation between NDVI and Temperature: (left) monthly, (right) yearly 

 
3.5 Analysis of Lag Period  
 

Since the relationship between monthly NDVI values 
and climate factors was inconsistent in annual analysis 
(Fig. 9(right) and 10(right)), the lag between monthly 
NDVI values and climatic factors was investigated. Fig. 11 
depicted the values of the correlations between NDVI and 
rainfall as well as temperature from 2000 to 2019. The 
current and previous months' NDVI and climate 
variables were compared, and the month with the 
highest correlation coefficient was chosen as the lagged 
month. At subsequent lags, both positive and negative 
comparisons are made, with the zero-lag representing 
the alignment of two data sets at their source. 

 
1 P indicates significance level. If P exceeds 0.05, then 

it will be insignificant. 

In terms of rainfall, the study discovered a clear 
positive relationship (Fig. 11(left)) between NDVI and 
rainfall in May (r = 0.804, P1=0.016), suggesting that 
vegetation was lagged by four months in receiving 
rainfall from May. In case of temperature (Fig. 11(right)), 
the lagged months of NDVI were March, April and June. 
However, the significant positive correlation in month 
June (r = 0.74, P = 0.05) and March (r = 0.84, P = 0.002), 
April (r = 0.68, P = 0.045) indicated that there was 
monthly lag (5 months, − 2 – 3 months) vegetation due 
to temperature.  
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Figure 11. Correlation coefficients between climatic factors: (left) rainfall, (right) temperature and vegetation  

 

4. DISCUSSION 
 

Over the last few decades, vegetation is influenced 
largely by the effect of human disturbance (Yu et al. 
2018), rainfall and temperature change (Li et al. 2019). 
As a result, studying vegetation change and how it 
responds to climate change would provide vital 
information for management of environmental resources 
(Sun et al. 2021; Li et al. 2019).  

The highest (0.59) and lowest (0.46) NDVI values 
were reported in this analysis in 2019 and 2014, 
respectively. The NDVI values were ranged from – 1 to 
0.09 across the sample region. Various factors promoted 
the development of vegetation, in which reainfall and 
temperature playing a significant role (Jiang and Wang 
2016). Significant climate change has resulted in the 
rising of current vegetation pattern (Wang et al. 2005). 
The NDVI–climate relationship has been difficult to 
uncover. Some research looked at the influences of 
rainfall, temperature and anthropogenic activities on 
arable land in a quantitative way (Shi et al. 2016). Studies 
have found that the most significant factors influencing 
vegetation growth were climatic parameters (Pei et al. 
2019).  

Climate conditions, on the other hand, impact certain 
places at different time scales. A distinctive relationship 
between vegetation and climatic factors was observed in 
different case of annual and monthly time scales. 
According to MAKESENS there were significant 
increasing trends (P < 0.05) observed in vegetation 
growth and rainfall. Similarly, a significant upward trend 
was also found in vegetation coverage on the Loess 
Plateau (Sun et al. 2015). In terms of an annual basis 
trend, the rate of vegetation growth was 0.003. 
Meanwhile, based on the monthly trend, a growth rate of 
0.002 to 0.007 was observed. The increasing rate of 
rainfall, on the other hand, was 0.149 mm/year, which 
suggested a low growth rate of rainfall on annual basis. 

The highest NDVI value was found in October, while 
the highest rainfall was identified in June in this study. 
The explanation for this could be that there was sufficient 
moisture condition for the development of vegetation as 
there was too much rain in June, with some of it 
remaining in the subsurface in October. On the other 
hand, the highest temperature was recorded in July, and 
the highest NDVI growth was recorded in October. The 
reason for this could be that decomposition and 
mineralization of organic matter would be accelerated as 

the enzymatic activities of photosynthesis would be 
stimulated due to rise of temperature (Wan et al. 2005). 

NDVI was influenced by temperature and rainfall, and 
cross-correlation analysis revealed a time lag for climate 
influences. In general, cross-correlation was defined as 
the degree to which two series were correlated in terms 
of lag between them, as well as the method of comparing 
them at successive lags (Davis 2002). Generally, time lags 
occurred as different climatic variables changed 
(Davenport and Nicholson 2007). The NDVI reached at a 
high value of r (0.804) due to rainfall for a certain lag 
period, which was significant (P < 0.05) according to the 
cross-correlation. Rainfall had a 4-month lag effect on 
vegetation development, while temperature had a 5 (r = 
0.74), − 2 (r = 0.84), and − 3 (r = 0.68) month lag effect 
on vegetation growth. Sun et al. 2021 also discovered 
that rainfall in the end of growth period had a lag of 1-2 
months on vegetation development, whereas the 
temperature in the middle of the growth period had a lag 
impact of one month. 

 

5. CONCLUSION  
 

The current study used the MAKESENS software, 
cross-correlation, and ANOVA significance test to 
investigate the trends of NDVI and their lag period due to 
climatic conditions. The NDVI's temporal variation 
revealed that vegetation growth was low, particularly on 
the yearly-time scale (0.003/year). Furthermore, an 
assessment revealed that vegetation growth on the 
monthly-time scale was strongly dominated by rainfall 
and temperature. Finally, the delayed impact of rainfall 
and temperature on vegetation was revealed. Rainfall 
from January to April had a four-month lag effect on 
vegetation growth, while temperature had a 5, - 2, - 3 
months lag on vegetation growth. This study's findings 
revealed changes in vegetation and highlighted the 
importance of rainfall and temperature in regulating 
vegetation dynamics.  

This study was limited to find out the temporal 
variation of vegetation. Instead of considering 
spatiotemporal data, only MODIS NDVI temporal data 
were used in this scenario. The effect was assessed using 
two climatic variables (temperature and rainfall), though 
there were many other variables, including human 
activity, which were not addressed. Therefore, to better 
preserve the environment, the effects of climatic 
conditions on NDVI should be analyzed under the 
circumstance of global climate change. Meanwhile, the 
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human activities on vegetation should be analyzed 
quantitatively. 
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 Recently, with the developing environmental awareness, electric vehicles are increasing even 
more. For this reason, different searches have emerged to solve the problems related to meeting 
the energy needs of electric vehicles and charging their batteries quickly and reliably. One of 
these ideas is wireless power transfer (WPT) battery charging systems, which researchers have 
focused on for the past two decades. In this study, a wireless charging station that can be used 
to charge the batteries of electric vehicles is designed and examined by applying it to a prototype 
vehicle. Also, it is examined that the designed system can be adapted with renewable energy 
sources (such as solar energy) independently of a local energy source. It is aimed with the WPT 
prototype to realize a more efficient system for the 10 W power level and 86 kHz. The 
electromagnetic modelling of WPT is designed using ANSYS-Electronics/Maxwell software. 
Ultimately, the power electronics circuit performance of this system was analyzed with ANSYS 
Electronics / Simplorer software for co-simulation. 

 
 
 
 
 
 
 
 
1. INTRODUCTION  

 

Wireless power transmission (WPT) has become a 
popular topic, especially in the last two decades. Many 
researchers study it with much greater interest. WPT 
based on the principle of transmitting electrical power 
with magnetic coupling (Kuzey, 2017; Tesla, 1900b). The 
emergence of WPT and the implementation of this 
principle has become possible after nearly two centuries 
(Fawwaz and Ulaby, 2015; Sun et al., 2018). At the end of 
this process, Nikola Tesla made some experiments on the 
wireless transmission of electrical energy in 1899 and 
received a patent on WPT on March 20, 1900 (Tesla, 
1898, 1900a). 

After the applicability of WPT in different fields was 
understood, it has started to be understood that the 
power transmission method could also take different 
forms. The first MASER (Microwave Amplification by 

Stimulated Emission of Radiation) oscillator, which was 
developed in 1954, is seen as the first example 
(Schawlow et al., 1960). This invention would later lead 
to the discovery of LASER (Light Amplification by 
Stimulated Emission of Radiation) in 1960 (Maiman, 
1967). 

The effects of WPT on medical electronics started 
with the use of implant devices. John Schuder proposed 
the transcutaneous WPT system to supply the energy 
needs of implant devices in 1961 (Mahmud, 2016; 
Schuder, 2002). 

On the other hand, William Brown designed an 
antenna, which is called rectenna (rectifying antenna) in 
1964. And he used the rectenna to canalize the 
microwaves to a model helicopter, which we can call a 
simple drone. This drone's energy was sourced from the 
microwave beam by using WPT. In his presentation, 
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William C. Brown transferred 270 watts of power to a 
height of 50 ft (15.24 m) (Brown, 1965, 1969). 

Also, Peter E. Glaser came up with the idea of SPS 
(Solar Energy System) or SBPS (Solar Based Power 
System) in 1973, where WPT systems could be applied. 
Thus, a diversity of resources is provided for WPT 
systems, which will lead to many different research and 
investigation areas in the future (Glaser, 1973). 

Zhao et al. conducted studies on electromagnetic 
induction and WPT in 2012 (Zhang and Zhao, 2014). 
Although WPT was on the researcher's sights from time 
to time in the last century, it is not received the expected 
attention due to its inefficiency and difficulties in 
implementation. Nevertheless, in 2007, researchers at 
MIT (Massachusetts Institute of Technology) transmitted 
a 60 W power level to a distance of 2 meters with WPT 
(Kurs et al., 2007). 

In the other studies conducted for the last 20 years, 
researchers focused on resonance magnetic coupling 
studies because of the low efficiency of magnetic 
induction and inductively coupled systems.  

Thrimawithana et al. controlled the voltage induced 
in the primary coils with the control technique they 
performed on the primary side and provided inductive 
power transfer by regulating the primary current. Also, 
they transferred 150 W power to the secondary side at a 
frequency of 20kHz and compared the results of the 
experimental and the simulation results (Thrimawithana 
and Madawala, 2010).  

Imura and Hori 2011 analyzed the relationship 
between the air gap and the efficiency by using the 
Neumann formula and equivalent circuit for magnetic 
resonance coupling. 

Kuzey, in his thesis in 2017, designed a WPT system 
that can be used in charging electric vehicle batteries. He 
cross-examined the 20 cm and 30 cm air-gapped WPT 
topologies for two models for 15 kW and 45 kW power 
levels. He found the maximum efficiency of the system in 
the ideal condition of 15 kW power to be 75.38% (Kuzey, 
2017; Kuzey et al., 2017). On the other hand, Lee 
examined in his study in 2019 that WPT systems can be 
adapted in different sizes in places where it is difficult to 
reach. Also, he transferred 47 W power with 52% 
efficiency with WPT at a distance of 60 cm which is the 
approach distance of the high voltage lines (Lee et al., 
2019). 

In 2020, Ustun et al. 2020 developed a simulation 
model by using an artificial bee colony algorithm to 
predict the variables of the inductively coupled WPT 
system designed for electric vehicles. In their study, they 
determined that the analysis of the WPT circuits related 
to the charging efficiency can be easily calculated with 
the proposed model without considering long time 
simulation and complex equations. 

WPT can also be used as a new charging technique for 
Unmanned Aerial Vehicles (UAVs).  Le et al. 2020 
analyzed different WPT charging technique for UAVs. 
they searched WPT near-field techniques capacitive, 
inductive, and resonant inductive coupling methods for 
UAVs in their study. They addressed possible ways to 
apply these techniques for UAVs. 

Frechter and Kuperman 2020 presented the 
analytical investigation and design of a WPT system for a 
through-glass AC power transfer system in their study. 

Recent technological advances are also showed us 
that there are some other new ways to produce a WPT 
system. Kim et al tried to secure sustainable electrical 
power in human bodies by using an active photonic WPT 
approach in their study. They designed an active 
photonic WPT which is consists of a pair of the skin-
attachable photon source patch and the photovoltaic 
device array integrated into a flexible medical implant 
(Kim et al., 2020). 

Despite all studies, WPT efficiency is still a 
disadvantage of this system. Yan et al. designed and 
analyzed a multi-transmitter system for greater WPT 
efficiency. This system also aimed more efficiency under 
lateral-misalignment conditions (Yan et al., 2020). 
Assawaworrarit and Fan 2020. searched for the increase 
of WPT's efficiency by using a switch-mode 
implementation. 

The energy harvesting system is also a different type 
of WPT. Kim et al. 2020 used this idea to design a WPT 
system. They tested WPT efficiency at different 
modulation types and at different waveforms. Shen et al. 
2021, designed a closed-loop WPT with adaptive 
waveform and beamforming. 

The alignment of the receiver and the transmitter is 
also an important variable for WPT’s efficiency. Liu et al. 
2021 examined the electrical parameters of a 
compensation inductance and the transmitter to 
determine the receiver position. 

WPT has some other application areas such as 
insulation from environmental conditions. Wang et al. 
examined a single-phase shaded-pole induction motor 
system with WPT. They achieved a WPT's efficiency of 
77% with a 20 mm transfer distance (Wang et al., 2021). 

At WPT systems, the design and the shape of receiver 
and transmitter coils are very significant factors for 
efficiency. Yakala et al. 2021 studied the circular 
transmitter and receiver coils design for WPT system in 
battery charging applications of electrical vehicles. They 
designed a power pad for WPT. It can transfer the power 
of 3.7 kW for a distance of 100 mm, at a vertical offset of 
150 mm (Yakala et al., 2021) . 

Today, the awareness of human health and the 
environment is very developed, so one of the first 
questions that come to mind regarding this technology is 
the effects of WPT on human health and the environment. 
Although researches which are about WPT effect on 
humans health is still ongoing, they show that the 
magnetic field in WPT technology is within the 
international boundaries for human health (Baikova et 
al., 2018; Christ et al., 2013; Kuzey et al., 2017; Sun et al., 
2018). 

In this study, the charging system of electric vehicles, 
which is one of the application and research areas of 
WPT, is designed as a prototype. Also, it is examined the 
energy-storing obtained from the alternative energy 
source (Solar energy). So that the designed system can be 
kept ready for use independent of the grid. In the 
designed WPT system, it is aimed to achieve optimum 
efficient power transfer with minimum air gap and low 
coupling coefficient. For a 10 W model with a 1.5-2 cm 
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parametric distance value, the WPT in power 
transmission is examined. First of all, the variables of the 
designed WPT system are calculated. Then, with these 
variables, coils are designed in ANSYS 
Electronics/Maxwell software and the magnetic model 
simulation of WPT is examined. The performance of the 
model is analyzed by simulating the designed and 
simulated transceiver (transmitter and receiver) coils 
simultaneously with the WPT electrical equivalent circuit 
model created in ANSYS Electronics/Simplorer software. 
Then, the designed and simulated system is applied and 
finally, the simulation results are compared with the 
application results. 

 

2. MATERIAL AND METHOD 
 
2.1. Examination of the Basic Circuit Block Diagram 

of the Designed WPT System 
 

The block diagram showing the basic circuit structure 
of the designed WPT system is shown in Figure1. On the 
block diagram, the supply of the system is modelled from 
both the renewable energy source and the network. A 
high frequency switched DC / AC inverter is designed for 
the charging station. Then, transmitter coil design and 
calculations are made. After the charging station is 
completed, a receiver coil, AC / DC rectifier and battery 
measurement and monitoring system are placed on the 
vehicle to feed the vehicle battery. 
 

 
Figure 1. The block diagram of proposed WPT system 
 

2.2. Determination of the Resonance Frequency for 
Designed WPT System 

 

In this study, the "Tank Circuit", which is based on the 
electromagnetic resonance circuit (RLC circuit) and can 
store very large energies with ideally infinite oscillation, 
is used to provide resonance. However, due to the 
absolute existing resistance and physical limitations, the 
resonance frequency has to be calculated at a certain 
value. There are two common types of resonant-tank 
circuits. The first one is the series tank circuit which is 
given in Figure 2, and the other one is the parallel tank 
circuit which is given in Figure 3.  

 
 
 

 
Figure 2. Series RLC circuit 

 
Figure 3. Parallel RLC circuit 

For a given frequency value, the inductance (L) and 
capacitance (C) become equal for the maximum current 
to flow through the circuit in the resonance state. First of 
all, the transmitter and the receiver coils are calculated 
and designed. The inductance value (L) of the coils is 
calculated by Equation 1 (Chapman, 2012; Cheng, 1983). 

 
2

0μ .N .A
L =

l
 (1) 

Where, µ0 permeability of the vacuum, N is the 
number of turns, l is the length of the coil, and A is the 
diameter of the coil wire. In this case, the resonance 
frequency (ω0) is calculated by Equation 2. 

 

0

1
ω =

LC
 

 
(2) 

 
 

The resonance frequency is calculated for the 
designed WPT system in this study which is aimed at 10 
W power transmission at 86 kHz. 
 
2.3. Simulation Studies 

 
The variables determined in the system designing and 

modelling are used in the ANSYS Electronics/Maxwell 
software to create the magnetic model of the coils. 

The designed model in the Maxwell is shown in Figure 
4. In this model, the grey-coloured coil is the primary coil 
with 22 turns which is the transmitter and the green-
coloured coil is the secondary coil with 10 turns which is 
the receiver coil. 

The inductance values of the designed coils are also 
examined in the simulation studies. Mutual inductance 
and self inductances of the coils are shown in Figure 5. 
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Figure 4. Designed coils with Ansys-Maxwell 
 

 
Figure 5. The mutual and self inductances of coils 

In this modelling, magnetic flux distribution and 
coupling effect are also examined. Magnetic flux 
distribution and coupling effect are shown in Figure 6. 

 

 
Figure 6. Magnetic flux distribution and coupling effect 

An electrical equivalent circuit model for the designed 
WPT system is designed in the ANSYS 
Electronics/Simplorer program. Afterwards, the ANSYS 
Electronics/Simplorer program is simulated 
simultaneously with realized transceiver coil models in 
the Maxwell. The performance of the whole of the 
designed system is analyzed.  The Simplorer circuit 
model of the designed WPT system is shown in Figure 7. 

 
Figure 7. Ansys - Simlporer circuit model 

The design of the receiver circuit to be placed on the 
model vehicle is also made along with the simulation 
studies of the receiver and transmitter coils. A real-time 
voltmeter is added to the design on the receiver circuit. 
The voltmeter shows the voltage level to be obtained 
from the receiver coil. Thus, it is aimed that this 
measurement is not affected by the current battery of the 
model vehicle with the D1 diode. The designed receiver 
coil measurement circuit and AC / DC rectifier circuit 
diagram are shown in Figure 8. 

 

 
Figure 8. The circuit of the vehicle side 

2.4. Realization of The Designed Model 
 

The model which was designed and simulated, 
manufactured as a prototype. The list of used materials is 
shown in Table 1. 
 
Table 1. The technical specifications of WPT circuit 

Materials Function 

Arduino Uno 
The control unit at the model 
vehicle 

Arduino Nano The control unit of PWM 
Mosfet (Driver Module 
of IRF520 MOSFET) 

The switching unit at the WPT 
system 

The Designed Coils: 
0.60 mm2 10 Turns-
Reciver Coil 
0.60 mm2 22 Turns – 
Transmitter Coil 

The components which are 
used for energy transfer at the 
WPT system 

LCD 
The element used to see the 
voltage and distance values on 
the model vehicle 

Ultrasonic Distance 
Sensor (HC-SR04) 

The element used to prevent 
misaligned problems 

PV Module 
Power Source of the WPT 
system 
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The receiver circuit of the designed model is 
assembled to the model vehicle. The assembly of the 
receiver coil and the rectifier circuit is shown in Figure 9. 

 

 
Figure 9. The assembly of the receiver circuit 

A charging station has also made for the electric 
vehicle. Theoretical, the energy which is obtained by the 
PV module is stored at the battery cell. Afterwards, the 
energy is switched by the designed WPT system at 86 
kHz frequency. The designed charging station is shown in 
Figure 10. 

 

 
Figure 10. The PV panel and the WPT system 

The charging station and the WPT system are 
designed as a whole system which is combined with the 
vehicle and the station. After that, all components are 
assembled and the designed system is manufactured. The 
final situation of the manufactured system is shown in 
Figure 11.  
 

 
Figure 11. Prototype imaging of the designed wireless 
charging station 

3. RESULTS 
 

In this study, a WPT system that is operated at 86 kHz 
frequency is designed, simulated, and implemented. The 
maximum efficiency of WPT is obtained 75% at the ideal 
condition for a 10 W power value. The output signals of 
the designed system are also performed simulation and 
experimental tests at the 95% power level. Thus, the 
output signals obtained as a result of these tests are 
shown in Figures 12 and 13, respectively. 

 

 
Figure 12. The output signal with simulation reports 

 
Figure 13. The output signal with scope image reports 
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4. CONCLUSION 
 

This paper presents a charging station for electric 
vehicles based on WPT. The proposed WPT system is 
designed, simulated and implemented. The designed 
system shows that WPT charging systems can be realized 
independently from the grid by using alternative energy 
sources. In addition, the designed WPT system is derived 
from the flyback converter topology. Firstly, the power 
electronics circuit of the WPT system was simulated with 
the Ansys-Simplorer software. The optimum distance 
value between the coils is determined. Then the 
prototype of the WPT system is built and experimental 
studies are carried out at 86 kHz and 10 W.  According to 
the experimental studies, the maximum efficiency of the 
WPT system was found to be 75% in the ideal state of the 
topology. The results obtained in the study showed that 
a similar application can be applied to real vehicles with 
real high power level. 
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 Kinetic modeling of NH3 Selective Catalytic Reduction (NH3-SCR) of NOx in Cu-chabazite 
washcoated monolithic reactors has recently become an important task for design, control and 
calibration of heavy-duty engine aftertreatment systems. Development of detailed and 
accurate kinetic models rely on the correct simulation of the NO2 and NH3 storage at different 
conditions. Here, different kinetic schemes for NO2 adsorption and desorption were developed 
and compared to experimental data. For this purpose, firstly, realistic values of the active Cu 
sites in the Cu-zeolite were obtained using the temperature programmed desorption (TPD) of 
NH3 and NO2 which showed fractional coverages of 0.04 and 0.17 for the so-called ZCuOH and 
Z2Cu species which reside in the 8 and 6 membered rings (MR) of the zeolitic framework, 
respectively. Active site concentrations were used in the kinetic models which included 
simultaneous formation of nitrate/nitrite species or the formation of HNO3 intermediate 
which in turn resulted in the formation of nitrates or nitrites over the ZCuOH. Models also 
included or excluded the NO2 storage over the so called secondary Z2Cu sites. It was shown 
that models taking into account HNO3 intermediate formation along with two NO2 storage 
sites were better fits to the experimental data.  

 
 
 
 
1. INTRODUCTION  

 

Ammonia Selective Catalytic Reduction (NH3-SCR) is 
a widely used technology in the aftertreatment systems 
(ATS) of the lean-burn diesel powered light or heavy-
duty vehicles for the abatement of harmful and toxic 
oxides of nitrogen (NOx). NH3-SCR reactors usually are 
monolithic reactors with microchannels wash coated 
with active catalyst materials where NOx originating 
from the engine and NH3 fed using the thermolysis of 
urea solution sprayed to the reactor undergo SCR 
reactions. Cu exchanged zeolites especially Cu-
chabazites including Cu-SSZ-13 are the catalyst of choice 
by many original equipment manufacturers (OEMs) for 
NH3-SCR process due high deNOx performance in a wide 
range of temperature and good hydrothermal stability 
(Gao et al. 2013; Paolucci et al. 2016a).  

Over the recent years, there have been significant 
developments in the kinetic modeling of NH3-SCR 
processes for NOx abatement which are usually aimed to 
be used in the design, calibration and control of SCR units 
(Bozbag et al. 2020b; Chatterjee et al. 2005; Chatterjee et 

al. 2007; Daya et al. 2018; Daya et al. 2020a; Dhillon et al. 
2019; Gao et al. 2021; Olsson et al. 2015; Selleri et al. 
2019; Supriyanto et al. 2015; Usberti et al. 2020).  Unlike 
many industrial reactors, the reactors in the 
aftertreatment system are continually exposed to highly 
transient conditions in many cases due to different road 
conditions, speed and torque generated by the engine. 
These conditions require the models to be predictive in a 
variety of conditions for the calibration and control of 
urea dosage and for the prediction of downstream NOx 
and NH3 concentrations. Thus, the underlying SCR 
mechanisms should be well emulated by the models 
otherwise cumulative NOx emissions could not be well 
predicted (Bendrich et al. 2020). Both NO2 and NH3 could 
be stored in Cu-chabazite catalysts at greater quantities 
and the surface NH3 and NO2 related species are 
important contributors to the catalytic mechanism of 
NH3-SCR of NOx according to many authors (Bendrich et 
al. 2018; Bozbag et al. 2018; Clark et al. 2020; Greenaway 
et al. 2020; Janssens et al. 2015; Paolucci et al. 2017). 
Therefore, realistic kinetic modeling of NO2 and NH3 
adsorption and desorption is crucial to correctly 

https://dergipark.org.tr/en/pub/tuje
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represent the NH3-SCR mechanism in order to obtain 
highly accurate transient NH3-SCR models. This requires 
a realistic insight to the concentrations of the active sites 
on the catalyst for the calculation of total species rates 
using the mean field approximation where active site 
concentration normalized rate constants are used  
(Bozbag et al. 2020a; Daya et al. 2020b). It has been 
shown that the combined analysis of NH3-TPD and NO2-
TPD profiles of Cu-chabazites could be used to quantify 
the concentration of two different Cu species often 
encountered in Cu-chabazites which are usually referred 
to as ZCuOH and Z2Cu which occupy the 8MR and 6MR in 
the zeolite framework, respectively (Marberger et al. 
2018; Paolucci et al. 2016b). Us and others (Bozbag et al. 
2020a; Leistner et al. 2017; Luo et al. 2016) had shown 
that the NH3-TPD peaks with centers at around 320 and 
450oC could be associated with Cu species residing at 
6MR and 8MR, respectively. Combined with the known 
NH3/Cu stoichiometry (Luo et al. 2017), one can calculate 
the surface concentrations. According to (Villamaina et 
al. 2019), NO2-TPD could be used to titrate the ZCuOH 
concentrations which could be used as a validation of the 
surface concentrations obtained from NH3-TPD. Along 
this line, different NO2 adsorption-desorption 
mechanisms were modeled in the literature (Bendrich et 
al. 2018; Colombo et al. 2012; Olsson et al. 2009). While 
some of the models take into account the HNO3 
intermediate formation reactions (Bendrich et al. 2018) 
some do not (Colombo et al. 2012; Olsson et al. 2009). 
Moreover, these different NO2 adsorption-desorption 
kinetic schemes have not been compared over the same 
fresh Cu-chabazite catalyst. Therefore, implications of 
using these different chemical schemes are yet to be 
discovered.  There is also no model in the literature 
which accounts for multisite adsorption and desorption 
of NO2. 

For the case of the adsorption of NH3 over Cu-
chabazite, it has recently been suggested that upon 
adsorption, some Cu species undergo NH3 solvation 
within the zeolitic cage and these NH3 solvated Cu species 
which are in dynamic mobility might play a role in the 
SCR mechanism (Paolucci et al. 2017) or may not (Daya 
et al. 2021). On the other hand, in the literature, the active 
site values associated with the NH3 adsorption 
desorption models is usually done quite arbitrarily and 
do not generally reflect the true number of active sites 
associated with adsorption and therefore the rate 
parameters associated with adsorption are usually 
lumped parameters. Thus, there is no multi-site kinetic 
model in the literature where the active site values used 
in the NH3 adsorption-desorption model were validated 
by the NO2 adsorption-desorption experiments as well.  

In this study, a relatively easy method to evaluate 
different Cu species in Cu-chabazites based on NO2 and 
NH3 adsorption/desorption experiments is proposed 
and used to develop multisite kinetic models for NH3 and 
NO2 adsorption and desorption. The performance of 
different kinetic schemes for simulating NO2 adsorption 
and desorption were compared to the experimental data 
obtained using a commercial Cu-chabazite catalyst. The 
mechanistic implications of using different models were 
determined.  

 

2. METHOD 
 

2.1. Laboratory tests 
 

The catalysts used in this study were a commercial 
Cu-chabazite based formulation washcoated to 
cordierite monolith (400 cpsi – 4 mils). A cylindrical core 
with a length of 2.2 cm and a diameter of 1.9 cm was used 
in the runs. The experiments were carried out in a 
synthetic gas bench (SGB) described in (Bozbag et al. 
2020a and 2020b). In a typical run, ceramic fiber paper 
wrapped monolith was loaded in a quartz reactor and 
placed in an electric tubular furnace (Thermo Scientific 
Lindberg Blue M) equipped with a PID controller 
enabling the desired temperatures or ramps for the 
experiments. The temperature at reactor inlet was 
constantly monitored using a J-type thermocouple placed 
0.5 cm upstream of the catalyst. NH3 was purchased from 
Elite Gaz (10% in He balance), NO2 was purchased from 
Hatgaz (10% in N2 balance), CO2 and N2 (5.0) were 
purchased from Airliquide. All gases were connected to 
and were fed to the reactor using respective calibrated 
mass flow controllers (Brooks Instruments) and H2O was 
delivered using a peristaltic pump (Gilson Minipuls 3). 
During the experiments, a general mixture which 
contained CO2, H2O and N2 passed initially through to a 
pre-heater after which they were fed to the reactor. NO2 
and NH3, on the other hand, were fed to general mixture 
stream just before the reactor using three-way valves 
connected to inlet via compression fittings to avoid 
undesired gas phase reactions. All lines before and after 
the reactor was heated to 190 oC. The species 
concentrations at the outlet of the reactor were 
continuously monitored using MKS Multigas 2030 FTIR 
spectrometer. The catalyst was pre-treated (i.e. 
degreened) at 550 oC in the presence of 5% H2O, 8% O2, 
in N2 for 2h at 40000 h-1 (NTP). Subsequent to the 
experiments, the catalyst was exposed to a stream 
consisting of 8% O2 in N2 at 550 oC for 30 min to clean the 
surface of any N-containing residues. All experiments 
were carried out at with a space velocity of 40000 h-1 
(NTP). All the gas grades used were 5.0 or above. 

NO2 adsorption/TPD experiment consists of the 
adsorption, isothermal desorption, and Temperature 
Program Desorption (TPD) parts. In a typical experiment, 
NO2 was introduced to the reactor (500 ppm NO2, 5% 
H2O, 10% CO2 in N2 balance), which evidently resulted in 
an adsorption breakthrough curve. Once adsorption was 
completed NO2 feed was cut off and isothermal 
desorption of weekly bound NO2 started during which 
feed stream contained 5% H2O, 10% CO2 in N2 balance. 
After desorption of weakly bound NO2 was completed, 
temperature ramp was started with a rate of 10 oC/min 
during which feed stream contained 5% H2O, 10% CO2 in 
N2 balance as well.. NH3 adsorption/TPD experiment was 
carried out in a similar manner. Feed conditions, reactor 
outlet concentrations and reactor inlet temperatures 
monitored during each experiment were presented in 
Section 3. Peak deconvolution was carried out using 
Fityk version 1.3.1. Gaussian peaks were added manually 
and then optimized using Nelder-Mead Simplex method. 
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2.2. Modeling 
 

2.2.1. The reactor model 
 

Modeling was performed using GT-POWER, version 
2019 (GT-SUITE Exhaust Aftertreatment Application 
Manual  2019) using the Fixed Mesh (1+1D) solver and 
the details were provided elsewhere (Bozbag et al. 
2020a). Briefly, mass, energy and momentum balances 
for the gas and washcoat phases were solved for each 
contributing gaseous and surface species. Film model 
was used to incorporate external mass transfer and a 
washcoat diffusion model was used to consider the 
effects of internal mass transfer.  

 

2.2.2. Kinetic model  
 

Reaction mechanisms and rate expressions for NO2 
adsorption/desorption (Model A, B, C, D) and NH3 
adsorption/desorption are presented in Table 1. The 
Arrhenius equation was used in the model to account for 
the temperature dependency of the turnover rate 
constant, kj: 
 

RT

E

jj

jA

eAk
,−

=  (1) 

 

where Aj is the pre-exponential factor and EA,j is the 
activation energy in reaction j. A coverage dependent 
activation energy function was used to describe the 
desorption of NH3 from Z2Cu sites (Reaction 11b): 
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In Model A, the NO2 adsorption and desorption 
occurred over ZCuOH sites accounting the simultaneous 
formation of ZCuONO and ZCuNO3 surface species 
(Reaction 1). Formation of NO upon NO2 adsorption was 
modeled using Reaction 2. In Model B, the formation of 
HNO3 intermediate was accounted and ZCuNO3 
formation is based on reaction of ZCuOH and formed 
HNO3 (Reaction 6). Model C is similar to Model A except 
additional NO2 storage in terms of surface nitrites and 
desorption reaction were used over Z2Cu sites. Model D 
is similar to Model B except additional NO2 storage in 
terms of surface nitrites and desorption reaction were 
used over Z2Cu sites. Thermal decomposition of surface 
nitrates was accounted in all of the models (Reactions 3 
and 8). NH3 adsorption and desorption was modeled 
using the reactions in Table 1. 

The pre-exponential factors and activation energy 
values of Models A-D were optimized using the 
experimental data via a Genetic Algorithm to minimize 
the following error function which is also used to 
compare model performances: 
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Kinetic parameters for NH3 adsorption/desorption 

model were also optimized using a similar function. 
 

Table 1 Reactions and Rate Expressions Used in the 
Models 

Reaction 
Number 

Reaction & 
Rate Expression 

Reactions related to NO2 adsorption/desorption for  
Model A (Rxn. 1-3) and Model C (Rxn. 1-4)) 

1 OHZCuNOZCuONONOZCuOH 23222 +++

22

11 2 ZCuOHNOff
θCkr = , 

ZCuONOZCuNObb
θθkr

311
=  

2 
32 ZCuNONOZCuONONO ++  

ZCuONONOff
θCkr

222
= , 

322 ZCuNONObb
θCkr =  

3 ZCuOHONOOHZCuNO ++→+ 2223 25.05.0  

333 ZCuNOff
θkr =  

4 CuONOZNOCuZ 222 +  

CuZNOff
θCkr

2244
= , 

CuONOZbb
θkr

244
=  

Reactions related to NO2 adsorption/desorption  
for Model B (Rxn. 5-8) and Model D (Rxn. 5-9) 

5 322 HNOZCuONONOZCuOH ++  

ZCuOHNOff
θCkr 2

55 2
= , 

ZCuONOHNObb
θCkr

355
=  

6 OHZCuNOHNOZCuOH 233 ++  

ZCuOHHNOff
θCkr

366
= , 

366 ZCuNObb
θkr =  

7 32 ZCuNONOZCuONONO ++  

ZCuONONOff
θCkr

266
= , 

366 ZCuNONObb
θCkr =  

8 ZCuOHONOOHZCuNO ++→+ 2223 25.05.0  

388 ZCuNOff
θkr =  

9 CuONOZNOCuZ 222 +  

CuZNOff
θCkr

2299
= , 

CuONOZbb
θkr

299
=  

Reactions related to NH3 adsorption/desorption 

10 3223 WNHZWZNH +  

WZNHff θCkr
231010 = ,

321010 WNHZbb θkr =  

11 
43223 )(114 NHCuZCuZNH +  

11111 23 CuZNHff θCkr = ,
( )432 11111 NHCuZbb θkr =  

12 333 )(3 NHZCuOHZCuOHNH +  

ZCuOHNHff θCkr
31212 = ,

( )331212 NHZCuOHbb θkr =  

13 33 ZBNHZBNH +  

ZBNHff θCkr
31313 = ,

31313 ZBNHbf θkr =  

 

3. RESULTS AND DISCUSSION 
 

Figure 1 displays the typical TPD of NH3 (Fig. 3a) and 
TPD of NO2 (Fig. 3b) over Cu-chabazite. The NH3-TPD 
profile was fitted with 3 Gaussian peaks with peaks 
centers at 355, 474 and 534 °C which were ascribed to 
Z2Cu, ZCuOH and Brönsted sites, respectively. Isothermal 
desorption of NH3 observed upon the cutting off of the 
NH3 feed was associated with species which bound to 
NH3 weakly (hereafter referred to as Z2W sites). Among 
these sites W and Cu were assumed to occupy two 
zeolitic sites whereas CuOH and B sites occupied a single 
zeolite site. The NH3 storages associated with Z2W, Z2Cu, 
ZCuOH and Brönsted sites (ZB) were 119.1, 107.6, 34.2 
and 9.7 mol/m3.  NO2-TPD profile was fitted with two 
Gaussian peaks with peak centers at 302 and 365 °C and 
with NO2 storage values of 5.9 and 12.3 mol/m3, 
respectively. The peak at the 365 °C was assigned to NO2 
storage at ZCuOH species according to the literature 
(Villamaina et al. 2019) and the peak at the 302 °C was 
tentatively assigned to NO2 storage on Z2Cu species.  
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To develop a kinetic model based on realistic active 
site values, these storage values need to converted to 
active site concentration values via invoking a 
stoichiometric reaction between NH3 or NO2 and the 
active sites (Table 2). In the literature, it was shown that 
the ZCuOH sites could accommodate 3 NH3 molecules, 
whereas the Z2Cu sites could accommodate 4 (Villamaina 
et al. 2019). This stoichiometry was implemented in the 
kinetic model developed in this study. The measured NH3 
storage associated with the ZCuOH sites (34.2 mol/m3) 
was in excellent agreement with the ZCuOH surface 
concentrations obtained using the NO2-TPD which was 
12.3 mol/m3 which is approximately 3 times higher than 
the NH3 storage measured for this site in line with the 
ZCuOH/NH3 stoichiometry reported in the literature 
(Luo et al. 2017; Luo et al. 2016; Villamaina et al. 2019). 
Zeolitic site density occupied by each active site and 
corresponding fractional coverages were thus calculated 
based on the stoichiometries given in Table 1 and were 
presented in Table 2. For example, the fractional 
coverage of Z2Cu sites in zeolite was calculated via 

dividing the NH3 storage associated with this site by 4 
(Reaction 11) followed by multiplication by 2 since 1 Cu 
site is occupied two zeolite sites. The fractional coverage 
values given in Table 2 were then used to develop the 
realistic active site based 4-site kinetic model of the 
adsorption and desorption of NH3 over Cu-chabazite. 
From Table 2, it is clear that the NO2 storage associated 
with Z2Cu sites is low as compared to the fractional 
coverage of Z2Cu sites obtained from NH3-TPD, this 
indicated that only a small portion of the Z2Cu sites could 
accommodate NO2.  
 

Table 2. Storage values and site density of the active sites 

Sites 
NO2 

storeda 
 

NH3 
storeda 

 

Site 
densitya 

Fractional 
coverage 

Z2W 0 119.1 238.1 0.76 
Z2Cu 5.9 107.6 53.7 0.17 

ZCuOH 12.3 34.2 12.3 0.04 
ZB 0 9.7 9.7 0.03 

a: Units of mol/m3 

 

  
Figure 1. TPD profiles with deconvoluted components (a) NH3, (b) NO2. 

 

  
Figure 2. (a) Experimental and predicted NH3 concentrations during NH3 adsorption/TPD experiment (b) Simulated 
fractional coverages for the experiment given in (a). 

 

Measured and modeled NH3 outlet concentrations 
during NH3 adsorption, isothermal desorption and TPD 
experiment are presented in Figure 2a. Here, upon 
delivery of the NH3 feed at t=0 s to the reactor, the 
experimental data showed NH3 breakthrough which 
succeeded the time lag period associated with NH3 

storage over the Cu-chabazite catalyst. Isothermal 
desorption of NH3 was observed upon termination of the 
NH3 feed at t=3699 s which was followed by the NH3-TPD 
phase upon increase of the temperature. TPD profile 
manifested two main peaks with centers around 350 and 
470 °C in agreement with previous reports (Leistner et al. 
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2017).  Model (Table 1) showed excellent agreement 
with the measured data throughout the experiment 
including the adsorption breakthrough, isothermal 
desorption and TPD phases. The observed bimodal 

behavior of the TPD phase was well simulated and the 
relative intensities of the peaks were also well described 
by the model. 

 

  

  
Figure 3. Experimental and predicted effluent concentrations during NO2 adsorption/TPD experiment (a) NO2, (b) 
NO, (c) NO2 breakthrough region zoomed-up, (d) NO2-TPD region zoomed-up.  

 

Changes in the fractional coverages of the sites during 
the NH3 adsorption and desorption calculated by the 
model were presented in Figure 2b. All of the NH3 
containing surface species converged to the initial 
fractional coverage of the corresponding active sites 
which showed the consistency of the model with 
measured site densities. Moreover, according to the 
kinetic model, the temperature centers of the desorption 
profiles of the Z2Cu(NH3)4, ZCuOH(NH3)3 and ZBNH3 
species were in agreement with the deconvoluted 
temperature centers (355, 474 and 534 °C, respectively) 
associated with the sites containing the corresponding 
species obtained from the measured data demonstrating 
the realistic aspect of the developed kinetic model.  

Adsorption and desorption behavior of NO2 on Cu-
chabazite along with its TPD profile is displayed in Figure 
3a. NO2 was fed to the reactor at t=0 which was followed 
by a slight lag time followed by an adsorption 
breakthrough which eventually reached the feed 
concentration which was 500 ppm. The observed lag 
time is associated with NO2 stored in the catalyst mostly 
in terms of nitrates. NO2 feed was stopped at t= 3969 s, 
which is followed by the rapid decrease of the NO2 outlet 
concentrations as shown in Figure 3a. NO2 release from 

the surface was observed in the TPD phase of the 
experiment. NO2-TPD profile showed one main peak with 
temperature center of 363 °C and a shoulder at around 
300 °C. The formation of NO is observed upon delivery of 
NO2 as shown in Figure 3b. The formation of NO was 
ascribed to the reaction of NO2 with ZCuOH sites as 
kinetically modeled using Reactions 2 and 7 depending 
on the models. Both NO2 and NO outlet concentrations 
were well described by all of the models, however, some 
models were better than the others.  NO2 breakthrough 
region is enlarged in Figure 3c which showed Models B 
and D had better fits as compared to Models A and C. NO2-
TPD region is enlarged in Figure 3d which illustrated that 
Models B, C and D had similarly well fits to the 
experimental data whereas the Model A under-predicted 
NO2 desorption. Quantitative description of model 
performances for simulating NO2 and NO data during this 
experiment is illustrated in Figure 4 where the value of 
Eq. 3 for each model is shown. This revealed that the 
Model B captured the experimental data significantly 
better than Model A indicating the importance of HNO3 
modeling for NO2 adsorption/desorption. Additionally, 
the utilization of second NO2 storage site (Reactions 4 
and 9 in Models C and D, respectively) decreased the 
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error of both Models A and B as shown with the 
decreased error values of Models C and D, respectively. 
This indicated that some of the NO2 was indeed stored on 
a secondary storage site as this was hinted in NO2-TPD 
curve (Fig. 1b) with a shoulder at around 300 °C. 
Although the storage capacity obtained from NO2-TPD 
for Z2Cu sites was low (which is in agreement with 
literature which showed that most of NO2 was stored by 
the ZCuOH sites), Model C and D resulted in being better 
fits to experimental data than Models A and B, 
respectively, indicated that some NO2 was in fact stored 
by the Z2Cu sites at least to some extent. Better fits of 
Model C and D were due to the incorporation of Reactions 
4 and 9 which accounted for additional NO2 uptake over 
Cu-chabazite on the Z2Cu sites. 

 

 
Figure 4. Error function values of different models 
investigated. 
 

 

 

 
Figure 5. Simulated fractional coverages at the center of 
the reactor for (a) ZCuNO3, (b) ZCuONO, (c) Z2CuONO. 
 

The fractional coverages of ZCuNO3 (Figure 5a) and 
ZCuONO (Figure 5b) at the surface calculated at the 
center of the reactor showed that the nearly all of the Cu 
at the surface was in the form of CuNO3 according to 
Models A and B as the fractional coverage of ZCuNO3 
while followed a similar trend to NO2 breakthrough 
curve and finally reaching the fractional coverage value 
of 0.039 which was equal to the initial fractional coverage 
of ZCuOH. Fractional coverage of the ZCuNO3 species 
dropped with increase in temperature during the TPD 
phase of the experiment due to the thermal 
decomposition (Reaction 3 and 8).  Fractional coverage 
values of CuONO species shown in Figure 5b are very low 
and suggested that the CuONO species are fast transient 
intermediates. Calculated fractional coverages of 
Z2CuONO are illustrated in Figure 5c which showed 
lower values as compared those of ZCuNO3 species. 
 

4. CONCLUSION  
 

A method based on a combinatorial use of NH3-TPD 
and NO2-TPD data of Cu-chabazite is proposed to 
calculate the surface concentrations of ZCuOH and Z2Cu 
species. NH3-TPD calculated concentration of ZCuOH 
perfectly matched the one obtained from NO2-TPD. Based 
on these values, a multisite NH3 adsorption and 
desorption model was developed and it described the 
experimental data in a very successful manner. 
Moreover, four different NO2 adsorption/desorption 
models were developed which included or excluded the 
HNO3 intermediate formation and possibility of the NO2 
storage over ZCuOH and Z2Cu sites. Based on the fits to 
the experimental data, Model B where HNO3 
intermediate formation is considered showed much 
lower error function values as compared to Model A 
where this reaction was not considered indicating a 
better representation of the experimental data by the 
Model B. The possibility of Z2Cu sites for NO2 storage was 
also investigated and the models which included the 
secondary NO2 storage sites (Models C and D) showed 
lower error function values as compared to the ones who 
do not (Models A and B). This pointed out that the 
importance of modeling of both ZCuOH and Z2Cu for NO2 
storage which should be taken into account to develop 
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accurate detailed transient kinetic models for NH3-SCR 
over Cu-chabazites.  
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NOMENCLATURE 
 

Aj Turnover pre-exponential constant for 
reaction j 

Ci Concentration of species i in the gas phase 
(mol/m3) 

Dexp Simulation duration 
EA,j Activation energy for reaction j (kJ x mol-1) 
EA,j,0 Activation energy for reaction j at zero 

coverage (kJ x mol-1) 

jk  
Turnover rate constant for the reaction j  

jr  
Reaction rate for reaction j  
(mol x s-1 x molsite-1) 

yi,meas Measured molar fraction of species i (ppm) 
yi,pred Predicted molar fraction of species i (ppm) 
 
Greek letters 
α  Coverage dependence factor 
Δt Time step 

kθ  Fractional coverage of species k 
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 Technology, which is developing considerable in recent years, have influence on automation 
systems as well. With the advancement of the technology, people want to remote access 
systems and artificial intelligent systems that can consider for them. Nowadays, people started 
to tend smart house systems in order to facilitate their lives and to live more peaceful. In this 
study, a smart house automation system was designed on LabVIEW platform for people who 
has age-related memory loss or Alzheimer’s or who cannot fulfill their needs. The house 
performs some functions namely, medication reminder, pulse-control sensor, temperature 
control and fire alarm, door/window warning system, burglar alarm, and lighting systems.  
This study is based on, communication via e-mail. If there is any abnormality in the house, the 
system allows users to have an e-mail about the current situation. Since, the study targets 
elderly or people who needs medical care, this low-cost design can be very preferable in the 
future.  

 
 
 
 
 

1. INTRODUCTION  
 

In 1980, “Smart house” was used as a new concept 
for the first time. This detail was regarded as historical 
development of smart houses. In 1984, the first smart 
house was made in Turkey. The main idea behind this 
house was just to give a comfortable life style to 
ordinary people. However later on, many commercial 
options controlled by individuals were presented. 

The house automation systems were continued to be 
improved in 90’s as well.  In 1993, Christos Douligeris 
presented the intelligent home systems. These systems 
enabled the user to communicate with the system via 
voice or visual communications. He also divided the 
house automation products into three categories: 
interactive smart products, intelligent subsystems, and 
central home automation systems (Douligeris, 1993). 

In 1995, Baki Koyuncu suggested home automation 
system using phone wires and a PC (Koyuncu, 1995).  

In 1998, remote control system carried out by 
Coskun and Ardam which was considered as a milestone 
for smart house technologies. Their system included a 

phone-based remote controller which can detect the 
user number in order to prevent unknown users for 
control unit (Coskun & Ardam, 1998). 

With the developed technology, the home 
automation systems began to be more affordable option 
for people in early 2000s. 

Aldrich defined a smart home as the house which is 
equipped with computing and information technologies 
and enable security and entertainment to the users via 
control systems (Aldrich, 2003). The smart houses have 
been defined as the house which facilitates many 
technological features that make people life easier. 
Nowadays, in many studies, different terms were used 
instead of “smart house” such as smart construction, 
construction automation system, integrated house and 
smart building systems. Based on these terms, a smart 
house can be defined as the house which increases life 
standards of residents through computer and 
communication technologies (Mennicken et al. 2014). 

Many studies direct their focus on designing smart 
home automation systems using microcontrollers 
(Bhardwaj et al. 2015). Soliman et al. designed a real-
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time automation system using arduino and LabVIEW. 
Their system included temperature management, light 
energy saving and security camera (Soliman et al. 2017). 
Zaro et al., 2021 confirmed and extended previous 
arduino based studies by implementing Wi- Fi 
connection to the system which enabled users to access 
to control and monitor the system from anywhere in the 
house.  Even though these developments were 
remarkable for home automation systems, in case of 
elderly users who needs medical care, the functions of 
the systems must be advanced.   

With the increase of elderly population in all around 
the world, a lot of research direct their focus to provide 
a smart home that can lead them to a better life quality 
(Pal et al. 2017). With the priority of these people 
security, the smart systems have been continued to be 
developed. Particularly, with the necessity of health-
monitoring and independent assisted living, smart 
houses became more preferable for elderly or people 
who need healthcare especially who have Alzheimer or 
age-related memory lost.  As known, Alzheimer is the 
most common form of dementia and caring people with 
Alzheimer is a very challenging task for their family 
members. Brunete et al. presented that smart-homes 
can help with Alzheimer’s in daily tasks fields and 
security (Brunete González, et al. 2017). Technological 
solutions and intelligent assistive technologies for 
elderly with Alzheimer’s were continued to be 
developed (Ienca et al. 2017; Maresova et al. 2018). 
Since people with Alzheimer’s or who has age-related 
memory loss may live alone in the house, remote 
monitoring technologies became more important for 
automation systems (Muurling et al. 2021). 

In this study, a smart house system which targeted 
especially people who have Alzheimer or age-related 
memory loss was designed using Arduino 
microcontroller and LabVIEW platform.  According to 
their needs, different functions have been applied to the 
system. 

 

2. MATERIALS AND METHOD 
 

In this study, LabVIEW, Arduino UNO R3, Arduino 2 
Channel Relay Module, DC6 12V Mini Water Pump, 
LM335-Z Temperature Sensor, Pulse-Heart Rhythm 
Sensor, Arduino Motion Sensor, Leds, Fan and 12 V 
adaptor have been operated. The block diagram of the 
study is given in Figure 1. 

Firstly, these six functions that utilized the 
automation in the house were set and the circuits were 
designed on LabVIEW step by step. These functions are 
namely, medication reminder, pulse-control sensor, 
temperature control, fire alarm, door/window warning 
system, burglar alarm, and lighting systems. 

All inputs and outputs were available through 
Arduino communication. Serial communication was 
used as a communication technique between LabVIEW 
and arduino. Makerhub serial communication software, 
which is an add-on of LabVIEW, was downloaded via NI 
VISA. In this add-on, the arduino, which is connected to 
the computer with the Com port, was introduced to the 
LabVIEW. Afterwards, the sensors were connected to 

the arduino and the data was read through analog and 
digital data reading methods via LabVIEW.  

 

 
Figure 1. The block diagram of the study. 
 

Digital filters were used for prepocessing of the 
signals. For example, for the pulse sensor, a band-pass 
and a band-stop filter were used. The band-pass filter 
was used to get signals in a certain frequency range in 
which ECGs can be recognised easily (0,1 -120 Hz) (Ay 
et al. 2017). 

The band-stop filter, which reduces frequencies in a 
certain range to very low levels, was used to eliminate 
50Hz powerline interference.  
 

2.1. Medication Reminder 
  
A medication reminder is one of the most important 

functions of this study.  This application was designed in 
order to remind a person his/her medical requirements. 
This option is very useful especially elder people who is 
suffering from age-related memory loss or Alzheimer.  

Working principle of the application was designed 
over LabVIEW and communication between the app and 
the user is provided through Wi-Fi and e-mail. Figure 2 
represents the LabVIEW block diagram of the 
medication reminder application.  
 

 
Figure 2. LabVIEW block diagram of the medication 
reminder. 
 

The front panel of LabVIEW which enables the 
reminder algorithm to be compiled which can be seen in 
Figure 3.  
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Figure 3. The front panel of LabVIEW for medication 
reminder.  
 

2.2. Pulse Control Sensor 
 

The pulse rate sensor that was used for this study 
can be connected to Arduino. This sensor, measures the 
pulse by fixing it to fingertip. Thanks to the noise 
canceling circuit on it, a stable measurement can be 
taken. Supply voltage of this sensor was 3-5 Volts. When 
the user puts his/her finger on the pulse rate sensor, the 
values detected from the sensor can be recorded with 
analog data reading method through arduino via 
LabVIEW.  

In this application, the object was that pulse rate of 
an individual was taken instantaneously so health 
problems of a patient could easily be diagnosed and 
solved under doctor control. In order to diagnose and 
solve these problems, the application saved instant 
pulse rates on a .txt file and made an emergency call to 
units if pulse rate of a patient was at critical level. A 
sample txt. file is displayed in the figure below. 

 

 
Figure 4. A sample txt. file for recording pulse rates. 

The application was written on LabVIEW and was 
imported as analog data from Arduino Pulse heart -
Rhythm sensor. Communication was provided through 
Wi-Fi via an e-mail.  

 

 
Figure 5. The block diagram of the pulse sensor usage 

 

The block diagram of the heart rate calculation in 
LabVIEW is presented in Figure 6. 
 

 
Figure 6.  Block diagram of heart rate calculation. 
 

The program was designed as user friendly. A critical 
pulse rate was added to the panel. Therefore, the value 
can be adjusted according to user’s age or medical 
condition. Figure 7 represents the front panel of heart 
rate calculation program. 
 

 
Figure 7. Front panel of heart rate calculation program 
on LabVIEW. 
 

2.3.  Temperature Sensor and Fire Alarm 
 

This application was designed in order to control 
temperature of a home and provide life safety. Working 
principal of the application was that necessary parts of 
automation turns on according to temperature rates 
which was taken from thermocouple through analog. 
For instance, when temperature is below 25C, it is 
stated that environment is cold, when temperature is 
26C – 33C, it is also stated that temperature of 
environment is normal. Between 33C and 40C 
Temperature value range it is stated that environment is 
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hot and fan turns on by means of digital data reading. 
When temperature is above 40C, the fire alarm starts 
and gives emergency call to require units via Wi-Fi and 
fire extinguish system turns on by means of digital data 
reading. In order to adjust the limit temperature degree, 
a critical value option was added to the panel. 

The block diagram of working principle of the 
temperature sensor is displayed in Figure 8. 
 

 
Figure 8.  The block diagram of working principle of 
temperature sensor. 
 

LM335 Temperature Sensor Integration can measure 
the temperature of the environment thanks to the 
temperature sensor circuit in it. This Temperature 
Sensor gives output between 2.95V - 3.01V. Reverse 
current is 15mA forward current is 10mA. It can 
measure between -40 °C and 100 °C temperatures. The 
front panel of temperature sensor is shown in Figure 9. 
 

 
Figure 9.  The front panel of the temperature sensor  
 

According to this program, when the temperature 
value shows over 33 °C, communication from Arduino is 
provided, the inverted relay is activated and operates 
the fan to cool the house. The block diagram of fan 
control is displayed in Figure 10. 
 

 
Figure 10.  The block diagram of the fan control. 
 

2.4.   Door Window Warning System 
 

This application was designed in order to provide 
safety cautions of a person and the application sends e-
mail via Wi-Fi in order that the person close the door 
and the windows. The algorithm behind this function 
has the same working principle with the medication 
reminder function.   
 

2.5.   Burglar Alarm 
 

This application was designed in order to take 
precaution towards the hazards which comes from 
outside. Working principal is shown on LabVIEW by 
being imported 1 / 0 data from motion sensor via data 
reading. Burglar alarm turns on and gives an emergency 
call to required units when it perceive an activity. The 
block diagram of the burglar alarm system is displayed 
in Figure 11. 

 

 
Figure 11.  Burglar alarm block diagram 
 

According to the burglar alarm algorithm, when the 
motion sensor detects a motion, it can be seen on the 
front panel of the program with the help of the green 
light. When the signal is received, the alarm sound starts 
with the help of LabVIEW. The front panel of burglar 
alarm algorithm is shown in Figure 12. 

The algorithm behind burglar alarm function has the 
same working principle with the temperature control 
function.   
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Figure 12.  Burglar alarm front panel 
 

2.6.  Lighting System 
 

 3 led light were set up in order to enlighten the 
smart house. It was connected through Arduino and 1 
and 0 control was made over LabVIEW. The logic behind 
lighting system is simply displayed in figure 13.  

 

 
Figure 13.  Block diagram of lighting system 

 

Figure 14 and 15 represents the algorithm and user 
interface of the lighting system. 

In this designed smart house, more comfortable life 
was tried to be provided to elderly especially who has 
age-related memory loss or Alzheimer's. Besides, the 
system keeps the security forefront.  

 

 
Figure 14.  LabVIEW Block diagram of lighting rear 
panel 
 

 
Figure 15. The front panel of lighting system. 
 

3. RESULTS AND DISCUSSION 
 

In this study, smart house automation design in 
LabVIEW platform was carried out in order to increase 
life standards of elderly or healthcare needed people 
and facilitate lives of people who needs assistance. For 
that purpose, six different functions were applied to the 
automation system. As it was detailed in the materials 
and methods sections, all functions were compiled 
successfully on LabVIEW. 

The performance criteria and limitations of this 
study are taken as reference according to the values of a 
healthy and young person. However, these values can be 
easily changed by user from the block diagram of the 
LabVIEW program. For example, ideal temperature level 
can be optimized by a user. Therefore, the results of the 
simulations were determined according to user 
preferences. 

A sample e-mail result that is set for reminding 
medication hour is displayed in Figure 16. 
 

 
Figure 16. A sample e-mail for medication reminder. 
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A sample e-mail result that is set for pulse-rate alarm 
is  displayed in Figure 17. 
 

 
Figure 17.  A sample pulse-rate alarm e-mail. 
 

A sample e-mail result that is set for fire alarm is  
presented in Figure 18. 

 
Figure 18. A sample Fire alarm e-mail. 
 

A sample e-mail result that is set for  burglar alarm is  
presented in Figure 19. 
 

 
Figure 19. A sample burglar alarm e-mail. 

 

As known, smart houses generally designed to lower 
the social isolation or loneliness among elder people.  
Besides, some studies showed that these smart houses 
reduced fear or anxiety (Lauriks et al., 2007). 

In fact, these smart automation systems help people 
who tend to forget daily tasks such as taking medicines 
(Cahill et al. 2007).  

In this present design, the automation was designed 
as a companion for Alzheimer patients and those who 
needs assistance. As well, it became a first aid system 
which can request first aid with emergency call and 
compensate security weaknesses. Besides, unlike the 
commercial smart house automation, this low-cost 
design can be affordable by more people (Fernandes et 
al. 2014).  

In recent years Internet of Things (IoT) has 
considered as new technology that aims to help people 
in their lives. This technology is generally used SCADA 
based home automation studies (Niranjan et al. 2017). 
Due to the pandemic situation, these IoT devices 
become more preferable especially for Alzheimer’s 
(Oskouei et al. 2020). Since this present study confirm 
and extend the previous studies, we believe this 
LabVIEW based study will provide new functionalities in 
smart automation systems especially for elderly.  

As known, the quality of life can depend on not only 
to health but also various factors such as social 
companionship and entertainment (Pal & Triyason, 
2017).  Even though our study was focused on limited 
requirements of people, this low-cost design can be 
improved with many different functions so that it can be 
preferable for many people.  
 

4. CONCLUSION 
 

In this present work, firstly, literature research was 
carried out for house automation system and an 
application was designed on LabVIEW. Therefore, the 
conceptual designing stages were performed. 
Consequently, hardware defines of the project carried 
out completely, required materials were analyzed, those 
which were suitable were chosen and the automation 
software was written on LabVIEW. 

While the materials of the project were being 
determined, Alzheimer patients was prioritized and 
taken into consideration. 

After automation carried out, most suitable 
materials which can establish communication was 
reviewed. In addition, materials which will be required 
if the project is actualized was determined accurately, 
systems in the design was completed definitely. 
Moreover, a program that users can make personal 
adjustments was set up. 

In this study, it was served the purpose of facilitating 
of Alzheimer patients’ lives. Arduino, fire extinguish 
system, motion sensor, pulse sensor and temperature 
sensor was used in the application. Communication of 
Arduino and sensors was successfully carried out. In the 
project, which was done in order that residents feel 
happy and safe him/herself, it was avoided to make 
resident lazy and tried to remove negative sides of the 
project.  
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 The neutral-point clamped (NPC) inverter is a popular three-level converter topology used in 
motor drive applications and other dc/ac converter systems. In this paper, the performance 
evaluation of the model predictive control is performed to investigate its applicability in 
controlling NPC inverters. The model predictive control (MPC) is a promising closed-loop 
control strategy in applications where multiple control goals are considered. The ease of 
adding the objectives to the control law improves the reputation of the MPC. The numerous 
control goals can be regulated in single feedback. Thus, the adequate bandwidth is noticeably 
higher compared to the traditional linear controllers. However, controlling the multiple 
objectives require the use of weighting factors to tune the system performance. Regarding the 
system performance, multiple reference tracking performance is investigated in this study. 
Our case study considers three control goals: output load current, switching frequency control, 
and capacitor voltage balancing. The predictive control is designed to regulate these dynamics, 
and comprehensive performance analyses are performed. The designed controller is tested 
using a simulation tool. The simulation results prove that predictive control offers an excellent 
multi-objective control performance provided that the weighting factors and other design 
parameters are finely adjusted. The poor selection of the design parameters affects the closed-
loop performance, and the conducted analyses show the effects of the controller parameters.  

 
 

 
 
1. INTRODUCTION  

 

The neutral-point clamped (NPC) inverters are 
broadly preferred in ac drive applications and power 
electronics systems. It is a three-level three-phase 
inverter that can utilize three different voltage levels 
(0.5vdc, 0, -0.5vdc) at the inverter output. This offers a 
substantial benefit regarding reducing the voltage stress 
on the active switches. Furthermore, the power level can 
be doubled due to the half voltage across switching 
devices. The other important aspect of NPC inverter is 
that the first few harmonics are centered around the two 
times higher of the operating frequency (switching 
frequency) (Klabunde et al. 1994; Nabae, et al. 1981; 
Rojas et al. 1995). This simplifies the procedure of 
selecting the filter parameter; thus, more efficient 
filtering capability is attained. A superior harmonics 
attenuation is achieved, improving the quality of the 
controlled variables, such as the output voltage or 

current. Besides the topological advantages of NPC 
inverters, a higher number of active switches is required 
to utilize the NPC inverter. In a traditional two-level 
voltage source inverter, only 6 active switches are used. 

However, the NPC inverter employs the 12 active 
switches, and more active switches increase the 
switching losses. The other critical point is that the 
control complexity is higher compared to the two-level 
topologies. In particular, the capacitor voltage balancing 
must be considered in the controller design process. In 
the literature, the voltage balancing problem has been 
reported in several research papers (Jarutus and 
Kumsuwan, 2017). Different types of strategies have 
been investigated to overcome the capacitor voltage 
imbalance problem.  

In the literature, different control and modulation 
strategies have been reported for NPC inverter systems. 
The optimal switching frequency technique was 
introduced in (Steinke, 1992). An analytical method to 

https://dergipark.org.tr/en/pub/tuje
https://orcid.org/0000-0001-9517-3630
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analyze NPC inverter dynamics and the performance of 
the capacitor voltage balancing are extensively examined 
(Ogasawara and Akagi, 1993). A comprehensive stability 
analysis of neutral-point control (Newton and Sumner, 
1997) has been performed, a model that explains the 
system dynamics has been proposed. Moreover, a 
predictive control scheme has been introduced in 
(Vargas et al. 2007), multi-objective optimization 
problem has been formulated to control NPC inverter.  
The self-balancing effect has been investigated in (Jie et 
al. 2011), the effects of the self-balancing on the 
switching frequency have been reported. Another 
interesting work (Choi et al. 2015) shows that the voltage 
oscillations can be reduced by introducing an offset in 
time to the switch turn-on procedure. Other control 
mechanisms are also available in the literature. To gain a 
depth understanding of the NPC system, a good survey 
paper (Rodriguez et al. 2010) can be referred to. 

In this study, the model predictive control method is 
investigated to analyze the dynamic characteristic of 
MPC. The control goals are considered the multi-
objective optimization problem and the output load 
current, capacitor voltage balancing, and average 
switching frequency. The effects of the design 
parameters are examined, the feasibility of the MPC 
strategy in controlling NPC inverter is explored. The 
simulation works verify the system model and the 
formulated MPC controller. The simulations work 
demonstrates the potency of the MPC method; however, 
the design parameters have considerable influences on 
the steady-state and transient performance.  

 
2. SYSTEM MODEL 

 

In this section, the system mode of the NPC inverter is 
given. The NPC inverter topology schematic is illustrated 
in Fig. 1. Each NPC inverter leg has four active switches 
and two diodes; a high number of switching 
combinations are possible in this configuration. 
However, there are some switching restrictions to ensure 
stable operation. Thus, some of these switching states are 
not permissible. By considering the switching 
limitations, the NPC inverter yields 27 allowable 
switching states. To have a significant sub-set (solution 
set) allows flexibility in designing the objective function. 
In NPC inverter, the switching state Sjα refers to switching 
status of phase j, with jϵ {a,b,c} and α ϵ{1,2,3,4}. At the 
output of the inverter stage, three discrete voltage levels 
can be generated. The switching state for each phase is 
summarized in Table 1. The parameter P refers to 
positive dc voltage, and N refers to negative dc voltage. 0 
denotes the zero dc voltage at the output of the inverter 
stage. 

 
Table 1. The switching states for each phase 

Sj Sj1 Sj1 Sj1 Sj1 vj0 

P 1 1 0 0 vdc/2 

0 0 1 1 0 0 

N 0 0 1 1 -vdc/2 

 
 

 

Figure 1. The neutral-point clamped inverter circuit 
diagram. 

 
Some voltage vectors that the NPC inverter can 

produce are redundant. Thus, these voltage vectors can 
be eliminated in the controller design process. The space 
vector form of the output voltage and current are 
expressed as 

𝒗𝒐 =
3

2
(𝑣𝑜𝑎 + 𝒓𝑣𝑜𝑏 + 𝒓2𝑣𝑜𝑐) (1) 

𝒊𝒐 =
3

2
(𝑖𝑜𝑎 + 𝒓𝑖𝑜𝑏 + 𝒓2𝑖𝑜𝑐) (2) 

where 𝒓 = 𝑒𝑗(2𝜋/3). The continuous-time model of the 
load current is defined as 

𝒗𝒐 = 𝐿
𝑑𝒊𝒐

𝑑𝑡
+ 𝑅𝒊𝒐 

 
(3) 

The capacitor voltage dynamic models can be derived 
as  

𝐶
𝑑𝑣𝑐1

𝑑𝑡
= 𝑖𝑐1 (4) 

𝐶
𝑑𝑣𝑐2

𝑑𝑡
= 𝑖𝑐2 (5) 

To acquire the discrete-time model of the control 
variable, a numerical method can be applied. In this 
study, the Forward Euler method is used to convert the 
continuous data to sampled data. The Forward Euler 
approximation is as follows: 

𝑑𝑓(𝑡)

𝑑𝑡
≈

𝑓(𝑘 + 1) − 𝑓(𝑘)

𝑇𝑠

 

 
(6) 

k denotes the sampling instant. Ts implies the 
sampling period. By using (6), the discrete-time model of 
(3) results 

𝒊𝒐(𝑘 + 1) = (1 −
𝑅𝑇𝑠

𝐿
) 𝒊𝒐(𝑘) +

𝑇𝑠

𝐿
𝒗𝒐(𝑘) 

 
(7) 

In (7), 𝒊𝒐(𝑘 + 1) is the prediction of the load current, 
𝒊𝒐(𝑘) refers to the instantaneous load current 
measurement, and 𝒗𝒐(𝑘) denotes the output load 
voltage. By applying the same procedure, the capacitor 
voltage prediction models are defined as 

𝑣𝑐1(𝑘 + 1) = 𝑣𝑐1(𝑘) +
1

𝐶1

𝑖𝑐1(𝑘)𝑇𝑠 
 

(8) 

𝑣𝑐2(𝑘 + 1) = 𝑣𝑐2(𝑘) +
1

𝐶2

𝑖𝑐2(𝑘)𝑇𝑠 (9) 
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In (8)-(9), 𝑖𝑐1(𝑘) and 𝑖𝑐2(𝑘) are the capacitor current 
measurements. 𝐶1 and 𝐶2 are the capacitance at the 
inverter input. However, the measurement of these 
quantities is not a straightforward task (in most cases, 
the capacitor current measurement is meaningless due 
to the fast dynamic), 𝑖𝑐1(𝑘) and 𝑖𝑐2(𝑘) can be estimated 
by using the dynamic model of the capacitor and NPC 
inverter. The estimation can be performed based on (10) 
and (11). 
 

𝑖𝑐1 = 𝑖𝑑𝑐(𝑘) − 𝐺1𝑎𝑖𝑜𝑎(𝑘) − 𝐺1𝑏𝑖𝑜𝑏(𝑘) − 𝐺1𝑐𝑖𝑜𝑐(𝑘) (10) 
  
𝑖𝑐2 = 𝑖𝑑𝑐(𝑘) − 𝐺2𝑎𝑖𝑜𝑎(𝑘) − 𝐺2𝑏𝑖𝑜𝑏(𝑘) − 𝐺2𝑐𝑖𝑜𝑐(𝑘) (11) 

 
where 

𝐺1𝑗 = {
1, 𝑆𝑗 = 𝑃

0, 𝑆𝑗 = 𝑁 𝑜𝑟 0
  

 
(12) 

𝐺2𝑗 = {
1, 𝑆𝑗 = 𝑁

0, 𝑆𝑗 = 𝑃 𝑜𝑟 0
 

 
(13) 

 
with j ϵ {a,b,c}. 𝑖𝑐1(𝑘) and 𝑖𝑐2(𝑘) relies on the switch 

positions. Thus, they can be estimated using the 
instantaneous switch positions.  As a final comment, the 
prediction model of the system is derived, and the MPC 
uses (7)-(11) to predict the control goals.  
 
3. PREDICTIVE CONTROL SCHEME  
 

The predictive controller uses the prediction model of 
the system to predict the output load currents and the 
capacitor voltage for each allowable control inputs (27 
switching states). The measurements in the MPC control 
scheme are the output load current, capacitor voltage, dc-
bus voltage, and dc-bust current. These four 
measurements are necessary to apply the predictive 
control routine. Once the prediction of the control 
variables process is over, the cost function is evaluated 
for every legitimate state. The designed objective 
function is defined as 

𝑔𝑁𝑃𝐶 = 𝑔1 + 𝑔2 + 𝑔3 (14) 

where 

𝑔1 = |𝑖𝑜𝑎
∗ (𝑘 + 1) − 𝑖𝑜𝑎(𝑘+)|2

+ |𝑖𝑜𝑏
∗ (𝑘 + 1) − 𝑖𝑜𝑏(𝑘+)|2

+ |𝑖𝑜𝑐
∗ (𝑘 + 1) − 𝑖𝑜𝑐(𝑘+)|2 

 

(15) 

𝑔2 = 𝛤𝑣𝑐|𝑣𝑐1(𝑘 + 1) − 𝑣𝑐2(𝑘 + 1)| (16) 

𝑔3 = 𝛤𝑠𝑤𝑐(|𝑆𝑗1(𝑘 + 1) − 𝑆𝑗1(𝑘)| + ⋯

+ |𝑆𝑗4(𝑘 + 1) − 𝑆𝑗4(𝑘)|) 

 
(17) 

In (14), the term 𝑔1 is responsible for tracking the 
output load current trajectory. The load current error 
terms are introduced in 𝑔1 to effectively control the 
output load current. The term 𝑔2 controls the capacitor 
voltages; thus, the voltage imbalance problem is solved 
by the inclusion of 𝑔2 term. Moreover, 𝑔3 is responsible 
for controlling the switching frequency. In power 
electronics, the switching loss increases with the 
switching frequency. Thus, controlling the switching 

frequency is highly desirable to achieve an acceptable 
conversion efficiency. The predictive control scheme is 
depicted in Fig. 2.  Following Fig. 2, the control variables 
are controlled by assessing the objective function. The 
switching state that offers a minimum cost of 𝑔𝑁𝑃𝐶 is 
picked and applied to the NPC inverter. This feedback 
algorithm is repeated at every sampling instant k. 
Therefore, the MPC implementation can be considered as 
an iterative operation.  
 

 

Figure 2. The model predictive control scheme 

When 𝑣𝑐1(𝑘 + 1)  and 𝑣𝑐2(𝑘 + 1)  are equal each 
other, 𝑔2 results zero. In this case, perfect voltage 
balancing is achieved. The term 𝑔3 implies that transition 
from one state to another is penalized. Thus, 𝑔3 has a big 
influence on the switching frequency reduction. The 
switching state transition rate is inherently limited due 
to the penalization term of 𝑔3. The other important 
design parameters are the weighting factors 𝛤𝑣𝑐 and 𝛤𝑠𝑤𝑐.  
𝛤𝑣𝑐 implies the importance of the voltage balancing term. 
The control of the capacitor voltage equalization 
becomes more critical as 𝛤𝑣𝑐 increases. Thus, the 
weighting factors are quite important tuning parameters. 
The weight 𝛤𝑠𝑤𝑐 is the tuning parameter of the switching 
frequency control term 𝑔3. A large value of 𝛤𝑠𝑤𝑐 offers a 
better switching frequency regulation. In an optimization 
problem formed by more than one control goal, the 
weighting factors are required to handle the relationship 
between control terms. The critical comment on the 
nomination of these weighting factors is that a good 
approach to determine the weighting factors has not 
been proposed yet. In most cases, simulation-based 
tuning methods are used to determine these tuning 
parameters. 

 
4. SIMULATION RESULTS AND PERFORMANCE 

EVALUATION 
 
To perform the performance analyses, the system is 

simulated using Matlab/Simulink. The simulation 
parameters are given in Table 2. To assess the steady-
state performance, the control variables are monitored. 
Fig. 3 presents the steady-state waveforms. In this test 
scenario, the load current reference is 10 A peak with 50 
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Hz fundamental frequency. According to the steady-state 
results, the output load current looks good, see Fig. 3(a). 
The capacitor balancing performance is acceptable, see 
Fig. 3(b), no big deviation between  𝑣𝑐1 and 𝑣𝑐2 is 
observed. 

Table 2. Simulation parameters 
Parameters Description Values 

vdc dc-bus voltage 380 V 

C1 C1 capacitance 750 μF 

C2 C2 capacitance 750 μF 

R Load resistance 5 Ω 

L Load inductance 10 mH 

Ts Sampling period 20 μs 

𝛤𝑣𝑐 Weighting factor 0.6 

𝛤𝑠𝑤𝑐 Weighting factor 0.05 

Solver Simulink solver Ode-45 

 

 
(a) 

 
(b) 

Figure 3. The steady-state waveform of the predictive 
controller. (a) The output load current waveform (b) 
Capacitor voltage waveform. 

 

 
Figure 4. FFT analysis of the load current up to 40th 
harmonics. 

 

To examine the load current quality, Fast Fourier 
Transform (FFT) analysis is conducted. The spectral 
contents are calculated up to 40th harmonics. The 
frequency spectrum waveform of the output load current 
is reported in Fig. 4 under steady-state conditions. The 
load current total harmonic distortions are roughly 
3.10%. The calculated THD level is quite acceptable, and 

the quality of the load current satisfies the design 
specifications.  

The magnitude of the fundamental frequency (50 Hz) 
is 9.928 A, close to the reference value of 10 A. To 
investigate the transient performance of the predictive 
controller, the load current step is applied to the NPC 
inverter system. The transient response of the system is 
reported in Fig.  5. The load current step is applied to 5 A 
peak to 10 A.  The predictive controller gives a quick 
response to the load variations and compensates for the 
error. The capacitor voltage control is attained, no 
unwanted discrepancy is observed. Both capacitor 
voltage is approximately 190 V which corresponds to half 
of the dc-bus voltage vDC.  
 

 
(a) 

 
(b) 

Figure 5. The transient waveform of the predictive 
controller. (a) The load current waveform 
(measurement and reference) (b) Capacitor voltage 
waveform 

 

To explore the weighting factor 𝛤𝑣𝑐 effects on the 
capacitor voltage balancing performance, 𝛤𝑣𝑐 set as 0. 
Then, 𝛤𝑣𝑐 has switched to its nominal value of 0.6. When 
𝛤𝑣𝑐=0, the capacitor voltage balancing is ignored by the 
predictive controller. It means that the capacitor voltage 
imbalance is not penalized; thus, the capacitor voltages 
may not be equal. The effect of 𝛤𝑣𝑐 is presented in Fig. 6, 
and the fine choice of  𝛤𝑣𝑐 remarkably reduces the voltage 
imbalance. These simulation results prove that the 
predictive controller performance highly relies on the 
selected weighting factors.  

For 𝛤𝑣𝑐=0, 𝑣𝑐2 is approximately 200 V while 𝑣𝑐1 is 180 
V at the same time. This causes voltage imbalance. For 
𝛤𝑣𝑐=0.6, both capacitor voltages approximately equal 190 
V. 
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Figure 6. The impacts of the parameter 𝛤𝑣𝑐 on the term 
|𝑣𝑐1 − 𝑣𝑐2|. 

 

 
(a) 

 
(b) 

 
(c) 

Figure 7. The impacts of the parameter 𝛤𝑣𝑐 on the 
control variables. (a) The waveform 𝛤𝑣𝑐 vs load current 
THD. (b) The waveform 𝛤𝑣𝑐 vs. |𝑣𝑐1 − 𝑣𝑐2|. (c) The 
waveform 𝛤𝑣𝑐 vs. operating frequency.  

 

The effects of the parameter 𝛤𝑣𝑐 on the controller, 
variables are shown in Fig. 7. The load current has a high 
THD tendency as 𝛤𝑣𝑐 increases. For the lower choice of 𝛤𝑣𝑐 
such as 0.05<𝛤𝑣𝑐<0.8, the load current THD varies 
between 2.43%< THD<3.1%. This THD level is quite 
acceptable, and it complies with the international 
standard. However, further, increase in 𝛤𝑣𝑐 degrade the 
load current quality, see Fig. 7(a). The choice of 𝛤𝑣𝑐>2 has 
a negative influence on the load current THD. The THD 
level is drastically increased; thus, the selection of 𝛤𝑣𝑐 is 
quite critical. The capacitor voltage imbalance is reduced 
with a higher value of 𝛤𝑣𝑐. The choice of 0.05<𝛤𝑣𝑐<3 
improves the capacitor voltage control, the parameter 
|𝑣𝑐1 − 𝑣𝑐2| varies between 6V and 2.9 V. However, the 
further increase in 𝛤𝑣𝑐 does not help to improve the 
control of |𝑣𝑐1 − 𝑣𝑐2|. The voltage imbalance equals 18 V 

when 𝛤𝑣𝑐 is selected as 5. The main reason for the 
practical limit on the capacitor voltage control 
performance is that a higher value of 𝛤𝑣𝑐 causes the 
increase in the load current THD. Therefore, the control 
of the capacitor voltage becomes challenging due to the 
high distortions. For that reason, 𝛤𝑣𝑐 should be selected 
such that all control variables remain in the acceptable 
range. The switching frequency decreases with the 
increase in 𝛤𝑣𝑐. Fig. 7 (c) show the mean value of the 
operating frequency versus the 𝛤𝑣𝑐. The computed 
average operating frequency range is within 
3.5kHz<𝑓𝑠𝑤<11 kHz. By taking into all analyses results 
presented in Fig.7, the range within 0.05<𝛤𝑣𝑐<1 is the 
sweet spot for 𝛤𝑣𝑐. The selection of 𝛤𝑣𝑐 within this range 
offers a good control performance of all control goals. 
The last evaluation work is performed to analyze the 
effects of switching frequency control term 𝛤𝑠𝑤𝑐. In this 
performance assessment process, two control variables 
are under consideration: the load current THD and the 
average switching frequency. The effect of 𝛤𝑠𝑤𝑐 on the 
load current, THD, and the mean value of the operating 
frequency is shown in Fig. 8. The load current THD 
increases as the value of 𝛤𝑠𝑤𝑐 increases. In particular, the 
selection of 𝛤𝑠𝑤𝑐>4 degrades the output load current 
control performance. The key reason for this harmful 
effect is that the switching frequency is noticeably 
reduced with the increase in 𝛤𝑠𝑤𝑐, see Fig. 8 (b). The 
switching transitions are further penalized by increasing 
𝛤𝑠𝑤𝑐. Thus, the NPC inverter does fewer switching 
transitions resulting in a lower switching frequency. 
However, the output load current control is negatively 
influenced. Based on the collected simulation results, the 
selection of 0.5<𝛤𝑠𝑤𝑐<2.5 is recommended to attain good 
steady-state performance.  

 

 
(a) 

 
(b) 

Figure 8. The impact of the tuning parameter 𝛤𝑠𝑤𝑐 on 
the control variables. (a) The waveform 𝛤𝑠𝑤𝑐 vs. load 
current THD. (b) The waveform 𝛤𝑠𝑤𝑐  vs. switching 
frequency. 

 

Finally, the proposed control method is compared 
with the conventional control technique which is based 
on the proportional-integral (PI) combined with the 
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linear modulator. Table 3 summarizes the comparison 
results. According to Table 3, the proposed method offers 
faster dynamic response than the conventional method 
to load perturbations. The transient time is noticeably 
lower for the proposed strategy. On the other hand, the 
traditional method provides a lower THD under steady-
state performance. 

Table 3. Comparison results 
Metric PI+Modulator MPC 

Transient time 210 μs 155 μs 

Load current THD 3.05 % 3.10 % 

Modulator Required No 

Inclusion of constraints No Yes 

Inclusion of nonlinearity No Yes 

Switching frequency Fixed Variable 

Design complexity High Low 

Voltage balancing Yes Yes 

 

The PI+modulator requires the linear modulator to 
generate the gate signals. Thus, the switching frequency 
is fixed. However, the inclusion of the modulator 
increases the complexity of the design stage. On the 
contrary, the MPC strategy does not require a modulator; 
therefore, the switching frequency varies during the 
operation. Both control methods offer voltage balancing 
capability. The other important aspect is that the 
conventional method does not provide the flexibility to 
include the nonlinearities or control constraints. On the 
other hand, the inclusion of the system constraints is 
relatively easy in the MPC method. Regarding the 
simplicity of the feedback design, the MPC method has 
several advantages over the traditional control method. 

 

5. CONCLUSION  
 

This paper has presented the performance evaluation 
of the predictive control method for the NPC inverter. 
The performance analyses have been conducted to 
scrutinize the steady-state performance and transient 
performance of the MPC. The impacts of the design 
parameters on the trajectory tracking performance have 
been substantially analyzed. Several simulation works 
have been conducted to prove the effectiveness of the 
MPC in handling the multi-control objectives. The 
simulation results demonstrate that multiple-control 
goals are effectively regulated, and the NPC inverter 
provides a robust system operation. The choice of the 
weighting factor highly influences the error 
compensation performance. Thus, weighting factors 
should be finely selected to achieve a reliable energy 
conversion operation. 
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 Wind power is the fastest-growing technology among alternative energy production 
sources. Reliable forecasting of short-term wind power plays a critical role in the 
acquisition of most of the generated energy. In this study, short-term wind power 
forecast is performed using radial-based artificial neural networks, forecast error and 
cost to be minimized with the harmony search algorithm. Experimented results show 
that, we can predict wind power with fewer features and less error by using harmony 
search algorithm. A %7 percent improvement in RMSE rate has been achieved with 
the proposed method for short-term wind power prediction. 

 

 
 
 
 
 

1. INTRODUCTION  
 

The required energy of the world raises nearly 4-5% 
every year meanwhile the fossil fuel reserve that 
accommodated the world's need is decreasing day by 
day. It is predicted that the oil, coal and natural gas 
reserves, which are among the basic energy resources, 
will be depleted in the next 30-40 years at best. The 
increase in the use of fossil fuels has also increased the 
world average temperature. Increasing temperature 
caused material and moral damages and loss of life by 
triggering various natural events such as floods and 
storms. Evacuations have begun with the melting of 
glaciers and the rise of the water level on many islands 
located at sea level. Without action, life in cities at sea 
level will not be possible. Clean energy sources have 
now become an obligation, not an alternative. It is 
essential to turn to clean resources without waiting for 
the depletion of energy reserves. Using renewable 
energy sources is advantageous in many ways. The most 
important of these advantages are reducing foreign 
dependency, providing cheap energy, no fuel expense, 
and being environmentally friendly. Due to these 
advantages, its use is increasing day by day. Wind 
power, one of the popular renewable energy 

alternatives, is of great importance in terms of the wind 
potential in our country. Among the European countries, 
Germany is the country that benefits from wind power 
the best. Spain follows Germany in second place. 
According to the German Wind power Institute DEWI, 
Spain's wind potential and Turkey's wind potential are 
equivalent. According to the wind map of our country, 
electricity can be produced from wind power in four 
seasons a year. In order to produce energy without the 
need for any other energy support, a storage area of 6 
times the hourly production is required. Despite this 
high potential, wind power is the least utilized resource 
in energy generation. 

Turkey's Wind Power Potential Atlas (REPA), 
prepared by the Ministry of Energy and Natural 
Resources and prepared by the Electrical Works Survey 
Administration (EIE), determines Turkey's wind power 
potential and guides investors. According to REPA, wind 
power of our country is 67 MW. Again, according to the 
same report, our country has a wind power potential of 
50000 MW. The installation of wind power plants is also 
ongoing in Turkey. 

There are some operational challenges for both 
electrical systems and electricity markets when the 

https://dergipark.org.tr/en/pub/tuje
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large-scale integration of wind power (Exizidis et al., 
2017). Wind power prediction takes an important role 
in the reliable and economical process of power systems 
with wind leakage (Cui et al., 2017). Long-term 
predictions of wind energy are necessary for capacity 
planning and maintenance planning (Kanna and Singh, 
2016). Medium term forecasts are used for maintenance 
planning (Alberdi et al., 2017; Bae et al., 2017), fuel 
planning (Guangyu et al., 2017) and hydro pool 
management (Meng et al., 2015). Short-term load 
prediction is a fundamental and vital factor for daily 
operations, unit commitment and timing functions, 
assessment of net change and system security analysis 
(Zhou et al., 2016a; Zhou et al., 2016b). Very short-term 
predictions are used for optimizing the process of wind 
energy reserves (Wang et al.; 2017). When the literature 
is reviewed, there are many studies on wind prediction 
in recent years (Zhuo and Savkin, 2017). Long-term 
wind prediction has been performed using the adaptive 
wavelet neural network method (Kanna and Singh, 
2016). In the literature, support vector machine 
regression model (Ahmed et al., 2017), nonlinear 
autoregressive network model with extroverted inputs 
(Baby et al., 2017), double-tier hierarchical genetic 
algorithm trained artificial neural network model (Li et 
al.; 2017), deep learning network architecture model 
with stacked automatic encoders (Khodayar et al., 
2017), particle swarm optimization-based adaptive 
neuron fuzzy inference model (Eseye et al., 2017), 
particle swarm optimization model integrated with 
mutation operator (Quan et al., 2013), K-clustering-
based artificial sine network model (Xu et al., 2015) and  
advanced Markov model (Yang et al., 2015) are used for 
short-term wind prediction. Very short-term wind 
estimation has been performed using the spatial-
temporal method (Dowell and Pinson, 2015), neural 
fuzzy networks method (Paixao et al., 2017), and 
autoregressive model and Hilbert-Huang transform 
method (Shi et al., 2016). 

The aim of this study is to show the effects of feature 
selection on the performance of short-term wind power 
prediction. In the literature, there is no such study to 
our knowledge, and the results presented here will be 
helpful to researchers. 

The rest of the paper is organized as follows: in the 
second section, a detailed overview of the dataset and 
methods are presented. Experimental results are 
discussed in the third section.  

 
 

2. METHOD and DATASET 
 

In this study, the wind power dataset produced by 
the Belen region wind power plant is used to predict 
short-term wind power using the radial-based artificial 
neural networks and the harmony search feature 
selection algorithm. Details about the dataset and 
methods used are given in the next subsections. 

 

2.1. Dataset 
 

The yearly data which is obtained from wind 
turbines in Belen region and recorded on a daily was 

used in this study. Wind turbine model is seen in Figure 
1.  

 
Figure 1. Wind Turbine Model 

 

The dataset contains 365 different sample data with 
10 numeric features; day, ud, m, a, uw, U∞, cp, ct, trust, kn 
and finally the class value representing the amount of 
electricity generated, which represents the output value 
of the modeled network. 

 

2.2. Radial Based Artificial Neural Networks 
 

Radial-based regressor was used to train the 
regression model in proposed study. Radial-based 
neural network model is shown in figure 2. While 
modeling the radial-based regressor, which is a 
supervised learning method, unlike traditional radial-
based neural networks, the BFGS (Broyden-Fletcher-
Goldfarb-Shanno algorithm) method, which is suitable 
for the optimization of nonlinear problems, has been 
used to minimize the quadratic error (Buhman, 2003). 
All attributes in the dataset used were normalized in the 
range of [0,1]. The model learned by the designed 
artificial neural network is given by equation 1. 
 

𝑓(𝑥1, 𝑥2, … , 𝑥𝑚) = 𝑔(𝑤0 + ∑ 𝑤𝑖

𝑏

𝑖=1

exp (− ∑
𝑎𝑗

2( 𝑥𝑗 − 𝑐𝑖,𝑗)2

2𝜎𝑖,𝑗
2

𝑚

𝑗=1

)) (1) 

 

Such that; 𝑥1, 𝑥2, … , 𝑥𝑚 denote the attributes used, 
g(.) denoting the activation function, b denoting the 
number of basic functions, 𝑤𝑖is the weight value of each 
function, 𝑎𝑗

2 represents the weight of the jth attribute, 

𝑐𝑖 and 𝜎𝑖
2 are the central and variance values of the basic 

functions, respectively. Attribute weights were not used 
during the modeling. All 𝑎𝑗

2 values are taken as 1 as a 

constant. The value of b, which is the basic function 
number, was chosen as 5 empirically. The Least Squared 
Simulated Errors function used is given in equation 2. 
 

𝐿𝑆𝑆𝐸 =
1

2
∑(𝑦𝑖 − 𝑓(

𝑥𝑖
→))

2
+ (𝜆 ∑ 𝑤𝑖

2)

𝑏

𝑖=1

𝑛

𝑖=1

 (2) 

 

If the 𝑦𝑖  value in the given function is the predicted 
value𝑥𝑖 , it is the real value. n is the total number of 
training samples. λ is the penalty coefficient used to 
prevent over fitting and was taken as 0.01. 
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Figure 2. Radial-based Neural Network Model 

 

2.3. Harmony Search Algorithm 
 

Harmony search (Woo et al., 2001) is inspired by the 
music orchestra. It is one of the popular population-
based algorithms. Like a music orchestra, which tends to 
create the most harmonious melody, this algorithm 
mimics the behavior of a music orchestra. In an 
orchestra, musicians repeatedly improve the melody; 
the HS algorithm, like the process in real orchestras, 
iteratively improves the fitness value of the candidate 
solutions. The candidate solutions are kept in the 
Harmony Memory. A new harmony vector is produced 
by applying optimization parameters to Harmony 
Memory. 

First of all, HS start with the initialization of the HM, 
and then a new harmony is generated. If there is an 
improvement with newly generated harmony, this new 
harmony is included in the HM. Algorithm continues to 
generate the new harmony until a termination criterion 
is satisfied. 

HS uses two different probabilistic operators to 
control the new harmony generation procedure, which 
are Harmony Memory Considering Rate (HMCR), and 
Pitch Adjusting Rate (PAR). 

HMCR ∈[0,1], HMCR ∈[0,1], is used to define the 
probability of drawing a new note uniformly from the 
values of this same note. Without this probability value, 
algorithm can choose note values randomly.  

PAR ∈[0,1],  is similar to mutation operation in 
genetic algorithms, and it is used for to avoid  local 
optima in the HS algorithm.  

Pseudo code of Harmony Search Algorithm is given 
in Figure 3. 

Nature inspired based Harmony search algorithm is 
used to select optimum features over wind power 
dataset to predict wind power with low error rates in 
the proposed study. 

 
 

 
Figure 3. Pseudo Code of Harmony Search Algorithm 
 

3. RESULTS  
 

In this study, the yearly data which is obtained from 
wind turbines in Belen region and recorded on a daily 
was used. So, the dataset contains 365 different sample 
data with 10 numeric features. The amount of electricity 
produced has been tried to be estimated so that other 
values in the data will be inputs. Radial based regressor 
method is used to perform the regression between the 
input set and the output set. Harmony search algorithm 
is used as feature selector. In Figure 3, Belen region and 
the power plant where data is taken are shown. Figure 4 
shows the Turkey wind speed map. 

 

 
Figure 4. Belen Wind Power Plant from Real Data 
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Figure 5. Turkey wind speed map 

 
The dataset containing 365 samples was randomly 

separated as 70% training, 10% validation, and 20% 
testing. After the training process with radial based 
regressor is completed, the model is verified and tested 
on test data. The results obtained from the test data 
were evaluated according to the Root Mean Square 
Error (RMSE, Equation 3), Mean Absolute Error (MAE, 
Equation 4), and Correlation Coefficient (R, Equation 5) 
error measurement criteria.  
 

RMSE =
1

𝑛
[∑(𝑂𝑖 − 𝑃𝑖)2

𝑛

𝑖=1

] (3) 

  

𝑀𝐴𝐸 =
1

𝑛
[∑ |𝑂𝑖 − 𝑃𝑖|

𝑛

𝑖=1

] (4) 

  

𝑅 = √1 −
∑ (𝑂𝑖 − 𝑃𝑖)2𝑛

𝑖=1

∑ (𝑂𝑖 − 𝑂𝑚)2𝑛
𝑖=1

 (5) 

 
For the given equations;  
n: number of data in test data,  
Pi: predicted value  
Oi: observed value  
Om: is the average of the observed values.  
 

With the error equation, the squares of the errors 
are taken. In this way, the effect of higher error values in 
the predicted values on the average is higher, and the 
effect of these higher error values on the entire 
prediction can be determined. MAE considers the 
absolute error between actual values and model 
predictions. The model can be predicted more 
accurately if the RMSE and MAE values are close to zero. 
R value is used to define the relationship between the 
true value and the predicted value. The R values can be 
in the range of [+1, -1]. If the value of R is equal to +1, 
which is the biggest value it can take; there is a positive 
and fully linear relationship between variables.  

According to HS algorithm, these 7 features were 
chosen; day, ud, m, uw, U∞, cp and trust. Comparison of 
selected features on wind power prediction with all 10 
features is given in Table 2. 

 

Table 2. Performance comparison of the proposed 
system with all features 

 MAE RMSE R 

All features 12.92 17.92 0.9997 
HS Feature Selection 4.95 10.80 0.9998 

 

Experimented results show that, wind power can be 
predicted with fewer features and less error by using 
harmony search algorithm. A %7 percent improvement 
in RMSE rate has been achieved with the proposed 
method for short-term wind power prediction.  

Prediction of wind power with HS selected features 
is given in Figure 6. 

 
Figure 6. Prediction Result with Selected Features 

 

With this study, daily wind power production was 
estimated and the most accurate information was tried 
to be given in order to adjust the storage capacities. The 
lower the error of the estimates, the more efficient use 
of the energy produced will be.  
 
REFERENCES  
 
Ahmed S, Khalid M & Akram U (2017). A method for 

short-term wind speed time series forecasting using 
Support Vector Machine Regression Model. In 2017 
6th International Conference on Clean Electrical 
Power (ICCEP) (pp. 190-195). IEEE.  

Alberdi R, Fernandez E, Albizu I, Mazón A J, 
Bedialauneta M T & Sagastabeitia K J (2017). Wind 
speed forecasting in overhead lines for system 
operation. In 2017 IEEE Manchester PowerTech (pp. 
1-5). IEEE.  

Baby C M, Verma K & Kumar R (2017). Short term wind 
speed forecasting and wind power estimation: A case 
study of Rajasthan. In 2017 International Conference 
on Computer, Communications and Electronics 
(Comptelix) (pp. 275-280). IEEE. 

Bae H R, Tsuji T, Oyama T & Uchida K (2017). Frequency 
control in power system based on balancing market 
considering wind power forecasting error. In 2017 
6th International Conference on Clean Electrical 
Power (ICCEP) (pp. 376-383). IEEE. 

Buhmann M D (2003). Radial basis functions: theory 
and implementations (Vol. 12). Cambridge university 
press. 

Cui M, Zhang J, Wang Q, Krishnan V & Hodge B M (2017). 
A data-driven methodology for probabilistic wind 



Turkish Journal of Engineering – 2022; 6(3); 251-255 

 

  255  

 

power ramp forecasting. IEEE Transactions on Smart 
Grid, 10(2), 1326-1338.  

Dowell J & Pinson P (2015). Very-short-term 
probabilistic wind power forecasts by sparse vector 
autoregression. IEEE Transactions on Smart Grid, 
7(2), 763-770.  

Eseye A T, Zhang J, Zheng D, Ma H & Jingfu G (2017). 
Short-term wind power forecasting using a double-
stage hierarchical hybrid GA-ANN approach. In 2017 
IEEE 2nd International Conference on Big Data 
Analysis (ICBDA) (pp. 552-556). IEEE.  

Exizidis L, Kazempour J, Pinson P, De Grève Z & Vallée F 
(2017). Impact of public aggregate wind forecasts on 
electricity market outcomes. IEEE Transactions on 
Sustainable Energy, 8(4), 1394-1405.  

Guangyu X, Shaoping S & Jietao S (2017). Wind speed 
forecast for the stratospheric airship by incremental 
extreme learning machine. In 2017 36th Chinese 
Control Conference (CCC) (pp. 4088-4092). IEEE. 

Kanna B & Singh S N (2016). Long term wind power 
forecast using adaptive wavelet neural network. In 
2016 IEEE Uttar Pradesh Section International 
Conference on Electrical, Computer and Electronics 
Engineering (UPCON) (pp. 671-676). IEEE.  

Khodayar M, Kaynak O & Khodayar M E (2017). Rough 
deep neural architecture for short-term wind speed 
forecasting. IEEE Transactions on Industrial 
Informatics, 13(6), 2770-2779.  

Li H, Eseye A T, Zhang J & Zheng D (2017). A double-
stage hierarchical hybrid PSO-ANFIS model for 
short-term wind power forecasting. In 2017 Ninth 
Annual IEEE Green Technologies Conference 
(GreenTech) (pp. 342-349). IEEE. 

Meng K, Yang H, Dong Z Y, Guo W, Wen F & Xu Z (2015). 
Flexible operational planning framework 
considering multiple wind energy forecasting service 
providers. IEEE Transactions on Sustainable Energy, 
7(2), 708-717. 

Paixão J L, Rigodanzo J, Sausen J P, Hammarstron J R, 
Abaide A R, Canha L N & Santos M M (2017). Wind 
generation forecasting of short and very short 
duration using Neuro-Fuzzy Networks: A case study. 

In 2017 International Conference on Modern Power 
Systems (MPS) (pp. 1-6). IEEE. 

Quan H, Srinivasan D & Khosravi A (2013). Short-term 
load and wind power forecasting using neural 
network-based prediction intervals. IEEE 
transactions on neural networks and learning 
systems, 25(2), 303-315.  

Shi J, Gong Y, Liu X & Zhu X (2016). Model optimization 
for very-short-term wind power forecasting using 
Hilbert-Huang Transform. In 2016 International 
Conference on Smart Grid and Clean Energy 
Technologies (ICSGCE) (pp. 239-243). IEEE.  

Wang Z, Wang W, Liu C, Wang Z & Hou Y (2017). 
Probabilistic forecast for multiple wind farms based 
on regular vine copulas. IEEE Transactions on Power 
Systems, 33(1), 578-589.  

Xu Q, He D, Zhang N, Kang C, Xia Q, Bai J & Huang J 
(2015). A short-term wind power forecasting 
approach with adjustment of numerical weather 
prediction input by data mining. IEEE Transactions 
on sustainable energy, 6(4), 1283-1291. 

Yang L, He M, Zhang J & Vittal V (2015). Support-vector-
machine-enhanced markov model for short-term 
wind power forecast. IEEE Transactions on 
Sustainable Energy, 6(3), 791-799.  

Zhou L, Li F & Tong X (2016a). Active network 
management considering wind and load forecasting 
error. IEEE Transactions on Smart Grid, 8(6), 2694-
2701. 

Zhou Y, Yan Z & Li N (2016b). A novel state of charge 
feedback strategy in wind power smoothing based 
on short-term forecast and scenario analysis. IEEE 
Transactions on Sustainable Energy, 8(2), 870-879. 

Zhuo W & Savkin A V (2017). Wind power dispatch 
based on wind forecasting, electricity price and 
battery lifetime estimation. In 2017 36th Chinese 
Control Conference (CCC) (pp. 2915-2920). IEEE. 

Woo Z, Hoon J, Loganathan G V (2001). A New Heuristic 
Optimization Algorithm: Harmony 
Search. SIMULATION. 2001;76(2):60-68. 
doi:10.1177/003754970107600201 

 
 
 

 
© Author(s) 2022. This work is distributed under https://creativecommons.org/licenses/by-sa/4.0/ 

 
 
 

https://doi.org/10.1177/003754970107600201
https://creativecommons.org/licenses/by-sa/4.0/


* Corresponding Author Cite this article 

*(mbatar@mehmetakif.edu.tr) ORCID ID 0000-0002-8231-6628 
 
 
Research Article / DOI: 10.31127/tuje.987141 

Batar M (2022). Word-based game development on Android with an efficient graphical 
data structure. Turkish Journal of Engineering, 6(3), 256-261 
 

Received: 25/08/2021; Accepted: 07/09/2021 

 

Turkish Journal of Engineering – 2022; 6(3); 256-261 

 

 

 

 

Turkish Journal of Engineering 

https://dergipark.org.tr/en/pub/tuje 

e-ISSN 2587-1366 

 
 
 

Word-based game development on Android with an efficient graphical data structure 
 

Mustafa Batar*1  

 
1Burdur Mehmet Akif Ersoy University, Faculty of Engineering and Architecture, Department of Computer Engineering, Burdur, Turkey 
 
 
 
 

Keywords  ABSTRACT 
Word-Based games 
Mobile games 
Android 
Graphs 
DAWG 

 Today, new games are released every day, and the virtual reality market is developing in a 
similar way to the rapidly growing smartphone ecosystem about 10 years ago. In addition to 
this, mobile games that take place with smartphones in people’s daily lives can be downloaded 
to their phones for free, without paying any money, only with an internet connection. In this 
sense, a mobile game on android has been designed and developed about word games for this 
study. These word games need to have fast feedback and fast research time to the users and 
the players. In this context, Directed Acyclic Word Graph (DAWG) has been used and applied 
for giving fast feedback in the developed game “Kelimetris” in the study. The game “Kelimetris” 
has been explained in detail step by step with showing its captures, screenshots, UML 
diagrams and code blocks. In addition, this study has showed – the graphical data structure – 
DAWG’s efficiency and usability in word-based games on mobile phones on Android. As a 
result, this study will have had a positive effect on the relationship between data structures 
and mobile games with the contribution of the developed game “Kelimetris” and the finite 
state machine DAWG. 

 
 
 
 
 

1. INTRODUCTION  
 

Cultural historian and philosopher Johan Huizinga 
has one of the most enduring evaluations of the game. 
Huizinga game; “A voluntary action or activity that is 
freely consented, but carried out within the limits of 
certain time and place in accordance with fully mandated 
rules, has a purpose in itself, accompanied by a sense of 
tension and joy and a consciousness of 'being different' 
from 'ordinary life'.” (Huizinga, 1995). It is possible to 
adapt the definition of game that Johan Huizinga has 
stated in this paragraph to games (adventure, simulation, 
action, platform games, and etc.) (Yılmaz, & Çağıltay, 
2015).  

The game is directed by the players, within the 
framework of their own wishes, the rules of the game and 
depending on the rules. In a game, no matter what kind 
of game the player plays, s/he has to comply with the 
rules drawn by the game scenario or the group principles 
developed by the virtual groups established in the game 
for her/his “success in the game” (Bates, 2004). It 
depends on the game scenario; the character cannot go 
out of it in order to reach his goal. Within the framework 
of these rules, the place where the player is located is the 

virtual digital game world. In addition, it is the place 
where the player can interact with other players in the 
game where the character's struggle continues. Dialogue 
during game streaming, especially with other players in 
the virtual world can establish. At the same time, the 
player can develop their characters in the games and 
provide a financial income on top of that (Aarseth, 2001).  

According to Huizinga; at the same time, s/he stated 
that after playing once, the game can be conveyed as 
having a spiritual value in the memories and can be 
repeated at any time (Aarseth, 2003). Although some 
rules are games, they are not independent of everyday 
life. As a result, the addiction of the game increased. The 
game and game stages have gained new identities and 
images with technologies that have reached virtual 
reality, and have continued to take place in different 
positions in human life with new functions and different 
gameplay diversity (Su & Zhao, 2011). 

Nowadays, there are thousands of different types of 
games in the market (Rouse, 2005). Generally, these 
games are related to war, strategy, race, gambling, etc. 
When it is looked at the games, it is realized that some 
users play them to take pleasure, some of them play to 
spend their times. However, in this study, a word-based 
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game has been chosen in order to design, develop and 
implement. 

Word games and puzzles are spoken or board games 
often designed to test ability with language or to explore 
its properties. It has to be thought that it is to benefit 
individuals in several ways (Mitchell, 2001). These 
games enrich vocabulary of users while enjoying, they 
improve user’s memory and exercise their mind muscles 
for long-term learning and retention. Thus, they have 
slight contribution to the users not to catch Alzheimer’s 
disease. Furthermore, children can learn and understand 
new and complex words in an easy and enjoyable way. 
Moreover, these games require the person to read and 
write. After a time, they improve a person’s reading and 
writing speed. Also, text-based games can help people 
(especially people in hospital, whether admitted there or 
waiting to hear news about a loved one) to relieve a 
stressful day in a way that other games cannot (Ahl, 
1983). 

In this study, a word game which is named 
“Kelimetris” has been designed and developed on 
Android. In “Kelimetris”, stones are falling rapidly from 
top to bottom. One has to click on the stones to select the 
letters. What is needed to do is to derive meaningful 
words by selecting the right stones. There is no need to 
create words related to the each other. For each correct 
word, user gets points based on the points of letters. 
When the screen is filled with stones, the game is over. 

 

2. The Game “Kelimetris” 
 

General Game Functionality has described main game 
menu. This menu has included four main sections: “How 
to Play”, “About the Game”, “Best Players” and “Start 
Game”. Figure 1 has showed the use cases in general 
game functionality in the developed game “Kelimetris”. 

 

 
Figure 1. Use cases of the general game functionality 

 
Figure 2. Screenshot of main game menu 
 

In order to start the game (the main menu of the game 
has been given in Figure 2), if the player doesn’t have a 
profile, the player has to create a new profile or if it exists, 
existing profile has to be selected. After the game is 
started, the player has to try to construct words by 
selecting as many letters as possible. The player 
increases his/her own score for each valid word after 
submission. Otherwise, s/he needs to construct new 
ones. In addition to this, the activity diagram of the player 
in order to play the game “Kelimetris” has demonstrated 
in Figure 3. 
 

 
Figure 3. Activity diagram of the section “play game” 
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In “Kelimetris” game scenario, once the player starts 
the game in the main menu, then the stones that 
embedded a character drop consecutively in an order. 
The stones land on the top of each of one after another 
through a pattern and the stone locations are different to 
prevent that one stone overlaps the other. A location of a 
stone is not given as a location of another one before the 
stone leaves the window. Everything about the 
arrangement of the locations to the stones is done in Port 
super class. Also, it is needed to define some classes 
extending Port: these are Port1, Port2, Port3, Port4 and 
Port5 which are specialized to settle the stones in 
different columns. These ports have been captured in 
Figure 4 in the following.  

 

 
Figure 4. Capture of ports in the game 

 

Each stone location is an integer variable and they are 
kept in an array named as Locations[] in port class. When 
any one of the classes called Port1, Port2, Port3, Port4, 
Port5 which extend Port is initiated, base elements of 
Locations[] array are initialized to -1 value by the 
initializeLocations() method. That means all the 
locations in that port are available at the beginning to 
settle a stone. 
 

int [] Locations=new int[7]; 
int btnId=0; 
  
Port(){ 
 initializeLocations(); 
} 
public void initializeLocations(){ 
 int i; 
 for(i=0;i<=6;i++){ 
  Locations[i]=-1; 
 }  
}  

When a stone is created, its location needs to be 
assigned to it, therefore getButtonLocation() method 
gives an available location by traversing in Locations[] 
array and comparing if an element of it is -1. If it is, then 
it means this location is available and the method returns 
the index with the element of -1. 

 

public int getButtonLocation(){ 
 int x=0,i; 
 for(i=0;i<=6;i++){ 
  if(Locations[i]==-1){ 
   x=i; 
  } 
 } 
 return x*100; 
} 

 
After returning the index that represents an available 

location, the element at that index is assigned to the 
button ID value by insertButton() method. That means 
the location is not available for the coming other stones. 
 

public void insertButton(){ 
 int i,current=0; 
 for(i=0;i<=6;i++){ 
  if(Locations[i]==-1){ 
   current=i; 
  } 
 } 
 Locations[current]=btnId; 
}  
 

There is an updateLocations() method which is 
invoked if the created word is confirmed. The method 
updateLocations() actually gets IDs of the buttons that 
were used to make meaningful word, as the word has a 
meaning, the letters of that word must be removed from 
the game window. Their locations also have to be 
available in the Locations[] array, updateLocations() 
replace the ID values regarding the past word by -1. As 
the array is used to keep locations, there is no 
dynamically changing size of the collection after the 
stone is hidden (as shown in Figure 5), just the value of 
its location index in Location[] array in Port class is 
assigned to -1. Assigning -1 means that location is made 
available to land another stone. New dropping stones – 
as given in Figure 6 – come to these empty locations. 
 

void updateLocations(Vector<Integer> Clickeds){ 
 int i; 
 for(i=0;i<=6;i++){ 
  if(Clickeds.contains(Locations[i])){ 
   Locations[i]=-1; 
  } 
 } 
} 
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Figure 5. Capture of hidden stones in the game 

 
Figure 6. Replacement of new stones in the empty areas 

 

Also, there is isLocationAvailable() method which 
returns true if a Location[] array includes at least one -1 
value meaning available location exists. It is used to make 
the game over, if the game window is filled, then game 
has to be stopped. In this context, the location adjustment 
has been shown in Figure 7 in the following.  

 
boolean isLocationAvailable(){ 
 int i; 
 for(i=0;i<=6;i++){ 
  if(Locations[i]==-1){ 
   return true; 
  } 
 } 
 return false;   
} 
 

 
Figure 7. Drop of the stones in the game 

 

A mechanism is needed to provide an immediate 
movement to each stone after it is created. It is seen that 
the movement of the stone (as given Figure 7 above) can 
be succeeded by assigning a layout parameter to this, by 
changing some values of this parameter periodically, and 
Mytask class, which extends TimerTask class, provides 
the mechanism. In addition, extending TimerTask class 
gives us an advantage to provide a continual movement 
by invoking a method in a specific time period. 

 

 
Figure 8. The regions of the window in the game 

 

The game window has been divided into some parts 
as shown in Figure 8 above: the score is displayed on the 
right side of the layout and the buttons drop on the left 
side of the layout. There is a stable button stands for 
submission, when it is clicked; the word generated by the 
player is sent for looking up to a function of LetterFactory 
instance. If the word is confirmed, the Flag variable is 
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assigned to be true and the update locations methods 
regarding each port are invoked, update locations 
methods result in removal of the buttons which were 
used for obtaining last confirmed word. A variable called 
portcounter type of integer is assigned, it keeps track of 
at which port a button will drop. 

When a stone is generated, a letter is assigned to it. 
We have lines of words of a text file which the words are 
randomly taken from, and shuffled. Each character of 
these shuffled words is set one by one to each released 
stone. Words are used when their all letters are assigned 
to the stones, and then the new words are brought from 
the file. This process goes on as long as the game is being 
played. All things that regarding the above are done by 
LetterFactory class. The method addFromFile() opens a 
text file and fetches corresponding to valid words at the 
random lines in the file. Then fetched words are pushed 
into a vector named words. wordsIndexes are random 
integers corresponding to random lines in the text file so 
as to get the words randomly from the file.  

In addition to this, in computer science, a directed 
acyclic word graph (DAWG) (Appel & Jacobson, 1988) is 
a data structure that represents a set of strings, and 
allows for a query operation that tests whether a given 
string belongs to the set-in time proportional to its 
length. In these respects, a DAWG (Crochemore & Vérin, 
1997) is very similar to a tree, but it is much more space 
efficient. The entry point into the graph represents the 
starting letter in the search. Each node represents a 
letter, and you can travel from the node to two other 
nodes, depending on whether you the letter matches the 
one you are searching for. It is a directed graph (Aoe, 
Morimoto, Shishibori & Park, 1996) because one can only 
move in a specific direction between two nodes. In other 
words, one can move from A to B, but one can’t move 
from B to A. It is Acyclic (Perrin, 1990) because there are 
no cycles. One cannot have a path from A to B to C and 
then back to A. The link back to A would create a cycle, 
and probably an endless loop in your search program. 
The structure of DAWG (Jansen & Boekee, 1990) has 
been given in Figure 9. 
 

 
Figure 9. DAWG working structure 

 

Based on DAWG in Figure 9, the words “can”, “can’t”, 
“do” and “dog” could be gained and created easily.  

Moreover, each letter has its own point. The points 
have been determined based on their usage rate. That 
means if a letter places in many words, its point will be 
less than the others that place rarely. Table 1 in the 
following has showed the standard points of each letter 
in the game “Kelimetris” for scoring. 

 
 
 

 

Table 1. Letter points in the game 
Letter Value Letter Value Letter Value 

A 1 I 2 R 1 

B 3 İ 1 S 2 

C 4 J 10 Ş 4 

Ç 4 K 1 T 1 

D 3 L 1 U 2 

E 1 M 2 Ü 3 

F 7 N 1 V 7 

G 5 O 2 Y 3 

Ğ 8 Ö 7 Z 4 

H 5 P 5   

 

3. Results of the Game “Kelimetris” 
 

As the consequences of the performance test in 
which trying to search in a text file for a particular word, 
it results that it takes 0,8 seconds for a file that consists 
of 3.000 lines of words. However, when it comes to 
handle a file that consists of 60.000 lines of words, 
approximately it takes over 10 seconds. There is need a 
dictionary which includes at least 80.000 words to be 
played in the game. Therefore, DAWG Algorithm 
implementation has been applied and developed for this 
game “Kelimetris”. The results of searching a word in 
“Kelimetris” have been given in Table 2 in the following. 

 

Table 2. Word search time in the game “Kelimetris” 

The Technique 
The Number 

of The Words 

The Search 

Time 

Read from the File 1000 ~0,6 seconds 

Read from the File 48000 ~10 seconds 

DAWG 1000 ~0,001 seconds 

DAWG 48000 ~0,5 seconds 

Read from Database 1000 ~1 seconds 

Read from Database 48000 ~5 seconds 

 

 
Figure 10. The class diagram of the game 
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According to data in Table 2, it has been easily seen 
that DAWG is very efficient and useful data structure in 
searching a word in a mobile game with its fast feedback.  

Finally, the game “Kelimetris” has been designed, 
developed and accomplished to complete based on the 
class diagram shown in Figure 10.  

 

4. CONCLUSION  
 

As a result of the development of technologies, the 
game industry has become a large economic market in a 
short time. From the first electronic game in 1947, to 
Tennis for Two in 1958, from Pong to Pac-Man, from 
Commodore 64 to Gameboy and Playstation, from Snake 
on a Nokia mobile phone to social media games, from 
Angry Birds on smartphones Until the first Pokemon Go 
game, which was developed using virtual reality, the 
game industry has always made progress, except for 
short pauses. By making large investments in the mobile 
game market, companies have entered into the 
competition of game making. The increase in internet 
connection speed, tablets, smartphones and social media 
have made the gaming industry a constantly evolving 
industry. 

Based on this evolving gaming industry, there is need 
to give fast responses to the players and the users in the 
games. In this context, the developed game “Kelimetris” 
on Android in the study has given a graphical data 
structure DAWG (directed acyclic word graph) to 
improve fast feedbacks and to shorten waiting period in 
the game. Thus, the study has brought an innovation into 
the mobile game development, and the literature as well. 
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