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Abstract 
 

Analysis of transient thermoelastic stress distribution of a thin circular sector disk with a time-fractional derivative 

of order α is proposed. The Neumann types of boundary conditions are used and the integral transform method and 

Caputo fractional derivative are used to obtain the analytical solutions of the temperature, displacement, and 

stresses. Numerical values of temperature, displacement, and stresses are computed for an Aluminum (pure) 

material and presented graphically with help of Mathcad software.  

 

Keywords:  Circular sector disk; thermal stresses; fractional order derivative; heat conduction. 

 

1. Introduction  
  Lord et al. [1] introduced the generalized thermoelastic 

theory of dynamical system with one relaxation time, for 

the isotropic body. Green et al. [2] proposed the behavior of 

thermoelastic material without energy dissipation with 

linear and nonlinear theories. Ootao et. al. [3] solved the 3D 

problem for anon-homogeneous hollow circular cylinder 

with moving heat sources in the axial direction and it’s 

transient thermal stresses. Ishihara et al. [4] presented the 

theoretical approach of thermoelastic deformation for a 

circular plate with a partially distributed heat supply. 

Sherief et. al. [5] studied the two-dimensional problem for a 

half-space whose surface is traction-free and subjected to 

the effects of heat sources is considered within the context 

of the theory of thermoelasticity with two relaxation times. 

Podlubny [6] presented the geometrical and physical 

interpretation of fractional integration and fractional 

differentiation. Povstenko [7] proposed the stresses 

corresponding to the fundamental solutions of a Cauchy 

problem for the fractional heat conduction equation in one-

dimensional and two dimensional cases using the Caputo 

fractional derivative. Sherief et. al. [8] discussed the 

problem of a thermoelastic half-space with a permeating 

substance in contact with the bounding plane in the context 

of the theory of generalized thermoelastic diffusion with 

one relaxation time. Povstenko [9] discussed the heat 

conduction with time and space fractional derivatives and 

on the theory of thermal stresses based on this equation. 

Sherief et. al. [10] derived the new theory of 

thermoelasticity using the methodology of fractional 

calculus and the theories of coupled thermoelasticity and of 

generalized thermoelasticity with one relaxation time 

discussed. 

   Gaikwad et. al. [11] studied the quasi-static 

thermoelastic mathematical model for infinitely long 

circular cylinder by using the integral transform technique. 

El-Karamany et. al. [12] introduced the two general models 

of fractional heat conduction for non-homogeneous 

anisotropic elastic solids and the constitutive equations for 

thermoelasticity theory are obtained, uniqueness and 

reciprocal theorems are proved and the convolution 

variational principle is established and used to prove a 

uniqueness theorem with no restriction on the elasticity or 

thermal conductivity tensors except for symmetry 

conditions. Sur et. al. [13] proposed a new theory of two-

temperature generalized thermoelasticity is constructed in 

the context of a new consideration of heat conduction with 

fractional orders. Gaikwad et. al. [14] studied the non-

homogeneous heat conduction problem and its thermal 

deflection due to internal heat generation in a thin hollow 

circular disk. Gaikwad [15] analyzed the thermoelastic 

deformation of a thin hollow circular disk due to a partially 

distributed heat supply. Sur et. al. [16] proposed a new 

mathematical model of thermoelasticity theory in the 

context of a new consideration of heat conduction with 

fractional-order theory. A functionally graded isotropic 

unbounded medium is considered subjected to a 

periodically varying heat source in the context of space-

time non-local generalization of three-phase-lag 

thermoelastic model and Green-Naghdi models. Raslan [17] 

studied the fractional order theory of thermoelasticity to a 

1D problem of an infinitely long cylindrical cavity. Raslan 

[18] introduced the fractional-order theory of 

thermoelasticity to the two-dimensional problem of a thick 

plate whose lower and upper surfaces are traction-free and 

subjected to the given axi-symmetric temperature 

distribution. Gaikwad [19] studied the mathematical 

modeling of thermoelastic problem in a circular sector disk 

subject to heat generation. Gaikwad [20] proposed the two-

dimensional study-state temperature distribution of a thin 

circular plate due to uniform internal energy generation. 

Gaikwad [21] discussed the axi-symmetric thermoelastic 

stress analysis of a thin circular plate due to heat 

generation. Gaikwad [22] studied the time-fractional heat 

conduction problem in a thin hollow circular disk and its 

thermal deflection. 

mailto:1drkr.gaikwad@yahoo.in
mailto:khavalesatish8@gmail.com
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In this work, the analysis of transient thermoelastic 

stress distribution of a thin circular sector disk with a time-

fractional derivative of order α is proposed. The Neumann 

types of boundary conditions are used and the integral 

transform method and Caputo fractional derivative are used 

to obtain the analytical solutions of the temperature, 

displacement, and stresses. Numerical values of 

temperature, displacement, and stresses are computed for an 

Aluminum (pure) material and presented graphically with 

help of Mathcad software. It is believed that this particular 

problem has not been considered by anyone. This is a new 

and novel contribution to the field of thermoelasticity. The 

results presented here will be more useful in engineering 

problems particularly, in the determination of the state of 

strain in a thin circular disk constituting foundations of 

containers for hot gases or liquids, in the foundations for 

furnaces, etc. 

 

2. Formulation of the Problem 

Consider a 2D problem for a circular sector disk 

occupying the space 0 ≤ r ≤ a, 0 ≤ φ ≤ φ0 ≤ 2π, 0 ≤ z ≤ h. A 

mathematical model is prepared considering nonlocal 

Caputo type time fractional heat conduction equation of 

order α for a thin circular disk. 

“The definition of Caputo type fractional derivative 

given by [23] 
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For finding the Laplace transform, the Caputo derivative 

requires information of the initial values of the function f(t) 

and its integer derivative of the order k = 1, 2, ..., n – 1 
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Also, the definition of Riemann-Liouville fractional 

derivative given by [23] 
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The temperature of the circular sector disk T(r, φ, z, t) at 

time t satisfying the time fractional differential equation, 

 
2 2 2

2 2 2 2
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in 0 ≤ r ≤ a, 0 ≤ φ ≤ φ0 ≤ 2π, 0 ≤ z ≤ h, for t > 0,  

 

 

Figure 1. Geometrical representation of the problem. 

with the boundary conditions, 
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2 ( , , ), 




I

RL

T
kD f r z t

r

           at φ=0,   for  t > 0                (6) 
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I
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           at z=0,   for t > 0                  (8) 

 

5 ( , , ), 
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I
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kD f r t
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           at z=h,   for t > 0        (9) 

 

where, k is the thermal conductivity, and ( , , , )RLD T r z t  for 

α>0 is the Riemann-Liouville fractional integral 

( , , , )I T r z t   and initial conditions, 

 

0,T            at   t=0,   0 < α < 1,           (10) 

 

0,





T

t
       at   t=0,   1 < α < 2,           (11) 

 

Following Gaikwad [20], we assumed that for small 

thickness h the circular disk is in a plane state of stress. In 

fact, “the smaller the thickness of the hollow disk compared 

to its diameter, the nearer to a plane state of stress is the 

actual state”. The displacement equations: 
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Introducing 

Ui = ψ,i , i = 1, 2,                                                              (13) 

 

we have 
2 (1 ) taT   

                                                               (14) 
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The displacement potential function ( , , , )r z t  is 

expressed as: 
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with 0
r





 at r = a for all time t. 

Initially T = ψ = 0 at t = 0                                               (18) 

 

The stresses function rr  and   are: 
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2 



rr

r r

 
            (19) 

 
2

2
2


 

r



                                                                  (20) 

 

The traction-free boundary conditions as: 

 

0 rr r   for r=a, 0 ≤ φ < φ0,  t > 0      (21) 

 

0 r    for 0 ≤ r < a, φ=0,  t > 0      (22) 

 

0 r    for 0 ≤ r < a, φ=φ0,  t > 0      (23) 

 

Equations (4) to (23) constitute the problem formulation 

under consideration. 

 

3. Solution of the Heat Conduction Problem 

To obtain the expression for temperature function 

( , , , )T r z t ; firstly we define the finite Fourier transform 

and its inverse transform over the variable z in the range     

0 ≤ z ≤ h defined in [24] as 
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where 
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and 1 2, ...   are the positive roots of the transcendental 

equation 
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Applying the finite Fourier transform to equation (4) 

defined in equation (24) and using the conditions (5)-(11), 

we get 
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the boundary conditions 
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Secondly, we define finite Fourier transform and its 

inverse transform over the variable φ in the range                

0 ≤ φ ≤ φ0 as defined in [25] as 
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Applying the finite Fourier transform to equation (28) 

defined in equation (34) and using the conditions (29)-(33), 

we get 
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Lastly, we define finite Hankel transform and its inverse 

over the variable r in the range 0 ≤ r < a as defined in [25] 

respectively as, 
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and 
1 2, ,...  are the positive roots of the transcendental 

equation 

 

1( ) 0,mJ a   m = 1, 2, 3…                                           (45) 

 

Applying the finite Hankel transform to equation (38) 

defined in equation (42) and using the conditions (39)–(41), 

we get 
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Applying the Laplace transform and their inverse to 

equation (46), we get 
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Finally, taking the inverses defined in (43), (35) and 

(25) of equation (50), we obtain the required temperature 

as: 
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and 
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Using equation (51) in equation (17) the displacement 

function ψ, as follows: 
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Equation (54) becomes: 
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Using equation (55) in equations (19)–(20) we obtain 

the thermal stresses as: 
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where   
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4. Numerical Results and Discussion 
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where r is the radius and A > 0. 

 

4.1 Dimension 

Radius of a circular sector disk a = 1 m, 

Thickness of circular sector disk h = 0.1 m, 

Portion of circular sector disk φ0 = 2700, 
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Central circular path of disk in radial and axial 

directions: r1 = 1 m, and z1 =0.05 m and φ0 = 1350. 

The first five positive root of the transcendental 

equation J1(βma) = 0 as defined in [25] are β1 = 3.8317,     

β2 = 7.0156, β3 = 10.1735, β4 = 13.3237, β5 = 16.470. The 

pure aluminum material was chosen for purposes of 

numerical evaluations and the constants of the problem 

were taken as following table 1. 

 

Table 1. Material Constants. 

Physical constants Value 

Thermal diffusivity (c) 84.18 m2/s 

Thermal conductivity (k) 204 W/(m. K) 

Young’s modulus (E) 70 GPa 

Coefficient of thermal expansion( at ) 22.2 × 10−6 K-1 

Specific heat (cp ) 896 J/(kg. K) 

Lame’s constants (μ)  26.67 GPa 

Poisson’s ratio (ν) 0.35 

Density (ρ) 2707 kg/m3 

 

The numerical calculation and graphs have been carried 

out with help of computational mathematical software [26] 

PTC Mathcad Prime-6.0. Figure 2-5 shows the variation of 

temperature, displacement, stresses in radial distance r at 

instants α = 0.50 for time parameter t = 0.25, 0.50, 0.75, 1. 

From figure 2. The temperature profile increases within the 

region 0 ≤ r ≤ 0.4, 0.7 ≤ r ≤ 1 and decreases within the 

region 0.4 ≤ r ≤ 0.7 in the radial direction. Figure 3. 

indicates the variation of displacement along the radial 

direction, it is clear that displacement decreases within the 

region 0 ≤ r ≤ 0.4, 0.7 ≤ r ≤ 1 and increases within the 

region 0.4 ≤ r ≤ 0.7 with increasing the radius. Figure 4. 

Shows the radial stress distribution, it is observed that stress 

distribution decreases within the region 0 ≤ r ≤ 0.5,          

0.8 ≤ r ≤ 1 and increases within the region 0.5 ≤ r ≤ 0.8 

with increasing the radius. Figure 5. indicates the 

circumferential stress distribution in the radial direction, it 

is observed that it will decrease in the region 0 ≤ r ≤ 0.2, 

0.5 ≤ r ≤ 0.8 and increase within the region 0.2 ≤ r ≤ 0.5, 

0.8 ≤ r ≤ 1. 

 

Figure 6-9, depicts the temperature, displacement, and 

stresses in radial direction at time t = 0.50 for different 

values of α = 0.5, 1, 1.5, 2. From Figure 6. We can see that 

temperature distribution increases in the region 0 ≤ r ≤ 0.4, 

0.7 ≤ r ≤ 1 and decreases within the region 0.4 ≤ r ≤ 0.7 

with the value of α increase with increasing the radial 

distance. Figure 7. indicates the displacement in the radial 

direction with different fractional-order parameters, it is 

clear that it will decrease in the region 0 ≤ r ≤ 0.4,            

0.7 ≤ r ≤ 1 and increase within the region 0.4 ≤ r ≤ 0.7 with 

the value of α increase. From Figure 8. the radial stress 

distribution decreases with increasing the value of α in the 

region 0 ≤ r ≤ 0.5, 0.8 ≤ r ≤ 1 and increases within the 

region 0.5 ≤ r ≤ 0.8 with increasing the radius. Figure 9. 

indicates the circumferential stress distribution, it will 

decrease with increasing the α in the region 0 ≤ r ≤ 0.2,   

0.5 ≤ r ≤ 0.8 and increase in the region 0.2 ≤ r ≤ 0.5,        

0.8 ≤ r ≤ 1 in the radial direction. 

 

 
Figure 2. Temperature distribution at α = 0.5 and           

different values of t. 

 

 
 

Figure 3. Displacement distribution at α = 0.5 and different 

values of t. 

 

 
 

Figure 4. Radial stress distribution at α = 0.5 and different 

values of t. 
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Figure 5. Circumferential stress distribution at α = 0.5 and 

different values of t. 

 

 
Figure 6. Temperature distribution at t =0.5 and different 

values of α. 

 

 
Figure 7. Displacement distribution at t =0.5 and different 

values of α. 

 

 
Figure 8. Radial stress distribution at t =0.5 and different 

values of α. 

 

 
Figure 9. Circumferential stress distribution at t =0.5 and 

different values of α. 

 

5. Conclusion 

This article analyzed the temperature, displacement, and 

thermal stresses for a circular sector disk occupying the 

space 0 ≤ r ≤ a, 0 ≤ φ ≤ φ0 ≤ 2π, 0 ≤ z ≤ h. The general 

solution obtained from finite Hankel, Fourier, and Laplace 

transform and its inverses. Figure 2-5, shows the 

temperature, displacement, and thermal stresses at α = 0.5 

for times t = 0.25, 0.50, 0.75, 1. 

1. From the figures of temperature and 

displacement, we observed that the direction of 

heat flow and direction of body displacement 

are opposite and they are inversely 

proportionally to each other. 

2. From the figures of radial and circumferential 

stresses, it develops the tensile and 

compressive stresses in the radial direction. 

3. The fractional-order parameter 0 < α < 1,         

1 < α < 2 and α = 1 indicates the weak, strong, 

and normal conductivity respectively. 

4. From figures 6-9, we see that the time-

fractional derivatives play a significant role in 

all quantities in the given field and changes in 
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the values of the parameter α. This work may 

prove useful in material science, designers, 

real-life engineering problems, physicists, and 

those working to further develop the theory of 

fractional-order thermoelasticity. 
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Nomenclature (List of Symbols): 

 

at  linear coefficient of thermal expansion (K-1) 

c thermal diffusivity (m2.s-1) 

cp specific heat at constant strain (J/Kg.K) 

E cubical dilation (K-1) 

k thermal conductivity (W/m.K) 

T  absolute temperature (K) 

Ui  Components of displacement vector (m) 

Greek symbols 

μ  Lame’s constants (GPa) 

ν Poisson’s ratio 

ρ density (kg/m3) 

ψ displacement potential function 

δij  Kronecker’s delta tensor 

σij  components of stress tensor 

σrr  radial stress (Pa) 

σθθ  circumferential stress (Pa) 

Abbreviations 

1D one-dimensional (m) 

2D  two-dimensional (m) 

3D three-dimensional (m) 
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Abstract            
                                        

A nanomaterial equation of state has been combined with Grüneisen approximation in present work to investigate the 

influence of high pressure on phonon density of state function of C60 through evaluating variations of lattice vibration 

frequencies and variation of mode density. Furthermore, the effect of high pressure on Debye temperature has been 

determined by using a formula of volume dependence of Debye temperature. Volume compression ratio in C60 has 

been computed, using a nanomaterial equation of state. Expressions of pressure dependence of phonon density of state 

and Debye temperature have been combined with volume compression ratio value. The evaluated result of volume 

compression ratio and phonon density of state have been compared with the experimental observations and good 

agreement can be seen.  

                         

Keywords: C60, high pressure; Grüneisen approximation; phonon density of state; Debye temperature. 

           

1. Introduction           
A new structural form of solid carbon is C60. Carbon 

nanotubes as integrate future of C60 have potential 

applications in the engineering industry and medical areas 

due to its unusual elastic properties. C60 has got intensive 

attention by researchers to describe its advantageous 

properties. The external mode spectrum of solid carbon 

under hydrostatic pressure up to 9Gpa using elastic neutron 

scattering has been investigated [1]. 

An X-ray diffraction experiment has been established on 

C60 using diamond anvil cell and up to pressure 28(Gpa) [2]. 

The pressure dependence lattice parameter and volume 

compression ratio were observed. A tight-binding molecular 

dynamics method used, for investigating phonon dispersions 

and density of states for solid C60[3]. Equation of state of C60 

has been found experimentally up to pressure of about 10Gpa 

[4], and theoretically using different equations of state [5,6]. 

Volume compression ratio, bulk modulus and spinodal 

pressure of C60 have been calculated by using various EOSs 

[7]. Moreover, in an intensive study, the validity of some 

equations of state of carbon nanotubes investigated [8]. 

In order to find solutions to a variety of problems in 

condensed phase of physics, equations of state that 

accurately predict solids behavior at high pressure and 

temperature are required. The study of C60 with varying 

pressure can help us to study many crystal forms of solid 

materials. This work is an attempt for investigating the effect 

of pressure on phonon density of state of C60 and Debye 

temperature, using a nanomaterial equation of state (EOS) 

[9]. In present work, pressure corresponding to volume 

compression ratio was evaluated by means of the EOS.  

Debye temperature is an important quantity for 

determining various properties of solids at high pressure and 

high temperature. Numerous efforts have been taken for 

describing Debye temperature of different materials at high 

pressure condition [10]. 

The values of Grüneisen parameter and Debye 

temperature at ambient condition, used in the present study 

were calculated in literature [11]. Three body force shell 

model have been used to evaluate Debye temperature and 

Grüneisen parameter of C60 at atmospheric pressure and 

room temperature [11]. 

As Grüneisen parameter describes the effect of changing 

volume of solid phase on vibrational motions of atoms, 

therefore, the effect of decreasing volume of the lattice by 

applying high pressure, will result in changing the phonon 

density of state. 

                  

2. Theoretical analysis 

2.1 Equations of state 

The relationship between thermo dynamical variables; 

pressure (P), volume (V) and temperature (T) known as 

equation of state, with the help of EOSs, one can describe 

various properties of solid under varying conditions of 

pressures or temperatures. Based on different assumptions, 

many equations of state have been derived in literature. The 

equations of state are classified in to Thermal- pressure 

equation of state (Th-P EOS) and isothermal EOS.  

 

Thermal- pressure (Th-P EOS):  

At a given volume V and temperature T, the pressure P 

is descried as by the summation of two parameters: 

 

initial 0 thP(V,T) P (V,T ) P (V,T) 
                              (1) 
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Where P initial represents pressure required for compressing 

the sample material from initial volume (V0) at ambient state 

(P = 0 and T0) to another volume V at constant temperature 

T0. 

ΔP th is the change in thermal pressure.  

Thermal pressure arises due to the variation in 

temperature from T0 to T at a constant volume. 

If the final volume V =V0 at pressure P and temperature 

T at the initial conditions, therefore, to obtain this final 

volume V no pressure is required i. e Pinitial =0, in this case 

P(V,T0) = ΔPth as illustrated  in Fig.1 (black line). 

 

  
Figure 1. The description of different pressures and 

variables used in Th-P EOS, showing three various volumes 

[12 ]. 

 

Compression at the initial state is necessary to reach the 

final volume V, so that Pinitial = 0. In this case, the total 

pressure is ΔPth (black line) in the above figure. Under a 

positive pressure Pinitial above isochoric pressure the volume 

V is smaller than V0. On the other hand, for pressure P and 

temperature T conditions under the isochoric pressure the V 

> V0, the material expands at T0 to reach the required V. This 

pressure is called spinodal pressure where Pinitial < 0 (red in 

Fig. 1).                                                                               

                                                                                                                                                                

Mie-Grüneisen-Debye (MGD) EOS: 

Thermal-pressure in solid crystal generate from the 

excitation of its vibrational modes. Thermal-Pressure EOS 

depends on several assumptions. Therefore, calculating the 

thermal-pressure and hence its variation (ΔPth) from the 

initial temperature is used to distinguish diverse thermal-

pressure EOSs.  The statistical mechanics of the vibrational 

motion of atoms (phonons) of crystalline solids as a quasi-

harmonic approximation QHA, leads to the derivation of 

MGD EOS.  

QHA assumes that the atoms of the material are vibrating 

independently, without any interaction, and that their wave 

vectors are only dependent upon the molar volume. 

phonon-mode Grüneisen parameter describes the phonon 

frequency dependent of the volume of the crystalline solids. 

 

i

V

V









i
                                                     (2) 

To represent a single Grüneisen parameter  ,we assume 

that  all of the phonon frequencies have the same volume 

dependence. Now, the Grüneisen parameter   is assumed to 

be volume dependent by  the MGD EOS

q

P

0
0

V

V
 

 
  
 

 , 

where, q is the second Grüneisen parameter, Thus two 

Grüneisen parameter are associated to the vibrational 

frequencies, q is larger than zero and its influence is to 

increase the value of  first Grüneisen parameter  at high 

temperatures. Moreover, the value of second Grüneisen 

parameter q  determines  how fast the value of  is changed, 

especially at large volumes.  

 In quantum-statistical framework, the vibration- 

rotational and intramolecular contributions of crystalline 

molecules, as  isotropic quantum oscillators are associated 

with two Grüneisen parameters, i.e.  and q [13].  

The thermal pressure becomes
th th

P E
V


 , V indicates  

molar volume, and Eth is the energy of the vibrational modes 

which indicated the thermal energy.   

   Eth is derived from a phonon density of states, which 

can be represented by a Debye temperature θD. Further 

assumption Eth is represented by the Debye function [14]. 

Therefore, if a finite temperature is considered for T0, the 

change in Pth from T0 becomes: 

 

    th

3nR
D D

0T
ΔP T D Tref DTV

     
    

    
                (3) 

 

DD
T

 
  

, is the Debye function, R represents the gas 

constant, n is the number of atoms and Tref is the reference 

temperature.  

 

 Isothermal EOS:  
The Pressure dependence of the volume of a material at 

constant temperature T0 is characterized by isothermal 

equation of state. Based on different assumptions, various 

isothermal EOSs have been developed.  In this study, an 

isothermal EOS is derived for Nano-size materials in terms 

of pressure P, as expressed in the following [9]: 

 

   
2

0 0 0

1
= (1- )+ +1) 1

2
(P B B B                                (4) 

where,  

P is the pressure  

0

pV

V
  = volume compression ratio  

V0 and Vp are volume at ambient and high pressure 

respectively.  

B0: Bulk modulus at atmospheric pressure.  

B0': First pressure derivatives of bulk modulus. 

 

2.2. Phonon Frequency Spectrum (PFS) 

Atoms of crystalline solid phase vibrate around their 

equilibrium position in the same manner as harmonic 

oscillators. Thus, the vibrational motion of all atoms 

represents an elastic wave which is quantized and named 

phonons. According to Debye approximation, the vibration 

of each atom corresponds to a normal mode (phonon). Thus, 

there are a wide range of vibrational modes present in the 

crystal. The number of vibrational modes in the range of 

frequency ω to ω + dω is termed as density of state D(ω) or 

phonon frequency spectrum. One of the most outstanding 

investigations relating to C60 is its phonon frequency 

spectrum which has been taken considerable in this study. 

The phonon density of state of C60 at atmospheric pressure 
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was found by [15]and plotted in Fig. 3, as will be shown in 

section 3.2 in present work. 

 

2.3. Pressure dependence of vibrational modes  

From the definition of Grüneisen parameter, phonon 

frequencies ωi are volume dependent and, that is described 

by the mode Grüneisen parameters [16,17]. 

 

  
       

ln

ln

i
i

V





                                                   (5) 

         
The effect of pressure on the vibrational spectrum of a 

crystalline solid at constant temperature is described by the 

isothermal mode Grüneisen parameter, by the following 

relations. The isothermal bulk modulus BT is   
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Substituting eq. (6c) and eq. (6b) into eq. (5), it becomes to                                   
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The theory predicts a linear dependence of vibrational 

frequency on pressure, but is only expected to be applicable 

for pressures that are small compared to the bulk modulus. 

The effect of pressure on lattice frequency and mode density 

of state as is [18]. 

P
 P

0

V

V



 



 
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                                         (9) 
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                               (10) 

 

where 

P
 , is the lattice frequency at pressure P 

 , Lattice vibration at atmospheric pressure 

( ),
p P P

D V  and o( ),D V are density of state at pressure P 

and atmospheric pressure respectively. 

2.4. Debye temperature (θD) 

Debye temperature (θD) or Debye characteristic 

temperature is the characteristic of each substance appearing 

in Debye theory of specific heats and given by: 

       D

D

B
k


                                                     (11)  

Where  θD - is the Debye temperature at atmospheric pressure 

kB -Boltzmann constant 

D
 - Debye frequency at atmospheric pressure. 

      In the Debye model a solid is consider as an elastic 

continuum, which has a band of frequencies and the total 

number of vibrational modes is equal to the total number of 

degrees of freedom.  As vibrational frequencies depend on 

equilibrium position which is change with pressure as a 

result of Vp/V0 variation with the pressure. Pressure 

dependence of Debye temperature is expressed as [ 8,19]: 

  
0

P
P D

V
V

 


 
 

  
 



                                                            (12) 

Where θP: Debye temperature under high pressure.  

 
3. Calculation and Results  

3.1. Evaluation of Vp/V0 of C60  
Table 1. Values of the input parameters of C60, at ambient 

pressure and room temperature. 

Parameters Value 

Bo 18.1Gpa [ 4] 

B0'  15.7 [ 4] 

 γ  2.899 [11] 

 θD
 

182.76 K[11] 

 

Table 2: Calculated Values of Vp/V0 versus pressure  

Pressure (Gpa) Vp/V0 

   0   1 

0.5976 0.97 

1.3043  0.94 

2.4163 
3.3777 

4.4483 

6.0454 
7.3706 

0.90 
0.87 

0.84 

0.80 
0.77 

 

Figure 2. Variation of VP/VO under high pressure by using 

the EOS, Eq.(4), experimental data [4]and theoretical data 

from [5]. 
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On substituting B0 and B0' values for C60 from Table 1 

into equation 1, and choosing Vp/V0 from 1 descending to 

0.77. Variation of Vp/V0 with high pressure for C60, has been 

evaluated and the results are tabulated in Table 2, and shown 

in Fig .2. For comparison purpose, relevant experimental and 

theoretical data for volume compression ratio are displaced 

in fig.2. It is seen that our considered EOS fits the both 

literature results up to pressure range of 6Gpa. Then, beyond 

this limit, the curve expects a more dramatic decrease rather 

than experimental and theoretical data.   

 

3.2 Evaluation of C60 Phonon Frequency Spectrum (PFS) 

under high pressure 

The PFS of C60 at room temperature and atmospheric 

pressure is illustrated in Fig.3 [15]. Where density of state is 

measured in arbitrary unit. 

 

 
Figure 3. PFS of C60 at atmospheric pressure and room 

temperature [15]. 

 

 
 

 
Figure 4. PFS of C60 at various pressure ranges and room 

temperature. 

 

Equations (9 and 10), represent the pressure dependence 

of phonon energy (frequency) and density of state. 

Combining eq.4 with eqs. 9 and 10, phonon frequency 

spectrum of C60 has been computed under different high 

pressure values and the results are shown in Figs.4. 

 

 
Figure 5. Experimantal PFS at ambient presssure and 

180K[1]. 
 

In order to support our results, Fig. 5 represents 

experimental PFS at ambient pressure and 180K [1] obtained 

by inelastic neutron scattering. 

 

 
Figure 6. Experimental PFS of the external mode at 

P=0.5Gpa and T=290K[1], in comparison with the same 

spectrum evaluated in the present work.  

 

Neglecting temperature effect and using Grüneisen 

approximation given in eqs.(6 and 7),  Fig. 6 shows 

experimental data[1] for pressure dependence of the external 

mode spectrum of C60 as a function pressure at 0.5 GPa and 
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290K obtained by using inelastic neutron scattering in 

comparison with the pressure dependence of the same 

spectrum, evaluated theoretically in present work by 

applying Grünesein approximation. It is observed that a very 

good agreement has been achieved as the effect of 

temperature on the spectrum is negligible.   
 

3.3. Evaluation of Debye Temperature (θP) of C60 under 

high pressure 
 Choosing value of  and θD from Table1. Then, 

substituting Vp/Vo values from Table 2 into eq. 12. Debye 

temperature under high pressure (θP) has been calculated and 

the result shown in Fig.7. It is seen that the θD variation   rises 

linearly as the pressure increases.  

 

 
Fig.7. Pressure dependence of Debye temperature (θP) of C60 

using the EOS. 

 

4. Discussion 

The results of density of states D(E) and phonon energy 

under three different values of pressure are shown in Fig. 4. 

It is observed from Figs.4 that the phonon energy shifted 

towards higher energies with increasing pressure, while the 

density of states D(E) has dropped down, thus under high 

pressure more inactive modes become oscillating. This in 

line with theoretical predictions [20] that the frequencies of 

phonon frequency spectrum of solid materials shift towards 

higher frequencies, and some inactive modes become active. 

These results can be interpreted that as the pressure applied 

to a crystalline solid, lattice spacing parameter gets 

decreased, thus the wave number space is expanded. 

The experimental results in Fig.6 supports what was 

obtained in Figs.4 by comparing the results obtained by 

applying Grüneisen approximation on spectrum of Fig.5 

with experimental spectrum under high pressure [1]. For, as 

well as a good agreement between both experimental data 

and present theoretical in Fig.6. Both show frequencies shift 

towards higher energies and the mode density decreases and 

becomes wider.  

Further interesting study, is the computation of Debye 

temperature of C60 under strong compression. The pressure 

corresponding to Vp/V0 values calculated by the EOS given 

in eq. 4 and reported in Table 1. Equation (12) has been used 

to compute Debye temperature θD under high pressure. The 

variation of Debye temperature at high pressure is shown in 

Fig. (7). It illustrates that Debye temperature increases 

linearly with pressure, since θD is directly proportional with

D and equation (8) implies that vibrational frequencies 

increase with pressure as well.   

 

 

 

5. Conclusion  

The present study analyzes the variety forms of EOSs 

that formulated on the basis of special assumptions and 

conditions. First, thermal- pressure EOS and its limitation is 

characterized. Second, as long as isothermal EOSs are 

identified, a nanomaterial isothermal EOS is used to perform 

a statistical understanding of effects of high pressure P on the 

volume V, Debye temperature and phonon frequency 

spectrum of Nano C60. The combinations of the results of 

volume compression ratio attained with the nanomaterial 

EOS in fig.2 with equations (9,10 and 12) results in figures 

show the novelty of the entire calculation, as it agrees well 

with the experimental data shown in fig.6. 

 

  6. Nomenclature 

 

    C60                       Fullerene carbon  

    GPa             Gaga Pascal 

    K                 Kelvin  

                      eta  

    Eth                         thermal energy 

    V                 volume  

     P                 pressure  

   VP/V0                 volume compression ration 

   VP                         volume under high pressure  

   V0                 volume at ambient condition  

                  Grüneisen parameter     

   q                   second Grüneisen parameter     
   θD                           Debye temperature 

   θP                  Debye temperature under high pressure 
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Abstract 

 

A significant credit towards today’s scientific and medical advancements goes to the technique of cryopreservation. 

Cryopreservation refers to the maintenance of cellular life at subzero temperatures for a definite period of time in a 

state of suspended cellular metabolism. The technique has become an indispensable step in most scientific research 

and medical applications like assisted reproduction, transplantations, and cell-based therapies where-in it allows the 

long-term preservation of biological specimens like gametes, embryos, viruses, cells and tissues. Although already 

an extensively used technique, a significant proportion of the cryopreserved samples still incur notable damage. 

Ultimately this leads to a decreased post-thaw viability and proliferation. Moreover, it is also possible that events 

during the freezing process, provoke more serious disturbances in the preserved material with regard to its identity 

and functionality. Hence, with the need to use the technique more judiciously, additional studies are needed for 

optimizing the current cryopreservation methods in use. For this, a thorough understanding of the normal 

physiological changes that the cryopreserved sample undergoes and the physics of cryopreservation seems plausible. 

The review thus aims to unravel the current knowledge on the complex physico-chemical processes and reactions 

that occur during the standard cryopreservation techniques. 

 

Keywords: Cryopreservation; vitrification; freezing; thawing; biophysics. 

 

1. Introduction 

Cryopreservation aims to store cells indefinitely by 

arresting their metabolism and retarding the cellular 

reactions by means of low subzero temperatures. Such 

ultralow temperatures ensure that the cells are maintained 

below the glass transition temperature. 

 

2. The Underlying Biophysics of Cryopreservation 

2.1. Water and its Transition to Ice 

Like in the biology of all living cells, water play a 

central role in cryobiology too. A cell consists of around 60 

to 85% water both in free and bounded forms. The bound 

form refers to the water hydrated to complex mixtures of 

cells like proteins, lipids and (Tg) of pure water and no 

detectable biochemical activity is possible due to lack of 

sufficient thermal energy. Moreover, the progressive 

reduction and ultimately the absence of liquid water (once 

completely frozen) limit all metabolic processes [1,2]. 

Freezing is removal of water so that it transforms the 

liquid water into ice either when within the cell or after it 

flows out of the cell and freezes externally. However, it 

should be noted that freezing only affects free water in cells 

and not the bound form [3]. 

The protons and the oxygens of multiple water 

molecules are attracted electrostatically which form 

numerous weak hydrogen bonds. These bonds are highly 

dynamic and undergo frequent breaks and re- formations 

especially at its interface with other molecules and on the 

surfaces [3]. However, on cooling water below its freezing 

point, it resists breaking of hydrogen bonds. Rather 

molecules lock each other tightly to get organize into lattice 

like symmetry. This give rise to solid crystalline structures 

called ice which is less dense and occupy larger volume 

than liquid water. 

2.2 It all begins with nucleation 

Water in its pure form when cooled below its freezing 

point is undercooled or more commonly said to be super-

cooled until it is disturbed. However, once the local thermal 

properties allow hydrogen and oxygen molecules to come 

together to form sufficient H-bonds, they initiate to form an 

‘ice embryo’ [4]. This is called nucleation wherein 

molecules come close together and congregate in an 

arrangement which defines the crystal structure of the solid. 

The embryonic ice is thermodynamically capable to grow 

into a full-fledged ice as shown in Figure 1 [5]. 

Post nucleation, multiple water molecules complex with 

each other thereby forming networks that result in the 

exponential growth of the structure. Two types of 

nucleation exist depending upon the presence of a 

nucleation site [4]. The most common nucleation is the 

heterogeneous type wherein ice begins to form around a 

mere physical disturbance or an impurity like salt in the 

liquid or an irregularity in the container that act like a 

defined nucleation site. 

Homogenous nucleation, on the other hand occurs only 

in pure water wherein ice forms without a predefined site of 

nucleation or a seed crystal [5]. Given to the rarity of pure 

water in biological samples, almost all nucleation is always 

heterogeneous. The types of nucleation are shown in Figure 

2.
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Figure 1. The process of nucleation. 1. Formation of a nucleation site (an ice embryo). 2. The congregation of water 

molecule complexes on the embryo site to form an ice core. 3. The growth of a full fledged ice crystal wit regular 

symmetry. 

 

 

 
Figure 2. Types of nucleation: Homogenous nucleation occurs only in pure water wherein ice forms without a predefined 

site of nucleation or a seed crystal; heterogeneous nucleation wherein ice begins to form around a physical disturbance or 

an impurity or an irregularity in the container that act like a defined nucleation site. 

 

2.3. Osmosis follows Ice formation 

Cryobiology not only concern with the state of water in 

the cells but also involves its movement and the factors that 

govern such movement of water into and out of the cells 

during the freezing process. The osmotic relations of the 

cell abides by the principle that in the absence of metabolic 

forces, the concentration of water and solutes in the cell is 

adjusted such that both are in a chemical potential 

equilibrium with the concentrations outside the cell [3]. 

Hence, the two kinetic processes occurring during the 

cooling of cells that is growth of ice and the loss of water 

from the cell, happens at a characteristic rate [3]. This is 

highly influenced by the cooling rate imposed on the system 

[6,7]. If cooling is provided at a slow constant rate (such as 

during conventional freezing), it allows the cell to remain 

close to the osmotic equilibrium and the rate of water loss 

from the cell will be in accordance to the rate of water loss 

from extracellular solution as it changes to ice. However, if 

a rapid cooling rate is applied, the two rates will vary 

significantly. The intracellular water freezes to ice at a 

faster rate due to the absence of a permeability barrier 

which the water inside of the cells need to surpass. This 

leads to a continuous increase in the osmolality gradient 

across the plasma membrane [6-8]. 

 

 

3. Biophysics of Conventional Slow Freezing and Rapid 

Freezing 

Freezing usually occurs only when it is energetically 

and physically favorable that is when ice templates are 

available for it to do so [4]. With the drop in temperature 

associated with the cryopreservation process, ice is 

preferentially formed extracellularly (except when cells 

undergo rapid freezing). As the extracellular liquid water 

transitions to a solid state, the solute concentration of the 

system increases. This creates a deficit between the partially 

frozen outside of the cell and the unfrozen inside. This in 

turn induces the efflux from the inside of the cells to 

establish the osmotic equilibrium [3]. In case a controlled 

reduction of temperature is maintained, a sufficient osmotic 

pressure persists that prevents the formation of ice crystals 

within the cell.  However, the cells continually shrink 

during the process due to the efflux of water [9]. During 

rapid freezing, there is less time for water to move in the 

extracellular compartment and gets supercooled very fact 

leading to intracellular ice formation. Therefore, an 

optimum cooling rate is essential. Rapid freezing leads to 

cell death due to intracellular ice formation. Slow freezing 

leads to cell exposure to hypertonic environment thereby 

causing water efflux and cellular dehydration. The 

mechanism is explained in Figure 3. 

 

 



 
Int. J. of Thermodynamics (IJoT)   Vol. 25 (No. 1) / 019 

 
Figure 3. The consequences of different cooling rates imposed on cells undergoing cryopreservation. 

 

4. Biophysics of Vitrification 

Viscous liquids allow rapid cooling far below their 

melting temperature and undergo solidification by avoiding 

crystallization [10-12]. This property is utilized in the 

process of vitrification. The supercooled substance with the 

physical properties of a liquid subsequently acquires solid 

properties once it reaches below a particular temperature 

called the glass transition temperature (Tg) [10]. At this 

point, the molecules of the substance remain in a disordered 

pattern as in liquids but are locked in place and the 

consequent “solid-liquid” is called as the glass [11]. Since 

there is no crystallization event, vitrification outruns the 

processes of ice nucleation and growth and thus their 

potential adverse effects [12]. 

With continuous exposure to low temperatures, the 

energy of molecules progressively dissipates with time such 

that they are unable to move amongst each other. Hence the 

molecular motion ceases and at Tg, they are physically 

confined (although still disordered) and vibrate at their 

positions mimicking the confinement within crystals. With 

subsequent temperature fall, the viscosity of the system 

significantly increases (as cell solutes become 

concentrated) [11]. The increased viscosity prevents the 

water molecules coming together to initiate ice formation 

[10]. With this, the values of heat capacity, thermal 

expansivity, and compressibility resemble to those of a 

crystal and hence the substance results into an amorphous 

solid [11]. 

 

5. Biophysics of Thawing 

The rewarming process also encompasses change in ice 

stability, size and structure. However, the exact magnitude 

and type of change depends on the type of specimen, the 

cooling rate and the cryoprotective additives used in the 

process. More significantly, the events of warming vary in 

terms of type of cryopreservation method employed. As the 

ice melts, the solute concentration in the residual phase is 

decreased. For cells that underwent slow freezing and thus 

the dehydration process, a progressive rehydration step 

occurs during warming [3]. This is opposed to cells frozen 

at high cooling rates since they are not in osmotic 

equilibrium during the freeze. They thus undergo further 

dehydration in response to the decreased extracellular 

solute concentration during thaw. But as more ice melts, the 

extracellular solution is diluted, causing the reversal of the 

water flux and ultimately cell rehydration [3]. 

A significant event during rewarming that might result 

in increased cell lethality is recrystallization in cells with 

intracellular ice. It should be noted that small ice crystals 

have a higher internal pressure than the larger ones due to 

increased interfacial curvature and ice–solution interfacial 

tension. Since this high pressure influences chemical 

potential, large ice crystals may grow while small ice 

crystals are melting at a given temperature causing further 

damage to cells [6]. 

 

6. Devitrification 

Successful devitrification is a challenge. The glassy 

solid is extremely fragile and can revert back either to a 

liquid or devitrify to form ice [13]. The ice formation may 

be a consequence of the changes in molecular mobility of 

rewarmed water molecules which under sufficient energy 

conditions, can relax and rearrange themselves to form ice. 

Further the glass may simply crack or fracture causing 

significant damage to organelles [14,15]. 

Hence in practice, most vitrification protocols employ a 

rapid rate of warming such that ice nucleation is inhibited 

while passing through the temperature of glass transition 

[16,17]. However, utmost concern must be given since too 

rapid rewarming increases the possibility of stress cracks 

and fractures. Ideally employing a two phase procedure, in 

which a short slow rewarming phase lasting a mere few 

seconds followed by a rapid warming phase at a high 

temperature looks promising for successful devitrification 

[18]. 

 

7. Mechanism of Cryoinjuries 

There may be multiple effects of ice formation such as 

cellular dehydration, mechanical stress by extracelluar ice, 

intracellular crystallization, thermal shock etc. The extent 

to which the cryopreservation technique will succeed 

depends on the immediate post-thaw survival rate and the 

effect of the freeze thaw process on cryopreserved cells. 

However, the other subtle effects on DNA, mRNA and 

protein function may not be observed immediately post-

thaw. DNA quality and gene expression are crucial factors 

for cell development. Cells undergoing cryopreservation 

are exposed to extreme physical and chemical conditions 

that may alter cell integrity at molecular level. 

There have been studies on molecular effects of 

cryopreservation targeting DNA damage and altered gene 

expression. Few study group showed no adverse effects of 

cryopreservation in the porcine and humans [19] whereas 

other groups showed negative effects in the ovine and 

human species [20,21]. The extensive work done in 

different cell types such as sperm, oocytes, erythrocytes and 

leukocytes showed that cell quality declines after the 

freeze-thaw process due to DNA damage and fall in mRNA 

levels due to addition of cryoprotectants, cryo injury, 

intracellular ice crystallization [20, 22,23]. 
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Figure 4. The process of slow freezing of cells and its cell injury mechanisms. 

 
7.1 Biophysics of Slow-Freezing Injury 

During slow cooling, the cell is able to sustain the 

osmotic equilibrium by balancing the rate of water loss 

from cells to the rate of extracellular ice formation [3] 

Although this prevents the problem of intracellular ice 

formation, it encompasses considerable cell dehydration. 

Two important mechanism of cell injury is noted during 

slow freezing: Solute toxicity and physical changes due to 

cell dehydration [7,8, 24-27]. The two major consequences 

of dehydration are a) increased extracellular solute 

concentration denaturing membrane proteins b) salt 

crystallization may also bring pH changes that may again 

denature proteins. 

Solute toxicity arises due to the increased solute 

concentration in cells. During slow cooling process, solutes 

increase in concentration both extracellularly and 

intracellularly due to the formation of external ice and the 

resulting efflux of water from the cells [28]. This can lead 

to alterations in the chemical equilibrium of the cell through 

varied biophysical and biochemical changes leading to cell 

death. For instance, highly concentrated salt can have a 

lyotropic effect on the cell membrane [19]. The mechanism 

of cell injury in slow freezing is shown in Figure 4. 

On the other hand, cell shrinkage is capable of causing 

structural deformations among other defects. The 

dehydration of the plasma membrane due to water loss may 

cause membrane fusion events resulting in parts of 

membrane being internalized as vesicles and consequently 

decreasing the surface area of the cell adversely affecting 

its housekeeping functions [27]. Besides this, there are 

many theories as to how cell dehydration causes damage to 

the cells. The minimal volume hypothesis states that once 

the cell reaches its minimum volume after water efflux, it 

fails to maintain the osmotic equilibrium and thus the 

gradient difference can only be minimized by salt 

movement from extracellular solution into the cytoplasm. 

On reversal to isotonic condition during thawing, the 

cytoplasm with higher concentration of solute would draw 

water in to reach equilibrium. If this expansion surpassed 

the yield strength of the membrane, the cell undergoes lyses 

[29]. A variant of the same theory suggests that once the 

minimum volume is reached, the induced hydrostatic 

pressure gradient causes a mechanical stress on the cell 

resulting in injury [26]. 

Nevertheless, formation of large ice crystals even 

extracellular can have grave consequences. The expansion 

can cause pressure and has a shearing effect on membranes 

resulting in appreciable damage [9]. 

 

7.2 Biophysics of Rapid Freezing Injuries 

Intracellular ice formation is the most well-known cell 

injury inflicted by higher rates of cooling [30]. As described 

earlier, during a rapid freeze protocol, a cell is unable to 

maintain equilibrium with the external environment since 

extracellular ice forms too quickly to balance by exosmosis. 

As a result, the cytoplasm is increasingly super-cooled 

which in turn increases the chance of allowing nucleation 

and thus intracellular ice formation. [30,31] The nucleation 

has been shown to result from interactions of extracellular 

ice with the plasma membrane. A set of hypotheses explain 

that the external ice with an appropriate tip radius grows 

through the aqueous or proteinaceous pores of plasma 

membrane to seed the cytoplasm for intracellular ice 

formation [31-33]. This results in cell injury due to the 

enlargement of the membrane pore on re-crystallization 

during warming. This is well explained under the protein- 

pore theory [32]. Alternatively, it could also be that 

membrane damage precedes intracellular ice formation (the 

membrane failure hypothesis) as shown through the work 

on unfertilized eggs of sea urchin [34]. The membrane may 

be damaged either by development of electrical transients 

created by charge separation at the interface of the growing 

ice and the aqueous solution or through the virtue of a 

critical osmotic pressure gradient across the membrane 

[35,36]. It has also been hypothesized that the plasma 

membrane could act as an effective nucleator for internal 

ice when acted on by extracellular ice. This is known as the 

surface- catalyzed nucleation theory [37]. 

It is widely believed that formation of intracellular ice is 

lethal to cells mostly due to the mechanical damage they 

impose via a surface-area-to-volume redistribution of the 

ice crystal [7,13,38]. This has been believed to damage 
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internal organelles of the cell. As a matter of fact, the 

hazardous effect of ice crystal formation is more 

prominently evident during the warming process. A slow 

thawing protocol results in the recrystallization of the ice, 

increasing its size. Recrystallization, however, is not the 

only means by which intracellular ice can be lethal. 

Intracellular ice formation also include non-mechanical 

modes of destruction such as through solution effects, 

thermal shock, osmotic injury, protein denaturation, and gas 

bubble formation [39-44]. However, the degree of lethality 

and damage incurred is strictly influenced by the amount, 

size, location and mechanism of formation of such ice 

crystals as described in Figure 5 [40,45,46]. 

 

8. The Role of Cryoprotectants 

A range of chemical substances with high solubility that 

work to protect biological cells from cold shock have been 

employed to substantially increase the survival following 

freezing and thawing [47]. These substances called 

cryoprotective agents or cryoprotectants are either 

permeating or non- permeating [1] type depending upon 

their mode of action. 

 

8.1 Mode of action of Permeating Cryoprotectants 

Permeable cryoprotectants diffuse through the plasma 

membrane and equilibrate in the cytoplasm. They have a 

low molecular weight and are non-ionic with low cellular 

toxicity [9, 48]. They are most commonly employed to 

mitigate slow-cooling injuries and primarily work by 

decreasing the freezing point [48]. They lower the amount 

of ice that forms at a given temperature by forming H-bonds 

with water molecules [3]. This in turn lowers the salt 

concentration found normally in physiological solutions for 

a given temperature (below the freezing point, when ice 

formation causes the concentration of these salts). Besides, 

they also act as secondary solvent for the salt present [3]. 

Hence by depressing the temperature at which the cell is 

exposed to increased extracellular solute concentration, the 

magnitude of injury, and the kinetics at which damage 

accumulates, is reduced. Further, it has also been seen that 

permeable cryoprotectants enters the cell and increases its 

viscosity. This helps preventing the cell reaching the 

minimum lethal cell volume due to dehydration [48,49]. 

 

8.2 Mode of action of Non-permeating cryoprotectants 

Non-permeating cryoprotectants are bulky long-chain 

polymers that remain extracellular and are used mostly for 

rapid freeze processes [50]. They have large osmotic 

coefficients and use this property to dehydrate cells before 

freezing which then requires lesser amount of water loss 

from the cell to maintain osmotic equilibrium during 

cryopreservation [3]. As a result the cytoplasm do not 

supercool to the extent to initiate the formation of 

intracellular ice at the given cooling rate [3,9]. Figure 6 

explains modes of action of permeating and non-permeating 

cryoprotectants. 

 

8.3 Cryoprotectants to achieve Vitrification 

Cryoprotective vitrification strategy involves the use of 

cryoprotectants to significantly increase the cell viscosity 

such that when a cell is exposed to cryogenic temperatures 

the nucleation event for ice formation is completely 

inhibited [51]. This can be achieved by the addition of 

cryoprotective additives at very high concentrations [49]. 

However, the toxicity of the cryoprotectant at the intended 

concentration must be taken into account [52]. In the recent 

years, sugars have found a utility in vitrification regimes as 

effective cryoprotectants especially for mammalian cells. 

They offer several advantages in regard to substantially 

increasing the cell viscosity and also protecting cells from 

shrinkage during the freezing process [53]. Sugars like 

sucrose, raffinose, trehalose etc have high molecular 

weights and are capable of forming hydrogen bonds with 

water. At high concentrations of monosaccharides and 

disaccharides, sugars render protection by formation of a 

stable glassy matrix and also by binding to sites previously 

stabilized by water [54- 59]. 

 

 

 
Figure 5. Physical events and possible cryoinjuries during rapid freeze. 
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Figure 6. Mode of action of permeating and non-permeating cryoprotectants. 

 

9. Applications of Biophysics Understanding 

9.1 Selection of Cooling Rates 

The rate of cooling imposed during the cryopreservation 

process greatly determines the cell survival outcome [60-

62]. The effect can be explained by an underlying principle 

described as the inverted “U” of cryobiology (Figure 7). 

This is based on observations whereby graph plots of cell 

survival vs. cooling rate imposed on a system take the form 

of an inverted “U” [3]. This is because, only few cells 

survive when the cooling rate is very slow and even fewer 

survive when the rate is high. Cells remain most viable 

when the cooling rate is optimal which is specific for a cell 

type. Two opposing damaging factors account for the two 

arms of the inverted “U”: the formation of intracellular ice 

crystals and dehydration injury. Formation of intracellular 

crystals is more likely and damaging when the cooling rate 

is high while dehydration damages are higher at low 

cooling rates [63]. 

The injury mechanisms that occur at both slow cooling 

rates and rapid cooling rates are shown. The maximal cell 

survival is obtained at the optimal cooling rate. When 

gradual cooling rates are imposed on cells, as discussed 

earlier, extracellular ice forms raising the solute 

concentration on the outside. This creates a differential 

water gradient and requires water from the interior of the 

cells to undergo exosmosis to relieve the gradient. This is 

the basis to the advantage of a slow controlled cooling. 

Since water is effluxed, the amount of water is reduced 

within the cell and the chance of more lethal intracellular 

ice crystal formation is hence minimized. Said differently, 

the formation of extracellular ice is advantageous since it 

inhibits the more lethal intracellular ice crystal formation. 

However, if the cooling rate is too slow, the solute 

concentration rises sharply causing colligative damage to 

the cells. Hence, an optimal cooling rate is to be chosen for 

best survival rates such that only a minimal water remains 

inside the cells to inhibit ice formation while just the right 

amount of it is to be removed to prevent colligative solution 

effects [3]. 

The real challenge however remains to select the 

optimal cooling rate since it varies with change in specimen 

cell type. For example, the optimum cooling rate for mouse 

marrow stem cells via a study may be concluded at 1°C/min 

for but may be over 1000°C/min for human red blood cells 

(RBCs) [3]. Further, the cell survival at a particular cooling 

rate is also largely determined by the warming and thawing 

procedure applied. In addition to that, the type of 

cryoprotectant used and the concentration it is used at 

further may exert a significant effect on the results. 

 

9.2 Controlling Ice Nucleation 

The most significant event in the course of conventional 

cryopreservation is the nucleation of ice and it has 

important consequences [4]. Ice nucleation is believed to 

affect the cell structural, osmotic and colligative properties 

as well as is capable of causing ruptures and mechanical 

injuries through same means [5]. 
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Figure 7. Cell Survival vs. Cooling Rate Curve. 

 

 “Seeding” refers to one such method wherein an 

external preformed ice crystal is deliberately introduced as 

a nucleator into the system at a particular temperature 

[7,64,65]. A cold spot is generated generally outside of the 

container to minimize contamination. Seeding works by 

preventing the supercooling of the specimen and 

spontaneous nucleation. If such initial transition of liquid to 

ice is site and time controlled, the subsequent events 

leading to damage is also surpassed [5]. Ice nucleators can 

also be formed with the use of ‘chemical nucleants’, added 

in the sample medium or by electro-freezing which utilizes 

a high voltage of electricity to induce crystal formation [66- 

69]. Alternatively, some mechanical methods exists, which 

involve disturbing the solution by shaking or tapping [70]. 

Even the use of ultrasound waves for nucleation is feasible 

however, the standardization is difficult [71]. Other 

methods include using cold shocks or pressure shifts which 

involves exposing the specimen to rapid changes in 

temperatures and pressure respectively [72,73]. 

 

9.3 Selection of Cryoprotectants 

Today almost all cryopreservative regimes employ the 

use of some form of cryoprotective agents during the 

freezing process [51,52]. With the understanding of the 

physics of the cryoprotectants and their mode of action, a 

range of chemicals with one or more cryoprotective action 

are available. However, on understanding their working 

mechanism it was also clear that cryoprotectant under use 

must be non-toxic to the specimen being preserved [52]. 

This is especially true for permeating cryoprotectants. 

Nonetheless, non-permeating cryoprotectants also engender 

the risk of causing osmotic injury [51]. Cryo-

conservationists have thus been increasingly exploiting and 

amalgamating cryoprotectant modalities. 

Considering the dynamics of freezing, any 

cryoprotective agent rendering colligative cryoprotection 

will be an effective cryoprotectant. If so, it might be able to 

control the cooling rate and optimize the degree of cell 

dehydration to avoid both ice damage (caused by 

insufficient water loss) and colligative damage (caused by 

excessive water loss) [3]. 

It has also been shown that the use of a mixture of 

different cryoprotective additives is advantageous since this 

might help in nullifying the toxic properties of individual 

cryoprotectants as well as render the system with 

synergistic cryoprotective action [74]. The use of a mixture 

of permeating and non- permeating cryoprotectant is 

already common for many cryopreservation protocols [1]. 

 

9.4 Selection of Thawing and Rewarming Rates 

As discussed earlier, the temperature and mode of thaw 

have as important consequences as the process of freezing 

employed on specimen survival and proliferation. [75,76] 

The method chosen however depends on the method of 

freezing recruited, the cooling rate imposed and the type of 

cryoprotectants used (Figure 8). Taking into account the 

biophysical relations of the cells, in general, cells frozen at 

supra- optimal rates give higher survival when warmed 

rapidly [16,17]. This is because, a slow warming may cause 

recrystallization of ice and/or non-uniform expansions and 

contractions leading to thermal, colligative and osmotic 

stress. On the other hand, the cells which are cooled at 

suboptimal rates do not follow the trend (either work 

oppositely or are unaffected by the warming rate) [18]. 

 

10. Increased Interest towards Vitrification 

Understanding the basic biology of cryopreservation is 

an essential step towards achieving successful survival of 

cells post-thaw [77]. Since cryopreservation by vitrification 

completely omits ice formation and requires minimal 

equipment it stands as a promising alternative to 

conventional methods of freezing [10,11]. From the 

standpoint of biophysics too, vitrification is highly valuable 

in that it omits the drastic molecular reorganization that 

happens in most other freezing strategies and preserves the 

natural disorder of water molecules and dissolved solutes in 

cells [11]. This can be highly beneficial since it will allow 

preserving cells closer to their natural state. Hence, 

vitrification has gained a lot of attention in the recent years. 

The key to a successful vitrification regime involves 

exposing cells to ultralow temperatures with a very high 

cooling rate, and ensuring arrangements that critically 
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increase the cell viscosity to the point where ice formation 

is prevented and the water present turns into an amorphous 

glassy-solid [10] (Figure 8). This has been shown to be 

possible by either the use of cryoprotectants at very high 

concentrations or by the removal of water by techniques like 

evaporative desiccation and osmotic dehydration prior 

freezing; both with its own limitations [9,10]. 

As far as achieving highest cooling rates are concerned, 

studies have shown that plunging samples directly from air 

into a cryogenic liquid such as nitrogen, propane or ethane 

by virtue gives the highest cooling rates (by a factor of 20-

100 over previous best practice) [78]. 

 

11. Conclusion 
A robust protocol development for successful 

cryopreservation involves understanding the basic 
principles of the cryopreservation theory. Consequently, 
scientists can optimize their storage methods leading to 
enhanced long term preservation of varied specimen 
collections in a stable cryogenic state. 

 

 

 
Figure 8. Physical events, possible cryoinjuries (in red) and solution to injuries (green) during cryopreservation processes. 
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Abstract 
 

The main objective of this article aims to enhance a single stage absorption refrigeration machine, using the ammonia-

water pair as working fluid, and this from the improvement of its exergetic performances by means of a vapor 

rectification system. The rectifier makes it possible to emit a vapor enriched in pure fluid (ammonia) with a high flow 

rate; this one is thus transformed into condensate after condensation; as it also allows evacuating a liquid (water) in 

the form of reflux. Moreover, in order to show the role of the rectifier and to highlight its impact on the operation of 

the proposed installation, the methodology adopted in this work aims to develop a thermodynamic model of numerical 

simulation using the FORTRAN language according to two approaches. An energetic analysis approach which aims 

to assess, in a first time, the performance of the studied refrigeration installation. However, the exergetic approach 

tries to calculate the exergy efficiency, and thus to evaluate the losses of exergies of the refrigeration installation in a 

second time. Therefore, the obtained results showed a clear improvement in the exergetic efficiency, accompanied 

against by an optimization of the losses of exergies which are due to the irreversibility of the studied thermodynamic 

system. The novelty brought by the present study encourages the engineers and manufacturers to realize the future 

absorption refrigeration machines integrating rectifier systems.  

 

Keywords: Rectifier; simulation model; exergetic efficiency; exergy loss; exergy transfer.  

 

1. Introduction 

Absorption refrigeration machines are a hot topic of 

research today. They arouse growing interest, thanks to their 

advantages such as the use of low quality heat sources and 

environmentally friendly working fluid pairs [1]. Among the 

most used couples in this topic, there are available binary 

mixtures for these systems, such as lithium bromide-water 

(LiBr-H2O) and ammonia-water (NH3-H2O) [2]. The main 

problem with LiBr-H2O fluids mixture is the crystallization 

of the system [3], while the NH3-H2O couple can cause 

corrosion of the installation. Since, the ammonia has been 

used as refrigerant in absorption cooling systems for a long 

time [4]; the choice of the binary ammonia-water solution 

(H2O-NH3) as the working fluid of the refrigeration machine 

[5-6] refer to this mixture presents very interesting 

characteristics and advantages [7], in particular when 

attempting to produce cold at temperatures below zero 

degree Celsius [8-9]. In other words, improving a machine 

reverts to improving its performances. In this respect, many 

previous studies and research have been carried out to 

develop methods of improving the performance of 

absorption refrigeration systems, in order to make these 

refrigeration technologies more competitive compared with 

the conventional compression refrigeration systems [1]. A 

recently published study by Li Jianbo [10] analyzed and 

evaluated a new combined absorption-compression 

refrigeration cycle that can result in waste heat from an 

internal combustion engine in overloaded vehicles, ships or 

diesel generators. The results of the theoretical calculation 

showed that the proposed cycle of the combined absorption-

compression system had a higher coefficient of performance 

than the compression refrigeration cycle. Two other new 

hybrid absorption-compression refrigeration systems, using 

R1234yf/ionic liquid as a mixture of working fluids, have 

been proposed and analyzed by X. Liu et al [11] in order to 

improving their performance. For these last two systems, the 

compressors were placed respectively between the generator 

and the condenser on one side, and between the absorber and 

the evaporator on the other side, in order to study the effect 

of the position of the compressor on the performance of the 

installations. These studies showed that a greater 

improvement in COP related to the system with a compressor 

installed between the absorber and the evaporator. 

Massamba Thioye [12] exhibited an improvement in the 

performance of absorption refrigeration machines by the use 

of staged absorption and desorption cycles consuming 

energy in the form of heat with low exergetic value. 

J.Dardouch, M.Charia et al [13] studied energetically, the 

single absorption refrigeration machine with a distillation 

column. From this study, it emerges a high performance and 

optimal operation of the machine in a Moroccan climate. 

However, the implementation of this installation requires a 

further study, taking into account the economic aspect based 

on an exergetic analysis in order to assess the cost of 

profitability and investment linked to the manufacturing 

conditions of the refrigeration machine in question. In view 

of reducing the manufacturing conditions of the absorption 

refrigeration machine, the installation of a distillation 
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column was omitted by the authors M. Ahachad, M. Charia 

and A. Bernatchou in [14] who carried out a study of the 

single-stage absorption machine equipped with a bubbling 

system; and which can act as a distillation stage. Moreover, 

the study showed that the improved solar refrigeration 

machine could produce cooling with attractive performance 

while maintaining the simplicity of the machine. It should be 

therefore noted that the exergetic analysis was not addressed 

in this latest study. For this purpose, in thermodynamics, the 

energetic analysis according to the first law based on the laws 

of conservation of mass and energy alone remains 

insufficient to assess the efficiency of such a refrigeration 

system. Yet, the employment of the second law of 

thermodynamics, to perform an exergetic analysis of a 

system is extremely necessary to describe exhaustively 

qualitatively and quantitatively, the evaluation of the 

efficiency of this system. In this context, the following 

question arises: 

How can we contribute, through this work, to improving 

the exergetic efficiency of the refrigeration machine with 

rectifier, and highlight its repercussion on its irreversibility 

based on the first and second laws of thermodynamics? 

To answer this problem, this work was organized around 

three axes: 

The first axis deals with a description of the proposed 

refrigeration installation. The second axis presents the 

thermodynamic analysis procedure, as well as the 

methodology to be adopted to initiate this study. The third 

axis describes and interprets the obtained results.        

  

2. The proposed system design 

The present work concerns the study of performance 

improvement by a rectification system of a single-stage 

absorption refrigeration machine illustrated in Figure 1. 

   

2.1 Absorption frigorific installation without rectifier 

The absorption refrigeration machine is composed of a 

boiler, a condenser, an evaporator, an absorber, two 

expansion valves and two heat exchangers. In this frigorific 

installation, we must distinguish between two circuits:  

The refrigerant circuit is located between the boiler and 

the condenser, the evaporator and the absorber, and the 

circuit of the refrigerant-absorbent solution between the 

absorber and the boiler (Figure 1 (a)). 

Like the compression machine, the absorption machine 

has low pressure inside the evaporator, and high pressure 

inside the condenser. 

 

2.2 Absorption frigorific installation with rectifier 

It is an absorption refrigeration installation, operating 

with the water-ammonia couple, ammonia is the refrigerant 

and water is the absorbent [15]. This system is composed of 

the same elements as the single-stage refrigeration machine, 

but equipped by rectifier installed at the outlet of the boiler. 

In the stationary regime, the operation of the refrigeration 

installation (Figure 1 (b)) can be summarized as follows: 

In the evaporator traversed by a water circuit, the 

refrigerant (here ammonia) is vaporized in a very low 

pressure environment. However, the amount of heat from the 

environment to be cooled at temperature TF causes boiling 

the refrigerant (NH3) by extracting heat from this water 

which is thus cooled. The produced vapors are absorbed by 

a poor solution in the absorber which contains the absorbent 

solution at ambient temperature TM. The rich solution, before 

entering the boiler, is therefore sent by a pump to supply the 

rectifier, undergoing heating through the passage by a heat 

exchanger (HE 2). From the rectifier, a part of water in the 

form of reflux is routed to the boiler. It receives heat at the 

temperature TB which causes desorption of the refrigerant. 

While, the vapor coming out from the boiler reverse, by 

putting in equilibrating, the rich solution in a rectifier which 

is located at temperature lower than that of the boiler, and 

subsequently the vapor leaving from this latter is enriched in 

ammonia. This system can be considered as a single stage 

distiller. The impoverished solution is cooled via HE 2 and 

returns to the absorber through an expansion valve (EV 2). 

Finally, the vapors leaving the high pressure rectifier are sent 

to the condenser, and the liquid leaving the latter is thus sent 

to the evaporator through an expansion valve (EV 1) 

undergoing cooling via the passage through a heat exchanger 

(HE 1) to start again, a new thermodynamic cycle. 

 

Figure 1. Schematic diagram of a single-stage absorption refrigeration machine: without rectifier (a); with rectifier (b)



 
Int. J. of Thermodynamics (IJoT)  Vol. 25 (No. 1) / 031 

3. Thermodynamic analysis methodology 

3.1 Energetic analysis approach 

According to the first principle of thermodynamics, the 

energetic analysis of the refrigeration system is based on the 

establishment of the mass and energy balances of the various 

elements of the refrigeration machine [16], from the 

application of the following equations [17]: 

 

∑ 𝑚̇𝑖𝑛 = ∑ 𝑚̇𝑜𝑢𝑡                                                                (1) 

    

∑ 𝑄𝑖𝑖 + 𝑊 = ∑ 𝑚̇𝑜𝑢𝑡𝑜𝑢𝑡 . ℎ𝑜𝑢𝑡 − ∑ 𝑚̇𝑖𝑛𝑖𝑛 . ℎ𝑖𝑛                  (2) 

 

Table 1.Modeling of mass and energetic balances of the 

simple absorption refrigeration machine without rectifier. 

Components Mass balances; mass concentration; 

energetic balances 

Boiler 

 

𝑚̇1 + 𝑚̇10 = 𝑚̇9                                 (3)  

𝑚̇1. Y1 + 𝑚̇10. X10 = 𝑚̇9. X9               (4)                    

QB = 𝑚̇1h1 + 𝑚̇10h10 − 𝑚̇9h9          (5)                      

Absorber 

 

𝑚̇7 = 𝑚̇6 + 𝑚̇12                                 (6)                                  

𝑚̇7. X7 = 𝑚̇6. Y6 + 𝑚̇12. X12               (7)                  

QA = 𝑚̇7. h7 − 𝑚̇6. h6 − 𝑚̇12. h12      (8)                        

Evaporator 

 

 

𝑚̇4 = 𝑚̇5 = 𝑚̇1                                  (9)                    

QF = 𝑚̇1. (h5 − h4)                          (10) 

 

Condenser 

 

𝑚̇1 = 𝑚̇2                                           (11) 

QC = 𝑚̇1. (h2 − h1)                          (12) 

Pump 

  
Expansion 

valve 

𝑚̇7 = 𝑚̇8                                           (13) 

𝑊̇𝑃 = 𝑚̇7. (ℎ7 − ℎ8)                         (14) 

 

 

 

 

𝑚̇3 = 𝑚̇4                                           (15) 

h3 = h4                                             (16) 

 

𝑚̇11 = 𝑚̇12                                        (17) 

h11 = h12                                          (18) 

      

Heat 

exchanger  

 

 

𝑚̇2 = 𝑚̇3                                           (19) 

𝑚̇5 = 𝑚̇6                                           (20) 

𝑚̇6. (h6 − h5) = 𝑚̇2. (h2 − h3)        (21)      

 

𝑚̇8 = 𝑚̇9                                           (22) 

𝑚̇10 = 𝑚̇11                                        (23) 

𝑚̇9. (h9 − h8) = 𝑚̇10. (h10 − h11)   (24)              

With: 𝑚̇, Qi, 𝑊 and h represent the mass flow rate (kg/sec), 

heat transfer rate (kW), mechanical power (kW) and 

enthalpy (kJ/kg), respectively. The abbreviations in and out 

denote the input and output of the system.  

By applying the two equations 1 and 2, the model thus 

established makes it possible to calculate the quantities of 

heat exchanged at the level of each component of the 

refrigeration machine. 

Table 1 illustrates the mathematical modeling of the mass 

and energetic balances of the various components of the 

simple absorption refrigeration machine without rectifier. 

The configuration shown in table 1 remains applicable even 

for the configuration of the machine with rectifier, but with 

adoption of the new modification shown in table 2 relating 

to figure 1 (b). Then, table 2 represents the mathematical 

modeling of the mass and energetic balances of the various 

components of the refrigeration machine with rectifier. 

 

Table 2. Modeling of mass and energetic balances of the 

simple absorption refrigeration machine with rectifier. 

Components Mass balances; mass concentration; 

energetic balances 

Boiler 

 

 

𝑚̇1 + 𝑚̇10 = 𝑚̇13                              (25) 

𝑚̇1. Y1 + 𝑚̇10. X10 = 𝑚̇13. X13          (26)                

QBB = 𝑚̇1. h1 + 𝑚̇10. h10 − 𝑚̇1. ℎ13(27) 

Rectifier 

 

𝑚̇14 + 𝑚̇13 = 𝑚̇1 + 𝑚̇9                    (28)                         

𝑚̇14. Y14 + 𝑚̇13. X13 = 𝑚̇1. Y1 + 𝑚̇9. X9 

  (29)                                               

QR = 𝑚̇14. h14 + 𝑚̇13. h13 − 𝑚̇1. h1 −
𝑚̇9. h9                                                (30) 

 

Condenser 

 

 

 

𝑚̇14 = 𝑚̇2                                         (31) 

𝑄𝐶 = 𝑚̇14. (ℎ2 − ℎ14)                       (32)                                  

 

3.2 Exergetic analysis approach 

3.2.1 Generality on the exergy concept 

Before performing the exergetic mathematical modeling, 

it is necessary to define the concept of exergy: 

Exergy is the usable part of an amount of energy [18]. It 

is a quantity allowing to measuring the quality of energy in 

a system [19-20]. Based on the fundamental principles of this 

concept [19], the exergy analysis methods help to analyze the 

irreversibility of a frigorific system [21], with a view to 

improving these performances by relying on the first and 

second laws of thermodynamics [22]. They allow energy 

resources to be used more efficiently [23]. The exergetic 

analysis is one of the methods applied in various fields of 

energetic engineering [24], namely cooling and refrigeration 

to study especially the exergy destroyed [25] in 

thermodynamic system [26], with a view to minimizing them 

and maximizing their performance [22]. Nevertheless, the 

exergy balance describes how much an amount of energy in 

a process is consumed by it [23]. 

In this work, the exergy analysis methods to be applied 

to the machine in a stationary regime, and are dependent on 

the analysis of the exergy balances on the one hand, and on 
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the evaluation of the exergy losses of the various elements of 

the machine on the other hand. The exergy at any point of a 

thermodynamic cycle of a refrigerating machine is expressed 

by the following equation [24, 27-28]: 

 

Ex = 𝑚̇[(h − h0) − T0(s − s0)]                                      (33) 

 
Where: 

- s is the entropy (kJ/kg.K). 

- T0 is the ambient temperature. 

- h0 and s0 are the enthalpy and the entropy under the 

standard conditions, respectively.  

 

3.2.2 Formulation of exergetic balance 

By application of the first and second law of 

thermodynamics, and based on equation (2) and the entropy 

balance expressed by the following equation (Eq. (34)): 

 

∑ 𝑚̇𝑜𝑢𝑡out . sout = ∑ 𝑚̇𝑖𝑛in . sin + ∑
Qi

Ti
i + 𝒫                    (34) 

 
Where 𝒫 is the entropy due to the irreversibility of  system. 

 

Multiplying Eq. (34) by T0 a makes it possible to write: 

 

∑ 𝑚̇𝑜𝑢𝑡out . T0. sout = ∑ 𝑚̇𝑖𝑛in . T0. sin + ∑
T0

Ti
i Qi + T0𝒫 (35) 

 

The system of Eq. (2) and Eq. (35) becomes: 

 

∑ 𝑚̇𝑜𝑢𝑡out . T0. sout + ∑ Qii + W = ∑ 𝑚̇𝑖𝑛in . T0. sin +

∑
T0

Ti
i Qi + T0𝒫 + ∑ 𝑚̇𝑜𝑢𝑡out . hout − ∑ 𝑚̇𝑖𝑛in . hin           (36) 

 

Eq. (36) is equivalent to: 

 

 T0. 𝒫 = (∑ Exinin − ∑ Exoutout ) + ∑ Qii (1 −
T0

Ti
) + W(37) 

 
With: 

-  T0. 𝒫 = Exl is the exergy loss. 

-  Exin, Exout represent the exergy at the entry and exit of 

system, respectively.  

We obtain therefore, the fundamental equation designated 

below Eq. (38), which establishes the exergy balance relating to 

the refrigeration system. 

 

∆Ex + 𝒫exergie = ∑ Qii (1 −
T0

Ti
) + W                           (38) 

 

It follows that, the second term to perceive adroitly from Eq. 

(37) represents the irreversibility of the system, thus defined 

by the following equation [29]: 

 

I = ExD,j
= ∑ Exin − ∑ Exout + ∑[Q(1 −

T0

T
)]in − ∑[Q(1 −

T0

T
)]out + ∑ Win − ∑ Wout                                                         (39) 

 

Where ExD,j
 is the exery destruction for the element j (kW). 

 

In operation condition, the irreversibility of components 

of system was significant high when the exergy consumption 

is reduced [28]. The total exergy destruction (or total 

irreversibility) of the absorption machine is simply 

quantified [30] by the sum of exergy destruction in each 

component [3] and is given by [31]: 

 

ExD,tot
= ∑ ExD,j

n
j=1                                                           (40) 

 
With: n is the number of considered components of system. 

 

Generally, the main objective of the exergetic analysis is 

to determine the location of exergy losses (affecting the 

production of system) and the amount of exergy destruction 

production during the different processes of a 

thermodynamic cycle [32]. The concept of exergy 

destruction makes the obtained results by the advanced 

exergy analysis different well from those obtained by 

conventional exergy analysis [33]. During the freezing 

process, the local exergy destruction analysis is performed to 

quantify the irreversibility produced by energy dissipation 

and heat transfer [34], and it should be reduced consistently 

[35]. 

By applying the last two equations (Eq. (39) and Eq. (40)) 

and referring to the equation Eq. (37), the total the exergy 

losses of the system are calculated by the following equation: 

 

𝐸𝑥𝑙,𝑡𝑜𝑡 = 𝑄𝐵 (1 −
𝑇0

𝑇𝐵
) + 𝑄𝐹 (1 −

𝑇0

𝑇𝐹
) + 𝑊̇𝑃                   (41) 

 

The exergetic efficiency [36] which could express the 

degree, to which the energy of any component of the system 

was exploited in quality, is however defined by the following 

formula: 

 

𝜂𝑒𝑥 = |
𝑄𝐹(1−

𝑇0
𝑇𝐹

)

𝑄𝐵(1−
𝑇0
𝑇𝐵

)+𝑊̇𝑃

|                                                       (42) 

 

3.3 Hypotheses 

The energetic and exergetic analysis of the 

thermodynamic cycle of the absorption machine with and 

without a rectifier is carried out taking into account the 

thermodynamic properties of the water-ammonia fluid 

couple. In order to simplify the theoretical calculations for 

each component of the refrigeration machine cycle and thus 

to facilitate modeling, the following assumptions are 

considered: 

 Operation in stationary conditions [40,31]. 

 The pump is considered isentropic [41]. 

 Expansion valves are considered isentropic. 

 Heat exchangers are considered ideal [42]. 

 The exergy losses in the heat exchangers are 

negligible on the side of the heat transfer fluids. 

 Kinetic energy and potential energy are negligible 

[16, 37]. 

 

3.4 Methodology 

The simulation model developed in this work is based on 

establishing the mass, energetic and exergetic balances of the 

various elements of the single-stage refrigeration machine 

with and without a rectifier, assumed to be in stationary 

operating. Firstly, this program allows the determination of 

the thermodynamic state of physical parameters (pressure, 

temperature, liquid and vapor phase titer, mass flow rate) at 

different points of the refrigeration machine cycle. Secondly, 

the enthalpy at any point of the thermodynamic cycle of 

refrigerating machines is calculated from the analytical 

expressions of Gibbs free energy given by B. Ziegler and Ch. 

Treep [18,43,44] by differentiation method. This makes it 

possible then, to calculate the quantities of heat exchanged at 

the level of the various parts of the machine. After that, the
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Figure 2. Evolution of the ηex as a function of the temperature of the hot source TB for different values of the average 

temperature TM of the single-stage refrigeration machine: without rectifier (a); with rectifier (b) 

 

established simulation program describes the actual process 

of the operation of the absorption refrigeration machine. 

Consequently, the calculation of all other physical quantities 

is done by using the thermodynamic analysis methods 

according to the aforementioned energy and exergy 

approaches. 

 

4. Results and discussions 

This section details the results of the numerical 

simulation with a focus on the effect of the rectification 

process on the exergy efficiency and exergy losses in an 

absorption refrigeration system. 

From different values of the average source temperature 

TM, and for an evaporation temperature TF= 0 °C and cooling 

load Q = 1kW, figure 2 illustrates a comparison of the 

evolution of the exergy efficiency ηex of two types of a 

single-stage refrigeration machines with rectifier (Figure 2 

(b)) and without rectifier (Figure 2 (a)), as a function of the 

temperature of the hot source TB. For this two figures, the 

exergy efficiency ηex reaches its maximum value, 

respectively, around 12.98 % for the machine without a 

rectification system and 20.25 % for the machine equipped 

with a rectifier under the conditions relating to temperatures 

TM = 20 °C, TF = 0 °C. For the other values of TM, the ηex 

reaches its minimum values. However, when the temperature 

TM increases, the exergetic efficiency ηex decreases with the 

increasing of temperature TB. 

According to these two figures, we have shown that the 

operating threshold temperatures of machine with and 

without rectifier decrease when TB decreases with the 

decreasing in temperature TM. So, the minimum operating 

conditions are those which correspond to TM = 20 °C. 

Figure 3 exhibits an overview on a comparison of the 

variation of the exergy efficiency ηex of the two studied 

machines. In this figure, the quality index represented by the 

parameter ηex of the thermodynamic system is plotted on y-

axis and the temperature of the hot source TB is plotted on x-

axis. We notice that, the two curves in Fig. 3 have almost the 

same appearance and the same operating temperature with a 

shift towards the maximum for the representative curve of 

the machine using rectifier as compared to the not using it. 

At the temperature TB = 85 °C, the maximum exergy 

efficiency of the absorption refrigerator with rectifier is equal 

to 20.25%. However, the maximum exergy efficiency of the 

refrigerator without rectifier is equal to 12.98% at the 

temperature TB = 93 °C. We have therefore observed an 

improvement in the exergy efficiency of the refrigeration 

machine with a rectification system compared to the single-

stage frigorific machine. Finally, we obtain a useful gain of 

exergies around 66% at TB= 85 °C and about 17.35 % at TB= 

160 °C respectively. 

 

 
Figure 3. Variation in the exergetic efficiency of the two 

machines (with and without rectifier). 

 

To evaluate the effect of rectification on the total exergy 

losses of the thermodynamic system, figure 4 shows the 

variation in the evolution of the total exergy losses as a 

function of the temperature of the boiler TB and for different 

values of the temperature of the mean source TM. During the 

evaluation of the total exergy losses relating to the two 

studied configurations, it appears that these losses of 

exergies decrease gradually when the temperature of the hot 

source decreases. We note therefore that the total exergy loss 

increase with the increasing in the values of the temperature 

of the mean source for the two studied configurations. From 

the two representations in figure 4, the minimum exergy 

losses are obtained for those corresponding to the 

temperature TM = 20 °C.
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Figure 4. Evolution of the total exergy losses for different values of the average temperature TM of the single-stage 

refrigeration machine: without rectifier (a); with rectifier (b). 

 

The below Figure 5 highlights a comparison of the 

variation in the evolution of the total exergy losses, as a 

function of the temperature of the hot source TB for the two 

absorption refrigeration machines (with and without 

rectifier). For TM = 20 ° C, TF = 0 ° C and Q = 1kW, we have 

observed a remarkable reduction in the total exergetic losses 

produced by the refrigeration machine using the rectifier 

compared to the single-stage refrigeration machine. 

When we fixed the average source temperature TM to 20 

° C, the total exergy losses of the machine with and without 

a rectifier have, respectively, a minimum value 

corresponding to 532.37 kW at TB = 86 ° C and 794.25 kW 

at TB = 94 °C. 

In order to assess how the quantities of exergy losses to 

optimize evolve, we have chosen the following three points: 

- For TB=90 °C, we have optimized almost 263.2 kW of 

exergy losses. 

- For TB=120 °C, the quantity of optimized exergy losses is 

equal to 252.85 kW. 

- For TB=150 °C, the optimized quantity of exergetic losses 

exceeds the 332 kW. 

 
Figure 5. Evolution of the total exergy losses, as a function 

of the hot source temperature TB, for the two configurations 

of refrigerator. 

 

 

Figure 6. Comparison of the total exergy losses and the exergy efficiency for the refrigeration machine with rectifier. 
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This optimization deviation becomes quite large with the 

increasing temperature of the hot source. We have therefore 

highlighted the importance of the rectifier and its role in 

optimizing exergy losses. 

In accordance with the objectives previously stated, and 

in order to demonstrate the relation between the different 

parameters evaluated in the current study, figure 6 shows the 

result of a comparison in the variation of the total exergy 

losses Exl,tot with the evolution of the exergy efficiency ηex 

of the refrigeration machine equipped with a rectifier. 

According to Figure 6, we notice that when the exergy 

efficiency reached its maximum, the exergetic losses have 

becoming minimum. We have therefore observed that the 

exergy losses evolve in an inversely proportional way, that 

the exergy efficiency of the absorption refrigerator improved 

by the rectification system. This means that we have 

evaluated and verified the reliability of the simulation model 

established for improving exergy efficiency and optimizing 

exergy losses of this proposed absorption refrigerator. 

 

4.2 General interpreting results 

This section deals with a general interpretation of the 

results obtained by numerical simulation of the chemical-

physics phenomenon of the exergy transfer of matter 

involved in the absorption refrigeration machine by means of 

the rectification process. 

To close this discussion, the rectifier allows therefore, to 

promote the exchange of matter and energy (heat) between 

the gas phase (from the boiler) and the liquid phase (from the 

absorber), which made it possible to increase the optimum 

separation power of these two phases within the rectifier. The 

rectifier allows immediately, as a responsible mechanism to 

emit the vapors enriched in ammonia with a large flow rate, 

when they pass through a solution at a temperature below the 

temperature of the boiler. This ultimately resulted in an 

increase in the performance of the refrigeration machine, 

which at the same time caused a significant reduction in these 

exergy losses. 

 

5. Conclusion and future recommendations 

The benefit of the improvement provided by the present 

study lies in maximizing the purification of ammonia as 

refrigerant by a rectifying mechanism. Through this work, 

we have demonstrated clearly that the equipment of the 

refrigeration machine with a rectifier influences in a 

remarkable manner on its functioning, and therefore on its 

exergetic performance. The rectifier can reduce the amount 

of water vapor, emitted by the generator at high temperature, 

contained in the gas-liquid mixture which is resulting to 

produce an optimum flowrate of vapor enriched with a pure 

fluid. The obtained results showed that a considerable 

reduction in the exergetic losses achieved to minimum 

values. This is contributing to obtaining simultaneously a 

significant increase in the performance of the machine with 

rectifier compared to the simple refrigeration machine. 

As a conclusion as expected objective, we succeeded to 

improve the single-stage refrigeration machine from the 

improvement of its exergetic efficiency, and consequently 

the contribution to reduction of the losses of exergies which 

are due to the irreversibility of the thermodynamic system in 

question. 

The novelty brought by this study encourages the 

engineers and manufacturers specialists to realize the future 

absorption frigorific machines integrating rectifier systems. 

As future work, we plan to determine and locate the main 

sources causing the loss of exergies, and searching how to 

minimize them. As a second step, we will try to carry out a 

study over the sun of the refrigeration machine with rectifier, 

based on real solar meteorological data relating to an 

appropriate Moroccan site. 

 

Nomenclature 

COP                 Coefficient of performance 

EV 1 & EV 2   Expansion valve number 1 & 2 

HE 1 & HE 2   Heat exchanger number 1 & 2 

LiBr-H2O        Lithium bromide-water mixture 

NH3-H2O         Ammonia-Water mixture 

 

Variables and parameters 

Ex                     Exergy flow rate [kW] 

Exl                    Exergy loss [kW] 

Exl,tot                Total exergy losses [kW] 

𝐸𝑥𝐷,𝑗
                 Exery destruction for element j [kW] 

𝐸𝑥𝐷,𝑡𝑜𝑡
              Total exegy destruction [kW]  

h                       Specific enthalpy [kJ/kg] 

I                        Irreversibility [kW] 

𝑚̇                      The mass flow rate [kg/sec] 

QA                    Heat exchanged by absorber [kW] 

QB                    Heat exchanged by the boiler [kW] 

QBR      Heat exchanged by the boiler (case with 

rectifier) [kW] 

QC                    Heat exchanged by the condenser [kW]  

QCR                  Heat exchanged by the condenser 

                         (case with rectifier) [kW] 

Qe                     Heat flow exchanged by element e [kW] 

QF                    Heat supplied to evaporator [kW]  

QR                    Heat exchanged by the rectifier [kW] 

s                       Specific entropy [kJ/(kg.K)] 

T                      Temperature [°C] 

W                     Mechanical power [kW] 

𝑊̇𝑃                    Power pump [kW] 

X                      Liquid mass title 

Y                      Vapor mass title 

 

Greek symbols 

ηex                    Exergy efficiency [%] 

𝒫                      Entropy due to the irreversibility [kJ/(kg.K)] 
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Abstract 
 

In this study, three desalination exergy analysis models including the Cerci et al. model (Model A), Drioli et al. model 

(Model B) and electrolyte solution model (Model C), were developed on an existing reverse osmosis (RO) desalination 

plant in Oman (Plant ALG). A modified ultrapure water (UPW) unit fed by Plant ALG has also been proposed (Plant 

A) based on the technology used in a UPW unit operated under the climate of Europe and fed by European river water 

(Plant B). The most suitable exergy model for characterizing the proposed UPW production plant was used. Model C 

was found to be the most proper model among its counterparts. It reflected the electrolytic behavior of the relevant 

streams and considered as the appropriate model. The major exergy destruction sites were also identified, and the 

exergy efficiency was calculated. The electro-de-ionization (EDI) and the RO unit were the highest exergy destructive 

components in Plant A.  

 

Keywords: Reverse osmosis; ultrapure water; exergy destruction; exergy efficiency; electro-de-ionization.  

 

1. Introduction 

The relationship between water and energy production is 

extremely close and co-dependent [1]. The water demand is 

growing annually due to population growth and economic 

development [2]. In Oman, annually, the drinking water need 

is nearly 200 MCM (Million Cubic Meter), agriculture 

consumption is 1,600 MCM, and industrial plants consume 

around 130 MCM [3]. Some reports reveal that the 

population of Oman will be doubled in the next 20 years and 

will be resulting in several development projects, mainly in 

the water sector [4]. Several desalination plants were 

commissioned in different regions to meet the continuous 

growth of water demand and to decrease the reliance on 

groundwater resources [5]. Freshwater can be recovered 

from seawater via RO desalination technology [6]. The 

useful method toward more energy-efficient desalination 

technology is to shift from the thermal desalination plant to 

RO [7]. Though, the optimization of RO desalination 

systems are essential [8]. Exergy Analysis is an accepted and 

useful analytical approach for energy optimization of the 

desalination systems [9]. The analysis of the real 

thermodynamic inefficiencies in a process is valuable for 

enhancing an energy-intensive operation [10]. 

Many exergy analysis researches have been developed to 

identify the energetical inefficiencies. A comprehensive 

study was developed based on desalination exergy analysis 

approaches by Fitzsimons et al. [11]. The appropriateness of 

the Cerci et al., Drioli et al. and the ideal mixture models 

were a concern. The exergy destruction, specific exergy and 

exergy efficiency values for most approaches were similar. 

The ideal mixture model resulted in meaningful differences 

in exergy efficiency.  

Exergy analysis of an RO plant was developed using 

actual operation data of the plant. The primary membrane 

units and the throttling valves were the main exergy 

destructive components in the system. The overall exergy 

efficiency of 4.3% was calculated which could be increased 

to 4.9% by adding a pressure exchanger with two throttling 

valves [12]. A desalination plant in California including RO, 

nanofiltration (NF), and electrodialysis reversal (EDR) units 

were analyzed exergetically by Kahraman et al. [13]. The 

analysis showed that the motor/pump used in EDR, RO, and 

NF was the most to least exergy destructive components, 

respectively. A hybrid organic Rankine cycle (ORC) coupled 

with the RO system was studied by Shekari Namin et al. [14]. 

Low condensing pressure in proposed system caused the 

requirement of a large volume turbine. Using the cascade 

ORC or KC (Kalina cycle) as a power supply source could 

solve this problem. A KC cycle was coupled to an RO system 

to provide drinking water, power, heating and cooling [15]. 

The first and second condensers, flashing device, second 

HEX and RO systems were high exergy destructive 

components. The overall exergy efficiency of 38.1% was 

obtained in the proposed process.  

A poly-generation system including RO unit, 

photovoltaic panels, ORC, waste heat recovery section and 

homogeneous charge compression ignition engine was 

analyzed thermodynamically by Islam et al. [16]. Coupling 

the Pelton turbine to the RO plant recovered 24.3% of the 

input power. Exergy efficiencies of system excluding and 

including Pelton turbine were 44.1% and 45.01%, 
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respectively. A waste heat-driven hybrid system containing 

Rankine cycle for power generation, thermochemical 

copper-chlorine cycle for hydrogen and RO for water 

production was analyzed by Ishaq et al. [17]. The maximum 

irreversibility took place in pump B4 and the highest exergy 

efficiency associated with the third compressor. Bouzayani 

et al. modeled three water/power-producing systems [18]. 

The exergy loss in the power plant was ten times more than 

that in the RO unit. A dynamic RO plant model was 

developed by Naseri et al. [19] to produce different permeate 

rates. Modification of the storage tank capacity minimized 

its temperature fluctuation, led to minimization of the exergy 

destruction. Ameri and Seyd Eshaghi modeled an RO plant 

coupled to humidification-dehumidification (HDH) system 

[20] by solution–diffusion method. The results indicated that 

the RO-HDH system increased the exergy efficiency to 

20.60%, while HDH and RO exergy efficiencies were 

12.66% and 0.72%, respectively. 

Desalination plants that remove impurity from water are 

crucial in the UPW production process. The ion exchange, 

ultrafiltration (UF), RO, and electro-deionization processes 

are proposed to produce UPW [21]. A comprehensive review 

of the rising role of RO to satisfy the technical requirements 

in the UPW sector, with an emphasis on electronic industrial 

applications was carried out by Lee et al. [22]. Studies on 

synergetic effects with other purification technologies were 

proposed as an in urgent demand. Zhan et al. [23] proposed 

a RO unit using the modified fouling index to support the 

stable operation of UPW plant applications. An intimate 

correlation between the modified fouling index and RO 

performance was revealed via electrochemical deionization 

concentrate. Jin et al. [24] used ultraviolet radiation to RO 

pretreatment to produce UPW. It was also revealed that the 

use of UPW is essential in increasing the energy efficiency 

of the cogeneration plants [25].  

Three exergy analysis approaches using real operational 

data were applied to characterize ALG Plant (the main 

desalination plant in Oman) and the best approach could be 

selected. A modified UPW unit fed by ALG Plant was 

designed (Plant A) based on the technology used in an UPW 

unit operated under the climate of Europe and fed by 

European river water (Plant B). Exergy analysis of an 

integrated RO-UPW unit could provide an energy-efficient 

plant that has not been paid attention. Plant A was proposed 

to produce high-purity water which is useful in many 

advanced high-tech applications.  

 

2. Methodology 

This work investigates an existing RO plant coupled to a 

UPW unit exergetically. The exergy analysis process is 

summarized as follows: 

1- Three exergy analysis models on an existing RO 

desalination plant are performed based on the real operation 

conditions. Temperature, pressure, salinity (See Table 1) are 

directly used in exergy equations as described in Section 2.5. 

2- The best exergy analysis model is selected via 

comparing the models concept as well as the physical and 

chemical exergy contents.   

3- A modified UPW unit fed by RO plant is proposed 

(Plant A) based on the technology used in a UPW unit 

operated under the climate of Europe and fed by European 

river water (Plant B).  

4- The most suitable exergy model can be selected for 

characterizing RO-UPW production plant. The major exergy 

destruction sites are identified followed by exergy efficiency 

calculations.  

Proposing a UPW plant with high quality water 

production, introducing the most exergy destructive 

components in proposed plant and some recommendations 

for exergy efficiency improvement can pave the way for 

future real research in this field. 

 

2.1 Plant description 

The plant is located in Muscat and is operated based on 

RO technology. It is capable of producing 24,000 m3 of 

potable water per day to supply the domestic requirements. 

The flow diagram of the proposed system is illustrated in 

Figure 1. 

 

2.2 Plant description 

The seawater with a salinity of 38,321 ppm at a flow rate 

of 2,500 m3/h was pumped by a low-pressure pump (stream 

0). The incoming seawater was separated at the end into two 

streams. The brine with a salinity of 63,623 ppm was 

disposed to the sea at a flow rate of 1,500 m3/h (stream 13) 

and permeate with a salinity of less than 321 ppm was 

pumped to the product tank at a flow rate of 1,000 m3/h 

(stream 7). 

 

2.3 Plant operating condition 

Due to the high salinity of the incoming seawater to the 

plant, the proposed process was pretreated with multimedia 

filtration (MMF) followed by fine filtration (cartridge filter) 

and finally, RO process was used for removal of salts from 

the seawater, to make it suitable for human use. The plant 

was operated at a constant temperature of 40℃. The pressure 

of the incoming seawater increased from 100 kPa at the inlet 

to 340 kPa before it entered the MMF. It was increased up to 

689 kPa before it entered the cartridge filter. A high-pressure 

pump increased the pressure of the incoming seawater to 

6,080 kPa before introducing the seawater to the RO unit. 

The brine left the RO unit at 5,400 kPa. The pressure of the 

brine was reduced using three throttling valves to 200 kPa 

before disposing the brine to the sea. Permeate was left the 

RO unit at 100 kPa and was pumped to the chamber blending 

at 290 kPa. The operating conditions and the quality of each 

stream at each process stage are summarized in Table 1. 

 

Table 1. Plant operating conditions. 

Process 

Stream 
P (kPa) T (°C) 

Total dissolved 
solid (TDS) 

(mg/L) 

Volumetric 
Flowrate 

(m3/h) 

0 100 40.0 38,321 2,500 

1 340 40.0 38,322 2,500 

2 340 40.0 38,323 2,500 

3 689 40.0 38,324 2,500 

4 689 40.0 38,325 2,500 

5 1,000 40.0 38,326 2,500 

6 6,080 40.0 38,327 2,500 

7 100 40.0 321 1,000 

8 100 40.0 322 1,000 

9 290 40.0 323 1,000 

10 5,400 40.0 63,622 1,500 

11 2,700 40.0 63,623 1,500 

12 1,200 40.0 63,624 1,500 

13 200 40.0 63,625 1,500 
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Figure 1. The flow diagram of the proposed RO desalination plant

2.4 Thermodynamic properties of seawater 

In proposed process, the operating pressure was upper 

than 6 MPa. An accurate method was used to estimate the 

pressure effect on the seawater properties. The pressure-

dependent correlation developed by Nayar et al. [26] was 

used for seawater properties calculation. 

 

2.5 Desalination plant exergy models 

2.5.1 Cerci et al. model (Model A) 

In the Cerci et al. model (Model A), the system is treated 

as an ideal mixture of Sodium Chloride (NaCl) and water. 

The salinity of 3.5% is considered in Model A. Total exergy 

(chemical and physical) of the Cerci et al. model is calculated 

as [26]: 

 

𝐸̇ = 𝑚̇ [[(𝑤𝑠ℎ𝑠) + (𝑤𝑤ℎ𝑤)] − [(𝑤𝑠ℎ𝑠) +

(𝑤𝑤ℎ𝑤)]0 − 𝑇0[[𝑤𝑠𝑠𝑠 + 𝑤𝑤𝑠𝑤] − [𝑤𝑠𝑠𝑠 +

𝑤𝑤𝑠𝑤]0] + 𝑇0[[𝑅𝑖𝑚(𝑥𝑠𝑙𝑛𝑥𝑠 + 𝑥𝑤𝑙𝑛𝑥𝑤)] −

[𝑅𝑖𝑚(𝑥𝑠𝑙𝑛𝑥𝑠 + 𝑥𝑤𝑙𝑛𝑥𝑤)]0]]  

(1) 

where water and salt mole fractions are calculated using Eqs. 

2 and 3, respectively [1]: 

 

𝑥𝑤 =
𝑀𝑊𝑤

𝑀𝑊𝑠[
1

𝑤𝑠
−1]+𝑀𝑊𝑤

  (2) 

 

 

𝑥𝑠 =
𝑀𝑊𝑠

𝑀𝑊𝑤[
1

𝑤𝑤
−1]+𝑀𝑊𝑠

  (3) 

  

NaCl is considered as an incompressible solid in the 

Cerci et al. model [12]. The specific entropy and specific 

enthalpy of the NaCl are 0.0172 kJ/kg.K and 33.472 kJ/kg, 

respectively. The specific enthalpy of the water is calculated 

at different stages using Eq. 4. 

 

ℎ𝑠𝑤(𝑡, 𝑆, 𝑃) = ℎ𝑠𝑤(𝑡, 𝑆, 𝑃0) + (𝑃 − 𝑃0)(𝑚1 +

𝑚2𝑡 + 𝑚3𝑡2 + 𝑚4𝑡3 + 𝑠(𝑚5+𝑚6𝑡 + 𝑚7𝑡2 +

𝑛8𝑡3))  

 

(4) 

Where, 

ℎ𝑠𝑤(𝑡, 𝑆, 𝑃0) = ℎ𝑤(𝑡) − 𝑆𝐾𝑔

𝐾𝑔

(𝑛1 + 𝑛2𝑆𝑘𝑔/𝑘𝑔 +

𝑛3𝑆𝑘𝑔/𝑘𝑔
2 + 𝑛4𝑆𝑘𝑔/𝑘𝑔

3 + 𝑛5𝑡 + 𝑛6𝑡2 + 𝑛7𝑡3 +

+𝑛8𝑆𝑘𝑔/𝑘𝑔𝑡 + 𝑛9𝑆𝑘𝑔/𝑘𝑔
2𝑡 + 𝑛10𝑆𝑘𝑔/𝑘𝑔𝑡2)  

 

(5) 

where m1-m8 and n1-n10 are introduced in section A.3. 

 

ℎ𝑤 = 141.355 + 4202.07𝑡 − 0.535𝑡2 + 0.004𝑡3 (6) 
  

The specific entropy of the water is calculated as: 

 

𝑠𝑠𝑤(𝑡, 𝑆, 𝑃) = 𝑠𝑠𝑤(𝑡, 𝑆, 𝑃0) + (𝑃 − 𝑃0)(𝑚1 +

𝑚2𝑡 + 𝑚3𝑡2 + 𝑚4𝑡3 + 𝑆(𝑚5 + 𝑚6𝑡 + 𝑚7𝑡2 +

𝑚8𝑡3))  

 

(7) 

where 

 

𝑠𝑠𝑤(𝑡, 𝑆, 𝑃0) = 𝑠𝑤(𝑡) − 𝑆𝑘𝑔

𝑘𝑔

(𝑛1 + 𝑛2𝑆𝑘𝑔

𝑘𝑔

+

𝑛3𝑆𝑘𝑔/𝑘𝑔
2 + 𝑛4𝑆𝑘𝑔/𝑘𝑔

3 + 𝑛5𝑡 + 𝑛6𝑡2 + 𝑛7𝑡3 +

𝑛8𝑆𝑘𝑔

𝑘𝑔

𝑡 + 𝑛9𝑆𝑘𝑔/𝑘𝑔
2𝑡 + 𝑛10𝑆𝑘𝑔/𝑘𝑔𝑡2)  

 

(8) 

where mi and ni are presented in Appendix A.3. The specific 

entropy of the salt is calculated as: 

 

𝑠𝑠 = 0.1543 + 15.383𝑡 + 2.996 × 10−2𝑡2

+ 8.193 × 10−5𝑡3 − 1.370
× 10−7𝑡4 

(9) 

 

2.5.2 Drioli et al. model (Model B) 

In Drioli et al. model, the system is treated as an ideal 

aqueous solution of ions (Cl-, Na+, SO4-2, K+). The dead state 

is defined as pure water at atmospheric pressure and ambient 

temperature. The total exergy rate is a summation of thermal, 

pressure and chemical exergy rates as: 

 

𝐸̇ = 𝐸̇𝑇ℎ + 𝐸̇𝑃 + 𝐸̇𝐶ℎ (10) 
  

where the thermal, pressure and chemical exergy rate terms 

are calculated as: 

 

𝐸̇𝑇ℎ =  𝑚̇𝑐 (𝑇 − 𝑇0) (10.1) 

  

𝐸̇𝑃 =   𝑚̇  [
𝑃 − 𝑃0

𝜌
] 

(10.2) 

  

𝐸̇𝐶ℎ = −𝑚̇ 𝑁𝑤𝑅𝑇0 ln 𝑥𝑤  (10.3) 

  

where 
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𝑁𝑤 =  
(1 − ∑

𝐶𝑖

𝜌
)

𝑀𝑊𝑤

 

(11) 

  

𝑥𝑤 =
𝑁𝑤

[𝑁𝑤 + ∑ (
𝛽𝑖𝐶𝑖

𝜌𝑀𝑊𝑖
)]

 
(12) 

 

2.5.3 Electrolyte solution exergy analysis model (Model 

C) 

In the electrolyte solution approach, the system is treated 

as a non-ideal ionic solution [11]. The activity of species is 

calculated as: 

 

𝑎𝑖 = 𝑚𝑖𝛾𝐻𝑖
                         (13) 

 

The activity of an electrolyte solution including seawater 

requires Pitzer equations [27]. For the single electrolyte of 

anion X and cation M, the activity coefficient is calculated 

as: 

 

𝑙𝑛 𝛾± = −|𝑧𝑚𝑧𝑋|𝐴𝜙 [
2

𝑏
𝑙𝑛 𝑙𝑛 (1 + 𝑏√𝐼)  +

√𝐼

1+𝑏√𝐼
] + 𝑚

2𝑣𝑀𝑣𝑋

𝑣
 {2𝛽𝑀𝑋

(0)
+

2𝛽𝑀𝑋
(1)

𝛼2𝐼
[1 − (1 +

𝛼√𝐼 −
𝛼2𝐼

2
) 𝑒−𝛼2𝐼]}  +

3𝑚2

2
[

2𝑣𝑀𝑣𝑋

3
2

𝑣
𝐶𝑀𝑋

∅ ]  

(14) 

       

where, 𝐴𝜙 is 0.3882, 𝑏 and 𝛼 are constant parameters. For a 

1–1 electrolyte 𝑏 and 𝛼 are 1.2 and 2, respectively. 𝐶𝑀𝑋
∅ , 𝛽𝑀𝑋

(0)
 

and 𝛽𝑀𝑋
(1)

 are empirical parameters and their values are 0.002, 

0.0714 and 0.2723, respectively. The solvent activity is 

calculated by the following equation. 

 

𝑙𝑛 𝑎𝑤 = −∅
𝑣𝑚

55.51
  (15) 

 

where, ∅ is the osmotic coefficient and is calculated as: 

 

∅ − 1 = −|𝑧𝑚𝑧𝑋|𝐴𝜙 √𝐼

1+𝑏√𝐼
+ 𝑚

2𝑣𝑀𝑣𝑋

𝑣
[𝛽𝑀𝑋

(0)
+

𝛽𝑀𝑋
(1)

𝑒−𝛼2𝐼] + 𝑚2 [
2(𝑣𝑀𝑣𝑋)

3
2

𝑣
𝐶𝑀𝑋

∅ ]  

(16)  

 

 

The mole fraction of salt and water is calculated using 

Eqs.17 and 18, respectively. 

 

𝑥𝑠 =
𝛽𝑁𝑠

𝛽𝑁𝑠+𝑁𝑤
   

(17)  

𝑥𝑤 =
𝑁𝑠

𝛽𝑁𝑠+𝑁𝑤
   

(18)  

 

3. Results and discussion 

Water quality parameters including chemical and 

physical properties were tested based on the desired 

specifications. Parameters that were frequently sampled for 

water quality include temperature, TDS, density, pressure 

and composition. The exergy analysis was performed based 

on real data obtained from the experimented plant. 

 

3.1 Exergy contents 

As the process was isothermal, the physical exergy was 

achieved due to the difference in the dead state and the 

pressure of streams. Specific chemical and physical exergy 

contents calculated using three models are tabulated in Table 

2. 

 
Table 2. Specific chemical and physical exergy contents 

calculated using Models A, B and C. 

Stream 

𝑒𝑝ℎ   

Model 

A 

𝑒𝑝ℎ   

Model 

B 

𝑒𝑝ℎ   

Model 

C 

𝑒𝑐ℎ  

Model 

A 

𝑒𝑐ℎ   

Model 

B 

𝑒𝑐ℎ   

Model 

C 

0 0.0000 0.0000 0.0000 0.0000 3.3052 0.0000 

1 0.2320 0.2351 0.2351 0.0000 3.3048 0.0000 

2 0.2320 0.2351 0.2351 0.0000 3.3048 0.0000 

3 0.5694 0.5770 0.5770 0.0000 3.3042 0.0000 

4 0.5694 0.5770 0.5770 0.0000 3.3042 0.0000 

5 0.8701 0.8817 0.8817 0.0000 3.3037 0.0000 

6 5.7814 5.8581 5.8581 0.0000 3.3044 0.0000 

7 0.0000 0.0000 0.0000 1.6807 0.0288 3.1349 

8 0.0000 0.0000 0.0000 1.6805 0.0289 3.1345 

9 0.1837 0.1861 0.1861 1.6803 0.0290 3.1341 

10 5.1239 5.1920 5.1920 0.3354 5.3440 0.6173 

11 2.5136 2.5470 2.5470 0.3354 5.3386 0.6174 

12 1.0635 1.0776 1.0776 0.3355 5.3419 0.6174 

13 0.0967 0.0980 0.0980 0.3355 5.3452 0.6175 

 

As the process was isothermal, the physical exergy 

resulted due to the difference between the process pressure 

and the dead state pressure. For Models B and C, the similar 

equations were used to calculate the physical exergy rate; 

hence, for both models the physical exergy rates were the 

same. However, there was little difference in the specific 

physical exergy calculated using Model A and the specific 

physical exergy calculated using Models B and C. The 

difference between the specific physical exergy obtained by 

Model A and the specific physical exergy obtained using 

Models B and C did not exceed 1.3%; hence, no further 

investigation was required for the physical exergy term. The 

chemical exergy rates calculated using Models A and B were 

not comparable due to different salinity dead states. For 

Models A and C, the dead state of the solution was defined 

as the salinity of the incoming water; accordingly, the 

chemical exergy was zero in streams 0-6. It was found that 

Model A was an unsuitable approach as it considered an 

ionic solution as a mixture of water and solid salt. 

Accordingly, NaCl was treated as a single component in 

water. Furthermore, the coupling of the chemical and 

physical exergy equations did not provide a comprehensive 

understanding of chemical and physical exergy contents. The 

chemical exergy rates obtained using Model B were quite 

different from than that of the other models due to the 

different dead states. A negligible change in brine 

composition made the use of Model B an improper method 

for the exergy analysis of a desalination unit. Model C 

treated the system as a non-ideal mixture of water and NaCl 

and the mole fraction calculation was based on ionization of 

NaCl  to  Na+  and  Cl-.  It  means  even  a  low  change  in 
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concentration was considered. The exergy model could 

clarify the electrolytic behavior of the streams. On this basis, 

Model C was the proper model for the exergy analysis of the 

proposed UPW plant. In this research, seawater is assumed 

as a dilute solution with a typical salinity mass fraction of 

3.8% [26].

 

 
Plant A 

 
Plant B 

Figure 2. The process flow diagrams of the makeup and primary loops in Plants A and B. 
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3.2 Ultrapure water production plant analysis 

Thermodynamic analysis using Model C applied for a 

UPW production plant operated under the climate of Oman 

and fed by the product of ALG Plant (Plant A). Plant A was 

designed using the UPW technology applied in Europe. The 

results were compared with the same UPW production plant 

operated under the climate of Europe and fed by European 

river water (Plant B). The process flow diagrams of the 

makeup and primary loops in Plants A and B are shown in 

Figure 2. The plant consisted of three sections; makeup, 

primary and polishing loops. However, in this research, only 

the makeup and the primary loops were analyzed. This was 

due to a high difference in the concentration of the incoming 

water. The make-up and primary loops included various 

levels of filtration from MMF, first and second-pass RO, ion 

exchange, and EDI unit. The real data used to conduct the 

thermodynamic analysis is detailed in Table A.2. The 

defined dead states of UPW production Plants A and B are 

tabulated in Table 3. Plants A and B differed in the 

temperature and the incoming water quality (TDS) due to the 

different climate and sources of the feedstock under which 

these plants were operated. 

 
Table 3. Dead states of plants A and B. 

Dead state Parameters Plant A Plant B 

Physical dead state 
Temperature (℃) 40 16 

Pressure (bar) 1 1 

Chemical dead state TDS (ppm) 314 135 

 

 

3.2.1 Exergy rates 

Chemical, physical and overall exergy rates were 

calculated using Model C and the results for each process 

stream are given in Table A.3 

The physical exergy for the most process stages in Plants 

A and B was negligible. However, there was a substantial 

difference in the chemical exergy between Plants A and B 

due to their different water properties. The high salinity of 

the incoming water in Plant A resulted in high chemical 

exergy in most of the process stages. For all process streams, 

physical exergy was the major source of the total exergy. The 

total exergy rates exceed 100 kW for both Plants A and B, 

and represented in Figures 3 and 4, respectively. 

For both Plants A and B, the highest exergy rates were at 

the inlets of the hot water HEXs (Stream 5) showing the 

values of 640.11 kW and 686.068 kW, respectively. The 

outlet of the hot water HEXs (Stream 6) and the inlet of the 

pre-heat HEXs (Stream 3) had the next rankings in the 

exergy rates. Table 4 shows the first three highest exergy 

rates recorded for Plants A and B. 

 
Table 4. First three highest exergy rates recorded for Plants A and B. 

Process Process Stream 
Total Exergy (kW) 

Plant A Plant B 

Pre-heat 

HEX 
Stream 3 (Heating water-inlet) 115.98 119.455 

Hot water 

HEX 

Stream 5 (Heating water-inlet) 640.11 686.068 

Stream 6 (Heating water-
outlet) 

458.16 524.169 

 

For Plant A, at the inlet of the hot water HEX, the exergy 

rate was higher than that of the pre-heat HEX, due to its 

higher temperature difference with the dead state. 

 
Figure 3. Total exergy rate exceeds 100 kW for UPW 

production Plant A. 

 

 
Figure 4. Total exergy rate exceeds 100 kW for UPW 

production Plant B. 
 

3.2.2 Exergy destruction rates 
Exergy was delivered to the UPW plant by feed water at 

certain values of concentration, pressure, temperature, and 

flow rate. The exergy was added by electrical energy input 

to the pumps and the EDI unit. Owing to temperature 

difference, throttling process, mixing and separation 

operations, exergy was destroyed. 

The exergy destruction rates increasing due to 

irreversibility in the primary and make-up loops of UPW 

plant A showed that the key source of exergy destruction was 

the hot water HEX. This was supported by the results of the 

exergy destruction of Plant B, which are presented in Table 

5. 

The constant concentration during the process conducted 

by Plants A and B did not cause exergy destruction by 

chemical exergy. Hence, the differences in exergy 

destruction were caused by the differences in physical 

exergy. 

The top exergy destructive components with 95% 

contribution in total exergy destruction within Plant A, are 

shown in Figure 5. 
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excessive heat transfer area of finned type should be 

recommended. However, economical optimization is 

proposed for selecting the area of such an exchanger. For the 

first and second-pass RO high-pressure pumps, the exergy 

destructed due to the pressure exergy. The pressure increase 

from 4.7 bar to about 10 bar and from 4.3 bar to 20.9 bar for 

first and second-pass RO high-pressure pumps, respectively, 

caused exergy destruction. Coupling the variable speed drive 

or motor managers to pumps can be recommended to 

enhance the pump exergy efficiency. In the first- and second-

pass RO, the temperature was constant while the increase in 

the pressure resulted in exergy destruction. For improving 

the RO process, reducing the pressure drop across the 

membrane can be proposed to decrease the operating 

pressure required to achieve acceptable permeate fluxes. 

 

Table 5. The exergy destruction of Plants A and B. 

Process 
Process 

Stream 

Exergy Destructions 

(kW) 

Plant A Plant B 

MMF 

b 0.45 0.50 

c 0.43 0.40 

d 0.41 0.40 

Pre-heat HEXs  27.71 30.90 

Hot water HEXs  166.86 140.60 

Biocide/anti-scalant treatment  0.60 0.60 

RO pre-filters  2.60 2.60 

Sodium bisulfite treatment  0.60 0.60 

First-pass RO high-pressure 

pumps 

a 55.45 55.40 

c 55.62 55.60 

First-pass RO 
a 31.26 31.26 

c 23.85 23.85 

Throttling valves 
a 8.00 8.00 

c 4.34 4.30 

RO tank  1.80 1.78 

Primary distribution pumps  20.20 20.18 

Caustic treatment  0.60 0.60 

First-pass RO high-pressure 
pumps 

b 34.65 34.70 

c 38.18 38.20 

d 35.18 35.20 

Second-pass RO 

b 30.35 30.26 

c 30.04 29.96 

d 29.23 29.16 

Throttling valves 

b 4.70 4.70 

c 5.28 5.20 

d 4.97 5.00 

EDI process 

b 38.70 38.78 

c 32.00 31.96 

d 30.90 30.87 

Primary mixed bed ion 
exchange 

b 1.14 1.07 

c 1.14 1.07 

d 1.14 1.07 

One-micron cartridge filters  0.13 0.54 

 

 
Figure 5. Top exergy destructive components in Plant A. 

 

3.2.3 Exergy efficiency 

The exergy efficiency was calculated for the first six 

highest exergy destructive component. The rational exergy 

efficiency approach was used for the exergy efficiency 

calculation [28,29]. The rational exergy efficiency was 

calculated as: 

 

𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦𝑒𝑥 =
𝐸̇𝐷𝑒𝑠𝑖𝑟𝑒𝑑 𝑜𝑢𝑡𝑝𝑢𝑡

𝐸̇𝑢𝑠𝑒𝑑

 (19) 

 

The exergy efficiencies of the process streams are 

tabulated in Table 6. 

The exergy destruction rate of the hot water HEX (166.9 

kW) was higher than that of the pre-heat HEX (27.7 kW), 

leading to the lower exergy efficiency of the hot water HEX 

compared to the pre-heat HEX. To bring the exergy 

efficiency of the hot water HEX up to the pre-heat HEX, 7 

kW could be saved. If the plant consumed 7.94 USD/kWh, 

the annual saving could be 2548.32 USD. 

For the first-pass RO pumps, the exergy efficiency of 

modules (a) and (c) was 35.5% and 25.8%, respectively. The 

pressure in the module (c) increased from 4.7 bar to 10 bar 

by consuming 75 kW. While, by increasing the pressure of 

module (a) from 4.7 bar to about 13 bar, 86 kW was 

consumed. To bring the exergy efficiency of module (c) up 

to module (a), 3.9 kW was saved. If the plant consumed 3.9 

USD/kWh, the annual saving would be 1335.21 USD. 

The exergy efficiency of the RO process was 

significantly greater than the EDI process. The exergy 

efficiency of the RO process was affected by the energy 

consumption of the pump while the EDI exergy efficiency 

was affected by the energy consumption of the brine 

recycling pumps and rectifiers, which lowered the exergy 

efficiency of the EDI process, compared to the RO process. 

The exergy efficiency of the first-pass RO process was 

ten times higher than that of the second-pass RO process. 

The second-pass RO modules were similar in terms of 

exergy efficiency. However, the exergy efficiency of module 

(c) in the first-pass RO was 32% more than module (a), due 

to different TDS and pressure drop by two modules. 

The exergy efficiency of EDI module (b) was lower than 

modules (c) and (d). The higher energy drawn by the module 

(b) rectifiers caused this difference in exergy efficiency. The 
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lower exergy efficiency values of the EDI and the second-

pass RO processes should be noted. As the purity of the water 

increased, the change in the chemical exergy rate decreased, 

lowering the exergy efficiency of the RO and EDI processes. 

 

Table 6. The exergy efficiency of the process streams. 

Component Process stream Exergy efficiency% 

Hot water HEX  8.292 

First RO high-

pressure pumps 

a 35.519 

c 25.835 

Second RO high-

pressure pumps 

b 51.880 

c 50.418 

d 51.781 

EDI 

b 0.013 

c 0.017 

d 0.018 

Second-pass RO 

b 0.267 

c 0.254 

d 0.269 

First-pass RO 
a 3.663 

c 4.841 

Pre-heat HEX  18.001 

Primary distribution 

pumps 
 43.473 

 

3. Conclusion 
Exergy analysis has been made on an existing RO 

desalination plant (ALG) in Oman to find out the potential 

of energy-saving options. A modified ultrapure water (UPW) 

unit fed by ALG Plant was proposed [Plant A] based on the 

technology used in a UPW unit operated under the climate 

of Europe and fed by European river water [Plant B]. Three 

desalination exergy analysis models including the Cerci 

model (Model A), Drioli model (Model B) and electrolyte 

solution model (Model C), were developed on ALG Plant. 

Model C well reflected the electrolytic behavior of the 

process streams.  

The exergy rate calculations showed the highest exergy 

rates were related to the inlet of the hot water heat 

exchangers (640.11 kW for Plant A and 686.068 kW for 

Plant B), followed by the outlet of the hot water heat 

exchangers (458.16 kW for Plant A and 524.169 kW for 

Plant B) and the inlet of the pre-heat heat exchangers (115.98 

kW for Plant A and 119.455 kW for Plant B). 

Second RO high-pressure pumps, primary distribution 

pumps and first RO high pressure pumps were the exergy 

efficient components while EDI, second-pass RO, first-pass 

RO, hot water HEX and pre-heat HEX with exergy 

efficiency of less than 20% were the most exergy destructive 

components. 

Application of an HEX with higher contact area by 

consideration of economical point view, coupling the 

variable speed drive or motor managers to pumps and 

reducing the pressure drop across the membrane can be 

recommended to enhance the HEX, pumps and RO unit 

exergy efficiency, respectively. 
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Nomenclature 
Roman symbol 

a Activity 

𝐴∅ Pitzer model parameter 

b Pitzer model parameter 

B Debye–Huckel parameter 

c Concentration, kg/L 

cp 
Specific heat capacity at constant volume, 

kJ/kg.K 

cv 
Specific heat capacity at constant volume, 

kJ/kg·K 

𝐶∅ Pitzer parameter 

h Specific enthalpy, kJ/kg 

𝐸̇ Exergy rate, kW 

I 
Ionic strength of a solution, moles of solute/kg 

of solvent 

𝑚̇ Mass flowrate, kg/s 

m molality, mole/kg 

MW Molecular weight, kg/kmol 

N Moles number 

P 
Pressure at the process stage under 

consideration, kPa 

R Universal gas constant, kJ/kmol·K 

s Specific entropy, kJ/kg.K 

S Salinity, kg/kg 

t Celsius temperature, ℃ 

T Temperature, K 

w 
Mass fraction, kg of solvent or solute/kg of 

solution 

x 
Mole fraction, mole of solvent or solute/mole 

of solution 

z Valence of the ions 

Greek 

𝛼 Parameter for the Debye–Huckel model 

𝛽 
Number of ions of solute generated on 

dissociation 

𝛽𝑀𝑋
(𝑛)

 Pitzer equation parameter 

𝜌 Density, kg/m3 

∅ Osmotic coefficient 

v 
Number of ions generated on the dissociation 

of the electrolyte 

𝛾± Activity coefficient 

Superscript 

Ch Chemical 

P Pressure 

Th Thermal 

Subscript 

0 Dead state 

i Species 

H Henry 

M Denotes to the cation 

s Salt 

soln Solution 

w Water 

X Denotes to the anion 

Abbreviation 

EDR Electrodialysis reversal 

EDI Electro-deionization 

HDH Humidification-dehumidification 
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HEX Heat exchanger 

KC Kalina cycle 

MCM Million cubic meter 

MMF Multi-media filter 

NF Nanofiltration 

ORC Organic Rankine cycle 

RO Reverse osmosis 

UPW Ultrapure water 

 
Appendix 

 

A.1 Water analysis 
      Water analysis from sampled water clarified the 

compositions, which are tabulated in Table A 

 

A.2 Constants of specific enthalpy and entropy of the 

water 

The constants of specific enthalpy of the water is evaluated 

by: 

m1=996.7767, m2=-3.2406, m3=0.0127, m4=-4.7723×10-5, 

m5=-1.1748, m6=0.01169, m7=-2.6185×10-5,  

m8=7.0661×10-8 

n1=-2.34825×104, n2=3.15183×105, n3=2.80269×106, 

 n4=-1.44606×107, n5=7.82607×103, n6=-4.41733×101, 

n7=2.1394×10-1, n8=-1.99108×104, n9=2.77846×104, 

n10=9.72801×101 

The constants of specific entropy of the water is evaluated 

by: 

m1==-4.4786×10-3, m2=-1.1654×10-2, m3=6.1154×10-5,  

m4=-2.0696×10-7, m5=-1.5531×10-3, m6=4.0054×10-5, 

m7=-1.4193×10-7, m8=3.3142× 10-10 

n1=-4.231×102, n2=1.463×104, n3=-9.880×104, 

n4=3.095×105, n5=2.562×101, n6=-1.443×10-1, 

n7=5.879×10-4, n8=-6.111×101, n9=8.041×101,  

n10=3.035× 10-1 

 

A.3 The process data of Plants A and B 

The real data used to conduct the thermodynamic analysis is 

detailed in Table A.2  

 
A.4 The calculated physical, chemical and total exergy 

rates using Model C at each process stream 

Chemical, physical and overall exergy rates were 

calculated using Model C and the results for each process 

stream are given in Table A.3.

Table A.1. Compositions (mg/L) of experimented water. 

Process 

Stream 
Ca Mg Na K CO3 HCO3 SO4 Cl NO3 B SiO2 CO2 

0 473 1400 11713 493 40 103 2861 21223 7 5 3 0 

1 473 1400 11713 493 40 103 2861 21223 7 5 3 0 

2 473 1400 11713 493 40 103 2861 21223 7 5 3 0 

3 473 1400 11713 493 40 103 2861 21223 7 5 3 0 

4 473 1400 11713 493 40 103 2861 21223 7 5 3 0 

5 473 1400 11713 493 40 103 2861 21223 7 5 3 0 

6 473 1400 11713 493 40 103 2861 21223 7 5 3 0 

7 1 3 113 6 0 1 6 183 0 0 0 0 

8 1 3 113 6 0 1 6 183 0 0 0 0 

9 1 3 113 6 0 1 6 183 0 0 0 0 

10 788 2332 19454 818 29 155 4764 35249 11 7 5 0 

11 788 2332 19454 818 29 155 4764 35249 11 7 5 0 

12 788 2332 19454 818 29 155 4764 35249 11 7 5 0 

13 788 2332 19454 818 29 155 4764 35249 11 7 5 0 
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Table A.2. The process data of Plants A and B. 

Process 
Process 

stream 
Q (m3/h) 

T (℃) 

Plant 

A 

T (℃) 

Plant 

B 

P 

(bar) 

TDS 

(ppm) 

Plant A 

TDS 

(ppm) 

Plant B 

Power 

(kW) 

MMF 

1b 81.4 40 16 6.2 314.00 318.01  

1c 78.2 40 16 6.2 314.00 318.01  

1d 74.6 40 16 6.2 314.00 318.01  

2b 81.4 40 16 6 314.00 318.01  

2c 78.2 40 16 6 314.00 318.01  

2d 74.6 40 16 6 314.00 318.01  

Pre-heat 

HEXs 

3 (Product 

water) 
234.2 40 16 6 314.00 318.01  

3 (Heating 

water) 
507 46 22 6.9 314.00 318.01  

4 (Product 

water) 
234.2 45 21 5.3 314.00 318.01  

4 (Heating 

water) 
507 44 20 5.8 314.00 318.01  

Hot water 

HEXs 

5 (Product 

water) 
234.2 45 21 5.3 314.00 318.01  

5 (Heating 

water) 
78 112 88 7.3 314.00 318.01  

6 (Product 

water) 
234.2 48 24 5.1 314.00 318.01  

6 (Heating 

water) 
78 100 76 6.2 314.00 318.01  

Biocide/anti

-scalant 

treatment 

7 234.2 48 24 5.1 314.00 318.01 0.6 

8 234.2 48 24 5.1 314.00 318.01  

RO pre-

filters 

9 234.2 48 24 5.1 314.00 318.01  

10 234.2 48 24 4.7 314.00 318.01  

Sodium 

bisulfite 

treatment 

11 234.2 48 24 4.7 314.00 318.01 0.6 

12 234.2 48 24 4.7 314.00 318.01  

First-pass 

RO high-

pressure 

pumps 

13a 130.9 48 24 4.7 297.67 301.47 86 

13c 131.6 48 24 4.7 297.67 301.47 75 

14a 130.9 48 24 13.1 297.67 301.47  

14c 131.6 48 24 10 297.67 301.47  

First-pass 

RO 

15a 95.8 48 24 2.2 5.42 5.49  

15c 97.6 48 24 2.2 7.56 7.65  

16a 35.1 48 24 10.2 1095.34 1109.33  

16c 34 48 24 6.6 1130.45 1144.89  

17a 35.1 48 24 2 1095.34 1109.33  

17c 34 48 24 2 1130.45 1144.89  

RO tank 

inlet 
18 242.9 48 24 2 6.26 6.34  

RO tank 

outlet 

(Pumps 

inlet) 

19 242.9 48 24 2 6.26 6.34 35.7 

Primary 

pumps out 

(Caustic 

inlet) 

20 242.9 48 24 4.3 6.26 6.34 0.6 
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Caustic 

treatment 

outlet 

21 242.9 48 24 4.3 22.82 23.11  

Second-pass 

RO high-

pressure 

pumps 

22b 81 48 24 4.3 22.82 23.11 72 

22c 79.4 48 24 4.3 22.82 23.11 77 

22d 82.5 48 24 4.3 22.82 23.11 73 

23b 81 48 24 20.9 22.82 23.11  

23c 79.4 48 24 21.9 22.82 23.11  

23d 82.5 48 24 20.8 22.82 23.11  

Second-pass 

RO 

24b 70.8 48 24 5.8 1.30 1.31  

24c 68.6 48 24 6.5 1.30 1.31  

24d 71.1 48 24 6.5 1.30 1.31  

25b 10.2 48 24 18.6 172.19 174.39  

25c 10.8 48 24 19.6 159.52 161.56  

25d 11.4 48 24 17.7 157.08 159.08  

26b 10.2 48 24 2 172.19 174.39  

26c 10.8 48 24 2 159.52 161.56  

26d 11.4 48 24 2 157.08 159.08  

EDI 

27b 72.8 48 24 6.2 1.30 1.31 33.9 

27c 70.1 48 24 6.1 1.30 1.31 27.6 

27d 70 48 24 6.2 1.30 1.31 26.3 

28b 65.1 48 24 4 0.05 0.05  

28c 65.2 48 24 4 0.05 0.05  

28d 64.8 48 24 4 0.05 0.05  

29b 7.7 48 24 2 11.60 11.75  

29c 4.9 48 24 2 17.63 17.86  

29d 5.2 48 24 2 16.56 16.77  

Primary 

mixed bed 

ion 

exchange 

30b 66.3 48 24 3.6 0.05 0.05  

30c 63.4 48 24 3.6 0.05 0.05  

30d 64.8 48 24 3.6 0.05 0.05  

31b 66.3 48 24 3 0.04 0.04  

31c 63.4 48 24 3 0.04 0.04  

31d 63.8 48 24 3 0.04 0.04  

One-micron 

cartridge 

filters 

32 194.5 48 24 2.9 0.04 0.04  

33 194.5 48 24 2.8 0.04 0.04  

UPW tank 

inlet 
34 162.8 48 24 2.8 0.04 0.04  

Diverted 

flow to RO 

tanks 

35 31.7 48 24 2.8 0.04 0.04  
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Table A.3. The calculated physical, chemical and total exergy rates using Model C at each process stream 

Process Process stream 

Physical exergy 

(kW) 

Chemical 

exergy (kW) 

Overall exergy 

(kW) 

Plant A Plant B 
Plant 

A 

Plant 

B 

Plant 

A 
Plant B 

MMF 

1b 11.728 11.800 0.000 0.074 11.73 11.874 

1c 11.267 11.300 0.000 0.071 11.27 11.371 

1d 10.748 10.800 0.000 0.067 10.75 10.867 

2b 11.276 11.300 0.000 0.074 11.28 11.374 

2c 10.832 10.900 0.000 0.071 10.83 10.971 

2d 10.334 10.400 0.000 0.067 10.33 10.467 

Pre-heat HEXs 

3 (Product water) 32.442 32.500 0.000 0.212 32.44 32.712 

3 (Heating water) 115.982 119.000 0.000 0.455 115.98 119.455 

4 (Product water) 38.525 36.900 0.000 0.210 38.52 37.110 

4 (Heating water) 82.188 83.700 0.000 0.455 82.19 84.155 

Hot water HEXs 

5 (Product water) 38.525 36.900 0.000 0.211 38.52 37.111 

5 (Heating water) 640.113 686.000 0.000 0.068 640.11 686.068 

6 (Product water) 53.613 58.200 0.000 0.210 53.61 58.410 

6 (Heating water) 458.162 524.100 0.000 0.069 458.16 524.169 

Biocide/anti-

scalant treatment 

7 53.613 58.200 0.000 0.209 53.61 58.409 

8 53.613 58.200 0.000 0.209 53.61 58.409 

RO pre-filters 
9 53.613 58.200 0.000 0.209 53.61 58.409 

10 51.010 55.600 0.000 0.209 51.01 55.809 

Sodium bisulfite 

treatment 

11 51.010 55.600 0.000 0.209 51.01 55.809 

12 51.010 55.600 0.000 0.209 51.01 55.809 

First-pass RO high-

pressure pumps 

13a 28.511 29.800 0.001 0.098 28.51 29.898 

13c 28.663 30.000 0.001 0.099 28.66 30.099 

14a 59.057 60.400 0.001 0.098 59.06 60.498 

14c 48.039 49.400 0.001 0.099 48.04 49.499 

First-pass RO 

15a 14.214 15.200 0.671 0.133 14.88 15.333 

15c 14.481 15.500 0.664 0.128 15.14 15.628 

16a 13.009 13.400 0.496 0.510 13.50 13.910 

16c 9.201 9.500 0.517 0.521 9.72 10.021 

17a 5.013 5.400 0.496 0.510 5.51 5.910 

17c 4.856 5.200 0.516 0.521 5.37 5.721 

RO tank inlet 18 34.689 37.100 1.682 0.329 36.37 37.429 

RO tank outlet 

(Pumps inlet) 
19 34.689 37.100 1.682 0.329 36.37 37.429 

Primary pumps out 

(Caustic inlet) 
20 50.209 52.600 1.682 0.329 51.89 52.929 

Caustic treatment 

outlet 
21 50.209 52.600 1.372 0.217 51.58 52.817 

First-pass RO high-

pressure pumps 

22b 16.743 17.600 0.457 0.072 17.20 17.672 

22c 16.412 17.200 0.448 0.071 16.86 17.271 

22d 17.053 17.900 0.466 0.074 17.52 17.974 

23b 54.096 54.900 0.458 0.072 54.55 54.972 

23c 55.233 56.000 0.449 0.071 55.68 56.071 
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Abstract  
  

This paper studies the generalized magneto-thermoelastic problem with microtemperatures, voids taking into account 

initial stress and modified Ohm’s law under three theories. The analytical solution is obtained by normal modes and 

expressions for micro temperature, temperature distribution, displacement, components of heat flux, change in the 

volume fraction field as well as stress components are calculated. The effect of initial stress and thermal shock is 

observed on desired field variables. The results are established graphically for all physical quantities and variation is 

done for three theories due to the effect of modified Ohm’s law coefficient.  
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1. Introduction  

The magneto-thermoelasticity theory tells us about the 

thermoelastic deformations in solids due to magnetic field 

presence, which is helpful in geophysics, plasma physics. 

The study of high temperatures and temperature gradient is 

vital with magnetic field presence to understand its effect on 

seismic waves and the emissions from nuclear devices in the 

form of electromagnetic radiations. For linear coupled and 

uncoupled thermoelasticity theory, diffusion type of heat 

conduction equations is considered, which predict infinite 

heat wave propagation speed contrary to physical 

observations. To eradicate the principle of coupled 

thermoelasticity, Biot [1] proposed the contradiction found 

in the classical uncoupled hypothesis that elastic changes do 

not influence on temperature. However, the hypothesis of 

both heat equations is of the kind of diffusion, estimating 

infinite heat wave propagation rates. The Lord and Shulman 

[2] was initiated by introducing a relaxation constant to 

account for the time required to accelerate the heat flow. If 

the constant of relaxation is set to zero, the equations of Lord 

and Shulman [2] decrease to classical field equation of 

thermoelasticity. The hyperbolic heat equation is consistent 

with this theory, removing the paradox of infinite heat wave 

propagation. The Green and Lindsay [3] named 

thermoelasticity as a temperature-dependent where its rating 

is included with two constant variables act as a relaxation 

time, which was not violating the classical Fourier’s law. 

Agarwal [4] discussed the effect on plane thermoelastic 

waves due to presence of electromagnetic field. Paria [5] 

observed elastic and thermoelastic behavior of different 

problems under magnetic field influence. Youssef [6] 

studied the variable material properties in generalized 

thermoelasticity problems.  

The theory of microtemperature is regarded as a theory 

that tackles temperature, wave propagation, and the thermal 

properties variation at microstructure level in a rigid 

thermocouple. The solid nanostructures are essential as 

particle can contract or stretch, and in solid vessels principal 

thermal stresses can be related to the effects of thermal 

microstructure, and so a well-structured theory of rigid solids 

that makes the effects of microtemperature is required. Grot 

[7] established the theory of microstructure in 

thermodynamic problem with inner structure. 

Microelements contain microtemperature, which causes 

microdeformations. Riha [8] applied micromorphic continua 

theory to heat conduction problem with inner structure and 

observed the changes in materials. Casas and Quintanilla [9] 

constructed the exponential stability of thermoplastic 

materials which have inner structure. Casas and Quintanilla 

and Iesan [10] discussed the microstructure of 

microelements in thermoelastic materials. Iesan [11] 

discussed the micromorphic elastic solids with 

microtemperatures. Scavanadze [12] provide the solution of 

equilibrium equation, constitutive relation with 

microtemperature by means of elementary function theory. 

Othman and Abd Elaziz [13] discussed gravity and 

microtemperature presence in a porous medium, and 

comparison is made for three theories. Quintanilla [14] have 

studied the uniqueness theorem of porous media with 

microtemperature under three theories of thermoelasticity. 

Eringen [15] and Eringen and Suhubi [16] discussed the 

micromorphic elastic solids and their behavior in the 

classical theory of thermoelasticity. Kalkal et al. [17] 

discussed the thermoelastic half space problem of 

microtemperature with diffusion under presence of magnetic 

field. 

The voids are small pores distributed in elastic materials. 

It consists of volume and if it tends to zero becomes the 

limiting case for the classical theory of elasticity. The 

practical use of voids is important for investigating various 

types of biological and geological materials, but the elastic 

theory is not sufficient. The linear and nonlinear theory of 
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elastic material with voids developed by Cowin and 

Nunziato [18], Nunziato and Cowin [19], Iesan [20]. The 

asymptotic spatial behaviour of material with voids in linear 

theory studied by Pompei and Scalia [21] and Stan Chirita 

[22]. Othman et al. [23] and Iesan [24] studied initial stress 

effect on thermoelastic material with voids. The concept of 

voids in a material distributed in the form granules 

introduced by Goodman and Cowin [25] and Jaric [26]. 

Othman et al. [27] developed the mathematical model of 

thermoelasticity with the existence of initial stress, voids, 

and microtemperature. Kalkal et al. [28] discussed wave 

nature in initially stressed thermoelastic problem with voids 

and microtemperature under magnetic field influence. 

Othman and Abd-Elaziz [29] observed effect of hall current 

and initial stress in porous thermoelastic condition with 

microtemperature. Othman and Abd-Elaziz [30] discussed 

about the rotation and hall effect on plane waves with voids 

and microtemperature on thermoelastic materials with 

magnetic field.  

Initial stresses arise due to many reasons such as 

temperature variation, quenching process, living tissue 

growth and development, and gravity variations, etc. The 

study of initial stresses in thermal and mechanical conditions 

is critical as the earth consists of high initial stress due to 

gravity and strongly affects the propagation of waves. Ames 

and Straughan [31] proved the thermoelastic solids has 

continuous dependence if it is initially pre-stressed. The 

initial hydrostatic stress studied by Montanaro [32] in the 

linear theory of thermoelasticity. Abbas and Othman [33] 

investigated the interaction of thermoelastic half-space with 

initial hydrostatic stress under the fiber-reinforced 

anisotropic conditions.  

The modified Ohm’s law relates to the temperature 

gradient and current density. Lorentz force arises due to the 

interaction of magnetic, electric field and Ohm’s law useful 

for the current density, which describes electric field-

induced due to material particle velocity which moves in a 

magnetic field. Ezzat and Elall [34] and Sarkar [35] 

explained the problems of magneto-thermoelasticity by 

using modified Ohm’s law and shows its effect on three 

different theories. 

The novelty of this article is the introduction of modified 

Ohm’s law in magneto-thermoelastic problem with 

microtemperature and voids under initial stress and thermal 

shock conditions for three theories. Modification in Ohm’s 

law is due to the addition of temperature gradient term. This 

modification states that the electric potential gradient is 

proportional to the strength of the material at each point. The 

strength and temperature variation in a material at each point 

is observed because of microtemperature theory and 

modified Ohm’s law. 

In this work, we study the effect of modified Ohm’s law 

with voids and microtemperature in the magneto-

thermoelastic problem under initial stress. The initially 

stressed linear, isotropic, homogeneous half-space problem 

under the influence of magnetic field is considered. The 

expressions for the desired variables are derived for Green 

Lindsay (GL), Lord and Shulman, and coupled theory (CT) 

for isothermal boundary conditions subjected to thermal 

shock by using normal mode analysis. Estimations have been 

carried out numerically and illustrated graphically for the 

above said theories due to the coefficient of modified Ohm’s 

law. 

 

 

2. Basic Equations  

In the linear theory of thermodynamics, the governing 

equations for homogeneous isotropic magneto-

thermoelastic material with microtemperature, voids and 

initial stress can be written as 

 

𝜎𝑖𝑗 = 2𝜇𝑒𝑖𝑗 + (𝜆𝑒𝑟𝑟 + 𝜆0𝜙)𝛿𝑖𝑗 − 𝛽(1 + 𝜏1𝑇,𝑡)𝛿𝑖𝑗 −

𝑝(𝛿𝑖𝑗 + 𝜔𝑖𝑗)                                                                   (1) 

ℎ𝑖 = 𝛼𝜙,𝑖 − 𝜇1𝑤𝑖                                                      (2) 

𝑔∗ = −𝜆0𝑒𝑟𝑟 − 𝜉1𝜙 + 𝑚𝑇 − 𝑤0𝜙,𝑡                 (3) 

𝑞𝑖 + 𝜏0 𝑞𝑖,𝑡 = −𝑘1𝑤𝑖 − 𝑘∗𝑇,𝑖                                         (4) 

𝑞𝑖𝑗 = −𝑘4𝑤𝑟,𝑟𝛿𝑖𝑗 − 𝑘5𝑤𝑖,𝑗 − 𝑘6𝑤𝑗,𝑖                              (5) 

𝑄𝑖 = (𝑘∗ − 𝑘3)𝑇,𝑖 + (𝑘1 − 𝑘2)𝑤,𝑖                                 (6) 

𝜌𝜂∗ = 𝑎0𝑇 + 𝛽𝑒𝑟𝑟 + 𝑚𝜙                                              (7) 

𝜌𝜀𝑖 = −𝜇1𝜙,𝑖 − 𝑏𝑤𝑖                                                       (8) 

 

The rotation tensor and strain-displacement relation are 

 

𝑒𝑖𝑗 =
1

2
(𝑢𝑖,𝑗 + 𝑢𝑗,𝑖),  𝜔𝑖𝑗 =

1

2
(𝑢𝑗,𝑖 − 𝑢𝑖,𝑗)  𝑖, 𝑗, 𝑟 = 1,2,3  (9)    

                             

The equation of motion with Lorentz force be 

 

𝜎𝑖𝑗 + 𝐹𝑖 = 𝜌𝑢𝑖,𝑡𝑡                              (10) 

ℎ𝑖,𝑖 + 𝑔∗ = 𝜌𝜓𝜙,𝑡𝑡                (11) 

The balance energy equation without heat source is 

 

−𝑞𝑖,𝑖 = 𝜌𝑇0 𝜂,𝑡
∗                                                             (12) 

 

The first-moment of energy is 

 

𝜌𝜀𝑖,𝑡 = −𝑄𝑖 − 𝑞𝑖 + 𝑞𝑗𝑖,𝑗                                           (13) 

 

where constants are defined in nomenclature. 

 
Figure 1: The geometry of the problem 

 

3. Problem Formulation  

Consider 2-D problem of isotropic, homogeneous 

electrically and thermally conducting thermoelastic half 

space (𝑦 ≥ 0) with voids and microtemperature. For two-

dimensional problem microtemperature vector is assumed as 

𝑤𝑖 = (𝑤1, 𝑤2, 0)and displacement vector 𝑢𝑖 = (𝑢, 𝑣, 0). The  

constant magnetic field (0,0, 𝐻0) act normal to bounding 

plane (along positive z-direction) and applied to the medium 

which produces 𝒉 and 𝑬 as given in Figure 1. The 

electromagnetic field equations for a conducting 
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homogeneous medium which satisfy Maxwell’s equations 

are   

 

𝐉 + 𝜀0𝐄̇ = ∇ × 𝐡                                                       (14) 

𝐁̇ = ∇ × 𝐄                                                       (15) 

𝑑𝑖𝑣 𝐁 = 𝜌𝑒 , 𝑑𝑖𝑣 𝐃 = 0              (16) 

𝑩 = 𝜇0(𝐇𝟎 + 𝐡), 𝐃 =  𝜀0 𝐄              (17) 

 

In addition to this, in a finite conducting medium with 

modified Ohm’s law is given by 

 

𝐉 = 𝜎0(𝐄 + 𝜇0𝐮̇ × 𝐇) − 𝒌𝟎∇𝐓                            (18) 

 

where constants are defined in nomenclature section. 

Solving equations (14) to (18) we obtain 

 

ℎ,𝑥 = 𝜎0(𝐸 + 𝜇0𝐻0𝑢̇) + 𝑘0𝑇,𝑦 − 𝜀0 𝐸𝑦̇                    (19) 

ℎ,𝑦 = 𝜎0(𝐸 + 𝜇0𝐻0𝑣̇) − 𝑘0𝑇,𝑥 + 𝜀0 𝐸𝑥̇                    (20) 

𝜇0ℎ̇ = 𝐸𝑥,𝑦 − 𝐸𝑦,𝑥              (21) 

 

Lorentz force components from equation (17) and (18) are 

 

𝐹𝒙 = 𝜇0𝐻0𝜎0(𝐸𝑦 − 𝜇0𝐻0𝑢̇) − 𝑘0𝑇,𝑦                       (22) 

𝐹𝒚 = −𝜇0𝐻0𝜎0(𝐸𝑥 + 𝜇0𝐻0𝑣̇) + 𝑘0𝑇,𝑥                     (23) 

𝐹𝒛 = 0                                           (24) 

 

Using equations (1) to (9), (22) and (23) in equations (10) to 

(13), we obtain the linear partial differential equations with 

microtemperature, voids, modified Ohm’s law under initial 

stress. 

Equation of motion becomes 

 

(𝜇 −
𝑝

2
) ∇2𝑢 + 𝜆0𝜙,𝑥 + (𝜆 + 𝜇 +

𝑝

2
) 𝑒,𝑥 − 𝛽 (1 +

𝜏1
𝜕

𝜕𝑡
) 𝑇,𝑥 + 𝜇0𝐻0𝜎0(𝐸𝑦 − 𝜇0𝐻0𝑢̇) − 𝑘0𝑇,𝑦 = 𝜌𝑢̈        (25) 

(𝜇 −
𝑝

2
) ∇2𝑣 + 𝜆0𝜙,𝑦 + (𝜆 + 𝜇 +

𝑝

2
) 𝑒,𝑦 − 𝛽 (1 +

𝜏1
𝜕

𝜕𝑡
) 𝑇,𝑦 − 𝜇0𝐻0𝜎0(𝐸𝑥 + 𝜇0𝐻0𝑣̇) + 𝑘0𝑇,𝑥 = 𝜌𝑣̈       (26) 

Volume fraction field equation is 

 

(𝛼∇2 − 𝜉1 − 𝜌𝜓
𝜕2

𝜕𝑡2 − 𝑤0
𝜕

𝜕𝑡
) 𝜙 − 𝜇1𝑒1 − 𝜆0𝑒 + 𝑚 (1 +

𝜏1
𝜕

𝜕𝑡
) 𝑇 = 0                                 (27) 

𝑘∗𝑇,𝑥 = (1 + 𝜏0
𝜕

𝜕𝑡
) [𝑘6∇2𝑤1 − 𝜇1𝜙,𝑥

̇ + (𝑘4 + 𝑘5)𝑒1,𝑥 −

𝑏𝑤1̇ − (𝑘∗ − 𝑘3)𝑇,𝑥 + (𝑘1 − 𝑘2)𝑤1] − 𝑘1𝑤1                  (28) 

𝑘∗𝑇,𝑦 = (1 + 𝜏0
𝜕

𝜕𝑡
) [𝑘6∇2𝑤2 − 𝜇1𝜙,𝑦

̇ + (𝑘4 + 𝑘5)𝑒1,𝑦 −

𝑏𝑤2̇ + (𝑘∗ − 𝑘3)𝑇,𝑦 + (𝑘1 − 𝑘2)𝑤2] − 𝑘1𝑤2                  (29) 

 

Heat conduction equation is given by 

[𝑘∗∇2 − 𝑎0𝑇0 (
𝜕

𝜕𝑡
+ 𝜏0

𝜕2

𝜕𝑡2)] 𝑇 + 𝑘1𝑒1 = (
𝜕

𝜕𝑡
+

𝜂0𝜏0
𝜕2

𝜕𝑡2) (𝛽𝑇0𝑒 + 𝑚𝑇0𝜙)                                                    (30) 

where  𝑒 =
𝜕𝑢

𝜕𝑥
+

𝜕𝑣

𝜕𝑦
,     𝑒1 =

𝜕𝑤1

𝜕𝑥
+

𝜕𝑤2

𝜕𝑦
 

We introduce the following nondimensional variables 

(𝑥𝑖
′, 𝑢𝑖

′) =
𝜔∗

𝑐1

(𝑥𝑖 , 𝑢𝑖),   𝜙′ =
𝜓𝜔∗2

𝑐1
2

𝜙,  𝑤𝑖
′ =

𝑐1

𝜔∗
𝑤𝑖 , 

 𝑞𝑖𝑗
′ =

𝜔∗

𝜇𝑐1
2

𝑞𝑖𝑗 ,       𝑇′ =
1

𝜇𝑇0

𝑇,       𝜎𝑖𝑗
′ =

1

𝛽𝑇0

𝜎𝑖𝑗 ,  

ℎ′ =
𝜔∗

𝜇0𝐻0𝜎0

ℎ, 𝐸𝑖
′ =

𝜔∗𝑐1

𝜇0
2𝐻0𝜎0

𝐸𝑖 ,   𝑘0
′ =

𝜇0𝐻0

𝛽
𝑘0 

(𝑡′, 𝜏0
′, 𝜏1

′) = 𝜔∗(𝑡, 𝜏0, 𝜏1),  𝑝′ =
1

𝛽𝑇0
𝑝,                  

 𝜔∗ =
𝑎0𝑇0𝑐1

2

𝑘∗ , 𝑐1
2 =

𝜆+2𝜇

𝜌
                                          (31) 

4. Problem Solution 

Suppose that the potential functions in dimensionless 

form can be consider as 𝑞1(𝑥, 𝑦, 𝑡), 
 𝑞2(𝑥, 𝑦, 𝑡), 𝑁1(𝑥, 𝑦, 𝑡), and  𝑁2(𝑥, 𝑦, 𝑡)  

 

𝑢 = 𝑁1,𝑥 + 𝑁2,𝑥 ,   𝑣 = 𝑁1,𝑦 − 𝑁2,𝑥,                            (32) 

𝑤1 = 𝑞1,𝑥 + 𝑞2,𝑦,  𝑤2 = 𝑞1,𝑦 − 𝑞2,𝑥  

 

To get the solution of dimensionless physical quantities, it is 

suitable to presume solution by using normal modes in the 

form  

 
[𝑁1, 𝑁2, 𝑞1, 𝑞2, ∅, ℎ, 𝑇](𝑥, 𝑦, 𝑡) =

[𝑁1
∗, 𝑁2

∗, 𝑞1
∗, 𝑞2

∗, ∅∗, ℎ∗, 𝑇∗](𝑦)𝑒𝑖(𝑎𝑥−𝜉𝑡)                      (33) 

 

Using equations (31) to (33) in equations (25) to (30) we 

obtained  

 

(𝐷2 − 𝐿1)ℎ∗ + 𝐿2(𝐷2 − 𝑎2)𝑁1
∗ = 0                         (34) 

(𝐷2 − 𝐿3)𝑇∗ + 𝐿4(𝐷2 − 𝑎2)𝑞1
∗ − 𝐿5(𝐷2 − 𝑎2)𝑁1

∗ −

 𝐿6∅∗ = 0                                                                       (35) 

(𝐷2 − 𝐿7)∅∗ − 𝑚11(𝐷2 − 𝑎2)𝑁1
∗ − 𝑚12(𝐷2 − 𝑎2)𝑞1

∗ +

  𝐿8𝑇∗ = 0                                                     (36) 

(𝐷2 − 𝐿9)𝑁1
∗ + 𝐿10∅∗ − 𝐿11𝑇∗ − 𝐿12ℎ∗ = 0              (37)   

(𝐷2 − 𝐿13)𝑁2
∗ + 𝑚6𝑇∗ = 0                                            (38)  

(𝐿18𝐷2 − 𝐿14)𝑞1
∗ + 𝐿16∅∗ − 𝐿15𝑇∗ = 0                         (39)  

(𝑚15𝐷2 − 𝐿17)𝑞2
∗ = 0                                                    (40) 

 

All the constants 𝑚1 − 𝑚33 and 𝐿1 − 𝐿18 are mentioned in 

Appendix and 𝐷 = 𝑑/𝑑𝑦. By eliminating functions 

𝑁1
∗, 𝑁2

∗, 𝑞1
∗, 𝑞2

∗, ∅∗, ℎ∗, 𝑇∗ among equations (34) to (40) 

yields as follows 

 

(𝐷12 − 𝐴𝐷10 + 𝐵𝐷8 − 𝐶𝐷6 + 𝐸𝐷4 − 𝐹𝐷2 +

𝐺)(𝑁1
∗, 𝑁2

∗, 𝑞1
∗, 𝑞2

∗, ∅∗, ℎ∗, 𝑇∗) = 0                                (41) 

where 𝐴, 𝐵, 𝐶, 𝐷, 𝐸, 𝐹, 𝐺 are constants. Equation (41) can be 

classified as  

 

[(𝐷2 −∝1
2)(𝐷2 −∝2

2)(𝐷2 −∝3
2)(𝐷2 −∝4

2)(𝐷2 −∝5
2)(𝐷2 −

∝6
2)](𝑁1

∗, 𝑁2
∗, 𝑞1

∗, 𝑞2
∗, ∅∗, ℎ∗, 𝑇∗) = 0       (42) 
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where ∝𝑛
2 (𝑛 = 1,2,3,4,5,6) are the roots of characteristic 

equation. The general solution of physical quantities 

obtained from equation (41), bounds as 𝑦 → ∞ are 

 

(𝑁1
∗, 𝑁2

∗, 𝑞1
∗, 𝑞2

∗, ∅∗, ℎ∗, 𝑇∗)(𝑦) =

∑ (1, 𝑂1𝑛
, 𝑂2𝑛

, 𝑂3𝑛
,  𝑂4𝑛

, 𝑂5𝑛
)𝑆𝑛𝑒−∝𝑛𝑦+𝑖(𝑎𝑥−𝜉𝑡)6

𝑛=1     (43) 

 

where 𝑆𝑛(𝑛 = 1,2 … 6) are constants. 𝑂1𝑛……5𝑛
 are some 

parameters depending on 𝑎, 𝜉 given in appendix. 

The solution of equations (34) to (40) as 𝑦 → ∞  can be 

written as 

 

𝑞2(𝑥, 𝑦, 𝑡) = 𝑆7𝑒−∝7𝑦+𝑖(𝑎𝑥−𝜉𝑡)                                    (44)          

(𝑢, 𝑣)(𝑥, 𝑦, 𝑡) = ∑ [𝑂6𝑛
, 𝑂7𝑛

]𝑆𝑛𝑒−∝𝑛𝑦+𝑖(𝑎𝑥−𝜉𝑡)6
𝑛=1           (45) 

(𝑤1, 𝑤2)(𝑥, 𝑦, 𝑡) = [∑ (𝑖𝑎, −∝𝑛)𝑂5𝑛
𝑆𝑛𝑒−∝𝑛𝑦 −6

𝑛=1

(∝7, 𝑖𝑎)𝑆7𝑒−∝7𝑦]𝑒𝑖(𝑎𝑥−𝜉𝑡)                                             (46)                              

 (𝜎𝑥𝑥 , 𝜎𝑦𝑦 , 𝜎𝑧𝑧)(𝑥, 𝑦, 𝑡) = −𝑝 +

∑ [𝑂8𝑛
, 𝑂9𝑛

, 𝑂9∗
𝑛

]𝑆𝑛𝑒−∝𝑛𝑦+𝑖(𝑎𝑥−𝜉𝑡)6
𝑛=1                         (47)   

(𝜎𝑥𝑦 , 𝜎𝑦𝑥, 𝜎𝑥𝑧 , , 𝜎𝑦𝑧)(𝑥, 𝑦, 𝑡) =

∑ [𝑂10𝑛
, 𝑂10∗

𝑛
, 0,0]𝑆𝑛𝑒−∝𝑛𝑦+𝑖(𝑎𝑥−𝜉𝑡)6

𝑛=1                         (48)             

(𝑞𝑥𝑥 , 𝑞𝑦𝑦 , 𝑞𝑥𝑦)(𝑥, 𝑦, 𝑡) =

[∑ [𝑂11𝑛
, 𝑂12𝑛

, 𝑂13𝑛
]𝑆𝑛𝑒−∝𝑛𝑦6

𝑛=1 +

(𝑏9, 𝑏10, 𝑏11)𝑆7𝑒−∝7𝑦]𝑒𝑖(𝑎𝑥−𝜉𝑡)                            (49) 

 

where 𝑄(𝑎, 𝜉) is the parameter depends on 𝑎, 𝜉. 

Now considering the electric and magnetic field intensities 

ℎ0, 𝐸𝑥0 , 𝐸𝑦0 respectively. The nondimensional field 

equations satisfied by these variables are given by  

 

ℎ0,𝑦 = 𝜀1𝐸𝑥0
̇                                                                      (50) 

ℎ0,𝑥 = 𝜀1𝐸𝑦0
̇                                                                      (51) 

ℎ0 = (𝐸𝑥0),𝑦 − (𝐸𝑦0),𝑥                                                      (52) 

 

ℎ0, 𝐸𝑥0 , and 𝐸𝑦0 can be decompose in normal modes in the 

following form 

 

[ℎ0, 𝐸𝑥0, 𝐸𝑦0 ](𝑥, 𝑦, 𝑡) =  [ℎ0
∗, 𝐸𝑥0

∗, 𝐸𝑦0
∗ ](𝑦)𝑒𝑖(𝑎𝑥−𝜉𝑡)  (53) 

 

Using Equation (53) to Equations (50) to (52) and after 

solving, the results are obtained for 𝑦 → ∞  as  

 

ℎ0
∗ = 𝑄(𝑎, 𝜉)𝑒−∝9𝑦                                           (54)  

𝐸𝑥0
∗ =

∝9

(𝑖𝜀1𝜉)
𝑄(𝑎, 𝜉)𝑒−∝9𝑦                             (55) 

𝐸𝑦0
∗ =

∝9

(𝑖𝜀1𝜉)
𝑄(𝑎, 𝜉)𝑒−∝9𝑦                                               (56) 

 

5. Application 

To determine the parameter  𝑆𝑛 and 𝑄 we need to 

consider the following boundary condition at 𝑦 = 0 

 

1. Thermal boundary condition: The surface 𝑦 = 0 is 

exposed to time dependent thermal shock in the 

form 

𝑇(𝑥, 0, 𝑡) = 𝑓(𝑥, 𝑡)             (57) 

 

2. Mechanical boundary condition: 

a. The surface of the half space is stressed by 

constant force 𝑝1 i.e. 

 

𝜎𝑦𝑦(𝑥, 0, 𝑡) = −𝑝1𝑒𝑖(𝑎𝑥−𝜉𝑡) − 𝑝     (58) 

 

b. The surface of the half space is traction free 

 

𝜎𝑥𝑦(𝑥, 0, 𝑡) = 0               (59) 

 

3. Electric Boundary condition: For 𝑦 = 0, the 

component of electric field intensity vector are 

continuous across the half surface 

 

𝐸𝑦(𝑥, 0, 𝑡) = 𝐸𝑦0(𝑥, ,0, 𝑡)              (60) 

 

4. Magnetic Boundary condition: For 𝑦 = 0 the 

component of magnetic field intensity vector are 

continuous across the half surface 

 

                                ℎ(𝑥, 0, 𝑡) = ℎ0(𝑥, ,0, 𝑡)                      (61) 

 

5. Heat flux moments Boundary condition: The heat 

flux moments along normal and tangential direction 

are free. 

 

𝑞𝑥𝑥(𝑥, 0, 𝑡) = 𝑞𝑥𝑦(𝑥, 0, 𝑡) = 0      (62) 

 

6. Volume fraction field boundary condition:     

The condition of volume fraction field change is 

 
𝜕𝜙

𝜕𝑦
= 0                                 (63)   

                                         

Substituting the desired physical quantities into the above 

boundary conditions and finding the value of constants by 

using matrix inversion method we get 

 

  (64) 

 

6.Perticular and Special cases 

6.1 Initially stressed thermoelastic problem with voids 

and microtemperature by neglecting magnetic field 

By neglecting the magnetic field 𝐻0 = 0, 𝑘0 = 0 in the 

governing equation we obtained the equation for initially 

stressed thermoelastic half space problem with 

microtemperature and voids are given by  

 

[𝐷2 − 𝐿3]𝑇∗ + 𝐿4[𝐷2 − 𝑎2]𝑞1
∗ − 𝐿5[𝐷2 − 𝑎2]𝑁1

∗ − 𝐿6∅∗ =

0                                                                       (65) 

[𝐷2 − 𝐿7]∅∗ − 𝑚11[𝐷2 − 𝑎2]𝑁1
∗ − 𝑚12[𝐷2 − 𝑎2]𝑞1

∗ +

𝐿8𝑇∗ = 0                                                          (66) 

[𝐷2 − 𝐿9]𝑁1
∗ + 𝐿10∅∗ − 𝐿11𝑇∗ = 0                            (67) 

[𝐷2 − 𝐿13]𝑁2
∗ = 0                                                       (68) 
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[𝑚20𝐷2 − 𝐿14]𝑞1
∗ − 𝐿15𝑇∗ + 𝐿16∅∗ = 0                     (69) 

[𝑚15𝐷2 − 𝐿16]𝑞2
∗ = 0                                                 (70) 

 

Eliminating functions ∅∗, 𝑇∗, 𝑞1
∗, 𝑁1

∗, 𝑁2
∗, 𝑞2

∗ from equations 

(64) to (69) we get 

 

(𝐷8 − 𝐴1𝐷6 + 𝐴2𝐷4 − 𝐴3𝐷2 + 𝐴4) (𝑁1
∗, 𝑁2

∗, ∅∗, 𝑞1
∗, 𝑇∗) =

0                                  (71) 

 

where 𝐴1, 𝐴2, 𝐴3, and 𝐴4 are constants. The general solution 

of physical quantities obtained from equation (70), bounds 

as 𝑦 → ∞ are  

 

(𝑇∗, ∅∗, 𝑁1
∗, 𝑞1

∗)(𝑦) =

∑ (1,  𝐻1𝑛 ,  𝐻2𝑛,  𝐻3𝑛)𝑆𝑛
∗𝑒−𝛼𝑛

∗ 𝑦+𝑖(𝑎𝑥−𝜉𝑡)4
𝑛=1                        (72) 

 
The solution of equations (64) to (69) as 𝑦 → ∞ can be 

written as 

 

𝑁2(𝑥, 𝑦, 𝑡) = 𝑆5
∗𝑒−𝛼6𝑦+𝑖(𝑎𝑥−𝜉𝑡)               (73) 

𝑞2(𝑥, 𝑦, 𝑡) = 𝑆6
∗𝑒−𝛼7

∗𝑦+𝑖(𝑎𝑥−𝜉𝑡)               (74) 

(u,v)(𝑥, 𝑦, 𝑡) = ∑ (𝑖𝑎, −𝛼𝑛
∗ )𝐻2𝑛

𝑆𝑛
∗𝑒−𝛼𝑛

∗ 𝑦+𝑖(𝑎𝑥−𝜉𝑡)4
𝑛=1 −

(𝛼5
∗, 𝑖𝑎)𝑆5𝑒−𝛼5

∗𝑦+𝑖(𝑎𝑥−𝜉𝑡)                                          (75) 

(𝑤1, 𝑤2)(𝑥, 𝑦, 𝑡) = ∑ (𝑖𝑎, −𝛼𝑛
∗ )𝐻3𝑛

 𝑆𝑛
∗𝑒−𝛼𝑛

∗ 𝑦+𝑖(𝑎𝑥−𝜉𝑡)4
𝑛=1 −

(𝛼6
∗, 𝑖𝑎)𝑆6

∗𝑒−𝛼6
∗𝑦+𝑖(𝑎𝑥−𝜉𝑡)                                          (76) 

(𝜎𝑥𝑥 , 𝜎𝑦𝑦)(𝑥, 𝑦, 𝑡) = −𝑝 +

∑ (𝐻4𝑛
, 𝐻5𝑛

)𝑆𝑛
∗𝑒−𝛼𝑛

∗ 𝑦+𝑖(𝑎𝑥−𝜉𝑡)4
𝑛=1 +

(𝑍1, 𝑍2)𝑆5
∗𝑒−𝛼5

∗𝑦+𝑖(𝑎𝑥−𝜉𝑡)                       (77) 

 𝜎𝑥𝑦(𝑥, 𝑦, 𝑡) = ∑ 𝐻6𝑛
𝑆𝑛

∗𝑒−𝛼𝑛
∗ 𝑦+𝑖(𝑎𝑥−𝜉𝑡)4

𝑛=1 +

   𝑍3𝑆5
∗𝑒−𝛼5

∗𝑦+𝑖(𝑎𝑥−𝜉𝑡)                          (78) 

(𝑞𝑥𝑥 , 𝑞𝑦𝑦)(𝑥, 𝑦, 𝑡) = ∑ (𝐻7𝑛
, 𝐻8𝑛

)𝑆𝑛
∗𝑒−𝛼𝑛

∗ 𝑦+𝑖(𝑎𝑥−𝜉𝑡)4
𝑛=1 +

(𝑍4, 𝑍5)𝑆6
∗𝑒−𝛼6

∗𝑦+𝑖(𝑎𝑥−𝜉𝑡)                                          (79) 

 

where 𝛼𝑛
∗ , 𝛼5

∗, and 𝛼6
∗ are the roots of characteristic equation, 

 𝑆𝑛 are constants.  

𝐻1𝑛………..3𝑛
 are some parameters depending on 𝑎, 𝜉 given in 

Appendix. Substituting the all above physical quantities into 

the equations (57) to (59), (62) and (63) and finding the value 

of constants by using matrix inversion method we get  

 

 
   (80) 

 

The solution and graphical analysis match with the Othman 

et.al.[28] 

 

6.2 Magneto-thermoelastic problem with modified 

Ohm’s law by neglecting voids, initial stress and 

microtemperature 

To study this problem we consider all parameters of 

voids (𝛼 = 𝜓 = 𝜉1 = 𝜔0 = 𝜆0 = 𝑚 = 0), initial stress 

(𝑝 = 0) and microtemperature (𝑘1 = 𝑘2 = 𝑘3 = 𝑘4 = 𝑘5 =
𝑘6 = 𝑏 = 0) as zero. After finding solution and graphical 

analysis this model outcomes match with those of Sarkar 

[35]. 

 

6.3 Initially stressed magneto-thermoelastic problem 

with microtemperature by neglecting voids and modified 

Ohm’s law 

To study this problem, we consider all parameters of 

voids are taken as zero (𝛼 = 𝜓 = 𝜉1 = 𝜔0 = 𝜆0 = 𝑚 = 0). 

The solution for this problem and graphical analysis are 

done. The outcomes of this problem coincide with those of 

Kalkal et al. [18] (neglecting diffusion). 

 

7.  Results and discussions 

For the numerical calculations magnesium material is 

chosen to illustrate the analytical results. According to 

Othman and Abd-Elaziz [29] the material constants are as 

follows  

 

𝜆 = 9.4 × 1010 𝑁

𝑚2 , 𝐻0 =
107

4𝜋
, 𝛽 = 7.779 ×

10−8 𝑁

𝑚2 ,   𝑎0𝑇0 = 1.8 × 106𝐽𝑚−3𝑑𝑒𝑔−1, 𝜇 = 4 ×

1010  
𝑁

𝑚2 ,  𝑘1 = 3.5 × 10−6 𝑁

𝑠
, 𝑘2 = 4.5 × 10−6 𝑁

𝑠
, 𝑝 =

10, 𝑏 = 0.15 × 10−9𝑁, 𝑘3 = 5.5 × 10−6 𝑁

𝑠
, 𝑘4 = 6.5 ×

10−6 𝑁

𝑠𝑚2  ,  𝑘5 = 7.6 × 10−6 𝑁

𝑠𝑚2 , 𝑘6 = 9.6 ×

10−6 𝑁

𝑠𝑚2  ,𝜇1 = 8.5 × 10−6𝑁, 𝜖0 =
10−9

36𝜋
, 𝜇0 = 4𝜋 ×

10−7, 𝜎0 = 9.36 × 10−5, 𝜇 = 4 × 1010 𝑁

𝑚2 , 𝑎 = 1.6𝑚, 𝜒0 =

0.02
𝑟𝑎𝑑

𝑠
, 𝜂0 = 0.1, 𝑝1 = 0.1𝐾, 𝐵 = 4, 𝜏0 = 0,0.3, 𝜏1 =

0,0.1, 𝜍 = 1, 𝛼𝑡 = 7.4033 × 10−7𝐾−1, 𝑇0 = 298 𝐾, 𝑘∗ =

1.7 × 102 𝑁

𝑠𝐾
, 

 

Parameters of voids are considered from Iesan [20]  
 

𝛼 = 3.688 × 10−5𝑁, 𝜓 = 1.753 × 10−15𝑚2, 

 𝜉1 = 1.475 × 1010
𝑁

𝑚2
, 𝜔0 = 0.787 × 10−3

𝑁

𝑚2𝑠
,  

𝜆0 = 1.1333 × 1010
𝑁

𝑚2
, 𝑚 = 2 × 106

𝑁

𝑑𝑒𝑔 𝑚2
 

 

The function 𝑓(𝑥, 𝑡) = 𝜃0𝐻(|𝐵| − 𝑥)𝑒−𝜍𝑡, where 𝜃0 is 

constant, 𝐻(|𝐵| − 𝑥) is the displayed Heaviside unit step 

function represents that around the x-axis heat is applied with 

2B to keep the temperature 𝜃0 although it is at zero on the 

rest of surface. 

By using equation (33) to 𝑓(𝑥, 𝑡) we obtain 

 

 𝑓∗ =
√2𝜃0  sin(𝑎𝐵)(1+𝑖𝑎𝜋𝛿(𝑎))

√𝜋𝑎(𝜉+𝜍)
                                                (81) 
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We consider 𝜉 = 𝜒0 + 𝑖𝜒1 but for small time 𝜉 = 𝜒0. The 

calculations are done and the results presented in graphical 

form. The graphs are plotted for fixed value of time and 

space variables 𝑡 = 0.1 and 𝑥 = 0.1. The physical quantities 

are compared for presence and absence of coefficient of 

Ohm’s law i.e. 𝑘0 = 0, 0.1 under coupled (CT), Lord 

Shulman (LS) (one relaxation time), Green Lindsay (GL) 

(two relaxation time) theory. Graphs are plotted for 

dimensionless field quantities. In Figures 2 to 9 the solid line 

represents CT theory results, the large dash line represents 

LS theory results and small dash line represents GL theory 

results. Figure 2 indicates the distribution of dimensionless 

temperature varies with y. Value of temperature is large for 

GL theory in comparison to LS and GL theory. Temperature 

increase in the interval 0 ≤  𝑦 ≤  1.8 and then decrease 

gradually in the interval 1.8 ≤  𝑦 ≤  6. Figure 3 

investigates the dimensionless displacement variations of u 

with y values. The value of solutions for three theories is 

large for 𝑘 0 =  0.1 as compared to 𝑘0 = 0. Maximum value 

of u appears in the range  0 ≤  𝑦 ≤  1 and small in the range 

1.5 ≤  𝑦 ≤  5.8. Figure 4 shows dimensionless change in 

volume fraction field ϕ with the passage of distance. It shows 

significant change for 𝑘0 = 0, 0.1 in GL theory. GL theory 

attains maximum value in range 0 ≤  𝑦 ≤  1.8 for 𝑘0 =  0.1 

and 0 ≤  𝑦 ≤  1 for 𝑘0 = 0. Figure 5 depicts variation of 

dimensionless microtemperature with the distance y. The 

graph shows increasing and decreasing effect on the 

magnitude of 𝑤1.   

Figure 6 describes the distribution of dimensionless 

normal stress 𝜎𝑥𝑥 with the 𝑦 values. The value of 𝜎𝑥𝑥  is 

maximum for GL theory, moderate for LS theory and 

minimum for CT theory. The graph is increasing for the 

distance 0 ≤  𝑦 ≤  0.5 and then gradually decreases and 

become constant for all three theories at 𝑦 ≥  6. Figure 7 

shows distribution of dimensionless tangential stress 𝜎𝑥𝑦 

with distance. The value decrease in the interval 0 ≤  𝑦 ≤
 1 gradually increases for 1 ≤  𝑦 ≤  6. Figure 8 exhibits the 

distribution of dimensionless heat flux moment 𝑞𝑥𝑥 for 

different values of coefficient of modified Ohm’s law 𝑘0. It 

shows slight variations in figures for  𝑘0 = 0, 0.1 in all 

theories. All the curves start with the zero which satisfies 

boundary conditions. Figure 9 represent dimensionless heat 

flux moment distribution of 𝑞𝑥𝑦with distance 𝑦. Curve 

attains maximum value for the range 1.3 ≤  𝑦 ≤  6 then 

decreases gradually and value becomes constant for 𝑦 ≥  7.  

Figures 10 and 11 represents dimensionless temperature 

and displacement distribution for three different cases. 

Variations of graphs are observed by considering particular 

cases that are initially stressed thermoelastic problem with 

voids and microtemperature (ITVM), magneto-thermoelastic 

problem with modified Ohm’s law (MTM) and initially 

stressed magneto-thermoelastic problem with 

microtemperature (IMTM). Figure 10 shows dimensionless 

temperature gradually decreases for the range 0 ≤  𝑦 ≤  4 

and becomes finite for all three cases. Figure 11 represents 

dimensionless displacement decreases initially in the interval 

0 ≤  𝑦 ≤  3 and gradually increases to become finite. The 

boundary condition shows the response in a bounded region 

of space with the finite speed of propagation. Hence the 

significant change is observed under three theories by using 

modified Ohm’s law 𝑘0 =  0.1 as compared to absence i.e. 

𝑘0 = 0. 

 
Figure 2: Temperature 𝑇 variation for distinct values of  𝑘 0 

 

 
Figure 3: Displacement 𝑢 variation for distinct values of  𝑘 0 

 

 
Figure 4: Change in volume field 𝜙 variation for distinct 

values of  𝑘 0 
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Figure 5: Microtemperature 𝑤1 variation for distinct values 

of  𝑘 0 

 

 
Figure 6: Normal stress 𝜎𝑥𝑥 variation for distinct values of  

𝑘 0 

 

 
Figure 7: Shearing stress 𝜎𝑥𝑦 variation for distinct values of  

𝑘 0 

 

 

 

 
Figure 8: Heat flux moment 𝑞𝑥𝑥 variation for distinct values 

of  𝑘 0 

 

 
Figure 9: Heat flux moment 𝑞𝑥𝑦  variation for distinct values 

of  𝑘 0 

 

 
Figure 10: Temperature distribution 𝑇 with distance 𝑦 

 

 

 



 
061 / Vol. 25 (No. 1) International Centre for Applied Thermodynamics (ICAT) 

 
Figure 11: Displacement distribution 𝑢 with distance 𝑦 

 

8.Conclusion 
     In this article, we present a model of magneto-

thermoelastic problem with modified Ohm’s law, initial 

stress, voids, and microtemperatures in the context of GL, 

LS, and coupled theories. The problem is solved by using 

normal modes and effects of coefficient of modified Ohm’s 

law on physical quantities are observed. The boundary 

conditions with thermal shock and initial stress is considered. 

From the graphical illustration we conclude the following 

facts which is useful to design new material in the 

development of the theory of magneto-thermoelasticity.  

 

1. The relaxation time presence for the GL, LS leads to 

reduction of profile of temperature, volume fraction 

field, displacement, microtemperature, stresses along 

normal, moment of heat flux and increase in shear 

stresses with the change in coefficient of Ohm’s law. 

2. The increase in temperature values can be explained by 

the heat loss produced by the motion of electric current, 

which can be the main reason that the medium 

deformation tends to be normal. 

3. The significant effect of modified ohm’s law is observed 

with the change under three theories on all 

dimensionless field variables. 

4. Finite speed of propagation is observed in all figures. 

 

The microtemperature theory is useful to researcher’s 

working on the area of drilling, mining tremors into the earth 

crust such as earthquake engineering, geophysics and 

seismologist. Because of the inclusion of modified Ohm’s 

law in magneto-thermoelastic problem with 

microtemperature gives the new and novel contribution to 

this field. 
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Nomenclature 

𝐻0    Component of initial magnetic field vector 

𝑄𝑖     Mean heat flux moment component  

𝑇    Absolute temperature 

𝑇0    Reference temperature taken as |(𝑇 − 𝑇0)/𝑇0| < 1  

𝛼, 𝜓, 𝜉1, 𝑚, 𝜆0, 𝜔0    Material constant for voids  

𝛼𝑡    Coefficient of linear thermal expansion  

𝛽      = (3𝜆 + 2𝜇)𝛼𝑡 

𝐁    Magnetic field induction vector 

𝐃    Electric displacement vector 

𝐄     Induced electric field vector 

𝐅𝐢     Lorentz force 

𝐇     Magnetic Intensity vector 

𝐉      Current density vector 

h     Induced magnetic field vector 

𝛿𝑖𝑗   Kronecker delta function 

𝜖0    Electric Permeability 

𝜖𝑖     First moment energy vector components 

𝜂      Entropy per unit mass  

𝜆, 𝜇  Lame’s Constant  

𝜇0    Magnetic Permeability 

𝜙     Change in volume fraction field  

𝜌      Density 

𝜎0    Electric conductivity 

𝜎𝑖𝑗   Components of stress tensor 

𝜏0, 𝜏1 Relaxation times 

𝑎0, 𝑏, 𝜇1, 𝑘𝑖(𝑖 = 1,2,3,4,6) Coefficient of constitutive    

                                            relations 

𝑐1
2    =

𝜆+2𝜇

𝜌
 Speed of propagation of elastic waves 

𝑔∗    Intrinsic equilibrated body force 

ℎ𝑖     Equilibrated stress vector 

𝑘∗    Thermal conductivity 

𝑘0    Modified Ohm’s law coefficient 

𝑝      Pressure 

𝑞𝑖     Heat flux vector components 

𝑞𝑖𝑗    First heat flux moment vector components 

𝑡      Time variable 

𝑢𝑖    Displacement vector 

𝑤𝑖     Microtemperature vector 
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Abstract 

 

The release of waste oil into the environment will have destructive effects. Gasification is an advanced and 

environmentally friendly process for converting waste oils into clean combustible gas products. Thermochemical 

equilibrium modeling has been used in this method to predict the performance of a downdraft gasifier. This model 

uses the thermodynamic equilibrium of gasification reactions to predict the gases produced in the gas mixture. Having 

the percentage of gas components produced, different characteristics of the produced gas including H2:CO ratio, 

process temperature and calorific value of the produced gas, Cold gas efficiencies and carbon conversion efficiency 

are also obtained. The effect of equivalence ratio, oxygen enrichment and pressure on gasification properties is 

analyzed. The simulation results are compared with the reported experimental measurements through which the 

numerical model is confirmed. The results indicated that the equivalence ratio (mole of air in gasification per mole of 

air in combustion) between 0.4 and 0.42 had the potential to yield the highest calorific value about 10.5 Mj.m-3. The 

temperature of gaseous mixture in this range will be 2000 K that can be used for other processes such as steam 

generation. Using pure oxygen instead of air reduces the efficiency of the gasifier from 78% to 55%. Pressure changes 

from 10 to 65 bar cause gas mixture temperature changes from 1684 to 1690 Kelvin. The H2:CO ratio decreases from 

1.6 to 0.6 with increasing equivalence ratio and increases from 1.2 to 1.6 with changes in oxygen enrichment. 

 

Keywords: Gasification; waste engine oil; chemical equilibrium; syngas production; numerical modeling. 
 

1. Introduction 

Internal combustion engines need lubricating oils to 

operate. The increasing use of internal combustion engines 

has led to an increase in the amount of waste oil (WLO) 

worldwide. The production of waste lubricating oil is 

estimated at 24million tons annually worldwide [1]. and 45 

million gallons per year in Florida alone [2]. About 60% of 

the lubricating oil produced is converted into waste oil [3]. 

Lubricating oils are used to reduce friction and wear between 

rotating engine components [4]. Lubricating oil is one of the 

distillation parts of crude oil, but joinery brands are obtained 

in a mixture [5]. This oil is composed of a large number of 

organic compounds and some heavy metals [6, 7]. Viscosity 

is considered as the most important property of lubricating 

oil [8]. Over time, lubricating oils lose their viscosity and 

become unsuitable for use in the engine [9]. The chemical 

composition of used lubricating oil varies widely and 

depends on the original crude oil, the refining processes, the 

efficiency of engine that used the oil and to the original oil, 

and the duration of use of engine oil. Lube oils are designed 

to withstand very high service temperatures in the internal 

combustion engines and resist thermal degradation [2]. 

Elemental analysis of a sample of waste engine oil indicated 

13.28 wt.% hydrogen (See Table 1) content. It is twice the 

hydrogen available in wood biomass and about three weight 

percent heavier than vegetable oils. The high amount of 

hydrogen content in waste engine oil makes it a valuable raw 

material for hydrogen production. Releasing WLO into the 

environment poses a peril to it. The study of recycling and 

reuse techniques is not only an effort to recover energy but 

also a struggle for environmental sustainability. WLOs can 

also be used as raw materials for the thermochemical 

conversion process to produce useful products. Such 

processes include pyrolysis and gasification [10]. The use 

of lubricating oil as a raw material for hydrogen production 

is desirable because it is cheap and available throughout the 

year [2]. Used oil is available all year round without any 

seasonal fluctuations at a relatively low cost for example 

typically 10 cents/gallon delivered in Florida [2]. The 

gasification process is a partial thermal oxidation, Which 

leads to gaseous products (carbon dioxide, hydrogen, carbon 

monoxide, water vapor, methane and other gaseous 

hydrocarbons) and small amounts of coal, ash and 

condensable compounds [11]. The quality of gas produced 
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from gasification varies as a function of the gasifier agent 

(air, oxygen, steam, carbon dioxide or a mixture of them) and 

operating conditions. Installing small, low-cost, and efficient 

gasifier-engine systems can be an attractive alternative to 

direct combustion, taking into account achievable electrical 

efficiency and storage and transportation costs [12]. The 

produced gas, after cleaning and air conditioning, can be 

used as fuel in gas engines and turbines due to its acceptable 

thermochemical combustion properties (flame speed and 

knock  tendency) [13]. Gasification is also considered as a 

cleaner and more efficient technology than combustion, 

because it enables higher electrical functions on a smaller 

scale and due to its very acceptable combustion properties 

combined with a typical Rankin cycle [14], less NOX and 

SOX emissions, And the possibility of CO2 capture [15]. 

However, gasification must overcome a number of obstacles 

to commercialization. Important issues such as the removal 

of particles in the exhaust gas, issues related to the 

production and pre-treatment of biomass raw materials, 

while in the case of waste oil this cost is less. In order to 

optimize the gasification process, a better understanding of 

the effect of inlet fuel properties and parameters of 

gasification operation on the quality of gas produced and 

gasification performance is required [16].  Therefore, it is 

necessary to discover and understand the main mechanisms 

of gasification. As a result, simulation of gasification 

processes is required for scaling, industrial control strategies, 

and performance evaluation after modifying the operating 

conditions [17]. Compared to the direct construction of 

experimental units, mathematical modeling of a gasification 

process is a relatively quick and economical solution. 

Mathematical models, based on theoretical and experimental 

work and practical operations are used for the purpose of 

analyzing thermochemical processes during gasification and 

evaluating the effect of the main input variables on the 

properties of gas products (i.e., gas composition and calorific 

value) [17]. Different kinds of models have been developed 

for gasification systems, including computational fluid 

dynamic (CFD), artificial neural networks (ANN), 

thermodynamic equilibrium and kinetic models [18]. 

The comparison of different mathematical models 

showed that the thermodynamic equilibrium model, is the 

simplest and can be used as an effective primary tool to 

analyses the effect of process parameters and different fuel 

types on a gasification process. Thermodynamic equilibrium 

model, opposing to kinetic, ANN and CFD models, are 

characterized by a higher level of flexibility and 

applicability. Moreover, less computational intensity is 

required in a thermodynamic equilibrium model [19]. These 

models calculate the composition at the highest stability of 

the products of a reaction, a condition defined as 

thermodynamic equilibrium which is met at the level of the 

products minimum chemical potential [20]. In practice, the 

lack of ideal conditions along with design restrictions, e.g. 

retention time, prevent the output products to reach 

thermodynamic equilibrium [21]. In this regard, these 

models usually overestimate the yields of H2 and CO, 

underestimate those of CO2, and predict an outlet stream free 

from CH4, tars, and charcoal. Nonetheless, thermodynamic 

equilibrium calculations, which are also independent of 

gasifier design, may provide useful insights, e.g. the 

influence of the most important process parameters. Further, 

the long residence time needed in fixed bed gasifiers suggest 

that the process propagate at a rather slow rate while the 

producer gas composition in practice ends up not too far from 

equilibrium [22]. For fluidized bed gasifiers, the average bed 

temperature can be used as the process temperature, whereas 

for downdraft gasifiers, the outlet temperature at the throat 

exit should be used [23]. 

Sharma et al. [24] examined how changes in humidity, 

pressure, equivalence ratio, and initial reactor temperature 

affected exhaust gas components, calorific value, 

temperature, and efficiency of gasification. Shen et al. [25] 

used Aspen Plus for biomass gasification modeling and 

investigated the optimal hydrogen production conditions. 

Mountouris et al. [26] focused on modeling Plasma 

gasification using constant equilibrium equations and the 

soot formation in the output products and investigated the 

effect of gasification parameters on solid waste gasification. 

Jarungthammachote et al. [27] used a thermodynamic 

equilibrium model based on the equilibrium constant to 

investigate the gases produced from the downdraft 

gasification process and investigated the effect of biomass 

moisture on the mole fraction of the gaseous components. 

Ashizawa et al. [28] studied experimentally the effect of 

various parameters such as an equivalence ratio, cold gas 

efficiency, calorific value of the produced gas and the 

exhaust gas mixture composition in a pilot downdraft 

gasifier. Beheshti et al. [29]  used thermodynamic modeling 

to evaluate waste lubricating oil’s gasification by minimizing 

the Gibbs free energy and these parameters in the 

gasification process: pressure, inlet vapor and equivalence 

ratio. Beheshti et al. [30] presented a mathematical equations 

for modeling the catalytic steam gasification of heavy oil, 

aiming to investigate the effect of gasification temperature, 

gasification pressure, steam to fuel ratio and the ratio of 

catalyst to fuel on the volume percentage of exhaust gas 

mixture’s components. By using a thermodynamic 

equilibrium model, Khaleghi et al. [31] studied mazut 

gasification a heavy fuel oil with a high percentage of sulfur, 

assessed it’s equivalence ratio and investigated the use of 

steam as a gasification agent. Santiago et al. [32] studied 

thermochemical conversion as an alternative oil sludge 

process and explored various gasifying agent’s effects on 

syngas properties. The downdraft gasifier and gas engine 

with industrial olive oil was studied by Vera et al. [33]. 

Results indicated such system’s ability to ensure power 

efficiency of 14%, the overall efficiency of 36%, and high 

gasification efficiency. Sanchez-Hernandez et al. [34] 

focused on different options to upgrade engine oils by 

gasification using steam and supercritical water. This 

method converts more than 85% of oil into valuable gases. 

Couto et al. [35] performed numerical and experimental 

modeling of municipal solid waste gasification process 

analysis. A two-dimensional multiphase model has been 

integrated with chemical reactions for the gasification 

process. The Computational Fluid Dynamic (CFD) Fluent 

framework has been used to develop the numerical model. 

Ruggiero and Manfrida. [36] presented a simple model for 

biomass gasification considering the Gibbs free energy and 

emphasizing the potential of using the equilibrium model. 

Melgar et al. [37] Modeled biomass gasification and 

investigated the effect of moisture content in biomass and the 

effect of air to fuel ratio on the adiabatic temperature of 

gasification, distribution of production gas components and 

gasification efficiency. 

Prins et al. [23] investigated The gasification process 

with a chemical equilibrium model and showed that the 

equilibrium model indicates the highest gasification 

efficiency that can be achieved for a fuel. Altafini and 
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Mirandola. [38] studied coal gasification based on chemical 

equilibrium using Gibbs free energy minimization method. 

It has also studied the concentration of gases produced and 

the efficiency of gasification and the efficiency of carbon 

conversion. Their studies show that the results of chemical 

modeling are close to the experimental results. 

Lapuerta et al. [39] used a chemical equilibrium model to 

predict the concentration of gases produced in gasification as 

a function of fuel to air ratio. Schuster et al. [40] proposed a 

model for the study of biomass steam gasification in the 

Fluidized bed gasification. Their model includes two zones, 

one zone for gasification by steam and other for combustion, 

so that the concentration of gases produced is estimated by 

an equilibrium model using the Gibbs free energy 

minimization method. This model investigates the effect of 

operational parameters such as moisture in biomass, 

gasification temperature and gasification agent on the 

concentration of gases produced, their calorific value and 

process efficiency. Jayah et al. [41] proposed a model for two 

regions, gasification and pyrolysis for the downstream 

gasification. In the pyrolysis section, the composition of the 

produced gas mixture and its temperature are estimated by 

chemical equilibrium. The output results of the first zone will 

obtain the input information of the second zone. In this area, 

it is assumed that the carbon components do not react to the 

bottom of the gas generator and move vertically. This model 

estimates the temperature changes, the composition of the 

components of the produced gas mixture and carbon 

conversion efficiency. This model is in good agreement with 

the experimental data in the downstream gasifier. In this 

model, sensitivity analysis is performed on different biomass 

sizes, changes in biomass humidity, air inlet temperature, 

and heat loss. The result of this analysis is to obtain the 

optimal length of the gasifier in order to increase the 

efficiency of biomass to gas conversion. Di Blasi. [42] has 

considered a dynamic one-dimensional model in the solid 

phase and the gas phase for the downstream gas generator. 

Such things as water evaporation, pyrolysis, combustion and 

carbonation of carbon in biomass, gas phase combustion and 

heat transfer during gasification also effect of air to fuel ratio 

on efficiency of the gasification process and the 

concentration of exhaust gases and their quality. Rao et al. 

[43] investigated the irreversibility of a downdraft gasifier 

and evaluated it for various biomasses. 

The novelty of the work is to apply a systematic approach 

using thermodynamic concepts to model and simulate the 

gasification process of waste engine oil using mathematical 

equations. The results of the simulation were compared with 

the experimental data with high accuracy. After validation, 

the results used the model to predict the gasifier's behavior 

in the gasification of waste oils. Furthermore, the sensitivity 

analysis of main parameters and operating conditions were 

investigated. 

 

2. Mathematical modeling 

In order to establish the chemical equilibrium, sufficient 

time is taken for the reactions to take place, so the effect of 

the velocity factor on the reactions will not be considered. 

gasification products will be only gaseous components and 

carbon components remain. Exhaust gas mixture includes 

hydrogen, carbon monoxide, carbon dioxide, methane, water 

vapor, and nitrogen. Gaseous components such as nitrogen 

oxides, sulfur oxides have been eliminated due to their very 

small amount in the experimental results. 

 The gasification process operates at constant pressure. 

The heat transfer rate from the gasification reactor is 6% of 

the fuel's high calorific value in the dry state. The produced 

gas mixture and its components are assumed to be ideal gas. 

The general equation of gasification is as follows: 

 

(1) 

 𝐶𝐻𝛼𝑂𝛽𝑁𝑧 + 𝑤𝐻2𝑂 + 𝑠𝐻2𝑂

+ 𝑚(𝑂2 + 3․76𝑁2)

→ 𝑥1𝐻2 + 𝑥2𝐶𝑂 + 𝑥3𝐶𝑂2

+ 𝑥4𝐻2𝑂 + 𝑥5𝐶𝐻4

+ (
𝑧

2
+ 3.76𝑚) 𝑁2 + 𝑥6𝐶  

  

w, s, m, x1 to x5 and x6 are mole of moisture per one mole of 

fuel, mole of steam, mole of air that is needed in gasification, 

mole number of gaseous productions and mole number of 

carbon respectively. Extra equations of gasification 

modeling are in Appendix A. The final equations will have 

six unknowns in the presence of carbon in the output 

products and five unknowns in its absence. To find all of 

them, chemical equilibrium constant equations are needed. 

To model the gasification process, five key reactions have 

been considered, three of which contain the carbon 

component and the other two contain no carbon. The 

equilibrium constant of these reactions and the relevant 

equations for finding equilibrium constants are in Appendix 

A. 
 

𝐶 + 𝐶𝑂2 ↔ 2𝐶𝑂  (2) 

𝐶 + 𝐻2𝑂 ↔ 𝐻2 + 𝐶𝑂  (3) 

𝐶 + 2𝐻2 ↔ 𝐶𝐻4  (4) 

CO + 𝐻2𝑂 ↔ 𝐻2 + 𝐶𝑂2  (5) 

𝐶𝐻4 + 𝐻2𝑂 ↔ CO + 3𝐻2  (6) 

 

Here are two equations of equilibrium constants for 

water-gas reactions and methane reforming: 

  

(7) 

𝐾𝑤𝑎𝑡𝑒𝑟𝑔𝑎𝑠 𝑠ℎ𝑖𝑓𝑡 =  exp (1.86 ln 𝑇 − (5.4 ×

10−4)
𝑇

2
+

116400

2𝑇2 − 18.0173 −
−4.8826×104

𝑅𝑢𝑇
)  

 

(8) 

𝐾𝑠𝑡𝑒𝑎𝑚 𝑟𝑒𝑓𝑜𝑟𝑚𝑖𝑛𝑔 = exp (7.9510 ln 𝑇 −

0.0087
𝑇

2
+

 2.1640×10−6

6
𝑇2 −

9700

2𝑇2 − 24.7515 −

1.8977×105

𝑅𝑢𝑇
)  

 

In real gasification conditions, the reactions do not reach 

chemical equilibrium due to velocity constraints.  

Therefore, the modeling results will deviate slightly from 

the experimental results. By multiplying the equilibrium 

constant by coefficients obtained by comparing experimental 

values and modeling, the amount of this deviation can be 

reduced by this method by other researchers such as 

Jurangtamachut et al. [7]. Has also been used. The energy 

balance equation can be used to find the gasification 

temperature for this purpose, the following equation will be 

established:  
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(9) 
∑ 𝑛𝑖(𝐻𝑓𝑖

0 +∆𝐻𝑇𝑖
0 )𝑖=𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡 =

∑ 𝑛𝑗(𝐻𝑓𝑗
0 +∆𝐻𝑇𝑗

0 )𝑗=𝑝𝑟𝑜𝑑𝑢𝑐𝑡                                             

 

Based on the formula, the value of 𝐻𝑓
0 is equal to the 

standard enthalpy of formation for the reactant and the 

product. The value of  ∆𝐻𝑇 
0  refers to the enthalpy difference 

between 298 K and the gasification temperature, and this 

value will be zero for reactant since they are at 298 K. The 

difference in enthalpy of the gaseous components of the 

product is determined by using Eq. (10)  

 

∆h = (∫ Cpd𝑇
T

298
)   (10) 

 

T represents the outlet gasification temperature. A 

standard enthalpy formation of fuel is derived from this 

equation [44]: 

 

ℎ𝑓𝑢𝑒𝑙
0 = 𝐿𝐻𝑉𝑓𝑢𝑒𝑙 +

1

𝑀𝑓𝑢𝑒𝑙
∑ 𝑛𝑘ℎ𝑓.𝑘

0   (11) 

 

In the above Eq. 𝑛𝑘  denotes the mole number of gaseous 

products in the complete combustion of the fuel. ℎ𝑓.𝑘
0  is the 

amount of enthalpy of formation of gaseous components in 

complete combustion. 𝐿𝐻𝑉𝑓𝑢𝑒𝑙  or lower heating value of fuel 

can be calculated using the following equation. [27]: 

 

𝐿𝐻𝑉𝑓𝑢𝑒𝑙 = 𝐻𝐻𝑉𝑓𝑢𝑒𝑙 − 𝑚ℎℎ𝑓𝑔  (12) 

 

𝑚ℎ denotes the mass fraction of hydrogen in the dry 

analysis of the fuel and the value of ℎ𝑓𝑔 denotes the enthalpy 

of water vaporization under standard conditions. An 

experimental equation  has been proposed by Chaniwala et 

al. [44] to estimate the high calorific value of the fuel. This 

equation is applicable for finding higher calorific value of 

liquid fuel and was used by some researchers. [29, 30, 45, 46  

, 47, 48]: 

 

𝐻𝐻𝑉𝑓𝑢𝑒𝑙 = (0.3491)𝐶 + (1.1783)𝐻 + (0.1005)𝑆 −

(0.1034)𝑂 − (0.0151)𝑁 − (0.0211)𝐴  
(13) 

 

The coefficients C, H, S, O, N, A represent the mass 

percentage of carbon, hydrogen, sulfur, oxygen, nitrogen and 

ash in the dry inlet fuel. These equations are a set of nonlinear 

polynomial equations that can be solved using the Newton-

Raphson method.  

This method solves the equations by the process of 

repetition and using the initial guess. For this purpose, the 

initial value for gaseous moles and gasification temperature 

are guessed and by calculating the equilibrium constant, the 

values of gaseous moles are included in the equations and 

new values are obtained by solving them, then these new 

molar values are placed in the energy balance equation For 

finding new temperature, if the temperature obtained is very 

slightly different from the initial guess temperature, the 

solution will be stopped and the answers will be obtained. 

Otherwise, the new temperature obtained will be replaced by 

the initial guess temperature and the solution steps will be 

repeated until The difference between the new temperature 

and the previous temperature be very small. The coding of 

these equations is done in MATLAB software, which is a 

suitable platform for solving mathematical equations. The 

path of the solution method can be seen as a flowchart in 

Figure 1. 

 

3. Results and Discussion 

3.1. Validation 

This study compared simulation results with the 

experimental results provided by Ashizawa et al. [28] to 

validate the simulation. The type of fuel and the operation 

conditions, like the gasifier pressure and inlet temperature, 

will be in accordance with the reference article and after 

validation the type of fuel will be changed into waste engine 

oil. General inlet fuel information and dry fuel analysis can 

be found in Table 1. As the table shows, the percentage of 

carbon, hydrogen, oxygen and nitrogen in the waste oil is 

very close to its corresponding values in Orimulsion, so the 

waste oil fuel can be used in this mathematical modeling [29, 

47]. By adding a new fuel to the model, the effective 

performance parameter such as pressure changes, 

equilibrium ratio and oxygen enrichment will be 

investigated. 

Table 2 shows that the modeling results are very close to 

the experimental results, and this indicates the validity of the 

modeling performed in this paper. The error value is 

measured by the RMS error, which is shown below: 

 

Figure 1. The calculation procedure. 
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𝑅𝑀𝑆 = √(
∑ (𝑟𝑖𝑒𝑥𝑝−𝑟𝑖𝑚𝑜𝑑)

2𝑛
𝑖=1

𝑛
)

2

  (14) 

 

Table 1. Input fuel information used in the gasification 

process. 

 

In the above expression 𝑟𝑖𝑚𝑜𝑑, 𝑟𝑖𝑒𝑥𝑝 and n represents the 

molar value of gaseous components in the model, 

experimental results  and the number of gaseous components 

produced, respectively. According to Jarongtamachut et 

al.[27], the error in the results achieved by comparing the 

numerical modeling to experimental results can range 

between 0.88 to 3.91. Therefore, the mathematical modeling 

of waste oil gasification has an acceptable level of error, as 

presented in Table 2. The waste engine oil is then used as a 

gasifier inlet fuel. In Table 3 gasification conditions and 

modeling results for gasification with waste engine oil are 

investigated. As can be seen, the volume percentage of 

hydrogen, carbon monoxide and methane gases in the 

gasification of waste oil is higher than the gasification of 

orimulsion and the calorific value of the produced gas will 

be higher. 

Table 2. Comparison of modeling and experimental 

gasification results of Orimulsion [28]. 

Operating Condition 

Equivalence ratio  0.38 

Pressure  18.75 atm 

Gasification Agent  Pure Oxygen 

Flue Gas Analysis   

 
Experimental 

Results 
Simulation Results 

H2 39.40 % 38.82 % 

CO 38.70 % 40.94 % 

CO2 8.67 % 7.86 % 

H2O 11.85 % 1.25 % 

CH4 0.08% 10.90 % 

N2 0.38 % 0.16 % 

HHV(MJ.kg-1) 9.5-10.5 10.62 

RMS error  1.1942 

Temperature (K) 1348 1343.6 

Table 3. Results of modeling the gasification of waste engine 

oil. 

Operating Condition  

Equivalence ratio 0.38 

Pressure  18.75 atm 

Gasification Agent Pure Oxygen 

Simulation Results  

H2 42.55 % 

CO 43.42 % 

CO2 4.857 % 

H2O 4.85 % 

CH4 7.713 % 

N2 0.26 % 

HHV(MJ.kg-1) 11.3804 

Temperature (K) 1390 

 

 

To evaluate the performance of gasification, equivalence 

ratio, oxygen enrichment and pressure change of gasification 

are studied. Equivalence ratio is the ratio of oxygen or air 

required for gasification to the ratio of oxygen or air required 

for complete combustion: 

 

 

M= 
Oxygen gasification

Oxygen combustion
 (15) 

 

 

The parameters studied in the gasification process are: 

temperature, percentage of gas mixture components, cold gas 

efficiency, calorific value of the produced gas and carbon 

conversion efficiency. First, the effect of changing the 

equivalence ratio on the parameters of gasification is 

examined. 

 

 

3.2. Equivalence ratio 

In this section, the value of equivalence ratio will change 

from 0.3 to 0.6 and the molar changes and volume percentage 

of the produced gases as well as the amount of temperature 

changes and other gasification characteristics will be 

examined. Figure 2. shows the amount of change in moles of 

gaseous produced. The figure shows that the amount of 

carbon in the gasification process decreases with increasing 

equivalence ratio and this decrease is almost linear. This 

reduction in carbon moles can be explained by the equations 

used to model this process, as the partial combustion rate of 

the carbon in the fuel increases with increasing value and the 

production of carbon dioxide and water vapor increases and 

the temperature of the gas mixture increases and provides 

suitable conditions for the gasification process. With the 

increase of heat due to partial combustion of carbon and the 

endothermic nature of  Eq. (2) and (3), these two reactions 

will take place and the production of carbon monoxide and 

hydrogen will increase. Eq. (4) is also exothermic, so a small 

amount of hydrogen is consumed and converted to methane. 

This describes the small amount of hydrogen reduction and 

the production of small amounts of methane in Figure 2. As 

can be seen from Figure 2. by increasing the equivalence 

ratio, in other words, by increasing the amount of oxygen 

input, the process will be closer to combustion in which case 

Proximate Analysis 
Waste lube 

oil[49]. 
Orimulsion[28]. 

Water content 0.62 % 28.8 % 

Ash 1.46 % 0.18 % 

Residual carbon - 12.84 % 

Total-sulfur - 2.81 % 

HHV 53.716 MJ.kg-1 29.76 MJ.kg-1 

Ultimate analysis 

(Dry) 
  

Ash 1.46 % 0.25 % 

C 81.27 % 84.28 % 

H 13.28 % 10.33 % 

O 1.91 % 0.55 % 

N 1.02 % 0.64 % 

S 0.56 % 3.95 % 

Cl 0.05 % 70 mg.kg-1 
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the molar amount of carbon dioxide and water vapor will be 

increased and the amount of valuable gases carbon monoxide 

and Hydrogen will be reduced. 

Due to the fact that with increasing the equivalence ratio, 

the gasification process will be closer to the combustion 

conditions, so the temperature of the gas mixture should 

increase, which is quite visible in Figure 3. Also, according 

to this figure, it can be seen that the calorific value of the 

exhaust gas first decreases and then increases and decreases 

shortly afterwards This can be explained by the molar 

changes of the gaseous components that with increasing the 

equivalence ratio from 0.3 to 0.39, the mole’s number of 

methane and hydrogen has decreased, which will neutralize 

the effect of increasing carbon monoxide on the calorific 

value and reduce it. But by changing the equivalence ratio 

from 0.39 to 0.415 and by increasing the temperature and 

performing Eq. (2) and (3), the amount of carbon is 

completely consumed and the amount of carbon monoxide 

production increases and will increase the calorific value of 

the gas mixture. 

By increasing the value ratio from 0.415 to 0.6 and 

approaching the combustion state, the molar number of 

valuable gases such as hydrogen, carbon monoxide and 

methane is reduced and the amount of carbon dioxide and 

water vapor is increased and the high calorific value of the 

fuel is reduced. 

 According to Figure 3. the high calorific value of the gas 

mixture will increase from 10.26 MJ.m-3 in the equivalence 

ratio of 0.3 to 7.22 MJ.m-3 in the equivalence ratio of 0.6 and 

it will reach its maximum value of 10.6 MJ.m-3 at the ratio of 

0.415.  

It should also be noted that the calorific value of gas fuel 

required for combustion in a gas turbine is at least 6 MJ.m-3 

[51]. The changes in cold gas efficiency and carbon 

conversion efficiency that are described below can be seen 

in Figure 4. 

 

𝜂𝐶𝐺 = (
𝐸𝑝𝑔

𝐸𝑓𝑒𝑒𝑑
) × 100  (16) 

𝐸𝑓𝑒𝑒𝑑 = 𝐿𝐻𝑉𝑓𝑒𝑒𝑑 × 𝑀𝑓𝑒𝑒𝑑   (17) 

 

𝐸𝑝𝑔 = 𝑛𝐻2
× (ℎ𝐻2

0 − ℎ𝐻2𝑂
0 ) + 𝑛𝐶𝑂 × (ℎ𝐶𝑂

0 − ℎ𝐶𝑂2
0 ) +

𝑛𝐶𝐻4
× (ℎ𝐶𝐻4

0 − ℎ𝐻2𝑂
0 − ℎ𝐶𝑂2

0 )  
(18) 

  

𝜂𝐶𝐶𝐸 =
12×(𝑛𝐶𝑂+𝑛𝐶𝑂2+𝑛𝐶𝐻4)

𝑀𝑓𝑢𝑒𝑙×𝑚𝑐
  (19) 

 

In the above equations, the value of 𝑛𝑖 is equal to the 

molar number of produced gaseous components, 𝑚𝑐 and 

𝑀𝑓𝑢𝑒𝑙  are the mass percentage  of carbon in the dry inlet fuel 

and the molar mass of the fuel, respectively. 

The amount of cold gas efficiency according to Equation 

(16) is directly dependent on the volume percentage of 

hydrogen, carbon monoxide and methane. According to the 

diagram in Figure 4. it is obvious that by changing  

equivalence ratio from 0.3 to 0.39, the value of this 

efficiency increases, although the volume percentage of 

hydrogen is decreasing in this period, but it should be noted 

that increasing the amount of carbon monoxide and presence 

of methane will compensate reduction in hydrogen, so an 

increase in cold gas efficiency is expected during this period.  

Figure 2. Changes in the number of moles of gas 

components produced relative to equivalence ratio (Figure 

is in color in the on-line version of the paper). 

 

Figure 3. Changes in temperature and calorific value of 

the gas mixture relative to changes in equivalence ratio 

(Figure is in color in the on-line version of the paper). 

Figure 4. Changes in cold gas efficiency and carbon 

conversion efficiency relative to equivalence ratio (Figure is 

in color in the on-line version of the paper). 
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In the range of 0.39 to 0.415, due to the increase in the 

intensity of carbon-containing reactions, especially Eq. (2) 

the volume percentage of carbon monoxide will increase 

significantly which will increase the cold gas efficiency to 

77%. It should be noted that with increasing the equivalence 

ratio, the gasification reaction tends towards combustion and 

the volume percentage of low value gases such as carbon 

dioxide and water vapor increases and the amount of carbon 

monoxide, methane and hydrogen gases that have high 

calorific value decreases. Therefore, by increasing the 

equivalence ratio and according to Figure 4. the cold gas 

efficiency will be decreased. 

 

3.3. Oxygen enrichment 

 At this stage of modeling, the presence of oxygen in the 

inlet gasifier will change from its value in normal air (21%) 

to its value in pure oxygen (100%) and will cover a wide 

range of oxygen presence. Next with changes in oxygen 

enrichment, the amount of changes in gaseous production 

moles, changes in carbon conversion efficiency, cold gas 

efficiency changes, volume percentage changes of gas 

components, temperature changes and changes in high 

calorific value of the produced gas are investigated. The 

equivalence ratio is considered to be a constant of 0.35 to 

take into account the presence of carbon in the production 

component. The pressure of the gasifier and the temperature 

of the inlet components to the gasifier are set at a constant 

value of 18.75 atmospheres and 298 K, respectively. Figure 

5. shows that the number of moles of hydrogen and carbon 

monoxide gases will increase with decreasing oxygen 

enrichment and will reach their maximum in the presence of 

atmospheric air. This can be explained by the equilibrium 

equations and the energy balance equation. Thus, as the 

presence of nitrogen gas in the gas mixture increases, the 

total mole presents in the gas chamber, nt will increase and 

in the energy balance equation, due to the presence of 

nitrogen gas and heat consumption to change its temperature, 

a lower temperature will be obtained for the gasifier. Both of 

these factors will individually affect the chemical 

equilibrium constants of Eq. (2) and (3) and the molar value 

of the produced components. 

The effect of each of these factors will be discussed with 

constant consideration of the other factor. In the first stage, 

it will be assumed that the temperature is constant and the 

amount of total gas moles increases with the addition of 

nitrogen gas, in which case the constant amount of chemical 

equilibrium will remain constant due to the dependence on 

temperature. In Eq. (2) and (3) with respect to not changing 

the chemical equilibrium constant and increasing nt, molar 

values of carbon monoxide and hydrogen should be 

increased. In the second stage, the molar amount of nitrogen 

is considered equal to its amount in atmospheric air and as a 

result the total gaseous mole will not change much and the 

chemical equilibrium constant will change as the 

temperature changes. In this case, due to the presence of 

nitrogen on the products side in the energy balance, a lower 

temperature value will be obtained. This decrease in 

temperature will reduce the equilibrium constants of the two 

endothermic Eq. (2) and (3) which will affect and reduce the 

molar number of hydrogen and carbon monoxide gases. By 

looking at Figure 5. and considering the two steps 

simultaneously it can be concluded that as oxygen 

enrichment approaches its presence in atmospheric air, the 

amount of hydrogen and especially carbon monoxide will be 

increased. Equation (19), which makes the carbon 

conversion efficiency dependent on the carbon molecules of 

carbon monoxide, methane and carbon dioxide, this molar 

increase of carbon monoxide in the gas mixture will increase 

the carbon conversion efficiency, which can be seen in 

Figure 6.  

This is incorrectly stated in the research of Vaezi et al. 

[28] in which the increase in carbon conversion efficiency is 

related to the increase in the volume percentage of carbon 

dioxide while it is clear that with the decrease of nitrogen in 

the gas mixture the volume percentage of all components 

will be increased due to the reduction of the total mole 

present in the gas chamber and slight change in amount of 

other gas components. However, according to Figure (5) it is 

quite understandable that increasing the mole number of 

carbon monoxide will increase the carbon conversion 

efficiency and increasing the volume percentage of carbon 

dioxide has no effect on it. In addition to the above, and 

according to Eq. (16) to (18), which relate cold gas efficiency 

to moles of methane, hydrogen and carbon monoxide, it can 

be expected that by decreasing the moles of these gaseous 

components due to the increase of oxygen enrichment, Cold 

gas efficiency will be decreased which can also be clearly 

seen from Figure 6. 

Figure 6. Changes in the number of moles of gaseous 

components produced relative to changes in the oxygen 

enrichment of the input. 

 

Figure 5. Changes in carbon conversion efficiency and cold 

gas efficiency relative to changes in input oxygen 

enrichment (Figure is in color in the on-line version of the 

paper). 
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According to the introduction part, some amount of fuel 

is partially combusted to provide the necessary heat for 

gasification and temperature resulting from combusting with 

pure oxygen will be higher than with air due to the presence 

of nitrogen in the gas mixture which acts like a heat sink. 

Hence in the absence of nitrogen the temperature of gas 

mixture will be higher as it is shown in Figure 7. 

 Increasing the volume percentage of gaseous 

components such as hydrogen and carbon monoxide 

increases the high calorific value of the produced gas which 

according to Figure 7 its value will increase from 5 MJ.m-3 

in air gasification to 9.28 MJ.m-3 in pure oxygen gasification. 

Figure 8 indicates that with increasing oxygen enrichment 

and decreasing nitrogen, the volume percentage of hydrogen 

and carbon monoxide are increased and there is no need to 

spend money for separating nitrogen from gas mixture and 

purify it. 

This gas mixture in the combustion chamber will produce 

less NOx, which will be beneficial to the environment and 

this is another advantage of increasing the presence of 

oxygen in the gasifier agent. 

 

3.4. Pressure change 

Pressure changes in the gasification process have also 

been studied. For this purpose, the parameters of equivalence 

ratio and inlet temperature are 0.4 and 298 K and pure 

oxygen is gasification agent. Due to the small molar changes 

in the gas mixture components compared to the pressure 

changes, these changes are logarithmically shown in Figure 

9. for better observation. According to the diagram, the molar 

amount of hydrogen and carbon monoxide is slightly 

decreasing and the moles of methane, carbon dioxide and 

water vapor are increasing. This phenomenon can be 

expressed according to the Le Chatelier's principle that in 

equilibrium reactions with increasing in pressure, the 

reaction goes to direction that has less moles of gas to 

maintain the equilibrium so the methane reforming reaction 

is shifted to the left and subtracted from the molar amount of 

hydrogen and carbon monoxide and added to the amount of 

water vapor and methane. Also, by adding moles of water 

vapor to the water-gas reaction, this reaction will shift 

towards the consumption of the added moles of gas and the 

moles of carbon monoxide and water vapor will be reduced 

and the moles of carbon dioxide and hydrogen will be 

increased. In total, the effect of these two phenomena and 

according to the diagram, the mole number of carbon 

monoxide and hydrogen will decrease slightly and the mole 

number of carbon dioxide, water vapor and methane will 

increase slightly. 

The amount of changes in the calorific value of the 

produced gas and the cold gas efficiency are plotted in Figure 

10. Due to the reduction of the molar fraction of hydrogen 

and carbon monoxide, the calorific value of the produced gas 

mixture is expected to decrease, but it should be noted that 

increasing the molar fraction of methane will neutralize the 

effect of reducing hydrogen and carbon monoxide. Hence, 

the higher calorific value will increase slightly and changes 

from 10.8803 MJ.m-3 to 10.886 MJ.m-3. The cold gas 

efficiency has very slight change which is due to the small 

changes in the moles of the produced gases. 

As mentioned in pressure change, according to the Le 

Chatelier's principle, chemical reactions to maintain  

equilibrium are moved to a direction that has less gas moles, 

so the methane reforming reaction is shifted to the left and 

will be exothermic reaction, this will increase the 

temperature of the gas mixture, which can be seen in Figure 

11. 

 

The results show that pressure changes will have 

negligible effect on the molar percentages of gases as well as 

on energy efficiency, but it should be noted that this increase 

Figure 7. Changes in temperature and high calorific value of the 

gas mixture relative to changes in oxygen enrichment. 

 

Figure 8. Changes in the volume fraction of the gas 

components produced relative to changes in oxygen 

enrichment. 

 

Figure 9. Changes in the volume percentage of the 

components of the produced gas mixture compared to the 

changes in pressure in the logarithmic state. 
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in pressure can have good economic benefits. As the exhaust 

gas pressure increases there will be no need for a compressor 

to increase the pressure. It should be noted that the gas 

mixture must be pressurized for use in subsequent processes 

such as burning in a gas turbine or participating in a chemical 

process and for chemical processes  a minimum pressure of 

10 atmospheres is required. 

 

3.5. The ratio of hydrogen to carbon monoxide 

In this section, changes in the ratio of hydrogen to carbon 

monoxide with respect to changes in the equivalence ratio, 

pressure and oxygen enrichment are investigated. Figure 12 

shows that with changes in the equivalence ratio, the amount 

of H2:CO decreases, this can be clear because by increasing 

the equivalence ratio, the gasification process approaches 

combustion and the amount of hydrogen production 

decreases sharply, according to Figure 2, this reduction will 

be much greater than the reduction of carbon monoxide 

therefore it is expected that the H2:CO ratio will also 

decrease. By changing the oxygen enrichment the amount 

of carbon monoxide in the gas mixture decreases and the 

H2:CO ratio will also increase. It can also be seen that with 

changes in pressure, the ratio of hydrogen to carbon 

monoxide will not change much because with increasing 

pressure, the volume percentage of the components of the 

exhaust gas mixture change slightly. The quality of the 

exhaust gas mixture is usually measured by the H2:CO ratio, 

and high quality gas can be used in chemical processes such 

as methanol production. 

Also, by separating hydrogen from the gas mixture, it can 

be used as fuel in fuel cells. The higher the quality of the gas 

mixture, the easier this separation will be. According to 

Figure 12. it can be concluded that waste engine oil 

gasification will have a high potential for use in downstream 

chemical processes or in fuel cells. For this purpose, the 

value of equivalence ratio of 0.3 and 100% oxygen 

enrichment and arbitrary pressure will be the best values for 

high H2:CO ratio. 

 

4. Conclusion 

A numerical algorithm based on the thermochemical 

equilibrium approach was developed to simulate the waste 

oil gasification process. This model can predict the 

distribution of synthetic gas species produced in real 

gasification operating conditions. This model was confirmed 

by comparing numerical results with experimental results. 

 Through a parametric study it was shown that the 

gasification of waste oil with an equivalence ratio of 0.4 to 

0.42 makes it possible to produce a synthesis gas with a 

significant calorific value of about 10 MJ.m-3. Gas mixture 

with such a calorific value are suitable for applications such 

as gas turbines that consume high calorific value gases. The 

use of pure oxygen as a gasification agent leads to the 

production of a high calorific value and a hydrogen-rich gas 

mixture with a hydrogen content of 43% by volume and 

H2:CO ratio of about 1.6. Gas mixture with such a high 

H2:CO ratio can be used in the methanol synthesis process 

and in the production of pure hydrogen for fuel cell 

applications. The parametric study also showed that the 

gasification pressure does not have a significant effect on the 

gasification properties. Simulations performed during this 

study show that gasification of waste oil is a possible process 

that can be used to produce synthetic gas for various 

industrial applications. The developed numerical model can 

be used to design and optimize such gasifiers. 

 

Figure 10. Changes in cold gas efficiency and calorific value of 

produced gas relative to pressure changes. 

 

Figure 11. Changes in gas mixture temperature relative to 

changes in gasification pressure. 

 

Figure 12. Changes in the ratio of H2: CO for changes in 

the equivalence ratio and gasification pressure. 
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Appendix A. Gasification modeling equations 

The following equations can be used to determine the 

fuel's chemical formula based on the mass fraction of its 

constituent components. α, β, z represents molar ratio of 

hydrogen, oxygen and nitrogen to carbon in the fuel in dry 

state. 

𝛼 =
(𝑚ℎ× 𝑀𝑐)

( 𝑚𝑐×𝑀ℎ)
                                                                    (1)       

𝛽 =
(𝑚𝑜× 𝑀𝑐)

( 𝑚𝑐×𝑀𝑜)
                                                                    (2) 

𝑧 =
(𝑚𝑁× 𝑀𝑐)

( 𝑚𝑐×𝑀𝑁)
                                                                    (3) 

 

Mi and mi are the molar mass and dry mass fraction of  

each element  respectively. The ratio of moles of moisture to 

each moles of fuel is obtained by the following equation: 

 

w=(Mfuel×wc)/(Mwater×(1-wc))                                (4) 

 

wc is the mass fraction of moisture in the fuel. Mwater and 

Mfuel are the molecular masses of water and fuel, 

respectively. The amount of air required for complete 

combustion of a fuel with the chemical formula 𝐶𝐻𝛼𝑂𝛽𝑁𝑧 is 

obtained from the following equation, which is also called 

stoichiometric air: 

 

Sto = 1 + (0.25 𝛼) − (0.5 𝛽)                                          (5) 

  

In gasification, the amount of air required is less than the 

amount of air needed for incomplete combustion and equal 

to a factor of the stoichiometric air demand (Sto). This 

coefficient varies between 0.3 and 0.6, which is the 

equivalence ratio. 

 

𝑚 = 𝑒𝑞𝑟 × 𝑆𝑡𝑜  (6) 

 

According to the mass conservation law for the three 

elements carbon, hydrogen and oxygen, three equations are 

obtained from the equations needed to find the unknown 

gaseous moles. 

 
1 = 𝑥2 + 𝑥3 + 𝑥5 + 𝑥6                                                      (7) 

𝛼 + 2𝑤 + 2𝑠 = 2𝑥1 + 2𝑥4 + 4𝑥5                                    (8) 

𝛽 + 𝑤 + 𝑠 + 2𝑚 = 𝑥2 + 2𝑥3 + 𝑥4                                   (9) 

 

The equilibrium constant equation is defined by the 

following formula [13]: 

 

𝐾 = ∏ (𝑥𝑖
𝑣𝑖)𝑖 × (

𝑃

𝑛𝑡
)

∑ 𝑣𝑖𝑖
                                                 (10) 

 

xi is gas mole in the reaction, vi stoichiometric 

coefficients, P total pressure  gasification and nt is total gas 

moles. The equilibrium constant for each reactions in this 

paper will be obtained as follows: 

 

𝐾1 =
𝑥2

2

𝑥3
(

𝑃

𝑛𝑡
)

1

                                                                  (11) 

𝐾2 =
𝑥2𝑥1

𝑥4
(

𝑃

𝑛𝑡
)

1

                                                                (12)  

𝐾3 =
𝑥5

𝑥1
2 (

𝑃

𝑛𝑡
)

−1

                                                              (13) 

𝐾4 =
𝑥3𝑥1

𝑥2𝑥4
(

𝑃

𝑛𝑡
)

0

                                                               (14)  

𝐾5 =
𝑥2𝑥1

3

𝑥5𝑥4
(

𝑃

𝑛𝑡𝑜𝑡
)

2

                                                           (15) 

 

The chemical equilibrium constant of each reaction will 

have the following correlation with the  free standard Gibbs 

energy: 

 

ln 𝐾 = −
∆𝐺0

𝑅𝑢𝑇
                                                                    (16) 

 

Nomenclature   

α, β, z 
numbers of atoms of hydrogen, oxygen, and nitrogen 

per one atom of carbon in the feedstock; respectively 
C, H, O, N, S 

carbon, hydrogen, oxygen, nitrogen, sulfur, 

contents of feedstock, respectively 

w, m, s 
the amounts of water, air, and steam per one kmole of 

feedstock, respectively 
ℎ𝑓̣𝑖

0  the enthalpy/heat of formation for species i 

mh the mass fraction of hydrogen in dry fuel analyses ℎ𝑓𝑢𝑒𝑙
0  the enthalpy formation of fuel 

xi the mole number of species i ∆ℎ𝑓
0 

the change of formation's enthalpy for a 

reaction 

Mfuel the molar mass of the heavy fuel oil HHV higher heating value 

Mwater the molar mass of water 𝐻𝐻𝑉𝑓𝑢𝑒𝑙  higher heating value of fuel 

wc the mass-based water content of the feedstock 𝐿𝐻𝑉𝑓𝑢𝑒𝑙  lower heating value of fuel 

nt the total number of moles of produced gas ∆𝐺0
 the standard Gibbs function of formation 

K equilibrium constant J the constant of integration 

Ru the universal gas constant I a constant 

𝜂𝐶𝐺 cold gas efficiency A, B, C, and D 
the coefficients for determining the specific 

heat 

𝜂𝐶𝐶𝐸 the carbon conversion efficiency T temperature 

P the  pressure of gas mixture (bar) M equivalence ratio 

ℎ𝑓𝑔 the enthalpy of vaporization of water Sto 
stoichiometric air for complete combustion 

of the fossil            fuel 

𝐶𝑝 the specific heat at constant pressure 𝐸𝑝𝑔 the energy of produced gas 

∆ℎ 
the enthalpy difference between any given state and 

the reference state 
𝐸𝑓𝑒𝑒𝑑  the energy of inlet fuel 

𝑚𝑐 the mass fraction of carbon in the dry fuel analyses 
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The parameter T and Ru are the outlet temperature of the 

gasification reactor and the universal constant of gases 

respectively. The dependence of Gibbs free energy on 

temperature is given in the following equation: 

 

𝑑(
∆𝐺0

𝑅𝑢𝑇
)

𝑑𝑡
= −

∆ℎ𝑓
0

𝑅𝑢𝑇2                                                               (17) 

 

𝑑(ln𝐾)

𝑑𝑡
=

∆ℎ𝑓
0

𝑅𝑢𝑇2                                                                    (18) 

 

Since ∆ℎ𝑓 is a function of temperature, it can be 

integrated as follows: 

 

ln𝐾 = (∫
∆ℎ𝑓

0

𝑅𝑢𝑇2 𝑑𝑇) + I                                                    (19) 

 

"I" in the above formula is the constant of integration. 

The amount of enthalpy and heat capacity will be linked by 

the following formula:  

 

h = (∫ 𝐶𝑝𝑑𝑇)                                                                 (20) 

 

Heat capacity is obtained by having the temperature by 

the following equation [14]: 

 

𝐶𝑝 = 𝑅𝑢(𝐴 + 𝐵𝑇 + 𝐶𝑇2 − 𝐷𝑇−2)                                (21) 

 

The coefficients A, B, C, D are in Table A1 and the 

enthalpy is: 

 

ℎ = 𝑅𝑢 (𝐴𝑇 +
𝐵

2
𝑇2 +

𝐶

3
𝑇3 −

𝐷

𝑇
)  + 𝑗                           (22) 

 

Table A1. Constants A, B, C, D for calculating heat capacity 

[14]. 

Chemical 

Formula 
T(Kelvins) A 103B 106C 10−5D 

H2 
298.15 to 

3000 
3.249 0.422 - 0.083 

CO 
298.15 to 

2500 
3.376 0.557 - -0.031 

CO2 
298.15 to 

2000 
5.457 1.045 - -1.157 

H2O 
298.15 to 

2000 
3.470 1.450 - 0.121 

CH4 
298.15 to 

1500 
1.702 9.081 -2.164 - 

C 
298.15 to 

2000 
1.771 0.771 - -0.867 

 

  The difference in enthalpies of a particular reaction is 

obtained as follows: 

 

∆ℎ =  𝑅𝑢 (∆𝐴𝑇 +
∆𝐵

2
𝑇2 +

∆𝐶

3
𝑇3 −

∆𝐷

𝑇
)  + 𝐽                 (23) 

lnK = ∆A ln T + ∆B
T

2
+

∆C

6
T2 −

∆D

2T2 + I −
J

RuT
             (24) 

K = exp (∆𝐴 ln 𝑇 + ∆𝐵
𝑇

2
+

∆𝐶

6
𝑇2 −

∆𝐷

2𝑇2 + 𝐼 −
𝐽

𝑅𝑢𝑇
)    (25) 

∆𝐺0 = −𝑅𝑢𝑇 (∆𝐴 ln 𝑇 + ∆𝐵
𝑇

2
+

∆𝐶

6
𝑇2 −

∆𝐷

2𝑇2 + 𝐼 −
𝐽

𝑅𝑢𝑇
)       

(26) 

 Table A2. Gibbs free energy and the enthalpy of formation 

of each reaction at 298 K. 

Chemical 

Formula 

Standard Enthalpy of 

Formation (kJ.kmol-1) 

Gibbs Free Energy of 

Formation (kJ.kmol-1) 

𝐇𝟐 0 0 

CO -110525 -137169 

𝐂𝐎𝟐 -393509 -394359 

𝐇𝟐𝐎 -241818 -228572 

𝐂𝐇𝟒 -74520 -50460 

C 0 0 

 

I and J constants are determined by identifying the Gibbs 

free energy and enthalpy of formation for each reactions at 

298K (Table A2). 
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Abstract  

 

The present study is a theoretical calculation for the effects of high pressure on thermodynamic properties on GaN 

up to 40Gpa at room temperature. Volume compression ratio (V0/Vp), lattice constant (a) and elastic bulk 

modulus(B) have been established. Furthermore, lattice frequencies and disruptions function by analyzing phonon 

frequency spectrum (PFS) at (0 K). The entire calculations rely on using of two equation of state (EOS) "Birch-

Murnaghan and modified Lennard-Jones" equation of state and with the integration of Grüneisen approximation 

theory. From the considered equations of state, formulation of bulk modulus was derived, that predicts a rising trend 

of bulk modulus. The large bulk modulus value of GaN has made a small fraction of change in volume (less than 

15%) of the material even under an extreme pressure up to 45Gpa.  It was also found that the results of phonon 

frequency spectrum obtained from Birch-Murnaghan equation of state in a better agreement with the experimental 

data than that of modified Lennard-Jones equation of state. Given that the Birch-Murnaghan equation of state 

developed according to Eulerian strain theory accounted as a universal equation of state. Moreover, good agreement 

between theoretically present calculations and experiment data of phonon frequency spectrum, reveals the validity 

of the equations of state used in the present study.  

 

Keywords: Bulk modulus; volume compression ratio; lattice parameter; phonon frequency spectrum.  

 

1. Introduction  

The semiconductor materials represent today’s basic 

building blocks of emitters and receivers in cellular, 

satellite, and fiberglass communications. III-nitrides, for 

example, are nowadays the most widely used type of 

semiconducting materials in the industry [1]. The III-V 

nitride: GaN has exhibited particular interest due to some of 

its attracting properties such as large energy gap, high 

thermal conductivity, large bulk modulus and the extreme 

hardness. In addition, GaN has high melting point. These, 

characteristics that are closely related to their strong (Ionic 

and covalent) bonding, they make the material very 

promising for optoelectronic device applications [2]. The 

zinc blende structured GaN has a higher saturated electron 

drift velocity and a somewhat lower energy gap than GaN 

[3]. Vibrational contribution of lattice frequencies are 

represented by phonon frequency spectrum, which is found 

to be volume or pressure dependent, then volume dependent 

of vibrational modes are characterized by Grüneisen 

parameter.   

  High pressure research have been an interesting field 

of condensed matter. Pressure induces vital structural 

properties within crystalline solids, for example as high 

pressure is applied, bulk modulus tends to increase, the 

Grüneisen parameter declines and also phonon frequency 

spectrum alters [4,5]. As high pressure alters mechanical 

and thermodynamic properties of solid crystalline, thus 

high pressure can induce new structural materials with 

useful characterization.   

Theoretical condensed matter research has developed 

equations of state to predict numerically interesting 

properties of material, for example, thermal-pressure 

equation of state which demonstrates the thermally 

generated pressure due to lattice vibrations [6] and 

isothermal equation of state which is the main approach in 

the current study.     

In the present work, the bulk modulus (B), compression 

volume (VP/Vo), lattice constant and phonon frequency 

spectrum (pfs) of a GaN compound under the influence of 

high pressure were calculated using the "Birch-Murnaghan 

and modified Lennard-Jouns" EOS. The calculated results 

have been compared with experimental data, which 

confirms the validity of the present equations of state. The 

Grüneisen parameter variation assumption has improved the 

results of phonon frequency spectrum under compression.  

 

2. Theoretical Details 

Equation of state (EOS) of crystalline materials is a 

straight forward mathematical expression relating high 

pressure P applied to compress the solid isothermally from 

initial volume V0 to V. Thus, equation of state is analogue 

to general gas equation PV=nRT. EOSs are cost effective 

and time saving method, though which and without any 

laboratory, various outstanding properties of solid phase 
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can be found. Depending on various assumptions, variety of 

EOS have been developed in the literature. Current study 

focuses on using of two familiar equations that are 

presented in the following sections:  

 

2.1 Birch-Murnaghan equations of state (B-M EOS) 

Eulerian strain represents the strain relative to the 

strained state, it has widespread applications for 

understanding high pressure behavior of solid matter.  

The Eulerian strain (fe) is given by:  

 

 𝑓𝑒 =
1

2
[(

𝑉0

𝑉𝑃
)

2 3⁄

− 1]                                           (1) 

 
where V0 is the volume at atmosphere pressure and Vp is the 

volume at pressure P. 

The B.M EOS is obtained by expanding a series of 

powers of the Eulerian strain. The 2nd, 3rd and 4th order 

isothermal B.M EOS, they are functions of two measurable 

parameters, and isothermal bulk modulus (B0) at P = 0, so 

that P = f(X, B0), where X=V0/Vp .The B-M EOS at the 2nd 

order when it varies as function of pressure is [7]: 
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 where η  denotes Vp/Vo . 

 

2.2 Modified Lennard-Jones equation of state (mL-J 

EOS) 

This equation which proposed two-parameter EOS 

based on the generalized Lennard-Jones (GLJ) potential 

which given by [8]: 
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1

3
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0B : First pressure derivative of bulk modulus, and 

mathematically 0

T

B

P
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
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
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  
 

.  Where B is bulk modulus. 

ML-J EOS is just a two-parameter EOS, and the precision 

is higher than those for several popular EOSs. 

 

2.3 Bulk modulus 

The bulk modulus which is a physical constant of solid 

that indicates their properties when they are under pressure 

over their entire surfaces is defined as: 

 

 
P

B
V




                                                                         (4)  

 

 From derivation of equations (2 and 3) with respect to 

volume and substitute them into the equation (4),  

expressions of pressure dependence of  bulk modulus are 

formulated as given in eqs.5 and 6:  
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2.4 Lattice constant 

Lattice constant change with pressure was calculated 

using equation (7) [9,10]: 
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                                        (7) 

 
where a0, is lattice parameter at ambient condition. 

ap, is lattice parameter under compression.  

According to Murnaghan EOS [11] the expression 
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 , Then eq. (7) is written 

as: 
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3 Calculation and Results 

3.1 Evaluation of VP/Vo of GaN 

The compressibility of GaN was calculated using the B-

M and mL-J equation of state (eq.2 and 3) show in Fig. 1. 

In which the input parameters are; B0 and 0B , listed in 

Table 1.  Under the application of high pressure, the 

material compresses and the volume of the unit cells tends 

to shrink as expected by the EOSs and seen in the Fig.1. 

Due to the high bulk modulus Bo (200Gpa) of GaN, 45Gpa 

of pressure is required to reduce the volume of the sample 

to 85% of its initial value. The VP/Vo curves obtained with 

B-M EOS and ML-J EOS are inline so that no divergence is 

observed.  

 

 
Figure 1. Variation of compressibility with pressure. 
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Table 1. Values of GaN parameters, at atmosphere 

pressure and room temperature 

Parameters                       Values References 

Bo                                  200Gpa [12] 

0
B                           4.4 

[12] 

a0                                              4.5Å 

γo                                                1.17 

[13] 

[14] 

 

 

3.2 Evaluation of Bulk modulus  
Equations (5 & 6) represent linear increase in bulk 

modulus of solid material with reducing volume. 

Substituting parameters in Table 1 into eqs. (5 &6) 

variation of bulk modulus is calculated and depicted in 

fig.2. Both EOSs predict that as applied pressure reaches 

45Gpa or Vp/Vo=0.85, bulk modulus grows to an enormous 

value as 380Gpa. 

 
Figure 2. Variation of Bulk modulus with pressure 

according to the two EOSs.  

 

Moreover, the effect of pressure on lattice parameter has 

been demonstrated in fig.3 with implement of equation (8), 

as shown in the following.  

 

 
Figure 3. Variation of lattice parameter with pressure 

according to the two EOSs.  

 

3.3 Phonon frequency spectrum under high pressure pfs  
The high pressure produce change in (VP/Vo) ratio, 

where high pressure changes the equilibrium position of 

lattice points and then produces the change in "pfs" as well 

[15], the equation that describe the "pfs" under high 

pressure is given by [13]:      
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where νp: frequency at pressure (P). 

νo: Frequency at atmospheric pressure. 

γo: Grüneisen parameter at atmospheric pressure.  

GP (νP,VP) :Phonon density of state at pressure (p). 

g(νo,Vo) :Phonon density of state at atmospheric pressure. 

 

3.4 Evaluation of PFS for GaN under high pressure 

 

 
Figure 4. phonon frequency spectrum for GaN at 

atmospheric pressure and '0 K' [16] 

 

 
(a)                         

 
(b) 

Figure 5. phonon frequency spectrum for GaN under 

pressure P=15 GPa using a- B-MEOS b-mL-JEOS 

compared with [16]. 
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Figure (4) represents 'pfs ' for GaN at atmospheric 

pressure and '0 K'. This section involves calculation of the 

effect of high pressure on pfs at different values of pressure 

15Gpa and 30Gpa, using two equation of state "B-M EOS 

and mL-J EOS". 

Given that value of (VP/Vo) under pressures (15Gpa and 

30Gpa), has already known in fig.1. Then combing the data 

of fig.4 with eqs. (9 and 12), the results for variation of 

"pfs" for GaN under high pressure using two equations" B-

MEOS and mL-JEOS" has obtained and shown in figs. (5-

6). 

 

   
(a) 

   
(b)  

Figure 6. phonon frequency spectrum for GaN under 

pressure P=30GPa using (a) B-MEOS (b) mL-J EOS, 

compared with experimental data [16]. 

 

4. Grüneisen parameter 

"The Grüneisen parameter (γ) is of considerable 

importance to earth scientist because it sets limitations on 

the thermo elastic properties of the lower core and mantle 

[16]. It is dimensionless and used for wide range of solid, it 

has an approximately constant value and varying slowly 

with high pressure [17]as will be seen later in fig.6.  

 

4.1 Grüneisen parameter under high pressure 

The microscopic definition of Grüneisen parameter 

describes the vibrational motion of atoms. As the oscillation 

of atoms changes with high pressure so does the Grüneisen 

parameter. High pressure dependence of Grüneisen 

parameter is expressed by the following relation [19]: 
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where γo : Grüneisen parameter at atmospheric pressure.  

γP : Grüneisen parameter under high pressure. 

q: Second Grüneisen parameter, q has been considered to 

equal unity.   

Using γo value in table 1 and combining VP/VO value 

from fig.2 in to eq. (11), we get γP which declines slowly 

with increasing pressure. As it can be observed that even at 

the highest pressure (45Gpa), the Grüneisen parameter is 

reduced to approximately 1. 

  

Figure 7. Variation of Grüneisen parameter with high 

pressure. 

 

4.2 Calculation of pfs, using effect of pressure on 

Grüneisen parameter 
    Accounting the effect of pressure on "γo", we can get the 

theoretical results in calculating pfs, which approach to the 

experiment data [16] better than in the above calculation 

when we assumed "γo" is pressure independent. 

      Figs (5 & 6) show the different results for "pfs" under 

high pressure using two different equations of state "B-M 

EOS and mL-J EOS". Combining equations (9 and 10) with 

with γP in eq. (11) to get two new form of equations for 

evaluating νP and gP (νP, VP):  
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Eqs.(12 and 13) are implemented to obtain improved results 

for analyzing pfs, under strong compression.  
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(a) 

 
(b) 

Figure 8. phonon frequency spectrum for GaN under 

pressure P= 15 GPa using (a) B-M EOS (b) mL-J EOS on 

considering the effect of pressure on γ, and compared with 

experimental data [16]. 

 

5. Discussion  

The current study implements the use two universal 

EOS to describe, influence of pressure the volume 

compression ratio, bulk modulus and phonon frequency 

spectrum of GaN semiconductor. The results of Vp/V0, Bulk 

modulus and γ parameter, calculated with the two EOSs are 

viewed to be similar and the curves are fit on each other due 

to very small divergence of their data, over the entire 

pressure range up to an enormous level 45Gpa.  

Accordingly, the two equations of state are seen as a two 

identical EOSs. However, when the result of volume 

compression ratio from fig.1 was combined with eq.12 and 

eq.13, for calculating pfs, the two EOSs have given 

different results as can be observed from figs.8 & 9.  

It is clear that the γ pressure dependence considerations 

has effects on the trend of pfs variations. When γ was 

assumed pressure dependent, the obtained results of pfs 

with the EOSs indicated in figs 8-9, were improved and 

fitted the experimental data better than that of figs.5-6.  

By comparing of the results in the present work with 

experimental result [16] we got an excellent agreement for 

evaluation "pfs" under high pressure up to 15GPa by using 

the above two equations, but when the pressure was 

exceeded to 30GPa, we got different results. Consequently, 

we treated this concern by assuming the effect of pressure 

on γ.  

 

(a) 

 
(b) 

Figure 9.  phonon frequency spectrum for GaN under 

pressure P=30GPa, using (a) B-M EOS. (b) mL-J EOS, 

where γ is assumed pressure dependent. Compared with 

experimental data represented with blue line [16]. 

 

6. Conclusion  

The variation of "pfs" for GaN has been evaluated by 

using two equation of state for solids "B-MEOS and mL-

JEOS", one time with γ without effect of pressure Figs. 

(4,5), and second time with effect of pressure on γ up to 30 

GPa Figs. (7,8). The present work displays that BM EOS is 

more suitable and give very good agreement results with 

(Herriman et al. 2018) compared with mL-JEOS for range 

of pressure up to 30 GPa when using γp, Figs. (7,8), the 

reason of the different conclusion between results of two 

equations that B-M EOS based on mechanical properties of 

solid but mL-JEOS based on inter atomic potential. 

 

7. Nomenclature 

GaN               Gallium arsenide  

VP/V0                    Volume compression ratio 

V0                   Volume at ambient condition 

VP                            Volume under high pressure               

EOS               Equation of state 

a                     Lattice parameter 

γo                              Grüneisen parameter 

γP                    Grüneisen parameter    

 Bo                        Bulk modulus 

go(νo,Vo)         Phonon density of state at ambient condition 
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gP(νP,VP)             Phonon density of state at high pressure 

pfs                       phonon frequency spectrum               
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Abstract (Bold, indent left and right margins 0.5 cm) 

( Blank 10 pt Line ) 

Semi-closed oxy-fuel combustion combined cycle (SCOC-CC) is a strong concept of carbon capture and storage (CCS) 

in gas-fired power plants. This technology is similar to a conventional combined cycle, however oxygen instead of air is used 

in fuel combustion. In the oxy-fuel combined cycle, the gas turbine flue gases consist mainly of CO2 and H2O. One of the 

problems to implement this technology is the necessity of an air separation unit (ASU) to separate the oxygen from the air, 

which increases the energy consumption of the power plant. Thus, a comparative thermodynamic analysis was performed 

between a conventional combined cycle (base case) and an oxy-fuel combined cycle. The objective is to identify each 

technology's pros and cons, the influence of oxygen purity in the oxy-fuel combine cycle, and the main irreversibilities of 

each case. The SCOC-CC optimal operating point (maximum energy efficiency) was found utilizing particle swarm 

optimization (PSO), which lead to the optimal ASU oxygen purity of 95.99%. It was noticed that the oxy-fuel combined 

cycle first law efficiency is 6.9% lower than the base case, and the second law efficiency is 6.5% lower. Despite the efficiency 

loss the SCOC-CC is more environmentally friendly than the conventional combined cycle since it can theoretically capture 

all CO2 produced in the combustion chamber.  

( Blank 10 pt Line ) 

Keywords: Oxy-fuel; SCOC-CC; thermodynamic analysis; CCS; PSO.  
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1. Introduction (Headings: Bold, full justified) 

Global warming and greenhouse gases emissions are the 

most significant environmental concerns nowadays. Carbon 

dioxide (CO2) represented 81% of greenhouse gas emissions 

in 2019 [1]. The electricity and heat production sectors will 

remain heavily dependent on fossil fuels for the foreseeable 

future. For this reason, it is a need to find ways to reduce 

greenhouse gas emissions in thermal power plants. Oxy-fuel 

combustion is a promising carbon-capture technology in 

fossil-fueled power plants, as it can capture up to 98% of the 

CO2 produced in the combustion process, depending on the 

purification technique applied to remove CO2 from the flue 

gas, which contains between 75 mol% and 90 mol% of CO2 

(dry basis), with nitrogen, oxygen, and argon as the major 

contaminants [2]. The oxy-fuel process utilizes nearly pure 

oxygen instead of air to burn the fuel. The combustion of a 

fuel with almost pure oxygen has a combustion temperature 

of about 3000°C, which is too high for conventional power 

plant materials. The combustion temperature is limited to 

approximately 1300-1400°C in a typical gas turbine cycle 

and about 1900°C in a coal-fired boiler using current 

technology; thus, a part of the flue gases is recycled to the 

combustor to control the combustion temperature [3]. An air 

separation unit (ASU) is required in the power plant to obtain 

pure oxygen for combustion. Three main technologies are 

used to separate oxygen from the air: cryogenic distillation, 

adsorption using multi-bed pressure swing units, and 

polymeric membranes. The adsorption system would be the 

most appropriate technology for oxy-fuel processes that 

require less than 200 tonnes of O2 per day, while cryogenic 

distillation would be the most appropriate for larger 

applications [4]. The cryogenic distillation is the most 

mature and reliable among the aforementioned technologies, 

as it has been in practice for over 75 years [5]. Nevertheless, 

the main issue in oxy-fuel power plants is the high energy 

consumption of the ASU and the treatment of captured CO2. 

When combined, they can decrease the LHV (lower heating 

value) efficiency to about 10% [6]. 

The design of a semi-closed oxy-fuel combustion 

combined cycle (SCOC-CC) is very similar to a 

conventional combined cycle (CC), except for near-to-

stoichiometric combustion with oxygen instead of air in the 

gas turbine. The gas turbine flue gases, consisting mainly of 

CO2 and H2O, supply energy to the heat recovery steam 

generator (HRSG), producing steam for the bottoming 

Rankine cycle. After the HRSG, the water in the flue gases 

is separated; then, most of the CO2 is recycled back to the 

gas turbine, while the remaining CO2 is purified and 

compressed for storage [7]. 

In this paper, a comparative analysis between a base case 

and an oxy-fuel combined cycle power plant is performed. 

The main goals of this comparison are: identifying the 

optimal operation point (maximal energy efficiency) of the 

SCOC-CC, the influence of oxygen purity on the oxy-fuel 

system, and identifying the main irreversibilities that occur 

in each case. Both cases were modeled on Engineering 

Equation Solver (EES) and optimized with particle swarm 

optimization algorithm (PSO) in Matlab. 

 ( Blank line between body and header) 

2. Methodology  

In this article, it was proposed to carry out a comparative 

analysis between a CC and a SCOC-CC. In the analysis, 

some characteristics were considered the same: a) turbine 
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mailto:3reynaldo.palacios@ufabc.edu.br
mailto:4a.gallego@ufabc.edu.br


( Blank 8 pt line ) 
087 / Vol. 25 (No. 1) (Bold Arial 8 pt)   (Bold Arial 8 pt) Int. Centre for Applied Thermodynamics (ICAT) 

inlet temperature (TIT); b) fuel composition and 

consumption; c) condenser pressure. 

 

2.1 Thermodynamic Analysis 

The thermodynamic analysis was performed through 

mass balance, Eq. (1); energy balance, Eq. (2); and exergy 

balance Eq. (3). A control volume eclosing each component 

is at steady-state, and kinetic and potential energy effects are 

negligible.  
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out
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in
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T
) Q̇-Ẇ- (∑mi̇ exi)

in

- (∑mi̇ exi)
out

-İ        (3) 

 

where ṁ is mass flow rate (kg/s); i is state point or index i; Q̇ is 

thermal energy rate (kW); Ẇ is power (kW); h is the specific 

enthalpy (kJ/kg); T0 reference temperature (298K); T is 

temperature (K); ex is specific exergy (kJ/kg); İ is the exergy 

destruction rate or irreversibility (kW). 

The specific exergy Eq. (4) is composed of the physical 

exergy Eq. (5) and chemical exergy Eq. (6). The fuel exergy 

is calculated by Eq. (7) and the ratio of standard Chemical 

exergy and lower heating value of fuel by Eq. (8) [8]. 

 

ex=exf+exch                                                                                 (4) 

 

exf=(h-h0)-T0(s-s0)                                                                   (5) 
 

exch=∑ (xiexch,i,0 + RiT0(yilnyi))                                         (6) 

 

exfuel=β*LHV                                                                              (7) 
 

β=1.034+0.0183 (
H

C
) - 0.064 (

1

C
)                                       (8) 

 
where exf is physical exergy (kJ/kg); exch is chemical exergy 

(kJ/kg); ℎ0 is enthalpy in reference condition (kJ/kg); 𝑠0 is 

entropy in reference condition (kJ/kg-K); s is entropy (kJ/kg-K); 

xi is the mass fraction of each component i; yi is the molar 

fraction of of each component i; exch,i,0 is standard chemical 

exergy (kJ/kg); Ri is the gas constant of each component i; 

(kJ/kg-K); H is the number of hydrogen atoms in the fuel; C is 

the number of carbon atoms in the fuel. 

The performance of each system is evaluated using 

energy efficiencies Eq. (9) and exergy efficiency Eq. (10), as 

well as the specific CO2 production from the natural gas 

combustion Eq. (11). 

 

η
I
=

WGT,net+WST,Net

mfuelLHV
                                                                  (9) 

 

η
II

=1-
Itot

mfuelexfuel

                                                                       (10) 

 

EmCO2=
mCO2,tot

WGT,Net+WST,Net

                                                       (11) 

 
where WGT,net is the net power of gas turbine cycle (kW); WST,net 

is the net power of steam cycle (kW); mfuel is the fuel mass flow 

(kg/s); LHV is the lower heating value of fuel (kJ/kg); EmCO2 

specific CO2 produced in the combustion process (g/kWh); 

mCO2,tot total CO2 produced (g/h), Itot is the total plant 

irreversibility (kW).    

 

2.2 Semi-closed oxy-fuel combustion combined cycle 

The SCOC-CC is presented in Figure 1. In this cycle, 

CO2 (stream 1) is compressed until the combustion chamber 

pressure (stream 2). Then this CO2 stream, fuel (stream 6) 

and oxygen provided by the ASU (stream 9) are fed in the 

combustion chamber. The combustion products (stream 3) 

are expanded in the GT turbine (stream 5), and the flue gases 

provide heat for a steam cycle trough an HRSG. The water 

present in the flue gases is then removed in the dehumidifier. 

Then the CO2  (stream 13) is divided in two streams, about 

90% of stream 13 mass flow is recycled to the gas turbine 

compressor (stream 16), and the other part is compressed 

(stream 14) and captured (stream 15).  

 

Figure 1. SCOC-CC. 

 

The O2 purity is an important parameter for oxy-fuel 

combustion power plants as purer oxygen streams increase 

ASU energy consumption, decreasing power plant 

efficiency. On the other hand, an oxygen stream with low 

oxygen purity will produce flue gases with more impurities, 

and it can result in an increase in the cost and energy 

consumption of the CO2 treatment and compression unit [2]. 

Hu et al. [9] parameterized the specific energy consumption 

of ASU by cryogenic distillation as a function of oxygen 

purity. For oxygen purity equal or lower than 97 mol% the 

Eq. (12) is used, for purities greater than 97 mol% Eq. (13) 

is used. The molar composition of the oxygen stream 

supplied by the ASU is shown in Table 1 for different values 

of  y
O2

. The oxygen leaves the ASU at 1.013bar and 27°C. 

 

Table 1. Oxygen composition [9]. 

 

eASU=92.3103 + 8.2457 y
O2

                                             (12) 

 

eASU=383.3773/(100 - y
O2

)
0.4577 + 660.0583                   (13) 

 

O2 0.850 0.860 0.870 0.880 0.890 0.900 0.910 

Ar 0.038 0.038 0.038 0.039 0.039 0.039 0.039 

N2 0.112 0.102 0.092 0.081 0.071 0.061 0.051 

O2 0.920 0.930 0.940 0.950 0.960 0.970 0.980 

Ar 0.040 0.040 0.041 0.041 0.040 0.030 0.020 

N2 0.040 0.030 0.019 0.009 0 0 0 
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where eASU is ASU specific energy consumption (kJ/kg); y
O2

 is 

oxygen purity (mol%). 

The isentropic and polytropic efficiencies utilized for the 

compressors, turbines and pumps are shown in Table 2 [11]. 

The isentropic efficiency is calculated by Eq. (14) for 

compressors and pumps and by Eq. (15) for turbines [12]. 

The compressions of CO2 and O2 are done in 3 stages with 

intercooling to reduce the compressors energy consumption, 

according to Figure 2. The fuel composition and LHV are 

presented in Table 3. 

 

Table 2. Compressors and turbines efficiencies [11][12]. 
Equipment 𝛈𝐩𝐨𝐥𝐲𝐭𝐫𝐨𝐩𝐢𝐜 𝛈𝐢𝐬𝐞𝐧𝐭𝐫𝐨𝐩𝐢𝐜 

GT Turbine 0.87 - 

GT Compressor 0.87 - 
Water pumps - 0.75 

CO2/O2 Compressors 0.85 - 

High-pressure steam turbine - 0.92 
Low-pressure steam turbine - 0.89 

 

𝜂𝑖𝑠𝑒𝑛 =
ℎ𝑜𝑢𝑡,𝑖𝑠𝑜 − ℎ𝑖𝑛
ℎ𝑜𝑢𝑡 − ℎ𝑖𝑛

=
(
𝑃𝑜𝑢𝑡

𝑃𝑖𝑛
⁄ )

(𝛾−1)
𝛾

− 1

(
𝑃𝑜𝑢𝑡

𝑃𝑖𝑛
⁄ )

𝜂𝑝𝑜𝑙(𝛾−1)
𝛾

− 1

                    (14) 

 

𝜂𝑖𝑠𝑒𝑛 =
ℎ𝑖𝑛 − ℎ𝑜𝑢𝑡
ℎ𝑖𝑛 − ℎ𝑜𝑢𝑡,𝑖𝑠𝑜

=
1 − (

𝑃𝑜𝑢𝑡
𝑃𝑖𝑛
⁄ )

𝜂𝑝𝑜𝑙(𝛾−1)
𝛾

1 − (
𝑃𝑜𝑢𝑡

𝑃𝑖𝑛
⁄ )

𝛾−1
𝛾

                    (15) 

 
where ℎ𝑖𝑛 is the inlet enthalpy (kJ/kg); ℎ𝑜𝑢𝑡 is the outlet 

enthalpy (kJ/kg); ℎ𝑜𝑢𝑡,𝑖𝑠𝑜 is the outlet isentropic enthalpy 

(kJ/kg); 𝑃𝑜𝑢𝑡 is the outlet pressure (bar); 𝑃𝑖𝑛 is the inlet pressure 

(bar); 𝜂𝑝𝑜𝑙  is the polytropic efficiency; 𝛾 is the heat capacity 

ratio. 

 

The bleed air mass flow (stream 4) needed to cool the GT 

turbine blades has been determined by Eq. (16) [9]. 

 

ṁcooling=4.6×10-8(TIT+273.15)2+ 

                       1.47897×10-5(TIT +273.15)-0.06928         (16) 
 

where ṁcooling is the bleed air mass flow (kg/s); TIT is the GT 

turbine inlet temperature (°C). 

This study assumed that combustion is stoichiometric, 

and it is given by Eq (17). A pressure drop of 3% was 

assumed in the combustion chamber. The electric generators 

efficiency is 98.5% [13]. 
 

Table 3. Fuel composition and fuel LHV [8]. 

Fuel composition (mol %)  

CH4 89% 

C2H6 7% 

C3H8 1% 
C4H10 0.1% 

C6H14 0.001% 

CO2 2% 
N2 0.899% 

Fuel LHV (kJ/kg) 46480 

 

 

 
Figure 2. Compressions of CO2 and O2. 

 

CxHyOzNw + a(O2 + 
yN2
yO2

N2 +
yAr
yO2

Ar)

→ bN2 + cCO2 + dH2O + eAr           (17) 
 

where x, y, z, w are, respectively, the number of atoms of 

carbon, hydrogen, oxygen and nitrogen in the fuel; a, b, c, d, e 

are stoichiometric coefficients; yN2, yO2, yAr are the molar 

fractions of the nitrogen, oxygen and argon provided by the 

ASU. 

The HRSG of the SOCC-CC and the CC has two pressure 

levels, and it consists of three heat exchangers (economizer, 

evaporator and superheat) for each pressure level. It was 

considered that the high-pressure level water is pre-heated in 

the low-pressure economizer, and then it is pumped to the 

high-pressure economizer. A pressure loss of 40 mbar was 

assumed on the flue gases side of the HRSG [11]; on the 

water/steam side, pressures losses were neglected. For 

HRSG design, the pinch point is between 8-20 °C, and the 

approach point is between 5-12 °C [14][15].  For the HRSG 

design, it was considered an approach point of 12° C for low 

and high-pressure economizers, the pinch point of the low-

pressure evaporator is 15° C, and the high-pressure 

evaporator is 20°C [16]. In addition to the pinch and 

approach point, a temperature difference of 35° C was 

considered between the high-pressure steam turbine inlet 

temperature and the gas turbine exhaust gases on the HRSG 

inlet.  The HRSG temperature distribution is shown in Figure 

3. Table 4 presents the usual nominal temperature and 

pressure ranges for the HRSG. 

 

 
Figure 3. HRSG temperature distribution [17]. 

 

Table 4. HRSG usual operational range [18]. 

High-pressure  

level 

Temperature (°C) 500-565 

Pressure (bar) 55-85 

Low-pressure  

level 

Temperature (°C) 200-260 

Pressure (bar) 3-8 

 

Flue gas water is removed in a dehumidifier, where , a 

pressure loss of 10mbar was assumed. A heater before the 
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gas turbine compressor is needed to decrease the relative 

humidity of the CO2 stream leaving the dehumidifier, this 

device increases the temperature by 4°C [7]. The condenser, 

dehumidifier and intercooler compression stages are cooled 

with water, which enters the equipment at ambient 

temperature (25 °C) and leaves at 35°C. 

The first law efficiency of the SCOC-CC is calculated by 

Eq. (9), and it can also be determined in function of the input 

variables: dehumidifier outlet temperature (T13), GT 

compressor pressure ratio (pr), GT turbine inlet temperature 

(T3), fuel and oxygen temperature in the combustion 

chamber inlet (T9 and T6), ASU oxygen purity (yO2ASU), low-

pressure steam turbine inlet pressure (p20), high-pressure 

steam turbine inlet pressure (p17), condenser pressure (p21).  

The GT compressor pressure ratio for SCOC-CC is in the 

range of 30-40 [16]. According to [19], the GT turbine inlet 

temperature can reach temperatures in the range of 1500°C 

for modern conventional gas turbines. The condenser 

pressure is 0.088bar [20]. It was considered that the 

dehumidifier outlet temperature should be in the range of 27-

55°C, and fuel and oxygen temperature are 30°C in the 

combustion chamber inlet.  

From the operational limits of the SCOC-CC, it is 

possible to formulate an optimization problem to maximize 

the energetic/first law efficiency: 

 

Maximize: ηI = ηI(T13, pr, T3, yO2ASU , p20, p17) 

Subject to:   

{
 
 
 
 

 
 
 
 

 27 ≤ T13 ≤ 55
30 ≤ pr ≤ 40

1050 ≤ T3 ≤ 1500
0.8 ≤ yO2ASU ≤ 0.995

3 ≤ p20 ≤ 8
55 ≤ p17 ≤ 85
200 ≤ T20 ≤ 260
500 ≤ T17 ≤ 565

 

 

where the temperatures and pressures are indexed 

accordingly to Figure 1. 

 

2.3 Conventional combined cycle 

 

 
Figure 4. Combined cycle. 

  

Figure 4 shows the conventional combined cycle. The 

same thermodynamic assumptions were utilized in the CC 

model. The gas turbine working fluid is air, which enters the 

GT compressor (stream 1) at 25 °C, 1.013 bar, and relative 

humidity of 60%, the air is compressed until the combustion 

chamber pressure (stream 2) and the air and fuel are fed in 

the combustion chamber. The combustion was also 

considered stoichiometric, and it is given by Eq. (18). The 

flue gases (stream 3) are expanded in the GT turbine (stream 

5), and after the expansion, the flue gases provide heat for a 

steam cycle trough an HRSG and are released into the 

atmosphere (stream 14). 

 

CxHyOzNw + a(O2 + 3.74 N2 + 0.04 Ar + 0.0033 CO2
+ 0.0923H2O )
→ bN2 + cCO2 + dH2O + eAr          (18) 

 
where x, y, z, w are, respectively, the number of atoms of 

carbon, hydrogen, oxygen and nitrogen in the fuel; a, b, c, d, e 

are stoichiometric coefficients. 

For the comparative analysis, the CC GT turbine inlet 

temperature is the same as the SCOC-CC. The pressure ratio 

for conventional gas turbines is usually in the range of 5-30 

[20]. The following optimization problem finds the optimal 

efficiency of the conventional CC:  

 

Maximize: ηI = ηI(pr, p9, p12) 
Subject to:   

{
 
 

 
 

5 ≤ pr ≤ 30
3 ≤ p12 ≤ 8
55 ≤ p9 ≤ 85

200 ≤ T12 ≤ 260
500 ≤ T9 ≤ 565

 

 

where the temperatures and pressures are indexed 

accordingly to Figure 4. 

 

2.4 Particle swarm optimization  

The optimization problems were solved by particle 

swarm optimization (PSO). PSO is an optimization 

algorithm for the solution of nonlinear and linear functions 

created by [21]. It was inspired by the intelligent behaviour 

of groups of animals such as swarms, shoals and flocks of 

birds. PSO is a search technique based on the social 

behaviour of individuals. This behaviour initially presents a 

random and disordered search, but an organization in the 

flight is observed over time, and a search pattern is presented. 

When the search target is reached, all particles tend to go 

towards the objective [22]. 

The PSO population is initialized randomly, over time, 

the position of the particles is updated based on pre-

established rules. The position and velocity of each particle i 

at the iteration (t+1), respectively, are given by Eq. (19) and 

Eq. (20), respectively. Although there are several proposals 

for the weight of inertia (w), in this work, the weight of 

inertia by linear decrease is used (Eq. 21) [23]. 

 

xi(t + 1) = xi(t) +  vi(t + 1)                                              (19) 
 

vi(t + 1) = wvi(t) + c1r1(Pbest−i(t) − xi(t))

+ c2r2(Gbest(t) − xi(t))                      (20) 
 

w(t) = wmax − 
wmax −wmin

tmax
t                                         (21) 

 
where w is the weight of inertia, r1 and r2 are random 

independent variables between 0 and 1, Pbest−i is the best 

position found by the particle i, Gbest the best position found by 

the swarm, c1 and c2 are learning parameters, tmax is the 

maximum number of iterations, wmax is the maximum weight of 

inertia, wmin is the minimum weight of inertia. 
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Table 5 shows the PSO parameters. [24] presented the 

effect of the number of particles in the swarm for several 

optimization problems and concluded that 30 particles 

provide a good trade-off between robustness and speed of 

convergence. The other parameters of the PSO were obtained 

from [25] and [23]. 

 

Table 5. PSO parameters. 
c1 c2 Maximum 

Velocity 
Number of 
particles 

Number 
of 

iterations 

wmax wmin 

1.5 2.5 4 30 300 0.9 0.4 

 

3. Results 

The computacional models of both thermodynamic 

cycles were validated utilizing the same computacional 

assumptions as [11]. The first law efficiency obtained for the 

SCOC-CC in [11] is 47%, in this work, with the same 

computacional assumptions of [11] an efficiency of 48.28% 

was obtained, which represents a deviation of 2.74%. For the 

CC case, [11] obtained a first law efficiency of 57% and in 

this work an efficiency of 57.74% was obtained, representing 

a deviation of 1.3%. Considering that different softwares 

were used for the thermodynamic models development, the 

difference in the efficiencies obtained is acceptable. In this 

work, EES was used for the computacional models 

development and [11] developed their computacional 

models with SimSCI PRO/II. 

Applying the PSO algorithm, the optimal operational 

points from Table 6 were obtained. The optimization 

utilizing the ASU model from [9] found that the optimal 

ASU oxygen purity (yO2ASU) for the SCOC-CC is 95.99 

mol%. The SCOC-CC optimal pressure ratio is 40, which is 

the maximum value from the optimization problem. The 

SCOC-CC pressure ratio is 3.28 times the CC pressure ratio; 

this big difference occurs due to the change in the working 

fluid. Figure 5 shows the variation of the heat capacity ratio 

(γ) with the temperature of the GT compressor and GT 

turbine working fluid of the SCOC-CC and CC. It is noticed 

that the heat capacity ratio is lower in the SCOC-CC 

compressor and turbine than in the CC case. For this reason, 

a higher pressure ratio is needed in the SCOC-CC to obtain 

a similar temperature drop as in the CC. In this way, the 

influence of the heat capacity ratio is the main reason for the 

higher-pressure ratio needed in the SCOC-CC. 

 

Table 6. PSO optimization results. 

 T13 

(°C) 

pr T3 

(°C) 

yO2ASU 

(mol%) 

p19 

(bar) 

p17 

(bar) 

SCOC-CC 33.017 40 1223 95.99 5.71 85 

 - pr T3 

(°C) 

- p12 

(bar) 

p9 

(bar) 

CC - 12.18 1223 - 5.93 85 

 

The SCOC-CC efficiency obtained from the optimal 

point is 45.55%. The properties of each stream of the SCOC-

CC at the optimal point and considering a fuel consumption 

of 1 kg/s are presented in Table 7, and the mass composition 

of each stream is shown in Table 8, the streams are numbered 

accordingly to Figure 1.  

The CC efficiency obtained from the optimal point is 

52.51%. The properties of each stream of the CC at the 

optimal point and considering a fuel consumption of 1 kg/s 

are presented in Table 9, and the mass composition of each 

stream is shown in Table 10, the streams are numbered 

accordingly to Figure 4.  

 
Figure 5. Heat capacity ratio in the GT turbine and GT 

compressor. 

 

Table 7. SCOC-CC: Properties of each stream. 

# 

Mass 

flow 

(kg/s) 

Pressure 

(bar) 

Tempe-

rature 

(°C) 

Enthalpy 

(kJ/kg) 

Entropy 

(kJ/kg.K) 

Exergy 

(kJ/kg) 

1 42.6 1.013 37.02 -8433 4.942 0.2004 

2 40.4 40.52 450.8 -8017 5.055 382.2 
3 45.35 39.71 1223 -7234 6.217 1112 

4 2.196 40.52 450.8 -8017 5.055 382.2 

5 47.55 1.063 600.2 -8032 6.261 287.1 
6 1.00 40.52 30.0   48938 

7 17.15 1.013 25.0 -158 6.745 0 

8 3.945 1.013 27.0 1.789 6.288 0.00597 
9 3.945 40.52 30.0 4.475 5.348 283 

10 13.01 1.013 27.0 2.072 6.834 0.00790 

11 0.202 1.013 27.0 113.2 0.3949 0.02794 
12 47.55 1.023 95.72 -8588 5.336 0.6009 

13 45.54 1.013 33.02    

14 2.943 1.013 33.02 -8436 4.931 0.0897 

15 2.943 100 30.0 -8439 4.023 268.3 
16 42.6 1.013 33.02 -8436 4.931 0.0897 

17 6.997 85 565 3553 6.889 1503 

18 6.997 5.712 205.8 2864 7.017 776.1 

19 1.297 5.712 195 2840 6.968 767.4 

20 8.294 5.712 204.1 2860 7.01 774.7 

21 8.294 0.0888 43.51 2278 7.237 124.7 
22 8.294 0.0888 43.51 182.2 0.6189 2.216 

23 8.294 5.712 43.58 183 0.6195 2.795 

 

Table 8. SCOC-CC: Mass composition of each stream. 

# 𝐱𝐂𝐎𝟐 (%) 𝐱𝐎𝟐 (%) 𝐱𝐀𝐫 (%) 𝐱𝐇𝟐𝐎 (%) 𝐱𝐍𝟐 (%) 

1 91.26 - 6.627 2.112 0.001 
2 91.26 - 6.627 2.112 0.001 

3 87.23 - 6.335 6.432 0.001 

4 91.26 - 6.627 2.112 0.001 
5 87.42 - 6.348 6.233 0.001 

6 - - - - - 
7 - 21.86 1.365 1.177 75.6 

8 - 95.05 4.945 - 0.001 

9 - 95.05 4.945 - 0.001 
10 - - 0.300 - 99.7 

11 - - - 100 - 

12 87.42 - 6.348 6.233 0.001 

13 91.26 - 6.627 2.112 0.001 
14 91.26 - 6.627 2.112 0.001 

15 91.26 - 6.627 2.112 0.001 

16 91.26 - 6.627 2.112 0.001 
17 - - - 100 - 

18 - - - 100 - 

19 - - - 100 - 
20 - - - 100 - 

21 - - - 100 - 

22 - - - 100 - 
23 - - - 100 - 
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Table 9. CC: Properties of each stream. 

# 

Mass 

flow 

(kg/s) 

Pressure 

(bar) 

Tempe-

rature 

(°C) 

Enthalpy 

(kJ/kg) 

Entropy 

(kJ/kg.K) 

Exergy 

(kJ/kg) 

1 44.01 1.013 25 -169.2 6.741 0 

2 41.74 12.33 391 212.1 6.85 349 

3 42.74 12.09 1223 46.28 7.959 1085 

4 2.26 12.33 391 212.1 6.85 349 
5 45.01 1.053 600 -675.5 7.999 290.5 

6 1.00 12.33 30   48938 

7 7.91 0.088 43.5 182.2 0.6189 2.216 
8 7.91 5.93 43.5 183 0.6195 2.817 

9 6.56 85.00 565 3553 6.889 1503 

10 6.56 5.93 209.6 2871 7.016 783.8 
11 1.35 5.93 198.9 2848 6.967 775.1 

12 7.91 5.93 207.8 2867 7.007 782.3 

13 7.91 0.088 43.5 2278 7.237 124.7 

14 45.00 1.013 102 -1234 7.07 9.006 

 

Table 10. CC: Mass composition of each stream. 

# 𝐱𝐂𝐎𝟐 (%) 𝐱𝐎𝟐 (%) 𝐱𝐀𝐫 (%) 𝐱𝐇𝟐𝐎 (%) 𝐱𝐍𝟐 (%) 

1 0.105 22.92 1.27 1.19 74.52 

2 0.105 22.92 1.27 1.19 74.52 

3 6.388 13.58 1.24 5.99 72.78 
4 0.105 22.92 1.27 1.19 74.52 

5 6.074 14.05 1.24 5.59 72.88 

6 - - - - - 
7 - - - 100 - 

8 - - - 100 - 

9 - - - 100 - 
10 - - - 100 - 

11 - - - 100 - 

12 - - - 100 - 

13 - - - 100 - 
14 6.074 14.05 1.24 5.57 72.88 

 

From Tables 7 to 10, some characteristics of the SCOC-

CC and CC can be observed:  

 The SCOC-CC combustion chamber needs 3.945 

kg/s of oxygen (stream 9 - Figure 1) to burn 1 kg/s of fuel, 

corresponding to 8.5% of the GT compressor inlet mass flow 

(stream 1 – Figure 1). 

 94% of the SCOC-CC GT exhaust gases (stream 

13-Figure 1) are recirculated to the GT compressor. In 

pipeline transport, CO2 will be transported at supercritical 

pressure in the range of 80-150 bar [6]. The remaining 6% 

(stream 14 and 15 - Figure 1) are compressed to 100 bar in 

the CO2 compressor in this work. 

 Oxy-fuel GT turbine exhaust mass flow (stream 5-

Figure 1) is 5% greater than CC GT, which results in more 

steam circulating in the Rankine/bottoming cycle. 

 The optimal pressure ratio for both cycles 

corresponds to the maximum GT turbine exhaust 

temperature allowed (600°C). Since a temperature difference 

of 35°C was considered between the high-pressure (HP) 

steam turbine inlet temperature and the GT exhaust gases on 

the HRSG inlet. The maximum temperature allowed at the 

HP steam turbine inlet is 565 °C. 

The power consumed (-) or produced (+) from each 

device are shown in Table 11. The SCOC-CC gross power is 

45897 kW against 41982 kW of the CC cycle. The ASU, O2 

and CO2 compressor represent together a power 

consumption of 13.5% from the 45897-kW of gross power; 

considering the equipment needed for oxy-fuel combustion, 

the SCOC-CC net power is 13.2% lower than the CC net 

power. 

As mentioned before, the condensers, dehumidifier and 

intercooler stages are cooled with water. Table 12 shows the 

heat removed from each device and the quantity of water for 

cooling.  

Table 11. Power consumption. 

 SCOC-CC CC 

Equipment Power (kW) Power (kW) 

GT Compressor -17706 -16778 

GT Turbine 36249 32851 

GT Net Power 18543 15832 

LP Pump -6.29 -6.22 

LP Steam Turbine 4830 4661 

HP Pump -80.09 -74.97 

HP Steam Turbine 4818 4470 

Steam Cycle Net Power 9561 9050 

ASU -3314 - 

O2 Compressor -1695 - 

CO2 Compressor -1200 - 

Global Net Power 21473 24745 

 

Table 12. Water consumption. 

SCOC-CC  

Equipment 

Heat 

(kW) 

Cooling Water 

(kg/s) 

Condenser -17381 415.5 

Dehumidifier -7588 181.5 

CO2 Compressor intercooled stages -1208 40.26 

O2 Compressor intercooled stages -1684 28.87 

Total -29501 666.2 

CC  

Equipment 

Heat 
(kW) 

Cooling Water 
(kg/s) 

Condenser -16581 396.4 

Dehumidifier - - 

CO2 Compressor intercooler stages - - 

O2 Compressor intercooler stages - - 

Total -16581 396.4 

 

It is noticed that the water consumption of the SCOC-CC 

is much higher than the CC consumption since the SCOC-

CC has more components that need cooling and more steam 

flows through its bottoming cycle. 

For the irreversibilities of each cycle components, an 

exergetic analysis was performed. Table 13 shows the exergy 

fuel and product, irreversibility and second law efficiency of 

the SCOC-CC components. The second law efficiency of the 

components is given by Eq. 22. 

 

ηII =
Prod

Fuel
                                                                               (22) 

 

where Prod is the exergy product (kW), Fuel is the exergy 

fuel (kW). 

From Table 13, it is observed that the SCOC-CC second 

law efficiency is 45.67%. It is highlighted that the oxygen 

production in the ASU is very irreversible, and the ASU 

second law efficiency is 0.004%. Figure 6 shows the 

contribution of each piece of equipment to the global 

irreversibility of the plant. The most irreversible components 

of the SCOC-CC are the Combustion chamber, ASU, HRSG, 

GT compressor and GT turbine. The ASU, heater, 

dehumidifier, CO2 and O2 compressors combined 

correspond to 16.43% of the total SCOC-CC irreversibilities. 

Table 14 shows the exergy fuel, exergy product, 

irreversibility and second law efficiency of the CC 

components. The CC second law efficiency is 52.2 %, which 

is 6.5% greater than the SCOC-CC.  
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Table 13. SCOC-CC: Components Irreversibility. 

Equipment 
Fuel 

(kW) 

Product 

(kW) 

Irreversibility 

(kW) 

𝛈𝐈𝐈 
(%) 

GT Compressor 17706 16272 1434 91.9 

Combustion Chamber 48938 33875 15063 69.2 

GT Turbine 37624 36249 1375 96.3 

GT Generator 18543 18265 278.1 98.5 

HRSG 13620 11489 2131 84.4 
HP ST 5087 4818 269.1 94.7 

HP ST Generator 4818 4745 72.27 98.5 

LP ST 5391 4830 560.5 89.6 
LP ST Generator 4830 4758 72.45 98.5 

Condenser 1016 285.1 731 28.1 
LP Water pump 6.293 4.799 1.494 76.3 

HP Water pump 80.09 78.05 2.035 97.5 

Dehumidifier 888.4 124.6 763.8 14.1 
Heater 5.626 4.716 0.9094 83.8 

ASU 3314 0.132 3314 0.004 

O2 Compressor 1783 1493 290.3 83.7 
CO2 Compressor 1284 1056 227.8 82.3 

Global   26,586 45.7 

*HP ST= High-pressure steam turbine, LP ST= Low-pressure steam turbine 

 

 
Figure 6. SCOC-CC: Irreversibilities. 

 

Figure 7 are shown the contribution of each piece of 

equipment to the global irreversibility of the CC. The most 

irreversible components are the combustion chamber, 

HRSG, GT compressor and GT turbine. The global 

irreversibility of the SCOC-CC is 26586 kW against 23394 

kW of the CC. 

The GT turbine, GT compressor and steam turbines 

irreversibility are smaller in the CC cycle. In contrast, the 

combustion chamber of the CC cycle is more irreversible 

than the SCOC-CC combustion chamber. 

Table 14. CC: Components Irreversibility. 

Equipment 
Fuel 

(kW) 

Product 

(kW) 

Irreversibility 

(kW) 

𝛈𝐈𝐈 
(%) 

GT Compressor 16778 15355 1423 91.5 
Combustion Chamber 48938 31811 17127 65.0 

GT Turbine 34094 32851 1243 96.3 

GT Generator 16073 15832 241.1 98.5 
HRSG 12668 10886 1782 85.9 

HP ST 4717 4470 247.1 94.8 

HP ST Generator 4470 4403 67.05 98.5 

LP ST 5212 4669 543.6 89.6 

LP ST Generator 4669 4599 70.03 98.5 

Condensator 906.9 272 634.9 29.9 

LP Water pump 6.219 4.755 1.465 76.4 

HP Water pump 74.97 61.69 13.28 82.3 
Global   23394 52.2 

*HP ST= High-pressure steam turbine, LP ST= Low-pressure steam turbine 

The SCOC-CC specific CO2 production is 450 g-

CO2/kWh, and theoretically, 100% of the produced CO2 is 

captured. The CC produces 390 g-CO2/kWh and all the CO2 

produced is emitted to the atmosphere. Ferrari et al. [26] 

obtained a specific CO2 production of 416 g-CO2/kWh and 

90% of the CO2 produced is captured. Ferrari et al. [26] 

reference CC emits 348 g-CO2/kWh. The specific CO2 

productions obtained in this paper are higher mainly because 

[26] considered higher TIT (1352 °C), pressure ratio (45) and 

turbine exhaust temperature (620 °C). Although the SCOC-

CC specific CO2 production in this study and [26] is about 

60-70 g-CO2/kWh higher than the CC.  

 

 
Figure 7. CC: Irreversibilities. 

 

The captured CO2 can be injected and stored into deep 

saline aquifers or depleted oil and gas reservoirs or it also be 

used to enchance recovery of valuable fossil fuels (oil, gas 

and coalbed methane) [6]. The captured CO2 can be also used 

in beverage, medical and food processing industries, 

however low tolerances of various impurities and CO2 purity 

of at least 99.9 vol% are needed in these industries. To 

achieve higher CO2 purities, CO2 purification units should be 

installed in the plant [2]. 

 

 
Figure 8. First and second law efficiency vs O2 purity. 
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Figure 8 shows the first law efficiency, second law 

efficiency as a function of the ASU oxygen purity. The first 

law efficiency increases until the optimal oxygen purity 

found utilizing the PSO algorithm (95.99%), and after the 

optimal point (yO2ASU > 0.9599), the first law efficiency starts 

to decrease. The second law efficiency decreases when the 

oxygen purity is increased since the ASU second law 

efficiency is small; thus, increasing O2 purity also increases 

the ASU energy consumption and irreversibility. 

 

4. Conclusion 
The SCOC-CC first law efficiency was found through the 

particle swarm optimization algorithm, and its optimal first 

law efficiency is 45.55%, representing a first law efficiency 

penalty of 6.96% in comparison to CC. The ASU, CO2 and 

O2 consume 13.5% of the SCOC-CC gross power, and the 

optimal oxygen purity obtained is 95.99%. The SCOC-CC 

needs more water for cooling than the CC due to the 

dehumidifier, CO2, and O2 compressors intercooler stages. 

Despite the efficiency loss and higher water consumption, 

the SCOC-CC is more environmentally friendly since it can 

capture all or almost all CO2 produced in the combustion.  

Future investigations will highlight the importance of 

feasibility analysis of the semi-closed oxy-fuel combustion 

combined cycle presented in this work. It is also essential to 

investigate the potential usage or storage methods of the 

captured CO2. 

 

Nomenclature 

 
Variables 

C: number of carbon atoms in the fuel 

c1: learning parameter 

c2: learning parameter  

EmCO2: specific CO2 produced in the combustion process 

(kg/kWh) 

eASU: ASU specific energy consumption (kJ/kg) 

EmCO2: specific CO2 production (g/kWh) 

ex: exergy (kJ/kg) 

ex: specific exergy (kJ/kg) 

exch,0:  standard chemical exergy (kJ/kg) 

exch: chemical exergy (kJ/kg) 

exf: physical exergy (kJ/kg) 

Gbest: best position found by the swarm 

H:  number of hydrogen atoms in the fuel 

h: specific enthalpy (kJ/kg) 

ℎ0: enthalpy in reference condition (kJ/kg) 

i: state point or index i 

İ: irreversibility (kW) 

Itot: total plant irreversibility (kW)  

LHV: lower heating value of fuel (kJ/kg) 

ṁ: mass flow rate (kg/s)  

mCO2,tot: total CO2 produced (g/h) 

mfuel: fuel mass flow (kg/s);  

P: pressure (bar) 

Pbest−i: best position found by the particle i 

pr: pressure ratio 

Q̇: thermal energy rate (kW) 

R:  gas constant (kJ/kg-K); 

r1: random independent variables between 0 and 1 

r2: random independent variables between 0 and 1 

s:  entropy (kJ/kg-K) 

𝑠0: entropy in reference condition (kJ/kg-K) 

T: temperature (K) 

tmax: maximum number of iterations,  

w: weight of inertia 

Ẇ: power (kW) 

WGT,net: net power of gas turbine cycle (kW) 

wmax: maximum weight of inertia,  

wmin: minimum weight of inertia. 

WST,net: net power of steam cycle (kW)  

x:  mass fraction 

y:  mass fraction 

y
O2

: oxygen purity (mol%) 

 

Greek letters 

η
I
: first law efficiency 

η
II

: second law efficiency 

ηisen : isentropic efficiency 

ηpol: the polytropic efficiency 

β: ratio of standard chemical exergy and lower heating 

value of fuel 

𝛾: heat capacity ratio 

 

Acronyms 

ASU: air separation unit 

CC: conventional combined cycle 

CCS: carbon capture and storage 

EES: Engineering Equation Solver 

GT: gas turbine 

HP ST: high-pressure steam turbine 

HRSG: heat recovery steam generator  

LHV: lower heating value 

LP ST: low-pressure steam turbine 

PSO: particle swarm optimization  

SCOC-CC: semi-closed oxy-fuel combustion combined 

cycle  

TIT: turbine inlet temperature 
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Abstract 

 

The equations connecting speed of sound with other thermodynamic properties of gases and liquids, suitable for 

numerical integration with respect to temperature, density, and pressure, along isentropes, are derived. Algorithms of 

their solution are given too. They are tested with several substances (e.g., Ar, N2, O2, CH4, CO2, and H2O) in wide 

ranges of pressure and temperature. Average absolute deviation of thermal properties is 0.0129% in supercritical 

gaseous phase, 0.0308% in transcritical gaseous phase, and 0.0009% in liquid phase. Corresponding deviations of 

caloric properties are 0.1706%, 0.1863%, and 0.0702%, respectively. 
 

Keywords: Thermodynamic properties; fluids; speed of sound, entropy. 
 

1. Introduction 
 Thermodynamic properties of gases above their critical 

temperature may be derived from speed of sound if pressure 

and temperature, or density and temperature, are used as 

independent variables. In the former case, initial values of 

dependent variables (e.g., density and isobaric heat capacity) 

are specified along the lowest temperature at several 

pressures. In the later case, initial values of dependent 

variables (e.g., pressure and isochoric heat capacity) are 

specified along the lowest temperature at several densities. 

Numerical integration is performed with respect to 

temperature in both cases, but along isobars and isochores, 

respectively. When speed of sound is measured in the same 

pressure range at each temperature, these data are best 

exploited if integration is performed along isobars [1, 2]. For 

initial values specified in the same pressure range, 

integration along isochores will cover wider pressure range 

[3]. In this case, initial values may also be specified along 

the lowest density (e.g., in the limit of ideal gas) at several 

temperatures, and integration performed with respect to 

density along isotherms [4]. However, in order to retain 

stability of the solution, boundary values are needed along 

the lowest temperature(s). The same sets of initial values 

may be used to carry out integration below critical 

temperature. In this case, pressure [2] and density [3, 5] are 

divided by their corresponding values at saturation, at each 

temperature, and these quantities are used as new 

independent variables instead of pressure and density, 

respectively. 

 When it comes to liquid phase above critical pressure, 

temperature and pressure are used as independent variables. 

Initial values of dependent variables (e.g., density and 

isobaric heat capacity) are specified along the lowest 

pressure at several temperatures. Numerical integration is 

performed with respect to pressure along isotherms [6, 7]. 

The same set of initial values may be used to carry out 

integration below critical pressure. In this case integration is 

performed along paths whose shapes gradually change from 

that of an isotherm to that of the saturation line [6]. Also, 

initial values may be specified along the lowest pressure at 

several temperatures and integration performed along the 

same paths in opposite direction, or along isotherms with 

temperature range being extended to the saturation line in 

each integration step [7]. However, in order to retain stability 

of the solution in two later approaches, boundary values are 

needed along the saturation line. Initial values may also be 

specified along the saturation line and integration performed 

with respect to pressure along isotherms, but with front of 

integration having shape of the saturation line rather than that 

of isobar [6]. 

 If all derivatives appearing in equations connecting speed 

of sound with other thermodynamic properties (of gases and 

vapors) are expressed in terms of finite differences [8] or 

cubic splines [9], the sets of nonlinear algebraic equations 

are obtained. They can be solved for pressure and heat 

capacity in very wide ranges of temperature and density. 

Unlike an approach based on numerical integration, which 

requires initial values not only of thermal but also of caloric 

properties (or of thermal ones but of Neumann type), this 

approach requires only boundary values of thermal 

properties of Dirichlet type. However, they have to be 

imposed along overall boundary (e.g., along two isotherms 

and two isochores). 

 For initial values specified in the same pressure range, 

integration along isentropes in gaseous phase will cover 

wider pressure range than integration along isochores, as one 

can see from example given at Figure 1. Here, temperature 

and entropy are used as independent variables. 

If density and entropy are used as independent variables, 

domain of integration could be increased even further, as one 

can see from example given at Figure 2. 

Similarly, for initial values specified in the same 

temperature range, integration along isentropes in liquid 

phase will cover wider temperature range than integration 
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along isotherms, as one can see from example given at Figure 

3. Also, isentrope on the left side of integration domain 

crosses melting line (not seen on the figure) at much higher 

pressure than corresponding isotherm does. Here, pressure 

and entropy are used as independent variables. 

 

 
Figure 1. Integration with respect to T at p = const., v = 

const., and s = const., for methane in gaseous phase [22]. 

 

 
Figure 2. Integration with respect to  at s = const., for 

methane in gaseous phase [22]. 

 

Integration with respect to pressure at T = const. in 

supercritical gaseous phase is not recommended in general, 

since density increases very quickly with pressure at fixed 

temperature, and this becomes even more emphasized as 

critical point is approached. This area of thermodynamic 

surface could be avoided if integration is conducted at s = 

const., as one can see from example given at Figure 4. 

While entropy is not measurable quantity, it still can be 

calculated from thermal properties and heat capacity along 

initial isochore or isobar. Also, it may be used explicitly or 

implicitly (e.g., in terms of other properties). 

 

 
Figure 3. Integration with respect to p at T = const. and s = 

const., for methane in liquid phase [22]. 
 

 
Figure 4. Integration with respect to p at T = const. and s = 

const., for methane in gaseous phase [22]. 
 

2. Theory 

 The speed of sound is an intensive property whose value 

depends on the state of the medium through which sound 

propagates. Experiments indicate that the relation between 

pressure and density across a sound wave is nearly 

isentropic. The expression for the speed of sound reads [10] 

 

  

(1) 
 

 

where: u is the speed of sound, p is the pressure,  is the mass 

density, and s is the specific entropy. However, Eq. (1) may 

not be solved for  since u is not measured along isentropes 

but rather along isotherms. To overcome this, additional 

property relations have to be included. 
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2.1 Temperature and entropy as independent variables 
2.1.1 Isothermal and isochoric derivatives 

According to the following rule of differential calculus 

 

 (2) 
 

one can write 

 

 (3) 
 

where T is the thermodynamic temperature. According to 

another rule 
 

 (4) 
 

one can also write 

 

 (5) 
 

Combining (1), (3), and (5) one obtains 

 

 (6) 
 

 (7) 
 

If rule (2) is applied to the isochoric derivative in (6), it is 

obtained 

 

 (8) 
 

The second order isochoric derivative in (8) may be obtained 

from the following thermodynamic relation [10] 

 

 (9) 
 

where cv is the specific heat capacity at constant volume, 

which may be obtained from 
 

 (10) 
 

and finally 

 

 (11) 
 

where cp is the specific heat capacity at constant pressure. 

2.1.2 Isothermal and isobaric derivatives 

According to the rules (2) and (4) one can also write 

 

 (12) 
 

 (13) 
 

Combining (1), (12), and (13) one obtains 

 

 (14) 
 

 (15) 
 

If rule (2) is applied to the isobaric derivative in (14), it is 

obtained 

 

 (16) 
 

The second order isobaric derivative in (16) may be obtained 

from the following thermodynamic relation [10] 

 

 (17) 
 

The specific heat capacity at constant pressure may be 

obtained from 

 

 (18) 
 

and finally 

 

 (19) 
 

2.2 Density and entropy as independent variables 

2.2.1 Implicit use of entropy 

In this case, one can start from the relation [10] 

 

 (20) 
 

and the following property relation [10] 

 

 (21) 
 

In order to eliminate s at R.H.S. of (21), one can use rule (4) 

to obtain 
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 (22) 
 

If (22) is combined with the following relation [10] 

 

 (23) 
 

it becomes 

 

 (24) 
 

Combining (21) and (24) one obtains 

 

 (25) 
 

However, Eqs. (20) and (25) may not be solved for p and T 

since cv is also unknown. This may be overcome by 

introducing the following relation [10] 
 

 (26) 
 

Having in mind rule (2) one can write 

 

 (27) 
 

Combining (26) and (27) one obtains 

 

 (28) 
 

When cv is known, cp may be calculated from 
 

 (29) 
 

2.2.2 Explicit use of entropy 

In this case, one can also start from the relation [10] 

 

 (30) 
 

and the following property relation [10] 

 

 (31) 
 

Now, cv is calculated from [10] 

 

 (32) 
According to the rule (2), one can write 

 

 (33) 
 

Combining (30), (31), and (33) one obtains 

 

 (34) 
 

and finally [10] 

 

 (35) 
 

2.3 Pressure and entropy as independent variables 

In this case, one can start from the relation [10] 

 

 (36) 
 

and the following property relation [10] 

 

 (37) 
 

In order to eliminate s at R.H.S. of (37), one can use rule (4) 

to obtain 
 

 (38) 
 

If (38) is combined with the following relation [10] 

 

 (39) 
 

it becomes 

 

 (40) 
 

Combining (37) and (40) one obtains 

 

 (41) 
 

However, Eqs. (36) and (41) may not be solved for  and T 

since cp is also unknown. This may be overcome by 

introducing the following relation [10] 
 

 (42) 
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Having in mind rule (2) one can write 

 

 (43) 
 

Combining (42) and (43) one obtains 

 

 (44) 
 

When cp is known, cv may be calculated from 
 

 (45) 
 

3. Algorithms of solution 

In this paper it is supposed that practical speed of sound 

measurements are conducted in p–T domain bounded by two 

isentropes and two isotherms, isochores, or isobars, 

respectively, or in any other domain from which speed of 

sound data can be mapped into the former domains with 

negligible error. Since true isentropes are yet to be found, 

approximate ones are generated by a cubic equation of state 

(EOS). For that purpose the following relation is used 
 

 (46) 
 

where entropy change, s2 – s1, between any two states 1 and 

2 is represented as a sum of residual entropy change, s2
R – 

s1
R, and ideal gas entropy change sig. The former is obtained 

from an EOS, while the later is given by 
 

 (47) 
 

where cp
ig is the ideal gas heat capacity. Since along an 

isentrope it holds 
 

 (48) 
 

Eqs. (47) and (48) are replaced into (46), and the resulting 

equation 

 

 (49) 
 

is solved for p2 or T2, given p1 and T1. Since Eq. (49) is 

nonlinear with respect to p2 and T2, the solution is obtained 

by iteration. If u is specified along isotherms or along 

isochores, specific volume or temperature is iterated, 

respectively, and pressure is obtained from an EOS directly, 

since the cubic EOSs are pressure explicit. However, if u is 

specified along isobars, temperature is iterated in outer loop 

(finding zero of Eq. (49)), and specific volume in inner loop 

(finding zero of an EOS). 
 

 

 

3.1 Temperature and entropy as independent variables 
 When it comes to gaseous phase above critical 

temperature, the most common way of deriving 

thermodynamic properties from speed of sound is the one 

based on numerical integration with respect to temperature, 

along paths of constant density. Although this approach is 

more demanding (e.g., computationally and experimentally) 

than the one conducted along paths of constant pressure, it is 

proved to be more stable. The main source of instability in 

the later approach are isobaric derivatives, which are 

estimated less accurately than isochoric ones in the former 

approach. The aim of the following two algorithms is to 

check out if isochoric derivatives also introduce less error 

than isobaric ones when entropy is used instead of density 

(in the former approach) or pressure (in the latter approach) 

as independent variable. 

 

3.1.1 Isothermal and isochoric derivatives 

 

1. Specify u(p, T) at several isotherms, along several 

isentropes generated by a cubic EOS 
 

2. Specify  and cv or (∂p/∂T) at several pressures along 

isotherm with lowest temperature (T0) 
 

3. Estimate (∂p/∂)T 
 

4. Calculate cv and cp from (10) and (11), respectively 
 

5. Estimate ∂2p/∂T∂ and (∂cv/∂)T 
 

6. Calculate (∂/∂T)s, (∂p/∂T)s, [∂(∂p/∂T)/∂T]s, and 

(∂2p/∂T2) from (6), (7), (8), and (9), respectively 
 

7. Calculate , p, and (∂p/∂T) at T=T0+T by numerical 

integration of (6), (7), and (8), respectively 
 

8. Interpolate EOS pressures along EOS isentropes to T 
 

9. Interpolate u along EOS isentropes to T 
 

10. Interpolate u from EOS pressures to those from step 7 
 

11. Repeat steps 3 to 10 until final temperature is reached 

 

3.1.2 Isothermal and isobaric derivatives 

 

1. Specify u(p, T) at several isotherms, along several 

isentropes generated by a cubic EOS 
 

2. Specify p and cp or (∂/∂T)p at several densities along 

isotherm with lowest temperature (T0) 
 

3. Estimate (∂/∂p)T 
 

4. Calculate cp and cv from (18) and (19), respectively 
 

5. Estimate ∂2/∂T∂p and (∂cp/∂p)T 
 

6. Calculate (∂p/∂T)s, (∂/∂T)s, [∂(∂/∂T)p/∂T]s, and 

(∂2/∂T2)p from (14), (15), (16), and (17), respectively 
 

7. Calculate p, , and (∂/∂T)p at T=T0+T by numerical 

integration of (14), (15), and (16), respectively 
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8. Interpolate EOS pressures along EOS isentropes to T 
 

9. Interpolate u along EOS isentropes to T 
 

10. Interpolate u from EOS pressures to those from step 7 
 

11. Repeat steps 3 to 10 until final temperature is reached 

 

3.2 Density and entropy as independent variables 

Thermodynamic properties of gases above their critical 

temperature may be derived from speed of sound also if 

numerical integration is conducted with respect to density, 

along paths of constant temperature. Since this approach 

requires boundary values along the lowest temperature(s), 

the aim of the following two algorithms is to check out if the 

solution is stable without boundary values imposed when 

integration is conducted along isentropes instead of 

isotherms. It would be also interesting to compare algorithm 

which uses entropy explicitly to the one which uses entropy 

implicitly, because the former solves first order PDEs, while 

the later solves second order PDEs. Since both temperature 

and pressure are dependent variables here, it would be also 

interesting to see if fitted values of speed of sound could 

successfully replace interpolated ones. 

 

3.2.1 Implicit use of entropy 

 

1. Specify u(p, T) at several isochores and several isentropes 

generated by a cubic EOS 
 

2. Fit u from step 1 to a suitable function of p and T 
 

3. Specify p and cv at several temperatures along isochore 

with lowest density (0) 
 

4. Estimate (∂p/∂T), (∂2p/∂T2), and (∂cv/∂T) 
 

5. Calculate (∂p/∂)s, (∂/∂)s, and (∂cv/∂)s from (20), (25), 

and (28), respectively 
 

6. Calculate p, T, and cv at =0+ by numerical integration 

of (20), (25), and (28), respectively 
 

7. Calculate cp from (29) 
 

8. Calculate u at p and T from step 6 by a function from step 

2. 
 

9. Repeat steps 4 to 8 until final density is reached 

 

3.2.2 Explicit use of entropy 

 

1. Specify u(p, T) at several isochores and several isentropes 

generated by a cubic EOS 
 

2. Fit u from step 1 to a suitable function of p and T 
 

3. Specify p and cv at several temperatures along isochore 

with lowest density (0) 
 

4. Calculate s from (23) along 0, at temperatures from step 

3, with initial value chosen arbitrarily 
 

5. Estimate (∂p/∂s) and (∂T/∂s) 

6. Calculate (∂p/∂T) = (∂p/∂s) / (∂T/∂s) 
 

7. Calculate cv from (32) 

 
8. Calculate (∂p/∂)T from (34) 
 

9. Calculate cp from (35) 
 

10. Calculate (∂p/∂)s and (∂/∂)s from (30) and (31), 

respectively 
 

11. Calculate p and T at =0+ by numerical integration 

of (30) and (31), respectively 
 

12. Calculate u at p and T from step 11 by a function from 

step 2 
 

13. Repeat steps 5 to12 until final density is reached 

 

3.3 Pressure and entropy as independent variables 

When thermodynamic properties of liquids are derived 

from speed of sound, pressure is always used as a variable 

with respect to which the integration is performed, and the 

other independent variable is usually temperature. 

Integration domain is situated between melting line at the left 

and saturation line at the right, and since these two are not 

isotherms, significant part of the domain is left uncovered. 

However, it can be increased considerably if integration is 

performed along isentropes instead of isotherms. When it 

comes to gaseous phase, integration with respect to pressure 

is not stable, even if isothermal paths are replaced by 

isentropic ones. However, it would be interesting to see if 

isentropic paths combined with approach similar to the one 

tried before [9] may solve the problem, especially having in 

mind aggravating circumstance that boundary values may 

not be specified along isentrope(s). 

 

3.3.1 Numerical integration 

 

1. Specify u(p, T) at several isobars, along several isentropes 

generated by a cubic EOS 
 

2. Specify  and cp at several temperatures along isobar with 

lowest pressure (p0) 
 

3. Estimate (∂/∂T)p, (∂2/∂T2)p, and (∂cp/∂T)p 
 

4. Calculate (∂/∂p)s, (∂/∂p)s, and (∂cp/∂p)s from (36), (41), 

and (44), respectively 
 

5. Calculate , T, and cp at p=p0+p by numerical integration 

of (36), (41), and (44), respectively 
 

6. Calculate cv from (45) 
 

7. Interpolate u along EOS isentropes to p 
 

8. Interpolate u from EOS temperatures to those from step 5 
 

9. Repeat steps 3 to 8 until final pressure is reached 
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3.3.2 Least squares 

 

1. Specify u(p, T) at several isobars, along several isentropes 

generated by a cubic EOS 
 

2. Specify  and cp at several temperatures along isobar with 

lowest pressure (p0) 

 
3. Calculate s from (39) along p0, at temperatures from step 

2, with initial value chosen arbitrarily 
 

4. Guess  along isentropes from step 3 at several pressures 
 

5. Estimate (∂/∂p)s 
 

6. Calculate u from (36) 
 

7. Interpolate T with respect to u and p 
 

8. Estimate (∂T/∂p)s, (∂/∂s)p, and (∂T/∂s)p 
 

9. Calculate (∂/∂T)p = (∂/∂s)p / (∂T/∂s)p 
 

10. Calculate cp from (39) 
 

11. Calculate cv from (45) 
 

12. Calculate f = (∂T/∂p)s + (∂/∂s)p / 2 
 

13. Calculate g = ( f 2) / 2 
 

14. If g > 10–4, calculate new values of  by a least squares 

method 
 

15. Repeat steps 5 to 14 as many times as necessary to obtain 

g ≤ 10–4 
 

4. Results and discussion 

 All interpolations are performed by polynomials [11], 

while derivatives are estimated by cubic splines [12] and 

interpolation polynomials. When both pressure and 

temperature are dependent variables (Algorithms 3.2.1 and 

3.2.2), speed of sound data are fitted to bivariate Chebyshev 

polynomials (with ln(p) and ln(T) scaled between -1 and +1). 

The polynomials coefficients are obtained by method of 

linear least squares with iterative refinement of Björck [13]. 

Numerical integrations are performed by Runge-Kutta-

Verner fifth-order and sixth-order method with adaptive step-

size [14]. In Algorithm 3.3.2, densities are calculated by a 

modified Levenberg – Marquardt method [15 – 17]. 

Algorithms of solution described in Sections 3.1 and 3.2 (for 

gaseous phase) and 3.3 (for liquid and gaseous phase) are 

tested with several substances. Their list and p––T ranges 

covered are given in Tables 1 to 4, 16, 19, and 20. Reference 

properties are generated by corresponding fundamental 

EOSs [18 – 24]. Speed of sound data used are obtained from 

the same EOSs and from measurements [3]. All the results 

obtained as well as the coefficients of Chebyshev 

polynomials (see appendix) are given in separate file as a 

supplement to this paper. 
 Initial values for supercritical gaseous phase (Algorithms 

3.1.1 and 3.1.2) are specified along isotherm with the lowest 

temperature, at 10 equally spaced pressures (see Table 5). 

Reference properties are specified at 16 equally spaced 

isotherms, along 10 isentropes passing through the points 

with initial values. Speed of sound data are specified at the 

same isotherms, but along isentropes generated by Peng-

Robinson (P-R) EOS [25]. All derivatives are estimated by 

cubic splines. Both thermal and caloric properties are derived 

with AADs an order of magnitude smaller if isochoric 

derivatives are used instead of isobaric ones (see Tables 9 

and 10). These AADs are of similar magnitude to those when 

temperature and density [4] or temperature and pressure [1], 

respectively, are used as independent variables. 
 Initial values for supercritical gaseous phase (Algorithms 

3.2.1 and 3.2.2) are specified along isochore with the lowest 

density, at 11 equally spaced temperatures (see Table 6). 

Entropies corresponding to these temperatures are obtained 

from Eq. (23), with initial values chosen arbitrarily. 

Reference properties are specified at 11 isochores, along 11 

isentropes passing through the points with initial values. 

Speed of sound data are specified at isochores and isentropes 

generated by P-R EOS [25]. Derivatives are estimated by 

interpolation polynomials (Algorithm 3.2.1) and cubic 

splines (Algorithm 3.2.2). Both thermal and caloric 

properties are derived with AADs about 50% smaller if 

entropy is used explicitly instead of implicitly (see Tables 11 

and 12). The solution is stable without boundary values 

imposed when integration is conducted along isentropes 

instead of isotherms. Fitted values of speed of sound can 

successfully replace interpolated ones. 
 Initial values for transcritical gaseous phase (Algorithms 

3.1.1 and 3.1.2) are specified along isotherm with the lowest 

temperature, at 10 equally spaced pressures (see Table 7). 

Reference properties are specified at 11 to 15 equally spaced 

isotherms, along 10 isentropes passing through the points 

with initial values. Speed of sound data are specified at the 

same isotherms, but along isentropes generated by P-R EOS 

[25]. All derivatives are estimated by cubic splines. Both 

thermal and caloric properties are derived with AADs 4 to 5 

times smaller if isochoric derivatives are used instead of 

isobaric ones (see Tables 13 and 14). These AADs are of 

similar magnitude to those when temperature and ratio of 

density to saturated vapor density [5], or temperature and 

ratio of pressure to saturation pressure [2], respectively, are 

used as independent variables. 
 Initial values for liquid phase (Algorithm 3.3.1) are 

specified along isobar with the lowest pressure, at 7 to 10 

equally spaced temperatures (see Table 8). Reference 

properties are specified at 9 to 11 isobars, along 7 to 10 

isentropes passing through the points with initial values. 

Speed of sound data are specified at the same isobars, but 

along isentropes generated by P-R EOS [25]. All derivatives 

are estimated by interpolation polynomials. Both thermal 

and caloric properties are derived with AADs of similar 

magnitude to those when pressure and temperature [6, 7] are 

used as independent variables (see Table 15). It is confirmed 

that stability of solution in liquid phase, when integration is 

performed along isentropes, is similar to that along isotherms 

[26]. 
 Initial values for supercritical gaseous phase (Algorithm 

3.3.2) are specified along isobar with the lowest pressure, at 

11 equally spaced temperatures (see Table 17). Entropies 

corresponding to these temperatures are obtained from Eq. 

(39), with initial values chosen arbitrarily. Reference 

properties are specified at 11 isobars, along 11 isentropes 

passing through the points with initial values. Speed of sound 

data are specified at the same isobars, but along isentropes 

generated by P-R EOS [25]. All derivatives are estimated by 
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interpolation polynomials. The results are the same whether 

guessed values of density are generated by reference EOS 

(with simulated error of 5%) or by P-R EOS. Both thermal 

and caloric properties are derived with AADs of similar 

magnitude to those when density and temperature [4, 9] are 

used as independent variables (see Table 18). The solution is 

obtained even without boundary values imposed, but with 

initial values consisting of thermal and caloric properties. 
 Initial values for argon in supercritical gaseous phase 

(Algorithm 3.1.1) are specified along isotherm with the 

lowest temperature, at 11 equally spaced pressures (see Table 

21). Reference properties are specified at 10 isotherms, along 

11 isentropes passing through the points with initial values. 

Speed of sound data [3, 18] are specified at the same 

isotherms, but along isentropes generated by P-R EOS [25]. 

All derivatives are estimated by cubic splines. Similar results 

are obtained with measured and EOS generated speed of 

sound values, when these later are specified in the same (p, 

T) points in which speed of sound measurements are 

conducted (see Table 23). 
 Initial values for carbon dioxide in transcritical gaseous 

phase (Algorithm 3.1.1) are specified along isotherm with 

the lowest temperature, at 8 equally spaced pressures (see 

Table 22). Reference properties are specified at 9 isotherms, 

along 9 isentropes passing through the points with initial 

values. Speed of sound data [3, 23] are specified at the same 

isotherms, but along isentropes generated by P-R EOS [25]. 

All derivatives are estimated by cubic splines. Similar results 

are obtained with measured and EOS generated speed of 

sound values, when these later are specified in the same (p, 

T) points in which speed of sound measurements are 

conducted (see Table 24). 
The fact that similar results are obtained with measured 

and EOS generated speed of sound values, in the last two 

cases, is confirmation that the two sets of speed of sound 

have similar uncertainty. So, why AADs in Tables 9 and 23 

for argon, or 13 and 24 for carbon dioxide, are an order of 

magnitude different? This question may be best answered if 

one takes a closer look at corresponding data sets for argon 

and carbon dioxide. From Table 1 one can see that 

temperature range covered for argon is 160 to 310 K and the 

number of isotherms used is 16, while in Table 20 the 

corresponding range is 156.08 to 350 K and the number of 

experimental isotherms is only 10. Also, from Table 3 one 

can see that temperature range covered for carbon dioxide is 

240 to 480 K and the number of isotherms used is 13, while 

in Table 20 the corresponding range is 250 to 450 K and the 

number of experimental isotherms is only 6. 
 

5. Conclusions 

With only a few initial data, specified at single isotherm, 

isochore, or isobar, it is possible to derive thermal and caloric 

properties of real fluids from speed of sound in a wide p–T 

range if integration paths follow isentropes. While isentropic 

paths enable covering wider pressure range in gaseous phase, 

comparing to isochoric paths, this advantage comes at a 

price. Namely, quicker rise of pressure with temperature 

along isentropes results in higher nonlinearities, which 

introduces additional error during interpolation and 

derivation. It is especially the case when integration is 

conducted with respect to temperature, but somewhat less 

pronounced when integration is conducted with respect to 

density. Besides, selection of appropriate initial temperature 

and initial pressure range, or initial density and initial 

temperature range, is of crucial significance if one wants to 

cover specific area of thermodynamic surface in gaseous 

phase. Since isentropes of liquids have similar shape to 

isotherms in p–T coordinates, the solution stability is similar 

too. However, their positive inclination with respect to 

isotherms enables wider temperature range to be covered. 

Generally, the AADs of the results obtained, with respect to 

corresponding reference data, are such that their 

uncertainties are similar to those of direct measurements. 
 

Nomenclature 

AAD average absolute deviation (%) 
cp  specific heat capacity at constant pressure (J/kgK) 
cv  specific heat capacity at constant volume (J/kgK) 
p  pressure (Pa) 
s  specific entropy (J/kgK) 
T  thermodynamic temperature (K) 
u  speed of sound (m/s) 
v  specific volume (m3/kg) 
 

Greek Letters 

  mass density (kg/m3) 
 

Superscripts 

ig  ideal gas 
R  residual 
 

Abbreviations 

EOS equation of state 

PDE partial differential equation 

P-R Peng-Robinson 

 

Appendix 

 

Table 1. p––T ranges covered in supercritical gaseous 

phase (Algorithms 3.1.1 and 3.1.2). 

 

 

p (MPa)  (kg·m–3) T (K) 

Min Max Min Max Min Max 

Ar 0.50 29.5246 15.4656 455.7321 160.0 310.0 

N2 0.35 41.5905 8.6420 381.1771 140.0 290.0 

O2 0.50 41.2324 11.6120 457.2604 170.0 320.0 

CH4 0.50 49.2063 4.9837 231.6339 200.0 350.0 

CO2 0.70 35.1821 11.9116 453.9972 320.0 470.0 

H2O 2.20 51.8782 7.4587 218.9286 660.0 810.0 

 
Table 2. p––T ranges covered in supercritical gaseous 

phase (Algorithms 3.2.1 and 3.2.2). 

 

 

p (MPa)  (kg·m–3) T (K) 

Min Max Min Max Min Max 

Ar 5.0 63.5603 243.2643 500.0 160.0 489.4233 

N2 3.5 76.0620 120.9870 375.0 140.0 455.4120 

O2 5.0 73.7194 162.6782 460.0 170.0 470.1185 

CH4 5.0 85.4198 87.76400 240.0 200.0 463.6393 

CO2 7.0 72.2296 178.7401 530.0 320.0 608.2809 

H2O 22.0 98.9995 141.9413 290.0 660.0 957.4060 
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Table 3. p––T ranges covered in transcritical gaseous 

phase (Algorithms 3.1.1 and 3.1.2). 

 

 

p (MPa)  (kg·m–3) T (K) 

Min Max Min Max Min Max 

Ar 0.1 21.7206 4.0577 252.3890 120.0 400.0 

N2 0.1 33.2891 3.1089 306.9767 110.0 310.0 

O2 0.1 36.8089 3.1174 358.3584 125.0 365.0 

CH4 0.1 48.0311 1.2617 190.7753 155.0 415.0 

CO2 0.1 19.1436 2.2282 240.7653 240.0 480.0 

H2O 0.1 6.9887 0.4738 22.7240 460.0 720.0 

 

Table 4. p––T ranges covered in liquid phase (Algorithm 

3.3.1). 

 

 

p (MPa)  (kg·m–3) T (K) 

Min Max Min Max Min Max 

Ar 5.0 100.0 1053.233 1495.712 90.0 187.7662 

N2 3.5 90.0 604.0069 917.1604 70.0 158.0081 

O2 5.0 80.0 845.5365 1338.650 60.0 176.0196 

CH4 5.0 80.0 323.9083 469.7829 100.0 209.8933 

CO2 7.0 100.0 914.2519 1253.424 220.0 328.1373 

H2O 0.1 900.0 967.4033 1220.401 280.0 402.2188 

 
Table 5. Points with initial values in supercritical gaseous 

phase (Algorithms 3.1.1 and 3.1.2). 

 

 

p (MPa)  

T (K) 
Min Max Step 

Ar 0.50 5.0 0.50 160.0 

N2 0.35 3.5 0.35 140.0 

O2 0.50 5.0 0.50 170.0 

CH4 0.50 5.0 0.50 200.0 

CO2 0.70 7.0 0.70 320.0 

H2O 2.20 22.0 2.20 660.0 

 
Table 6. Points with initial values in supercritical gaseous 

phase (Algorithms 3.2.1 and 3.2.2). 

 

 

T (K)  

 (kg·m–3) 
Min Max Step 

Ar 160.0 260.0 10.0 243.2643 

N2 140.0 240.0 10.0 120.9870 

O2 170.0 270.0 10.0 162.6782 

CH4 200.0 300.0 10.0 87.76400 

CO2 320.0 420.0 10.0 178.7401 

H2O 660.0 760.0 10.0 141.9413 

 

 

 

 

Table 7. Points with initial values in transcritical gaseous 

phase (Algorithms 3.1.1 and 3.1.2). 

 

 

p (MPa)  

T (K) 
Min Max Step 

Ar 0.1 1.0 0.1 120.0 

N2 0.1 1.0 0.1 110.0 

O2 0.1 1.0 0.1 125.0 

CH4 0.1 1.0 0.1 155.0 

CO2 0.1 1.0 0.1 240.0 

H2O 0.1 1.0 0.1 460.0 

 
Table 8. Points with initial values in liquid phase (Algorithm 

3.3.1). 

 

 

T (K)  

p (MPa) 
Min Max Step 

Ar 90.0 135.0 5.0 5.0 

N2 70.0 115.0 5.0 3.5 

O2 60.0 140.0 10.0 5.0 

CH4 100.0 170.0 10.0 5.0 

CO2 220.0 280.0 10.0 7.0 

H2O 280.0 360.0 10.0 0.1 

 
Table 9. Average absolute deviation in supercritical gaseous 

phase (Algorithm 3.1.1). 

 

 

AAD (%) 

 p cp cv 

Ar 0.0006 0.0011 0.0080 0.0061 

N2 0.0094 0.0131 0.0709 0.0575 

O2 0.0051 0.0075 0.0516 0.0374 

CH4 0.0057 0.0112 0.0961 0.0671 

CO2 0.0031 0.0041 0.0270 0.0177 

H2O 0.0059 0.0068 0.0629 0.0340 

 
Table 10. Average absolute deviation in supercritical 

gaseous phase (Algorithm 3.1.2). 

 

 

AAD (%) 

 p cp cv 

Ar 0.0230 0.0431 0.2729 0.1857 

N2 0.0253 0.0383 0.3050 0.2174 

O2 0.0239 0.0352 0.2440 0.1682 

CH4 0.1194 0.1865 1.3816 1.0070 

CO2 0.0275 0.0371 0.2824 0.2234 

H2O 0.0320 0.0399 0.4339 0.3562 
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Table 11. Average absolute deviation in supercritical 

gaseous phase (Algorithm 3.2.1). 

 

 

AAD (%) 

p T cp cv 

Ar 0.0010 0.0033 0.2979 0.1558 

N2 0.0004 0.0014 0.0798 0.0524 

O2 0.0001 0.0004 0.0288 0.0189 

CH4 0.0011 0.0031 0.1798 0.0923 

CO2 0.0002 0.0004 0.0438 0.0299 

H2O 0.0004 0.0010 0.2117 0.1118 

 
Table 12. Average absolute deviation in supercritical 

gaseous phase (Algorithm 3.2.2). 

 

 

AAD (%) 

p T cp cv 

Ar 0.0004 0.0010 0.0490 0.0246 

N2 0.0003 0.0012 0.0658 0.0457 

O2 0.0002 0.0011 0.0616 0.0426 

CH4 0.0006 0.0011 0.0780 0.0467 

CO2 0.0003 0.0007 0.0666 0.0463 

H2O 0.0005 0.0011 0.2469 0.1302 

 
Table 13. Average absolute deviation in transcritical gaseous 

phase (Algorithm 3.1.1). 

 

 

AAD (%) 

 p cp cv 

Ar 0.0071 0.0116 0.0960 0.0663 

N2 0.0031 0.0050 0.0480 0.0306 

O2 0.0138 0.0191 0.1352 0.1030 

CH4 0.0213 0.0285 0.1243 0.0995 

CO2 0.0083 0.0101 0.0739 0.0596 

H2O 0.0016 0.0018 0.0227 0.0212 

 
Table 14. Average absolute deviation in transcritical gaseous 

phase (Algorithm 3.1.2). 

 

 

AAD (%) 

 p cp cv 

Ar 0.0119 0.0178 0.1032 0.0767 

N2 0.0440 0.0618 0.3475 0.2813 

O2 0.0331 0.0456 0.2994 0.2440 

CH4 0.1575 0.2003 1.0555 0.9065 

CO2 0.0149 0.0175 0.1382 0.1157 

H2O 0.0014 0.0016 0.0128 0.0108 

 

 

 

 

Table 15. Average absolute deviation in liquid phase 

(Algorithm 3.3.1). 

 

 

AAD (%) 

 T cp cv 

Ar 0.0001 0.0008 0.0603 0.0256 

N2 0.0001 0.0011 0.0839 0.0418 

O2 0.0010 0.0023 0.0759 0.0479 

CH4 0.0002 0.0011 0.0908 0.0507 

CO2 0.0003 0.0019 0.2212 0.1032 

H2O 0.0004 0.0013 0.0229 0.0186 

 
Table 16. p––T ranges covered in supercritical gaseous 

phase (Algorithm 3.3.2). 

 

 

p (MPa)  (kg·m–3) T (K) 

Min Max Min Max Min Max 

Ar 5.0 15.0 63.37348 293.2735 180.0 589.5826 

N2 3.5 14.0 32.52045 204.8415 160.0 535.9944 

O2 5.0 15.0 49.37306 247.1161 190.0 528.8307 

CH4 5.0 15.0 23.28734 122.3224 220.0 521.7476 

CO2 7.0 17.0 70.81165 278.1599 340.0 640.0213 

H2O 22.0 32.0 60.44128 151.0565 680.0 956.5035 

 
Table 17. Points with initial values in supercritical gaseous 

phase (Algorithm 3.3.2). 

 

 

T (K)  

p (MPa) 
Min Max Step 

Ar 180.0 380.0 20.0 5.0 

N2 160.0 360.0 20.0 3.5 

O2 190.0 390.0 20.0 5.0 

CH4 220.0 420.0 20.0 5.0 

CO2 340.0 540.0 20.0 7.0 

H2O 680.0 880.0 20.0 22.0 

 
Table 18. AAD and number of iterations taken in 

supercritical gaseous phase (Algorithm 3.3.2). 

 

 

 

Iterations taken 

AAD (%) 

 T cp cv 

Ar 445 0.0007 0.0033 0.1202 0.0847 

N2 334 0.0026 0.0098 0.2915 0.2311 

O2 445 0.0011 0.0032 0.1399 0.1089 

CH4 445 0.0010 0.0015 0.0466 0.0350 

CO2 445 0.0005 0.0018 0.1001 0.0695 

H2O 556 0.0120 0.0133 0.9247 0.2586 
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Table 19. p––T ranges covered in supercritical gaseous 

phase (Algorithm 3.1.1). 

 

 

p (MPa)  (kg·m–3) T (K) 

Min Max Min Max Min Max 

Ar 0.1 16.5101 3.0975 227.9245 156.08 350.0 

 
Table 20. p––T ranges covered in transcritical gaseous 

phase (Algorithm 3.1.1). 

 

 

p (MPa)  (kg·m–3) T (K) 

Min Max Min Max Min Max 

CO2 0.5 14.4634 11.0975 198.7124 250.0 450.0 

 
Table 21. Points with initial values in supercritical gaseous 

phase (Algorithms 3.1.1). 

 

 

p (MPa)  

T (K) 
Min Max Step 

Ar 0.1 2.1 0.2 156.08 

 
Table 22. Points with initial values in transcritical gaseous 

phase (Algorithms 3.1.1). 

 

 

p (MPa)  

T (K) 
Min Max Step 

CO2 0.5 1.2 0.1 250.0 

 
Table 23. Average absolute deviation in supercritical 

gaseous phase (Algorithm 3.1.1). 

 

 

AAD (%) using measured speed of sound 

 p cp cv 

Ar 0.0325 0.0356 0.1198 0.1760 

 AAD (%) using EOS generated speed of sound 

Ar 0.0319 0.0351 0.1202 0.1761 

 
Table 24. Average absolute deviation in transcritical gaseous 

phase (Algorithm 3.1.1). 

 

 

AAD (%) using measured speed of sound 

 p cp cv 

CO2 0.0845 0.0932 0.5893 0.5254 

 AAD (%) using EOS generated speed of sound 

CO2 0.0340 0.0403 0.3323 0.2874 

 
Chebyshev polynomials in two variables 
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Ti,j  calculated temp. at i-th isochore and j-th isentrope 
Pi,j  calculated pressure at i-th isochore and j-th isentrope 
Ti,j

PR temp. at P-R i-th isochore and P-R j-th isentrope 
Pi,j

PR pressure at P-R i-th isochore and P-R j-th isentrope 
U  speed of sound at Ti,j and Pi,j 
Ci  coefficients of the Chebyshev polynomial 
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Abstract:  

 

This paper presents the design, evaluation, and optimization of an electricity generation system based on the two-stage 

organic Rankine cycle (TS-ORC), which utilizes the waste heat of an existing fluidized bed sewage sludge incineration 

(FBSSI) facility. The facility incinerates an average of 300 tons per day of sewage sludge with a dry matter content 

of 22%. After the drying process, the sewage sludge is burned in a fluidized bed combustor, and exhaust gas at a 

temperature of about 850-900ºC is released due to the combustion. The system provides the energy required to dry 

the sludge from this exhaust gas. In this study, a TS-ORC is designed to be coupled to the exhaust gas flowlines 

discharged to the atmosphere at two different points in the FBSSI plant. The exergy efficiency of the FBSSI facility 

is found to be 70.5%. Three different working fluids are selected to examine the variations of thermodynamic and 

thermoeconomic performance parameters of the designed TS-ORC system. The highest power generation in the TS-

ORC system (183.40 kW) is achieved using R1234yf as working fluid. R1234yf is also the most expensive fluid for 

electricity generation among the other working fluids (10.57 $/h). The least electricity generation in the TS-ORC 

(142.70 kW) occurs at the thermoeconomically most affordable cost with R245fa (9.35 $/h). 

 

Keywords: Fluidized bed sewage sludge incineration, ORC, thermodynamic, thermoeconomy, waste to energy, multi-

objective optimization 

 

1. Introduction 

After successive treatment and stabilization processes in 

a wastewater treatment plant (WWTP), sewage sludge is 

kept in tightly closed, airless tanks for a specific retention 

period and at a certain temperature range to produce biogas 

by anaerobic digestion. Finally, the sewage sludge, which is 

subjected to a dewatering process before discharging it from 

the facility and whose dry matter content is increased to 

about 20%, becomes ready for the disposal process. Sewage 

sludge incineration is one of the well-established disposal 

methods for municipal sewage sludge, and many researchers 

have conducted theoretical and experimental research on this 

issue since the 1980s [1-3]. In these early studies, it was 

reported that sewage sludge, which was discharged mostly to 

the seas or oceans in the 1970s, was disposed of by laying on 

agricultural lands in the 1980s or filling empty fields near 

cities. In developed countries, such as the USA, Canada, the 

EU, and Japan, sewage sludge was stored in landfills 

following strict environmental standards to prevent 

groundwater contamination [1-2]. In the 1990s, it began to 

be emphasized that incineration of treatment sludge was the 

most appropriate solution in big cities and metropolises. 

Besides, the waste heat of incineration plants was proposed 

to be used in the small and medium-sized cogeneration plants 

to be established on the plant site [4]. However, one of the 

essential advantages of sewage sludge incineration plants in 

those years, as it is today, was the process of drying the 

sludge with the waste heat before burning to increase its dry 

matter content and achieve more efficient combustion.  

Within the framework of the waste-to-energy (WtE) that 

started to develop in the early 2000s, it became increasingly 

important to use the sewage sludge as a sustainable fuel. 

Thus, systematic investigations were started to reveal the 

thermal value of sewage sludge for efficient energy recovery 

[5]. Utilizing sewage sludge as a fuel in the cement industry 

was reported as a promising approach [6] because ash with 

heavy metal content sourced by the combustion process was 

bound to the clinker matrix during the reaction taking place 

higher than 1300ºC, which prevents the formation of another 

type of waste through this process [7]. To clarify the 

combustion characteristics of sewage sludge, a new type of 

pressurized fluidized bed incinerator coupled with a 

turbocharger was compared to a conventional type of 

incinerator. It was reported that at a daily incineration 

capacity of 100 tons, an energy savings of 50% were 

achieved with the pressurized fluidized bed incinerator 

compared to the conventional incineration. Also, the amount 

of fuel supply was reduced by 25% because of pressurization 

[8]. A separate simulation study supporting this result also 

showed that heat and mass transfers are enhanced, and 

consequently, incineration mechanisms are accelerated in 

fluidized bed incineration [9].  A large proportion of the 

previously published works available in the literature 

focused on energy recovery from sewage sludge during its 
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disposal. Werther and Ogada [10] investigated the different 

burning methods of sewage sludge in the broadest sense. 

These methods include burning the sludge with pulverized 

coal as replenishment fuel and burning it with municipal 

solid waste. They also carried out detailed studies on the 

drying of the sewage sludge to increase its dry matter content 

to a certain volumetric percentage for more efficient 

combustion. In many pre-published studies, it was 

underlined that if sufficient scientific and technical 

infrastructure is established to incinerate sewage sludge with 

other wastes without any fossil fuel supply, incineration is a 

unique energy recovery method, highlighting the positive 

aspects for the environment [11-14]. Direct incineration of 

dried sewage sludge for use along with any fossil fuel in a 

power production plant or cement production as an auxiliary 

fuel was recently investigated by many scientists. Among 

these works, there are local/regional case studies in which 

energy is generated by drying and burning sewage sludge by 

various methods [15-18] and review studies on countries' 

energy recovery potentials by extensively investigating and 

revealing their sewage sludge inventories [19-21]. 

 

1.1 Electricity Production with an ORC Coupled to the 

Fluidized Bed Sewage Sludge Incineration (FBSSI) Plant 

The principle of sewage sludge incineration in a fluidized 

bed boiler is based on moving the sludge particles whose dry 

matter ratio is increased to 40-60%, upward direction into the 

air or gas stream in the boiler. Thus, the sludge particles 

suspended in the air stream in the boiler behave like a fluid, 

making the combustion process homogeneous and efficient. 

The combustion process takes place at low combustion 

temperatures in the fluidized bed (FB). The exhaust gas 

energy is first used to dry the sewage sludge until it reaches 

certain dryness range for efficient combustion. The 

incineration of sewage sludge in the fluidized bed 

incineration (FBI) systems enabled the energy required to 

dry the sludge and use the remaining energy in both district 

heating (DH) and low-temperature electricity generation 

[22-27]. Considering these energy recovery possibilities 

results from the FBI's low thermal efficiency, the 

accumulation of sewage sludge at the bottom of the FB, and 

high emissions. The solutions were proposed to overcome 

the above problems using the energy obtained due to 

incineration in an environmentally beneficial recovery 

process for an effective sewage sludge disposal [28-31]. 

The organic Rankine cycle (ORC) usually generates 

electricity with low-temperature sources (≥ 80ºC). However, 

there are applications where ORCs are used with medium 

(200-450ºC) and high-temperature (450ºC and above) 

sources [32]. The heat of the combustion gas obtained in a 

fluidized bed sewage sludge incineration (FBSSI) unit is first 

transferred to the heat transfer oil for drying the sludge. The 

exhaust gas, whose temperature drops after this process, is a 

candidate for a unique, medium-temperature, and sustainable 

heat source for the ORC. The evaluation of the exhaust gas 

released due to the combustion of sewage sludge in the 

FBSSIs for electricity generation with the ORC was 

discussed partly in only a few published papers in the open 

literature [33-35]. On the other hand, waste heat obtained 

from WWTP or MSWP integrated into an ORC was 

extensively studied [36-40].   

In this study, an ORC system is designed, which utilizes 

the exhaust gas sourced from an existing FBSSI plant. First, 

the incineration facility is introduced, then a detailed 

thermodynamic analysis and evaluation are presented using 

the facility’s actual operating data. Then, a two-stage ORC 

system compatible with the existing facility’s operating 

conditions is designed. Three different working fluids are 

selected to examine the variations of thermodynamic and 

thermoeconomic performance parameters of the designed 

ORC system. Finally, multi-objective optimization of the 

designed system is performed in MATLAB using the non-

dominated sorting genetic algorithm (NSGA-II) method. 

Considering the previously published works in the open 

literature, there are very few studies found on energy 

recovery based on sewage sludge incineration. In addition to 

the systematic analysis and optimization work performed in 

the presented study, using actual operating data based on an 

existing FBSSI facility constitutes the main motivation 

behind this study. 

 

2. Material and Method 

2.1. Description of a Two-Stage ORC System Integrated 

to the Existing FBSSI Plant (TS-ORC) 

GASKI FBSSI plant is Turkey's first sewage sludge 

incineration facility, and considering the infrastructure needs 

of the city of Gaziantep, it was commissioned in 2012 for the 

incineration of a total of 300 tons of sludge per day with a 

dry matter content of 22%. Sewage sludge collected from the 

three advanced biological WWTP of the city is first dried in 

the furnace and then burned in the FB incinerator resulting 

in ash. In the facility, first, thermal drying is applied to the 

sewage sludge, and the amount of dry matter in its content is 

increased to 40-50%. It was reported by the facility 

management that the combustion efficiency reaches its 

highest value when the dry matter content of the sludge is 

between 50-60%. After the drying process, the sewage 

sludge is burned in a fluidized bed boiler, and 10-12 tons of 

ash is produced per day while a temperature of about 850-

900ºC of exhaust gas is released (state 17) due to the 

combustion. The system provides the energy required to dry 

the sludge from this exhaust gas. Natural gas is used as 

auxiliary fuel in the facility until the boiler temperature 

reaches 650ºC during the combustion; then, when the 

temperature reaches 850-900ºC, it is possible to burn the 

sludge without the need for additional fuel. A flue gas 

purification system is used to prevent combustion gases from 

harming the environment (state 24 to 29). The result of the 

sludge incineration process is ash with a dry matter content 

of 99%, in which the harmful pathogens inside are destroyed 

by burning the sludge cake while its volume is reduced by 

90% and is entirely harmless to the environment. Ash 

produced as a result of the combustion in the facility is buried 

in the municipal solid waste land and eliminated (state 29). 

Similarly, the dust in the exhaust gas is eliminated by the 

filtration system (state 27).  

In this study, a two-stage ORC system (TS-ORC) is 

designed to be coupled to the exhaust gas flowlines 

discharged to the atmosphere at two different points in the 

FBSSI plant. The first exhaust gas stream (state 1) enters the 

TS-ORC system at a temperature of 279.95ºC, a pressure of 

1.013 bar and a mass flow rate of 5.268 kg/s while the second 

stream (at state 11) enters the system at a temperature of 

196.29ºC, a pressure of 1.077 bar, and a mass flow rate of 

4.460 kg/s. The aim here is to generate electricity by using 

the thermal energy of the exhaust gas by providing a 

secondary benefit, apart from the main function of the FBSSI 

plant, where the sludge is first dried and then burned and thus 

completely disposed of. The flow schematic of the TS-ORC 

system integrated to FBSSI plant is given in Figure. 1. 
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Figure 1. The flow schematic of the TS-ORC system integrated to an existing FBSSI plant 

 

To use these different exhaust flows in the facility more 

efficiently together, the TS-ORC system is designed to 

include a two-stage turbine system. The TS-ORC system 

consists of an evaporator (EVAP), a high-pressure turbine 

(HPT), a regenerator (REGEN), a low-pressure turbine 

(LPT), a condenser (CON), and a pump (PUMP) (see 

Figure.1). As seen in Figure. 1, exhaust gas at a high 

temperature (280ºC) enters the evaporator (state 1), where it 

is discharged into the atmosphere immediately after 

transferring its heat to the working fluid (state 2). On the 

other hand, exhaust gas at a low temperature (196.3ºC) enters 

the regenerator (state 11), where it transfers its heat to the 

working fluid exiting the HPT and then discharges into the 

atmosphere (state 12). The pressurized working fluid in a 

superheated steam phase provides the first power generation 

in HPT. Then, it enters REGEN and exchanges heat with the 

low-temperature exhaust gas before entering the LPT. The 

working fluid enters the LPT at the same temperature as it 

previously entered the HPT but at a lower pressure. After the 

final power generation occurs in LPT, the working fluid 

becomes condensed by transferring heat to water in CON, 

then enters PUMP to be pressurized again. Thus, the cycle is 

complete. The TS-ORC system is designed so that the 

working fluid temperatures are the same at both turbine 

inlets. Also, the temperature values at which the exhaust 

gases leave the EVAP and REGEN are the same. In heat 

exchangers in the TS-ORC system, the difference between 

the outlet temperatures of hot fluids and the inlet 

temperatures of cold fluids is defined as Tx. This is because 

LMTD values are kept at reasonable levels and a suitable 

heat exchanger selection can be made. Design parameters for 

the TS-ORC are listed in Table 1. 

Table 1. Design parameters of the TS-ORC [37] 
Parameter Symbol Value 

Inlet temperature of heat source 1 (ºC)  𝑇1 279.95 

Outlet temperature of heat source 1 (ºC) 𝑇2 60 

Mass flow rate of heat source 1 (kg/s) 𝑚̇𝑒𝑥ℎ 5.268 

Inlet temperature of heat source 2 (ºC)  𝑇1 196.29 

Outlet temperature of heat source 2 (ºC) 𝑇2 60 

Mass flow rate of heat source 2 (kg/s) 𝑚̇𝑒𝑥ℎ 4.460 

Pressure ratio of TS-ORC 𝑃𝑅
 

10 

Temperature difference 𝑇𝑋
 

15 

Inlet temperature of HPT (ºC) 𝑇4 181.3 

Exit temperature of HPT (ºC) 𝑇5 134.5 

Inlet temperature of LPT (ºC) 𝑇6 181.3 

Exit temperature of LPT (ºC) 𝑇7 165.4 

Isentropic efficiency of pump 𝜂𝑃𝑈𝑀𝑃
 

0.85 

Isentropic efficiency of turbines 𝜂𝑇
 

0.85 

Effectiveness of heat exchangers 𝜀𝑓𝐻𝐸
 

0.85 

Inlet temperature of cooling water (ºC) 𝑇7 20 

Outlet temperature of cooling water (ºC) 𝑇8 42 

Ambient temperature (ºC) 𝑇0 20 

 

As explained previously in section 2.1, ORCs can be 

designed to use the medium (200-450ºC) and high-

temperature (450ºC and above) sources. In this study, 

considering the average temperatures of two different 

exhaust gas flows of the FBSSI plant, that will be used as a 

heat source for the TS-ORC system, the system's thermal 

source temperature can be evaluated in the medium 

temperature range. For this, three different working fluids are 

chosen suitable for medium temperature sources. The 

properties of the selected working fluids are shown in Table 

2. 

Table 2. Properties of the selected working fluids for the TS-ORC 

Fluid Chemical formula Mol. Weight (kg/kmol) 𝑃𝑐𝑟𝑖𝑡 (MPa)
 

𝑇𝑐𝑟𝑖𝑡 (oC) 

R245fa CF3CH2CHF2 134 3.651 154 

R1234yf C3H2F4 114.04 3.382 94.7 

R1234ze CHF=CHCF3(trans) 114.04 3.635 109.4 
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Table 3. The thermodynamic and thermoeconomic governing equations used in the analyses of the FBSSI plant and TS-

ORC system. 

Thermodynamic relations Thermoeconomic relations 

𝛴𝑚̇𝑖 = 𝛴𝑚̇𝑒 
ṁ; mass flow rate  
i; inlet, e; exit 

𝑍̇ = (𝑃𝐸𝐶 ∗ 𝐶𝑅𝐹 ∗ 𝜙)/(3600 ∗ 𝑁) 𝑍̇; capital cost rate 

𝑄̇ − 𝑊̇ = 𝛴𝑚̇𝑒ℎ𝑒 − 𝛴𝑚̇𝑖ℎ𝑖 

𝑄̇; net heat transfer 

𝑊̇; net work transfer 
h; enthalpy 

𝐶𝑅𝐹 =
𝑖𝑟(1 + 𝑖𝑟)𝑛

(1 + 𝑖𝑟)𝑛 − 1
 

𝜙 = 1.06 

𝑛 = 15 

𝑁 = 8040 

𝑖 = 15% 

𝐶𝑅𝐹; capital recovery  
factor 

𝜙; maintenance factor 

𝑛; total life time 

𝑁; annual operation time 

𝑖𝑟; interest rate 

𝐸̇𝑥𝐻𝑒𝑎𝑡 − 𝑊̇ = 𝛴𝑚̇𝑒𝜓𝑒  

                               −𝛴𝑚̇𝑖𝜓𝑖 + 𝐸̇𝑥𝐷 

𝐸̇𝑥𝐻𝑒𝑎𝑡; net exergy transfer 

𝜓; specific flow exergy 

𝑃𝐸𝐶𝐸𝑉𝐴𝑃 = 130(𝐴𝐸𝑉𝐴𝑃/0.093)0.78
 

𝑃𝐸𝐶𝑅𝐸𝐺𝐸𝑁 = 130(𝐴𝑅𝐸𝐺𝐸𝑁/0.093)0.78
 

𝑃𝐸𝐶𝐶𝑂𝑁 = 1773(𝑚̇𝑤𝑓) 

𝑃𝐸𝐶𝑃𝑈𝑀𝑃 = 3540(𝑊̇𝑃𝑈𝑀𝑃)0.71
 

𝑃𝐸𝐶𝐻𝑃𝑇&𝐿𝑃𝑇 = 6000(𝑊̇𝑛𝑒𝑡)0.7 

PEC; Purchased  

equipment costs 
wf; working fluid 

𝜓 = (ℎ − ℎ0) − 𝑇0(𝑠 − 𝑠0) 

s; entropy  

T; Temperature 
0; dead state 

𝑄̇𝑘 = 𝑈𝑘𝐴𝑘𝐿𝑀𝑇𝐷 

𝑄̇𝑘; heat exchanger load 
Ak; heat transfer area  
k; component 

𝐸̇𝑥 = 𝑚̇𝜓 𝐸̇𝑥; Exergy rate 𝑈 = 0.7 𝑈; heat transfer coefficient 

𝑊̇𝑛𝑒𝑡 = 𝑚̇𝑤𝑓[(ℎ𝑡,𝑖 − ℎ𝑡,𝑒) − (ℎ𝑝,𝑒 − ℎ𝑝,𝑖)] 𝑊̇𝑛𝑒𝑡; net power 
𝐿𝑀𝑇𝐷 =

((𝑇𝐻,𝑖 − 𝑇𝐶,𝑒) − (𝑇𝐻,𝑒 − 𝑇𝐶,𝑖))

𝑙𝑛
(𝑇𝐻,𝑖 − 𝑇𝐶,𝑒)
(𝑇𝐻,𝑒 − 𝑇𝐶,𝑖)

 
LMTD; logarithmic mean  
temperature difference 

H; hot, C; cold 

𝑄̇𝑖𝑛 = 𝑚̇𝑤𝑓(ℎ𝑖 − ℎ𝑒) 
𝑄̇𝑖𝑛; heat transferred to  

the working 
𝐷̇𝐷,𝑘 = 𝑐𝑓,𝑘𝐸̇𝑥𝐷,𝑘 

𝐷̇𝐷,𝑘; exergy destruction 

cost rate 

𝜂 = (
𝑒𝑛𝑒𝑟𝑔𝑦 𝑖𝑛 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑠

𝑡𝑜𝑡𝑎𝑙 𝑒𝑛𝑒𝑟𝑔𝑦 𝑖𝑛𝑝𝑢𝑡
) =

𝑊̇𝑛𝑒𝑡

𝑄̇𝑖𝑛

 𝜂; energy efficiency 
𝜀 = (

𝑒𝑥𝑒𝑟𝑔𝑦 𝑖𝑛 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑠

𝑡𝑜𝑡𝑎𝑙 𝑒𝑥𝑒𝑟𝑔𝑦 𝑖𝑛𝑝𝑢𝑡
) =

𝑊̇𝑛𝑒𝑡

𝑚̇𝑤𝑓(𝜓𝑖 − 𝜓𝑒)
 

𝐸̇𝑥𝐹 − 𝐸̇𝑥𝑃 = 𝐸̇𝑥𝐷 

𝜀; exergy efficiency 
F; fuel, P; product,  
D; destruction 

2.2. Thermodynamic and Thermoeconomic Relations  
The governing thermodynamic and thermoeconomic 

relations, including economic assumptions used in the 

FBSSI plant and TS-ORC system analyses, are presented in 

Table 3 [37-39]. The following assumptions are made for the 

thermodynamic analysis:  

 All subsystems in the FBSSI plant and TS-ORC system 

operate in the steady-state conditions.  

● The values for the reference environment (dead state) 

temperature and pressure are taken as 20°C and 1.0 bar, 

respectively. 

● The combustion reaction in the FB combustor is 

complete. 

● The kinetic and potential energy changes are negligible. 

● The pressure losses taking place in the flows of working 

fluids through the pipes and heat exchangers are 

negligible.  

● The exhaust gas is assumed as air. The exhaust gas and 

the air are assumed to be handled with sufficient 

accuracy by the ideal gas model at all states considered 

in the analysis.  

● The heat exchangers' effectiveness is assumed as 0.85, 

and the isentropic efficiencies of the turbines, 

compressors and pumps are 0.85 [37]. 

The Chemical engineering plant cost index (CEPCI) is an 

essential parameter calculated using the ratio between the 

cost index of the reference year and the current year and 

considered in the calculation of facility costs [37]. 

Correlations given for purchase cost are usually explained by 

a cost index that needs to be updated using the CEPCI factor. 

It is calculated by the ratio of the CEPCI values of the 

reference years. The reference years should be chosen as the 

commissioned date of the facility and the model design year 

[38]. In this study, the facility cost index is selected for the 

years 2012 and 2020 to make a reliable thermoeconomic 

analysis [40-42]. The reference year is chosen as the year 

2012 when the FBSSI plant was commissioned. In this study, 

the CEPCI value is calculated as 0.901, and the components 

are updated according to this value. 

 

2.3. NSGA-II Optimization  

Evolutionary multi-objective optimization (EMO) is an 

established method for optimizing two or more objectives 

simultaneously. In this study, multi-objective optimization is 

performed in MATLAB using the non-dominated sorting 

genetic algorithm (NSGA-II) method. In this method, total 

production cost and exergy efficiency are determined as the 

TS-ORC system's objective functions. The main purpose of 

selecting these two objectives is that the current economic 

analysis is based on the exergy cost. In this way, the 

optimization result makes it possible to increase the system's 

efficiency and reduce the total cost by improving the design 

parameters. Decision variables determined to perform multi-

objective optimization are given as 

 pressure ratio (PR),  

 the difference between the outlet temperature of the hot 

fluid and the inlet temperature of the cold fluid at each 

heat exchanger (Tx),  

 and the dead state temperature (T0).  

The population size, Pareto fraction, and the number of 

generations are 120, 0.8 and 1000, respectively. The 

flowchart of optimization in the TS-ORC system is shown in 

Figure. 2. The limits of the decision variables for 

optimization of objective functions are given in Table 4. 

 

Table 4. The limits of the decision parameters for the TS-

ORC system 
Pressure ratio 𝑃𝑅 5 ≤ 𝑃𝑅 ≤ 15 

Temperature difference 𝑇𝑋 10 ≤ 𝑇𝑋 ≤ 20 
Dead state temperature 𝑇0 15 ≤ 𝑇0 ≤ 25 

 

3. Results and Discussion 

3.1. Thermodynamic Analysis of FBSSI Plant 

Energy and exergy analyses of the GASKI FBSSI plant 

are performed using an educational version of Cycle-Tempo  
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Figure 2. The flow chart for the optimization of the TS-ORC 

software [43]. The temperature, pressure, and mass flow rate 

data and specific exergy values of the plant according to the 

nomenclature shown in Figure. 1 are presented in Table 5. 

Thermodynamic analysis results for the components of 

FBSSI plant is given in Table 6. 

Table 5. Thermodynamic properties of the FBSSI plant with 

respect to state points in Figure.1 
State Fluid P (bar) T (˚C) ṁ (kg/s) Ψ (kj/kg) 

1 Exhaust 1.013 280 5.268 76.78 

2 Exhaust 1.013 60 5.268 3.57 

11 Exhaust 1.077 196.3 4.460 45.15 
12 Exhaust 1.077 60 4.460 8.72 

13 Sludge 1.013 200.00 2.344 2942.09 

14 Air 1.100 24.00 3.549 7.09 
15 Oil 1.013 200.00 5.555 162.27 

16 Oil 1.013 240.00 5.555 192.52 

17 Flue gas 1.013 994.00 5.893 781.85 
18 Air 1.095 538.00 3.549 245.10 

19 Air 1.013 669.00 3.549 337.30 

20 Flue gas 1.013 876.00 5.893 659.69 
21 Flue gas 1.012 628.78 5.893 426.09 

22 Flue gas 1.010 442.00 5.893 275.64 

23 Air 1.013 24.00 5.268 0.25 
24 Flue gas 1.003 222.00 5.186 126.82 

25 Flue gas 1.003 186.00 4.460 111.00 

26 Ash 1.006 154.00 0.726 99.36 
27 Ash 1.041 158.56 0.726 104.00 

28 Ash 1.003 154.00 0.707 96.76 

29 Ash 1.041 158.56 0.707 101.27 

Following Szargut et al. [44], the specific chemical 

exergy of a technical fuel such as sewage sludge containing 

a small amount of ash may be adopted as  

𝜓sludge
CH = (𝐿𝐻𝑉sludge + ℎ𝑒𝑣𝑎𝑝𝑧water)𝛽 + (𝜓sulfur

CH −

𝐿𝐻𝑉sulfur)𝑧sulfur + 𝜓ash
CH 𝑧ash + 𝜓water

CH 𝑧water                            
(1)                       

 

 

where 𝐿𝐻𝑉sludge and 𝐿𝐻𝑉sulfur are the lower heating values 

of sludge and sulfur respectively; ℎ𝑒𝑣𝑎𝑝 is the enthalpy of 

water vaporization; 𝑧water,𝑧sulfur,𝑧ash are the mass fractions 

of water, sulfur and ash respectively; 𝜓sulfur
CH ,𝜓ash

CH , and 

𝜓water
CH are the specific chemical exergies of sulfur, ash, and 

water respectively. 𝛽 is a variable ratio which gives the 

atomic ratios in a mixture and does not depend on 

environmental parameters.  It can be obtained for the sludge 

including the ratio of oxygen to carbon (O/C) less than 0.5 

by the following relation:  

 

𝛽sludge = 1.0437 + 0.0140
𝐻

𝐶
+ 0.0968

𝑂

𝐶
+ 0.0467

𝑁

𝐶
      (2)      

 

where H, C, O and N are the percentage values of hydrogen, 

carbon, oxygen and nitrogen in the sludge, respectively. At 

the inlet of the FBSSI plant, the digested sewage sludge has 

a dry matter content of about 22% and its specific chemical  

 

Table 6. Energy and exergy analysis results for the subsystems in the FBSSI plant. 

Component 𝑄̇ (kW) 𝑾̇ (kW) 𝑬̇𝒙𝑭 (kW) 𝑬̇𝒙𝑷 (kW) 𝑬̇𝒙𝑫 (kW) 𝜺 (%) 

FB Combustor 

-28,128 

+404.66 
+7466.43 

- 
 

8994.75 

 

5676.89 

 

3317.86 

 

63.11 

First Economizer 
-695.00 

+467.00 
- 719.89 327.22 392.67 45.46 

Second Economizer 
-1824.1 

+1457.0 
- 1376.60 844.70 531.90 61.36 

Third Economizer 
-1346.00 
+1100.70 

- 886.60 403.16 483.44 45.47 

Cyclone -1595.28 - 1520.00 726.41 793.60 47.79 

Dust Filter -241.20 - 657.70 567.20 90.50 86.24 
Ash Tank Compressor - 13.76 13.76 10.48 3.28 76.16 

Dust Tank Compressor - 14.15 14.15 10.78 3.37 76.18 

Dust Filter Compressor - 205.71 205.71 158.17 47.54 76.89 
FBSSI -28,128 - 9021.30 6359.40 2661.90 70.50 

max? 
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 START 

Design 
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exergy becomes 2942.09 kJ/kg based on the specific exergy 

value of the dry sludge (see Table 5), which is obtained as 

13,373 kJ/kg by Equation (1) and the data given in Table 7 

[45]. The lower heating value (LHV) of the digested dry 

sludge is taken as 12,000 kJ/kg [46]. 

 

Table 7. The digested sewage sludge composition [45] 
Content Volumetric values (%) 

Carbon (C) 50.0 

Hydrogen (H) 2.5 

Oxygen (O) 12.5 

Nitrogen (N) 1.1 

Sulfur (S) 0.4 

Ash  10.0 

Other 23.5 

 

We note the followings from these results:  

 The FB combustor has the highest exergy destruction at 

the FBSSI plant, with approximately 3317.86 kW. The 

exergy efficiency of this component is found to be 

63.11%. The exergy destruction of the combustion 

process is mainly due to the irreversibilities associated 

with chemical reactions and heat transfer. Other causes 

of exergy destruction in the FB combustor are friction 

and mixing. Some of this destruction can be prevented 

by more effective preheating of the sludge and reducing 

the excess air. Note that the system for which 

thermodynamic analysis is made is a facility analyzed 

with real operating data. In this existing system, the 

exhaust gas transfers its heat to the air by entering a heat 

exchanger, and then heated air is blown onto the 

treatment sludge waiting in a sludge tank, unlike the 

scenario we developed by integrating the TS-ORC 

system. That is why sewage sludge enters the FB 

combustor at 200ºC (see state 13 in Table 5). Figure. 1 

does not show this preheating process of the sludge by 

blowing hot air in the plant. Because in the WtE scenario 

developed in this study, all exhaust gas rejected from FB 

combustor provides heat to the TS-ORC system to 

generate electricity. Thus, if it is desired to evaluate the 

waste heat of an existing sludge incineration plant 

integrated with an ORC system as suggested in this 

study, the design conditions of the preheating system of 

sewage sludge should be reviewed. As understood from 

the thermodynamic analysis results of the existing 

system, preheating of the sludge has a remarkable effect 

on increasing the combustion efficiency. 

 The second highest exergy destruction in the FBSSI 

plant is taken place in the cyclone. This device is used 

to separate ashes from the flue gas. The cyclone has an 

exergy destruction amount of 794 kW. While ash is 

separating from flue gas, heat transfer to the 

surroundings is always accompanied by exergy transfer.  

 The third largest share of the total exergy destruction of 

the overall plant originates from the first economizer, 

which has the exergy destruction of about 532 kW, and 

its exergy efficiency is found to be approximately 61%. 

Exergy destruction in a heat exchanger is mostly caused 

by the temperature and mass flow rate differences 

between the material flow and phase difference. Exergy 

destruction in the first economizer is caused by the 

relatively high mean temperature difference of about 

250ºC. As a result, the temperature difference of the 

fluids should be minimized to reduce exergy 

destruction. Two measures can achieve this: increase of 

the heat transfer area and decreased airflow. The other 

air preheaters, the second and third economizers have 

high amounts of exergy destructions in the FBSSI plant, 

and their exergy destructions are found to be 393 and 

483.3 kW, respectively. These destructions are mainly 

due to the relatively high-temperature differences of the 

fluids. 

 Contrary to the components described above, the 

facility's product conditioning components play a minor 

role in exergy analysis. It is because they do not serve 

for energy conversion but for material separation. 

Exergy destruction in these components is mainly due to 

friction. 

The exergy efficiency for the FBSSI plant can be 

calculated using the equation in the following (state numbers 

refer to Figure. 1 and Table 5),  

 

𝜀𝐹𝐵𝑆𝑆𝐼 =
∑ 𝐸̇𝑥𝑃

∑ 𝐸̇𝑥𝐹

=
𝐸̇𝑥1 + 𝐸̇𝑥11 + 𝐸̇𝑥16 + 𝐸̇𝑥17 + 𝐸̇𝑥29

𝐸̇𝑥13
𝐶ℎ𝑒𝑚𝑖𝑐𝑎𝑙 + 𝐸̇𝑥14 + 𝐸̇𝑥15 + 𝐸̇𝑥19 + 𝐸̇𝑥23

                   (3) 

                       

Using Equation (3), the exergy efficiency of the facility 

is found to be 70.5% which proves that exergy transfer by 

heat is inevitably degraded mostly due to the high-

temperature differences between systems’ boundary and the 

environment. It is possible to increase the exergy efficiency 

of the existing FBSSI facility by using the waste heat source 

(exhaust gas) in the system more efficiently by developing a 

TS-ORC scenario to be integrated into the FBSSI facility. 

 

3.2. Thermodynamic and Thermoeconomic Analyses of 

TS-ORC  

In this study, considering three working fluids listed in 

Table 2, detailed thermodynamic and thermoeconomic 

analyses of the TS-ORC system are performed 

comparatively using the governing equations given in Table 

3. The thermodynamic and thermoeconomic analyses results 

obtained are presented in Table 9 using the design 

parameters listed in Table 1 and the thermodynamic 

properties given in Table 8. 

The thermodynamic and thermoeconomic analysis 

results of the TS-ORC system using the working fluids listed 

in Table 2 are shown in Table 10. The analysis results listed 

in Table 10 can be evaluated as follows: 

 The highest power generation in the TS-ORC system 

(183.40 kW) is achieved using R1234yf as working 

fluid. However, considering the economic viability, 

which is one of the most important issues to be taken 

into account for all engineering systems, it is seen that 

R1234yf is also the most expensive fluid for electricity 

generation among the fluids listed in Table 10 (10.57 

$/h).  

 On the other hand, the least electricity generation 

(142.70 kW) occurs at the thermoeconomically most 

affordable cost with R245fa (9.35 $/h). It is clearly seen 

that there is an inverse proportion between 

thermodynamic and thermoeconomic performances of 

the working fluids. Considering the governing equations 

given in Table 3 used to obtain the sub-components PEC 

values in each designed TS-ORC system based on the 

type of working fluid, the reason for this inverse ratio 

becomes apparent. Since the system's equipment costs 

with high power generation increase, then the power
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Table 8. Thermodynamic properties of the TS-ORC with respect to state points in Figure.1 

R
2
4
5

fa
 

State Fluid T (oC) P (bar) ṁ (kg/s) h (kJ/kg) s (kJ/kg.K) Ψ (kJ/kg) 

1 Exhaust 280 1.013 5.268 558.3 6.323 76.78 

2 Exhaust 60 1.013 5.268 333.8 5.807 3.567 

3 R245fa 45 26.46 3.364 259.9 1.196 6.746 

4 R245fa 181.3 26.46 3.364 558.7 1.961 81.5 

5 R245fa 134.5 5.291 3.364 527.2 1.974 45.9 

6 R245fa 181.3 5.291 3.364 579.7 2.096 62.7 

7 R245fa 165.4 2.646 3.364 564 2.103 45.05 

8 R245fa 41.78 2.646 3.364 255 1.187 4.674 

9 Water 20 1 9.602 83.93 0.2962 0 

10 Water 42 1 9.602 175.9 0.5989 3.289 

11 Exhaust 196.3 1.077 4.46 472 6.137 45.15 

12 Exhaust 60 1.077 4.46 333.8 5.79 8.722 

R
1
2
3

4
ze

 

1 Exhaust 280 1.013 5.268 558.3 6.323 76.78 

2 Exhaust 60 1.013 5.268 333.8 5.807 3.567 

3 R1234ze 45 80.48 4.282 263.1 1.192 37.01 

4 R1234ze 181.3 80.48 4.282 497.9 1.798 94.05 

5 R1234ze 106.5 16.1 4.282 470.1 1.811 62.49 

6 R1234ze 181.3 16.1 4.282 556.1 2.017 87.85 

7 R1234ze 160.3 8.048 4.282 538.4 2.025 68.03 

8 R1234ze 41.78 8.048 4.282 258.3 1.197 30.68 

9 Water 20 1 11.08 83.93 0.2962 0 

10 Water 42 1 11.08 175.9 0.5989 3.289 

11 Exhaust 196.3 1.077 4.46 472 6.137 45.15 

12 Exhaust 60 1.077 4.46 333.8 5.79 8.722 

R
1
2
3

4
y

f 

1 Exhaust 280 1.013 5.268 558.3 6.323 76.78 

2 Exhaust 60 1.013 5.268 333.8 5.807 3.567 

3 R1234yf 45 106.5 4.701 261 1.178 45.08 

4 R1234yf 181.3 106.5 4.701 474.9 1.731 96.66 

5 R1234yf 107.5 21.3 4.701 448.6 1.743 66.79 

6 R1234yf 181.3 21.3 4.701 538.6 1.959 93.42 

7 R1234yf 160.3 10.65 4.701 521.2 1.967 73.94 

8 R1234yf 41.78 10.65 4.701 256.4 1.191 36.33 

9 Water 20 1 11.5 83.93 0.2962 0 

10 Water 42 1 11.5 175.9 0.5989 3.289 

11 Exhaust 196.3 1.077 4.46 472 6.137 45.15 

12 Exhaust 60 1.077 4.46 333.8 5.79 8.722 

 

Table 9. Exergy and cost flow rates of the TS-ORC with respect to state points in Figure.1 

State 
R245fa R1234ze R1234yf 

Ėx (kW) Ċ ($/h) Ėx (kW) Ċ ($/h) Ėx (kW) Ċ ($/h) 

1 404.48 1.456 404.48 1.456 404.48 1.456 

2 18.79 0.06764 18.79 0.06764 18.79 0.06764 
3 22.69 2.85 158.48 1.567 211.92 1.481 

4 274.17 5.442 402.72 4.16 454.40 4.087 

5 154.41 3.065 267.58 2.764 313.98 2.815 
6 210.92 4.187 376.17 3.886 439.17 3.937 

7 151.55 3.408 291.30 3.349 347.59 3.447 

8 15.72 1.339 131.37 0.03134 170.79 0.1561 
9 0.00 0 0.00 0 0.00 0 

10 31.58 2.204 36.44 3.551 37.82 3.791 

11 201.37 0.7249 201.37 0.7249 201.37 0.7249 
12 38.90 0.14 38.90 0.14 38.90 0.14 

production cost is expected to increase. For this reason, 

it is revealed that optimization is critical to find the most 

suitable conditions for a system. 

 In the assessment of the WtE systems, the cost 

associated with the thermodynamically optimal cases 

are sometimes significantly higher. Accordingly, studies 

focusing only on the thermodynamically optimal 

performance to improve an existing system can lead to 

gross misevaluations and skewed decision making. On 

the other hand, qualitative analysis of energy, which is 

the basis of a rational cost assessment, offers a realistic 

perspective in improving systems. In the following 

section, the proposed system scenario's performative 

optimization steps with an optimization strategy based 

on effective exergetic cost analysis are presented. 

The overall exergy efficiency for the FBSSI+TS-ORC 

system can be calculated using the equation in the following 

(state numbers refer to Figure. 1 and Tables 5 and 10),  

𝜀𝐹𝐵𝑆𝑆𝐼+𝑇𝑆−𝑂𝑅𝐶 =
∑ 𝐸̇𝑥𝑃

∑ 𝐸̇𝑥𝐹

=
𝐸̇𝑥16 + 𝐸̇𝑥17 + 𝐸̇𝑥29 + 𝑊̇𝑛𝑒𝑡,𝑇𝑆−𝑂𝑅𝐶

𝐸̇𝑥13
𝐶ℎ𝑒𝑚𝑖𝑐𝑎𝑙 + 𝐸̇𝑥19

                                (4) 

 

Table 10. Thermodynamic and thermoeconomic analysis 

results of the TS-ORC 
Working 

fluid 
η  

(%) 
ε 

(%) 
Ẇ 

(kW) 
ĊORC,tot 

($/h) 
ŻORC,tot 

($/h) 

R245fa 2.83 23.55 142.70 9.35 7.38 

R1234ze 3.45 28.70 173.90 10.29 8.32 
R1234yf 3.63 30.30 183.40 10.57 8.59 

 

The FBSSI + TS-ORC system's overall exergy 

efficiencies are found to be 72.8%, 73.2%, and 73.3% using 

Equation (4) for the selected working fluids R245fa, 

R1234ze, R1234yf, respectively. It is observed that the 

contribution of the TS-ORC system to an effective exergy  
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(a) 

 
(b) 

 
(c) 

Figure 3. The effect of the pressure ratio (PR) on the exergy 

efficiency and total exergetic cost rate of the TS-ORC for (a) 

R245fa, (b) R1234ze, (c) R1234yf 

 

usage of the waste heat discharged by exhaust gases at states 

1 and 11 (see Figure. 1) is relatively low than expected. One 

reason for that we have to use a low-to-medium temperature 

heat source for the designed TS-ORC. The exhaust gas 

temperature gradually decreases off through the drying 

applications and auxiliary processes in the FBSSI plant. 

Correspondingly, the exergy of the combustion gases is 

mostly destructed through these mandatory processes in the 

FBSSI plant. This is the inevitable result since the main 

purpose of incineration in the FBSSI plant is to dry the 

sewage sludge by increasing its dry matter content to 50-

60%. As a final solution, developing an ORC system 

scenario in the scope of WtE for this case study may be seen 

as an economically not so feasible attempt with little benefit 

and high investment. However, if we consider the current 

global energy and environmental problems as our 

bottlenecks, we should not hesitate to offer innovative 

approaches to evaluate even the lowest heat source. Another 

solution can be district heating implication, and this will be 

taken into consideration in another research study; that is 

why the district heating scenario is excluded in this presented 

paper. 

 

 
(a) 

 
(b) 

 
(c) 

Figure 4. The effect of the temperature difference between 

the hot stream exit temperature and the cold stream inlet 

temperature in heat exchangers (Tx) on the exergy efficiency 

and total exergetic cost rate of the TS-ORC for (a) R245fa, 

(b) R1234ze, (c) R1234yf. 
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(a) 

 
(b) 

 
(c) 

Figure 5. The effect of the dead state temperature (T0) on the 

exergy efficiency and total exergetic cost rate of the TS-ORC 

for (a) R245fa, (b) R1234ze, (c) R1234yf 

 

In this study, various parametric studies are carried out 

using selected decision variables (PR, Tx, and T0; see section 

2.4) to evaluate the thermodynamic and thermoeconomic 

performances of the TS-ORC system. These parametric 

studies reveal the effects of the decision parameters' 

variations on the exergy efficiency and electricity production 

cost of the system. Figure. 3 shows the effect of the pressure 

ratio (PR) on the exergy efficiency and total exergetic cost 

rate of the TS-ORC for each working fluid. As seen, both the 

exergy efficiency and total exergetic cost rate increase with 

increasing the pressure ratio of the TS-ORC system for each 

working fluid. As the pressure ratio increases, the working 

fluid at a higher pressure enters the turbines and leaves at a 

lower pressure. Thus, the net power output and exergy 

efficiency of the system increase. On the other hand, as the 

costs of the power production and consumption units of the 

system will increase with the increasing power generation, it 

is expected that the total production cost will also increase. 

Figure. 4 shows the effect of the difference between the 

hot fluid's outlet temperature and cold fluid's inlet 

temperature of a heat exchanger on the system's exergy 

efficiency and total production cost. As understood, the 

increase in the temperature difference has a negative effect 

on both the exergy efficiency and total production cost of the 

TS-ORC system. Considering the TS-ORC system's design, 

the increase in temperature difference in the heat exchanger 

directly causes a decrease in the working fluid temperature 

at the turbine inlet. As a result, power generation in the 

turbine decreases, and power consumption in the pump 

increases due to the increasing load. This directly causes the 

reduction of the exergy efficiency of the TS-ORC. The total 

production cost can be expected to decrease considering the 

lower equipment costs due to reduced power generation. In 

this case, the costs required for both high-pressure and low-

pressure turbines (PEC) are reduced. However, as the pump 

cost increases more than the cost of both turbines, the total 

production cost also increases. Thus, as the temperature 

difference (Tx) increases in the heat exchanger, the TS-ORC 

system's exergy efficiency decreases, whereas the total 

production cost of the system increases. 

Figure. 5 shows the effect of the dead state temperature 

on the exergy efficiency and total production cost of the TS-

ORC for each working fluid. It is observed in Figure 5 that 

the increase in the dead-state temperature has a positive 

effect on both the exergy efficiency and total production cost. 

This is because exergy losses are reduced with the increasing 

environmental temperature while the net power generation in 

the system remains constant. Thus, while the exergy 

efficiency increases, the total production cost decreases with 

the increasing dead state temperature. Considering Figures 3 

through 5 on the whole, it is seen that the most effective 

parameter in the TS-ORC system is the pressure ratio.  As 

the pressure ratio changes, inlet and outlet pressures of the 

turbine change, and thus the net power output value changes 

accordingly. Seeing Figure.3, the exergy efficiency and total 

production cost change in percentage are more than Figures 

4 and 5. However, a change at the same rate is not observed 

in the temperature difference or the dead state temperature 

change. This result reveals that pressure is a relatively more 

effective parameter in the TS-ORC design than temperature. 

 

3. Thermodynamic and Thermoeconomic Optimization 

of the TS-ORC 

In this study, each working fluid's Pareto frontier is 

created by using a multi-objective function solution 

according to both the best exergy efficiency and electricity 

generation cost. Note that each optimization solution 

evaluated can be considered as the best solution according to 

the decision stage. However, in this study, the most 

compromise solution is considered and emphasized as the 

best solution to compare the optimization and decision stage 

results. In making this choice, the results of the solutions 

obtained during the design phase are considered. Pareto 

frontier images corresponding to each working fluid are 

given in Figures 6 to 8. Exergy efficiency and total 

production cost values calculated at the TS-ORC system's 

design stage are determined as constraints and indicated with 

dashed lines on the Figures. In the Pareto frontier, the closest 
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value of the optimum results between these dashed lines to 

the intersection is determined as "the best solution." Then, 

the decision parameters (PR, Tx, T0) of this point are 

determined, and the optimum exergy efficiency and total 

production cost values of the TS-ORC system are calculated. 

 

 
Figure 6. Pareto frontier of the R245fa in the TS-ORC 

 

 
Figure 7. Pareto frontier of the R1234ze in the TS-ORC 

 

Optimum design values depending on the decision 

parameters of each working fluid are shown in Table 11. 

These values are found with NSGA-II optimization. The 

variations in the optimum design values are determined 

during the design stages. The results determining the 

thermodynamic and thermoeconomic performance 

parameters of the TS-ORC system using each decision 

variable's optimum results are shown in Table 12. As seen, 

improvements are made for each fluid, and both 

thermodynamic and thermoeconomic performance 

improvements are observed. According to these results, the 

most suitable working fluid for the designed TS-ORC system 

cannot be indicated. Because as the power generation 

increases according to the working fluid selected, the 

system's total cost increases due to the increased equipment 

cost. Thus, it is necessary to consider more than one factor to 

make a suitable working fluid proposition for the TS-ORC 

system. Herein, the investor's budget plays a major role in 

choosing the working fluid. The electricity demand to be met 

by the designed TS-ORC system is relatively secondary 

since it is related to the investor's budget. As a result of the 

optimization, the highest increase in thermodynamic 

performance is achieved using R1234yf with a net power 

increase of 5%. On the other hand, if the R1234ze is selected, 

a decrease of about %2.8 will be observed in the total 

production cost of the TS-ORC system. 

 

 
Figure 8. Pareto frontier of the R1234yf in the TS-ORC 

 

Table 11. Optimum design values depending on the decision 

parameters for each working fluid using NSGA-II 

Decision 

parameters 

Decision 

stage 

Optimum design of decision parameters 

for working fluids 

R245fa R1234ze R1234yf 

PR 10 9.55 9.26 9.52 
Tx 15 10.71 10.11 10.37 

T0 20 18.46 20.98 20.50 

 

Table 12. NSGA-II results for the TS-ORC 

Performance 

parameters 

R245fa R1234ze R1234yf 

Design NSGA Design NSGA Design NSGA 

Ẇ (kW) 142.70 145.20 173.90 178.80 183.40 192.60 
η (%) 7.93 8.07 9.67 9.94 10.19 10.71 

ε (%) 11.49 11.54 14.01 14.53 14.77 15.58 

ĊORC,tot  

($/h) 
9.35 9.26 10.29 10.05 10.57 10.34 

ŻORC,tot  

($/h) 
7.38 7.26 8.32 8.09 8.59 8.37 

 

The decision-makers responsible for waste management 

in local municipalities should keep in mind that the exhaust 

gas sourced from the FBSSI facility is a unique and 

sustainable energy source in terms of waste-to-energy. 

Therefore, in a sewage sludge incineration facility, power 

generation should be envisaged depending on the 

incinerator's waste heat capacity rather than meeting a 

predetermined electricity requirement. Once this system is 

designed, it is necessary to ensure that the TS-ORC system 

operates under thermodynamically and thermo-

economically best circumstances. In this study, a systematic 
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method is proposed and developed, and applied to provide 

the designed system's optimum working conditions. The use 

of sewage sludge as a sustainable resource within the scope 

of waste-to-energy can be encouraged by local governments 

to implement the study results. 

According to the data received from TUIK [47], by the 

end of 2019, approximately 300,000 tons of municipal 

sewage sludge were produced in Turkey and the 

corresponding dry matter content of it was reported as nearly 

60,000 tons. However, only 31.4% of the digested sewage 

sludge is being burned in FBSSI systems for disposal 

purposes. As seen, it is imperative that treatment sludge be 

disposed of in a sustainable manner by minimizing the 

damage to the environment. This study reveals the 

possibilities of a sustainable WtE approach for an effective 

design. 

 

4. Conclusion 

In this paper, a TS-ORC system is designed using the 

waste heat (exhaust gas) of a real FBSSI plant as a source. 

The TS-ORC design is built by the actual operating 

conditions of the FBSSI facility. Thermodynamic and 

thermoeconomic procedures and formulations are developed 

and expanded, considering the characteristics and structures 

of both the FBSSI plant and the designed TS-ORC system. 

TS-ORC system is analyzed and evaluated both 

thermodynamically and thermoeconomically according to 

the effects of three different working fluids on the 

performance parameters. Finally, the TS-ORC system's 

multi-objective optimization is performed in MATLAB 

using the non-dominated sorting genetic algorithm (NSGA-

II) method. In the following some concluding remarks are 

given: 

 The FB combustor's exergy efficiency is 63.11%, which 

corresponds to the exergy destruction of approximately 

3317.86 kW. The second highest exergy destruction in 

the FBSSI plant is taken place in the cyclone as 794 kW. 

The third-largest share of the total exergy destruction of 

the overall FBSSI plant originates from the first 

economizer, which has the exergy destruction of about 

532 kW, and its exergy efficiency is found to be 

approximately 61%. The second and third economizers 

have high amounts of exergy destructions in the FBSSI 

plant, and their exergy destructions are found to be 393 

and 483.3 kW, respectively. The exergy efficiency of the 

FBSSI plant is found to be 70.5% which proves that 

exergy transfer by heat is inevitably degraded mostly 

due to the high-temperature differences between 

systems' boundary and the environment. 

 The highest power generation in the TS-ORC system 

(183.40 kW) is achieved using R1234yf as working 

fluid. R1234yf is also the most expensive fluid for 

electricity generation among the other working fluids 

(10.57 $/h).  

 The least electricity generation in the TS-ORC (142.70 

kW) occurs at the thermoeconomically most affordable 

cost with R245fa (9.35 $/h).  

 The FBSSI + TS-ORC system's overall exergy 

efficiencies are found to be 72.8%, 73.2%, and 73.3% 

for the selected working fluids R245fa, R1234ze, 

R1234yf, respectively. 

 Both the exergy efficiency and total exergetic cost rate 

increase with increasing the PR of the TS-ORC system 

for each working fluid.  

 As the temperature difference (Tx) increases in the heat 

exchanger, the TS-ORC system's exergy efficiency 

decreases, whereas the total production cost of the 

system increases. 

 The increase in the dead-state temperature has a positive 

effect on both the exergy efficiency and total production 

cost. Thus, while the exergy efficiency increases, the 

total production cost decreases with the increasing dead 

state temperature. 

 According to the optimization results, the most suitable 

working fluid for the designed TS-ORC system cannot 

be indicated. Because as the power generation increases 

according to the working fluid selected, the system's 

total cost increases due to the increased equipment cost. 

Thus, it is necessary to consider more than one factor to 

make a suitable working fluid proposition for the TS-

ORC system, such as investor’s budget, the electricity 

demand, etc. 
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Nomenclature 

𝐴   heat transfer area, m2 

𝐶̇  cost rate, $/h 

𝑐   cost per exergy unit, $/GJ 

𝑐𝑓  unit exergy cost of fuel, $/GJ 

𝑐𝑝  unit exergy cost of fuel, $/GJ 

𝐷̇  cost rate of exergy destruction, $/h 

𝐸̇𝑥   exergy rate, kW 

ℎ   specific enthalpy, kJ/kg 

𝑖   interest rate 

𝑚̇  mass flow rate, kg/s 

𝑛  total life time 

𝑁  annual operation time 

𝑃   pressure, bar 

𝑃𝑅   pressure ratio of TS-ORC 

𝑄̇   heat addition, kW 

𝑠   specific entropy, kJ/kg-K 

𝑇   temperature, oC 

𝑈  heat transfer coefficient, kW/m2-K 

𝑊̇   work flow rate-power, kW 

𝑍̇   capital cost rate, $/h 

 

Subscripts and Abbreviations 

0   dead state 

a  actual 

CEPCI  chemical engineering plant cost index 

CON  condenser 

CRF  capital recovery factor 

crit   critical point 

D   destruction 

EMO  evolutionary multi-objective optimization 

EVAP  evaporator 

exh   exhaust 

FBSSI   fluidized bed sewage sludge incineration 

HPT  high-pressure turbine 

ORC  organic Rankine cycle 

OT  ORC turbine 

k  component 

http://www.heatreflex.et.aau.dk/
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LMTD  logarithmic mean temperature difference 

LPT  low-pressure turbine 

NSGA-II non-dominated sorting genetic algorithm 

PEC  purchased equipment cost 

PUMP  ORC pump 

REGEN regenerator 

s   isentropic 

tot  total 

wat  water 

wf  working fluid 

 

Greek symbols 

 ε  exergy efficiency 

𝜀𝑓𝐻𝐸   effectiveness 

 η   energy efficiency 

𝜂𝑃𝑈𝑀𝑃   ORC pump isentropic efficiency 

𝜂𝑇   ORC turbine isentropic efficiency 

𝜙   maintenance factor 

𝜓   specific flow exergy, kJ/kg 
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The book covers foundational principles and recent 

updates in the field of thermal science, presenting an 

authoritative overview of theoretical knowledge and 

practical applications across several fields. Since the first 

edition of this book was published in 2005, great progress 

has been made in the theoretical understanding - and 

subsequent ability to assess and apply - of the principles of 

thermal analysis, especially in thermodynamic intention with 

emphasis on temperature conditions. Features twenty-

chapter contributions on 660 color pages provides an up-to-

date cutting-edge themes involving the thermal analysis, 

thermotics, thermodynamics, thermal and applied solid-state 

physics, macro- and micro- dimensional approach to selected 

materials and their thermal properties.  

The book provides the latest and most exceptional look 

at theoretical thermal analysis performed with processes out 

of thermal equilibrium (non-isothermal) and should become 

an essential part of all libraries of institutions with a similar 

material approach. It contains significant chapters featured 

in the book in two parts. Basics, such as 

1. Thermophysical examinations, experimental set-ups, 

sample and temperature control 

2. Understanding of temperature, heat, gradients and related 

thermodynamics 

3. Phenomenological approach to the caloric theory of heat: 

An alternative thermodynamics 

4. Thermostatics as textbook thermodynamics 

5. Equilibrium background and its importance for 

temperature and particle size 

6. Thermodynamics: Processes dynamics under constant 

heating 

7. Thermotics: Theoretical thermal analysis, thermometry 

and calorimetry 

8. Rationality of creating kinetic models: how to mold a 

reaction path in solid-state 

9. Facilitated reaction kinetics by thermal analysis 

10. Thermokinetics in DTA experiments 

11. Physical thermokinetics of reversible thermal 

decomposition by thermogravimetry 

12. Exploiting fractals, tackle thermal processes and truer 

non-isothermal kinetics,  

1. and practical applications comprising of 

13. Constrained states of glasses, exploitation of transition 

temperatures, glass -forming coefficients and concepts of 

fragility 

14. Explanation of crystallization kinetics of both glasses 

during heating and melts on cooling while indicating the 

incorrectness of Kissinger method 

15. Kinetic phase diagrams as an enforced consequence of 

rapid changing temperature or diminishing particle size 

16. Thermodynamic description of mobile components 

behavior in non-stoichiometric partially open ceramic 

systems and superconductor model 

17. Thermodynamics of periodic processes, dendrite self-

similarity, self-organization and stimulated quantum 

diffusion 

18. Non-bridging oxygen in silica bio-compatible ceramics, 

poly-sialates and geo-polymers 

19. Thermodynamics and social behavior, econophysics and 

ecosystems applied in relation of laws against feelings 

20. Thermal analysis scheme aimed at better understanding 

of the Earth’s climate changes due to the alternating 

irradiation. 

See: https://www.elsevier.com/books/thermal-analysis-

and-thermodynamic-properties-of-solids/sestak/978-0-323-

85537-2  

In addition, it contains very convincing introductory 

matter such as “Anniversary of the half-century development 

and formation of a new field of thermal analysis” providing 

detailed description of the early development and “Glossary 

of terms, definition and symbols” giving an important 

overview of the meanings further elaborated in the text. 

Important is the section “Literature”, which is concentrated 

on 71 separate pages containing almost two thousand 

multiple citations, including the titles of articles covering 

practically everything available on individual topics. The 

book will become an important tool for advanced 

undergraduates, graduate students, postdoctoral fellows, 

researchers, and lecturers working in the field of 

thermodynamic studies and thermophysical measurements, 

who will find this collection invaluable, as were the books 

once available at the beginning of 1960s of the field 

emergence.  
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including positions at the Nuclear Centre in Studsvik, 

(Sweden), University of Missouri at Rola (USA), Kyoto 

University (Japan), Norwegian University of Science and 

Technology (Trondheim), Taiwan National University 

(Taipei), Institute of Physics, Charles University, Czech 

Technical University in Prague, University of West Bohemia 
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Abstract 
 

In this study, hydrofluoroolefin R515B was used rather than hydrofluorocarbon R134a to perform energetic, 

exergetic, environmental and enviroeconomic analyses on vapor-compression refrigeration systems with internal 

heat exchangers. The exergy efficiency, exergy destruction, and coefficient of performance for cooling mode (COP) 

were studied. EES (Engineering Equation Solver) program was employed for thermodynamic analysis. The impact 

on the COP, exergy destruction, and exergy efficiency of the system was investigated at various evaporator and 

condenser temperatures. Performance analysis shows that the COP of R515B refrigerant is like that of R134a. It has 

been found that the exergetic efficiency of R515B was slightly lower (about 1.40%) than that of R134a. It has also 

been found that at higher evaporation temperatures, the total exergy destruction increases. The most important 

exergy destruction occurs in the compressor. The environmental and enviroeconomic indexes of R515B refrigerant 

were like those of R134a. The results demonstrated that R515B may be a good alternative to R134a in the vapour-

compression refrigeration systems with internal heat exchangers.  
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1. Introduction 

Concrete alternatives to the burning of fossil fuels have 

yet to be found. In the meantime, more and more 

greenhouse gases are being emitted daily for generating 

electricity and heat (industries, the transportation sector 

etc.). An increase in the atmospheric concentrations of 

greenhouse gases produces several undesirable 

environmental problems. People widely use heating, 

ventilation, air conditioning, and cooling systems (HVAC-

R)  to provide their needs and comfort in their daily lives. 

The energy consumed by HVAC-R is substantial. HVAC-R 

systems negatively affect the environment due to their 

energy consumption and refrigerant leaks. The refrigerant's 

ozone depletion potential (ODP) and global warming 

potential (GWP) used in HVAC-R are commonly used to 

evaluate the effects of refrigerants on the environment. 

R134a of the HFCs group is widely used in vapor-

compression systems owing to its perfect thermodynamic 

properties. Nevertheless, the GWP rate of R134a is very 

high. Therefore, R134a refrigerants are listed as controlled 

greenhouse gases by the Kyoto protocol (1997). With the 

Montreal protocol - Kigali amendment (2016), it was 

decided to phase out the use of R134a refrigerant [1]. 
Developed as an alternative to HFCs, hydrofluoroolefins 

(HFOs), also known as fourth-generation refrigerants, have 

not been extensively studied in a variety of applications. 

Manufacturers of refrigerants have been trying to develop 

HFOs, a new generation of refrigerants that has a lower 

GWP and can be used as an alternative to existing HFCs. It 

is therefore important to find alternative refrigerants with a 

lower GWP that can be used instead of R134a. 

The choice of refrigerant for vapor-compression 

refrigeration systems depends on some criteria such as 

thermodynamic properties, safety (flammability and 

toxicity), cheapness, availability, zero ODP, and lower 

global potential. The current alternative refrigerants fall in 

two categories: (I) pure refrigerants and (II) refrigerant 

mixtures. In general, mixed refrigerants are preferred as 

alternative refrigerants due to theirs lower GWP rates. In 

the selection of refrigerants,  good thermophysical 

properties, its safety (toxicity and flammability), economy, 

environmental protection, and cycle performance 

parameters must be sought [2], [3]. 

Possible working fluid alternatives are given in Table 1. 

GWP value and flammability of R1234yf and R1234ze(E) 

are very low (A2L by ASHRAE). The non-flammable 

mixtures of R450A and R513A show promising results, but 

their GWP values are both about 550. Although the GWP 

rates of R450A and R513A are quite low compared to 

R134a, these rates are still high. The R515B refrigerant 

with low GWP (299) is a mixture of R1234ze(E)/R-227ea 

(91.1/8.9). It is also included in the non-flammable group 

by the ASHRAE classification (A1). The use of R515B 

instead of R134a in vapor compression systems hasn’t been 

extensively studied yet. Therefore, R515B refrigerant is 

used as an alternative to R134a in this study.
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Table 1. Main characteristics of some refrigerants that may be alternatives to R134a [4], [5] 
Refrigerants Mass of 

molar 

(kg/kmol) 

Boiling 
Point 

( °C) 

Critical 
Point  

( °C) 

Critical 
Pressure 

(MPa) 

Security 
Group  * 

ODP GWP 

R134a 102 -26.10 101.06 4.06 A1 0 1300 

R1234yf 114 −29.49 94.70 3.38 A2L 0 < 1 
R1234ze(E) 114 −18.97 109.36 3.64 A2L 0 < 1 

R516A 102 -29.40 96.80 3.62 A2L 0 131 

R513A 108 -28.30 97.70 3.70 A1 0 573 
R515B 117 -18.89 108.70 3.56 A1 0 299 

R450A 108 -23.35 104.47 3.82 A1 0 547 

* Security group: 
(a) A: Low Toxicity, B: High Toxicity;  

(b) 1: Not flammable, 2: low flammability, 3: highly flammable. 

 

Over the years a pretty good number of articles have 

been published in the literature on cooling systems that use 

refrigerants as substitutes for R134a. Ahmed et al. (2012) 

[6] studied the energetic and exergetic analyses of 

household refrigerators usage of natural isobutane and 

butane. They compared the performance of mixture of 

butane and isobutane with that of R134a in a refrigeration 

the system. They found that the COP of the mixture was 

equal to that of R134a. They also compared exergy 

efficiency of isobutane and R134a, and they stated that 

butane has higher exergy efficiency. Wantha (2019) [7] 

investigated the characteristics of the heat transfer of inner 

tube heat exchanger theoretically and experimentally using 

R1234yf and R134a refrigerants. He found that the 

coefficient of heat transfer of  R134a is higher than that of 

R1234yf. The effectiveness of the interior heat exchanger 

on the exergetic efficiency was also investigated in his 

study. It was noted that the usage of an inner heat 

exchanger in a cooling system increases the energy 

efficiency of both refrigerants. Matu-Royo et al. (2021) [8] 
have examined R1234ze(E) and R515B refrigerants with 

lower GWP instead of R134a in the heat pump system. 

They found that the energy and environmental performance 

of R1234ze(E) and R515B are almost the same as that of 

R134a and the lack of flammability of R515B is an 

important advantage in terms of safety. Kumar (2018) [9] 

examined the energetic and exergetic analyses of R134a, 

R1234ze(E), R1234yf and its mixtures in the vapor-

compression system. It has been found that R134a 

/R1234yf /R1234ze(E)  (%40/%22/%38) mixture showed 

the best performance instead of R134a in his study. 

Prabakaran et al. (2020) [10] studied the performance and 

environmental analyses of mobile air conditioning systems 

which using R1234yf as a substitute for R134a. Also, 

compressor velocity on the energetic and exergetic 

efficiency  of the system was investigated. They found that 

the R1234yf system has better COP and exergetic 

efficiency according to the R134a system. Bellman-Flores 

et al. (2017) [11] conducted energetic and exergetic study 

of R1234yf as a direct substitute for R134a in household 

refrigeration systems. They also noted that for both R134a 

and R1234yf, the irreversibilities are most intensed in the 

compressor. Jemaa et al. (2017) [12] have examined the 

energetic and exergetic analyses of the use of R1234ze(E) 

and R134a refrigerants in a vapor-compression cooling 

system. The energetic and exergetic efficiency of R134a 

and R1234ze are very similar. Saravanakumar and 

Selladurai (2014) [1] used a mixture of refrigerant 

R290/R600a as a substitute for R134a, and conducted an 

exergy analysis of household refrigerators. In general, the 

experimental household refrigeration system using 

R600a/R290 mixed refrigerant has better performance than 

using R134a as the refrigerant. Yatagambaba et al. (2015 ) 

[13] performed exergetic analyses of  R1234ze(E) and 

R1234yf  replace to R134a in a vapor-compression cooling 

system which has a double evaporator. In their studies, the 

effects of condenser and evaporator temperature on exergy 

loss and system exergy efficiency were examined. Gil et al 

(2018) [14] have investigated the exergetic analysis of the 

use of refrigerants R450A and R134a in a cooling system. 

In the study, they stated that under the same conditions, 

R450A refrigerant gave better results than R134a. Shaik et 

al. (2020) [15] examined the energetic and exergetic 

analyses on R1234yf and R152a refrigerants instead of 

R134a in a hausehold refrigerators.  They have stated that 

152a and R1234yf refrigerants may well replace R134a 

refrigerants without any modification. Paula et al. (2020) 

[16] performed energetic, exergetic and environmental 

analyses of the use of R290, R1234yf and R744 refrigerants 

instead of R134a refrigerant in a vapor-compression 

cooling cycle. Mota-Babiloni et al. (2017) [17] provided 

literature information to review some curious aspects 

regarding the useage of new pure synthetic refrigerants and 

hybrid synthetic refrigerants to replace HFCs, which have a 

greater impact on the environment. Perez-Garcia et al. 

(2017) [18] carried out the exergy analysis of MAC (mobile 

air-conditioning) system that use inner heat exchangers 

(IHX) and R134a instead of refrigerants. It was also found 

that when R1234ze refrigerant is used, the operating 

efficiency of the system is the highest. Gorzari et al. (2017) 

[19] compared the performance of the R134a refrigerant 

with that of the R1234yf refrigerant in a automobile 

refrigeration system. Compared with R134a, the use of 

R1234yf as an air-conditioning refrigerant can bring out a 

higher exergy efficiency. 

As can be seen from the studies in the literature, energy, 

exergy, and optimization works relative to the use of 

different refrigerants with lower GWP ratios than R134a in 

systems operating with the vapor-compression cycles have 

been carried out by a lot of researchers. Nevertheless, there 

is a lack of studies on the examination of vapor-

compression systems using the new mixture refrigerant 

R515B in the literature. As R134a is about to be phased out 

in favor of R515B or any other suitable alternative. 

This study aims to perform an energetic, exergetic, 

environmental and enviroeconomic analyzes and 

comparison of the use of R134a and R515B with an 

internal heat exchanger in a refrigeration system. 
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2. Analysis of Energy and Exergy 

Figure 1 schematically shows the components of the 

vapour compression refrigeration system (VCR) which has 

an internal heat exchanger (IHX). 

 

 
Figure 1. The vapor-compression refrigeration system   

diagram. 

 

To effectively compare the application ranges of R515B 

and R134a, the P-T (pressure-temperature) and P-h 

(pressure-enthalpy) diagrams are given in Figure 2 and 

Figure 3, respectively. The saturation temperatures 

corresponding to the working pressures of the alternative 

refrigerants should be the same as or close to the refrigerant 

to be used instead. As seen in Figure 2, while the saturation 

pressures of R134a and R515B at low temperatures are very 

close, the saturation pressure of R134a at high temperatures 

is slightly higher than R515B. 

 

 

Figure 2. P – T diagram of R134a and R515B 

 

The refrigerating effect (evaporator inlet and outlet 

enthalpy difference) affects the cooling capacity. The 

refrigerating effect of R134a at a pressure of 200, 400, 600, 

and 800 kPa is 206.02 kJ/kg, 191.61 kJ/kg, 180.89 kJ/kg, 

and 171.81 kJ/kg, respectively. For the same pressure 

values, the refrigerating effect of R515B is 179.77 kJ/kg, 

166.63 kJ/kg, 156.73 kJ/kg, and 148.28 kJ/kg, respectively. 

The refrigerating effect of R515B is lower about %15.50 

than that of R134a. 

A computational model of vapor-compression cooling 

system with inner heat exchanger (IHX) has been 

developed to perform the thermodynamics and 

environmental analyses. The assumptions made to carry out 

this study are listed in Table 2. The REFPROP 9.1 [20] was 

used to obtain the refrigerant's properties. 

 

 

Figure 3. P-h diagram of R134a and R515B. 

 

Table 2. Some acceptances for the analyses. 
Parameter Value 

Temperature of evaporator (Te) (-20 oC, 5 oC) at steps 
of 5 oC 

Temperature of condenser (Tc) 40 oC and 45 oC 

Temperature of superheating (∆Tsuperheat) 5 ℃ 
Temperature of subcooling (∆Tsubcooling) 5 ℃  
Temperature difference between condenser 

and heat sink (∆Theat,sink) 
10 ℃  

Temperature difference between evaporator 

and heat source (∆Theat,source) 
10 ℃  

Compressor isentropic efficiency (ηisen) 0.70 
Compressor sweep volume 26.11 cm3/rev 

Dead-state pressure (P0) and temperature 

(T0) 

101.325 kPa and 25 oC 

 

The equations used in energy and exergy analyses are 

reproduced from the law of preservation of mass and 

energy. The compressor energy consumption can be 

calculated by the following Eqs. (1) – (5): 

 

Ẇcomp = ṁr (h2 − h1)         (1) 

 

h2 = h1 + 
(h2s−h1)

ηisen
         (2) 

 

The cooling capacity is calculated as follows: 

 

Q̇evap = ṁr (h6 − h5)         (3) 

 

The coefficient of performance for the cooling mode 

(COP) is written as: 

 

COP =
Cooling capacity

Compressor power consumption
=

ṁr (h6−h5)

ṁr (h2−h1)
      (4) 

 

The refrigerant mass flow rate ( ṁr ) is be calculated by: 

 

 ṁr = Vs  ρ1 RPM 
ηvol

60
         (5) 

 

Exergy analysis provides a quantitative measure of the 

inefficiency of cooling systems and information about 

exergy destruction. Assuming that the variation in the 

potential energy and kinetic energy can be ignored, the 

specific exergy  is written as: 

 

exi = (hi − h0) −  T0 (si − s0)        (6) 

 

at the ambient temperature (dead-state), T0. 

The total exergy balance equation of the compressor is 

given by: 

 

∑(ṁ  ex)in +  Ẇcomp = ∑(ṁ  ex)out +  Eẋdest,comp      (7) 
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Ė1 − Ė2 + Ẇcomp − Eẋdest,comp = 0       (8) 

 

Eẋdest,   comp = ṁr [ ( h1 − h2 ) − T0 ( s1 − s2)] + Ẇcomp         

                                                                                                     (9) 

 

Where Eẋdest,comp is the exergy destruction rate of the 

compressor. The general exergy balance equation of the 

condenser is given by Eq. (10). 

 

∑(ṁ  ex)in = ∑(ṁ  ex)out +  Eẋth,cond +  Eẋdest,cond         
                    (10) 

 

Where Eẋth,cond  is the thermal exergy ratio of 

condenser. Calculation of thermal exergy is carried out by 

Equation (11). 

 

Eẋth,cond = (1 −
T0

TH
) Q̇cond                   (11) 

 

Ė2 − Ė3 + (1 −
T0

TH
) Q̇cond − Eẋdest,cond = 0                (12) 

 

Eẋdest,cond = ṁr[(h2 − h3) − T0(s2 − s3)] −

(1 −
T0

TH
) Q̇cond                                                                (13) 

 

Where Eẋdest,cond is the exergy destruction of the 

condenser. For the evaporator, the overall exergy balance 

equation is written as: 

 

∑(ṁ  ex)in +  Eẋth,evap =  ∑(ṁ  ex)out + Eẋdest,evap        

(14) 

 

Where Eẋth,evap  represents the thermal exergy of 

evaporator. The thermal exergy is be calculated by Eq. (15) 

as follows: 

 

Eẋth,evap = (1 −
T0

TL
) Q̇evap                   (15) 

 

Ė5 − Ė6 + (1 −
T0

TL
) Q̇evap − Eẋdest,evap = 0                 (16) 

 

Eẋdest,evap = ṁr [ (h5 − h6) − T0 (s5 − s6)] +

(1 −
T0

TL
) Q̇evap                                                                (17) 

 

Where Eẋdest,evap is the exergy destruction of the 

evaporator. For the expansion valve the total exergy 

balance equation is written as: 

 

∑  ( ṁ  ex) in =  ∑  (ṁ  ex) out  +  Eẋdest,exp                  (18) 

 

Ė4 − Ė5 − Eẋdest,exp = 0                    (19) 

 

Eẋdest,exp = ṁr[T0(s5 − s4)]                   (20) 

 

Where Eẋdest,exp shows off the expansion valve's 

exergy destruction. Adding up the exergy destruction of 

whole the components of the cooling system, the total 

exergy destruction is as follows: 

 

Eẋdest,total = Eẋdest,comp + Eẋdest,cond + Eẋdest,evap +

Eẋdest,exp                                                                          (21) 

For the cooling system, the total exergetic efficiency (ηex) 

can be calculated by Eq. (22). 

 

ƞex =
Ėout

Ėin
= 1 −

Eẋdest,total

Ėin
= 1 −

Eẋdest,total

Ẇcomp
                  (22) 

 

3. Environmental and Enviroeconomic Analyses 

Environmental analysis gives the emission of a system 

as “kgCO2/time” in a certain time period depending on the 

energy consumption of a system. Here, the production 

emission (kgCO2/kWh) of the electrical energy consumed 

by the system is important. Environmental analysis can be 

calculated by Eq. (23) [21], [22]. 

 

XCO2
= EM Ėintworking                    (23) 

 

XCO2
 represents the greenhouse gas emission 

(kgCO2/time) released for a certain period of time, the 

emission value of the energy source option used in EM 

electricity generation (kgCO2/kWh), the energy 

consumption of the Ėinsystem (kW) and the tworking in a 

period of time (hour/time). It shows the operating time 

(hour/time) of the system. 

Carbon pricing is one of the effective methods used to 

evaluate the greenhouse gas emissions caused by a system. 

Enviroeconomic analysis is based on environmental 

analysis (kgCO2/time) and greenhouse gas emission price 

($/kgCO2). Enviroeconomic analysis can be calculated with 

Eq. (24) [21], [22]. 

 

CCO2
= cCO2

XCO2
                     (24) 

 

XCO2
 shows the environmental analysis result 

(kgCO2/time), cCO2
the price of greenhouse gas emission 

($/kgCO2) and CCO2
 the result of enviroeconomic analysis 

($/time). In Table 3, some assumptions made for 

environmental and enviroeconomic analyses are dedicated. 

 

Table 3. Assumptions for environmental and 

enviroeconomic analyses. 
Description  Value 

Cooling capacity  5 kW 
tworking 12 h/day 

𝐜𝐂𝐎𝟐
 0.0145 $/kgCO2 [21], [22] 

EM 0.523 kgCO2/kWh [23] 

 

4. Results and Discussions 

 

 
Figure 4. Evaporator temperature-dependent changing of 

mass flow rate of R134a and R515B. 
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VCR with an inner heat exchanger was used to evaluate 

the performances of R134a and R515B. The comparison of 

the mass flow rates of R134a and R515B is given in Figure 

4. The mass flow rates of R134a and R515B increased as 

the evaporator temperature increased: from 8.65 g/s to 

21.79 g/s for R134a and from 7.21 g/s to 18.35 g/s for 

R515B. The mass flow rate of R515B is lower than that of 

R134a. It is due to the fact that R515B in the suction line 

has a lower vapor density than R134a. For both refrigerants, 

the mass flow rate is not affected by the condenser 

temperature. 

Using R134a and R515B refrigerants in the refrigeration 

system, the effect of the temperature of the evaporator on 

compressor energy consumption is presented in Figure 5. 

While the condenser temperature is 40 oC, the compressor 

power consumption of R134a varies from 538.42 W to 

709.66 W, while the compressor power consumption of 

R515B from 392.42 W to 529.84 W. While the condenser 

temperature is 45 °C, the compressor power consumption of 

R134a varies between 574.48 W and 797.69 W, while the 

compressor power consumption of R515B varies between 

417.96 W and 594.63 W. The compressor specific 

compression work and the mass flow rates of the 

refrigerants affect the energy consumption of the 

compressor. The specific compression work and mass flow 

rate of R134a are higher compared to R515B. That's why as 

seen in Figure 5, the compressor energy consumption of 

R134a is higher than that of R515B. Because the mass flow 

rates increases as the temperature of the evaporator rises, 

the refrigeration system's power consumption rises. 

 

 
Figure 5. Evaporator temperature-dependent changing of 

compressor power consumption of R134a and R515B. 

 

The compressor capacity is greatly affected by the cooling 

capacity. The cooling effect (the difference in enthalpy of 

the refrigerant entering and leaving the evaporator) and the 

mass flow rate of the refrigerant affect the cooling capacity. 

Figure 6 gives the cooling capacity variation to different 

evaporator temperatures for R134a and R515B at two 

condenser temperatures (40°C and 45°C). R134a refrigerant 

has a higher cooling capacity than R515B. Because both the 

cooling effect and the refrigerant mass flow rate of R134a 

are higher than that of R515B. When the condenser 

temperature is 40 °C, the cooling capacity of R134a varies 

from 1224.89 W to 3422.58 W, while the cooling capacity 

of R515B varies from 879.21 W to 2554.31 W. When the 

condenser temperature is 45 °C, the cooling capacity of 

R134a varies from 1160.98 W to 3261.56 W, while the 

cooling capacity of R515B varies from 828.28 W to 

2424.76 W. It has been observed that the cooling capacity 

of both refrigerants decreases when the condenser 

temperature increases. Because when the condenser 

temperature increases, the enthalpy of the refrigerant 

entering the evaporator increases, so that the cooling effect 

decreases. 

 

 
Figure 6. Evaporator temperature-dependent changing of 

cooling capacity of R134a and R515B 

 

Figure 7 shows the COP of R134a and R515B 

refrigerants depending on the evaporator temperature at 

condenser temperatures of 40°C and 45°C. While the 

condenser temperature is 40 oC, the COP of R134a varies 

from 2.27 to 4.82, while the COP of R515B from 2.24 to 

4.82 W. While the condenser temperature is 45 °C, the COP 

of R134a varies between 2.02 and 4.09, while the COP of 

R515B varies between 1.98 and 4.08. It is found that the 

COP obtained by using R515B refrigerant is nearly equal to 

the COP obtained by using R134a. This is because although 

the cooling capacity of R515B refrigerant is less than that 

of R134a refrigerant, the compressor power consumption of 

R515B refrigerant is lower than that of R134a refrigerant. 

The COP value of both refrigerants decreases as the 

temperature of the condenser rises. 

 

 
Figure 7. Column chart of COPs of R134a and R515B 

 

 
Figure 8. Evaporator temperature-dependent changing of 

total exergy efficiency of R134a and R515B 

 

The changing of the total exergy efficiencies of R134a 

and R515B at different evaporator and condenser 

temperatures is demonstrated in Figure 8. As the evaporator 

temperature increases, the irreversibilities of the cooling 

system compenents  increase, and consequently the exergy 
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efficiency of the cooling system decreases. The total exergy 

efficiency of R134a refrigerant at low evaporator 

temperature is slightly higher (about 1.40%) than that of 

R515B refrigerant, the total exergy efficiency of R134a is 

the same as that of R515B refrigerant at high evaporator 

temperature. 

 

 
Figure 9. Evaporator temperature-dependent change in 

total exergy destructions of R134a and R515B 

 

The change in total exergy destruction in case of using 

refrigerants R134a and R515B in the refrigeration system at 

different evaporator and condenser temperatures is shown 

in Figure 9. At a condenser temperature of 40 oC, the total 

exergy destruction of the refrigeration system using R134a 

in the refrigeration system varies from 346.42 W to 522.73 

W, while the total exergy destruction of the refrigeration 

system using R515B in the refrigeration system varies from 

254.51 W to 390.33 W. At a condenser temperature of 45 
oC, the total exergy destruction of the refrigeration system 

using R134a in the refrigeration system varies from 363.75 

W to 552.77 W, while the total exergy destruction of the 

refrigeration system using R515B in the refrigeration 

system varies from 267.36 W to 412.49 W. When R134a is 

used in the refrigeration system, the total exergy destruction 

is about 26% higher than when R515B is used in the 

refrigeration system.  Also, the total exergy destruction of 

the system increases due to the increase in irreversibilities, 

as the condenser temperature increases. 

In the case where refrigerants R134a and R515B are 

used in the refrigeration system, the exergy destruction of 

all components is shown in Figure 10. As can be seen in 

Figure 10,  for both refrigerants the exergy destruction takes 

place mainly in the compressor. For both refrigerants, the 

component with the least exergy destruction at low 

evaporator temperatures is the evaporator, while the 

component with the least exergy destruction at high 

evaporator temperatures is the expansion valve. As the 

expansion valve is only affected by the entropy change 

between the evaporator and condenser pressure, there is 

generally lower exergy destruction in expansion valve. As 

the evaporator temperature increases in the expansion 

valve, the entropy production decreases. therefore, the 

exergy destruction of the expansion valve is reduced. As the 

evaporator temperature decreases, the exergy destruction of 

the expansion valve increases. Therefore, at low evaporator 

temperatures the minimum exergy destruction occurred in 

evaporator. 

The comparison of compressor exergy destruction in the 

case of using R134a and R515B refrigerants in the cooling 

system is shown in Figure 11. The exergy destruction of the 

compressor for both refrigerant increase as the evaporator 

temperature increases. This is because as the evaporator 

temperature rises, the mass flow rate increases, and the 

compressor uses higher exergy. It was seen that the 

compressor exergy destruction of R515B refrigerant is 

lower (about 24%) than that of R134a refrigerant. Due to 

the thermal properties of R515B, the entropy generation in 

the compressor during compression is lower than that of 

R134a. 

The comparison of the condenser exergy destruction of 

the cooling system for R134a and R515B is presented in 

Figure 12. It was explained above that the mass flow rates 

of the refrigerants increase with increasing evaporator 

temperature increases. Consequently, the exergy destruction 

of the condenser also increases with increasingevaporator 

temperature. When refrigerant R515B is used in the 

refrigeration system, the exergy destruction of the 

condenser is about 32.50% lower than that of R134a . This 

is since the condenser entropy difference of R134a is higher 

than that of R515B. 

 

 
Figure 10. Graphical representation of all components's the exergy destruction for the refrigerants R134a and R515B. 
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Figure 11. Evaporator temperature-dependent changing of 

compressor exergy destruction of R134a and R515B. 

 

 
Figure 12. Evaporator temperature-dependent changing of 

condenser exergy destruction of R134a and R515B. 

 

The comparison of the expansion valve exergy 

destruction of the cooling system for R134a and R515B is 

presented in Figure 13. The exergy destruction in the 

expansion valve decreases while the evaporator temperature 

rises. Because as the evaporator temperature rises in the 

expansion valve, the entropy production decreases. 

Therefore, the exergy destruction of the expansion valve 

reduces. It was found that the exergy destruction of the 

expansion valve was lower (about 21.50%) for the 

refrigerant R515B than for the refrigerant R134a. This is 

because when R515B is used in the refrigeration system, 

the entropy difference of the expansion valve and the mass 

flow rate of the refrigerant are lower compared to R134a. 

 

 
Figure 13. Evaporator temperature-dependent changing of 

expansion valve exergy destruction of R134a and R515B. 

 

In Figure 14, comparing of the evaporator exergy 

destruction of refrigerants is given. When the evaporator 

temperature increases, the entropy generation in the 

evaporator increases. Therefore, as the evaporator 

temperature increases, the exergy destruction of the 

evaporator also increases. When using the refrigerant 

R515B in the cooling system, the exergy destruction of the 

evaporator is about 27% lower than with R134a. Because 

both the mass flow rate and entropy production of R515B 

are lower compared to R134a. 

 

 
Figure 14. Evaporator temperature-dependent changing of 

evaporator exergy destruction of R134a and R515B. 

 

The environmental analysis results of the refrigeration 

system with the evaporator temperature is given in Figure 

15. When the evaporator temperature for both refrigerants 

increases, the COP value of the refrigeration system 

increases and consequently the environmental analysis 

results decrease. It can be seen that the results of the 

environmental analysis of R134a and R515B are very close 

in Figure 15. When the condenser temperature increases for 

both refrigerants, the energy consumption of the 

refrigeration system compressor increases. Therefore, the 

environmental analysis results increase. 

 

 
Figure. 15. Evaporator temperature-dependent changing of 

results obtained from environmental analysis. 

 

 
Figure. 16. Evaporator temperature-dependent changing of 

results obtained from enviroeconomic analysis. 

 

The results of the environmental economic analysis 

depending on the evaporator and condenser temperatures 
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are shown in Figure 16. As the evaporator temperature 

increases, the energy efficiency of the refrigeration system 

increases, and consequently, the energy consumption of the 

refrigeration system compressor decreases. Therefore, the 

results of the enviroeconomic analysis decrease as the 

evaporator temperature increases. It is seen that results 

obtained from the enviroeconomic analysis of R134a and 

R515B are very close to each other. Moreover, as the 

condenser temperature increases, the results of the 

enviroeconomic analysis increase similarly to the results of 

the environmental analysis, because the energy 

consumption of the cooling system increases. 

 

5. Conclusions 

In this work, the analysis of the R515B with lower 

GWP as replacements for R134a in a VCR system that has 

an IHX was made. Based on the energy, exergy, 

environmental and enviroeconomic analyses the main 

results obtained from the study are given below: 

 R515B has lower mass flow rate, compressor 

energy consumption, and cooling capacity than 

that of R134a. 

 In the refrigerating system, the COP obtained by 

using R515B refrigerant is nearly equal to the COP 

obtained by using R134a. 

 Most exergy destruction occurs in the compressor 

of the refrigeration system. 

 The compressor exergy destruction of the 

refrigeration system using R515B refrigerant is 

approximately 24% lower than that of R134a. The 

expansion valve exergy destruction of the 

refrigeration system using R515B refrigerant is 

approximately 21.50 % lower than that of R134a. 

 The condenser exergy destruction of the 

refrigeration system using R515B is about 32.50% 

lower than that of R134a.  

 The exergy destruction of the evaporator of the 

refrigeration system using R515B is nearly 27% 

lower than that of R134a. 

 Variation of evaporator and condenser 

temperatures greatly affects exergy destruction and 

exergy efficiency. 

 It is found that the total exergy efficiency of the 

VCR system using R515B is slightly lower than 

that of R134a (about 1.40%). 

 The results of environmental and enviroeconomic 

evaluation based on energy analysis showed that 

R515B refrigerant was slightly higher than R134a 

refrigerant. 

Finally, R134a and R515B are slightly different in 

energy, exergy performance, environmental and 

enviroeconomic analysis. However, R515B has significant 

advantages in terms of installation safety requirements (no 

flammability (A1)) refrigerant). As a result, it has been 

shown that R515B can be a good alternative to R134a in 

VCR systems with an internal heat exchanger. 

 

Nomenclature 

Ẇcomp Compressor power consumption [kW] 

ṁr Refrigerant mass flow rate [kg s-1] 

Q̇evap Cooling capacity [kW] 

Q̇con Heating capacity [kW] 

ηisen Compressor isentropic efficiency [-] 

ηvol Compressor volumetric efficiency [-] 

h Enthalpy [kJ kg-1] 

s Entropy [kJ kg-1 K-1] 

ρ Density [kg m-3] 

T Temperature [oC or K] 

P Pressure [kPa or bar] 

COP Coefficient of performance for cooling mode [-] 

Ėx Exergy [kW] 

Ė Energy [kW] 

ηex Exergy efficiency [-] 

COPHP Heat pump coefficient of performance [-] 

tworking Operation time (hour/time) 

XCO2
 Environmental analysis [kgCO2 time-1] 

EM Electricity energy production emission value 

[kgCO2 kWh-1] 

CCO2
 Environmentaleconomic analysis [kgCO2 day-1] 

cCO2
 Greenhouse gas emission price [$ kgCO2

-1] 

RPM Revolutions per minute [Rev min-1] 
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Abstract  
 

Methionine is an amino acid that is extremely important for human health. To better understand the biochemical events 

occurring in the human body, the excess molar properties of methionine and aqueous ethanol and aqueous methanol 

mixtures were determined at 298.15 K. Interactions between components in solutions are explained. Negative 

deviations from the ideal state have been observed in methionine solutions due to hydrogen bonds, dipole interactions, 

charge-transfer interactions. 

 

Keywords: Methionine; excess molar volume; excess partial molar volume; apparent molar volume 

 

 

1. Introduction  

Methionine is an amino acid found in many proteins 

present in our bodies and food (Figure 1). It is not just a 

building block for proteins but contains some unique 

properties. The most important of these properties is its 

ability to be converted into sulfur-containing molecules [1]. 

Sulfur-containing molecules play an important role in 

protecting tissues, modifying DNA, and maintaining the 

proper functioning of cells [2,3,4[. Of the amino acids used 

to make protein in the body, only methionine and cysteine 

contain sulfur. Methionine also plays a critical role in 

initiating the process of making new proteins in cells. It 

occurs continuously as old proteins break down [5]. For 

example, it helps muscles produce new proteins after a 

muscle-damaging workout [6,7].  

 

 
 

Figure 1. Methionine structure 

 

Zhang et al. (2016) observed that the solubility of 

methionine in water is higher than in organic solvents, and 

the solubility decreases in water + acetone < water + ethanol 

< water + methanol in water + organic solvent mixtures  [8]. 

According to the like dissolves like principle, they stated that 

the solubility of the amino acid, which has a polar structure, 

increases due to the increase in the polarity of organic 

solvents. Tyunina et al. (2020) reported that electrostatic 

interactions and the formation of hydrogen bonds were 

effective on the volumetric properties of methionine aqueous 

solutions [9]. El-Dossoki (2018) observed that the molal 

solubility of methionine decreases as the mole fraction of 

methanol and ethanol increases due to the salt effect [10]. He 

also determined that the apparent molar volume of DL-

methionine in water and methanol-water and ethanol-water 

solutions increased as the mole fraction of methanol and 

ethanol increased. He pointed out the inverse proportion 

between volume and density as the reason for this. 

The excess molecular properties of amino acid solutions 

are very useful for understanding the conformational 

stability and unfolding behaviour of protein molecules. 

Some researchers have used thermodynamic methods to 

investigate the interactions of amino acids with organic 

molecules or salts in aqueous solutions [11,12].  

Excess properties can be defined as the difference 

between the ideal volumetric properties of the mixture and 

the observed volumetric properties as a result of the 

molecular interactions between the components that make up 

the mixture and in the solution [13]. The excess volumes 

(VE) are defined as the difference of volume of real solutions 

and volume of pure components (ideal solution). 

Excess thermodynamic properties, which can also be 

understood as deviations from ideal thermodynamic 

behaviours, provide a better understanding of the behaviour 

of components in chemical and biochemical events, and their 

roles in production and application processes. In general, the 

excess properties result from three types of interactions 

between the constituent molecules of liquid mixtures [14-

15].  

 

(a) Positive effects: Physical interactions consisting of 

dispersion forces or weak dipole-dipole interaction, 

(b) negative effects: chemical or specific interactions, 

including charge transfer, H-bonds, and other complex 

formation interactions, 
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(c) Structural effects: These are the structural contributions 

arising from the differences in the size and shape of the 

component molecules in the mixture depending on the 

structure of their molecules. 

 

In this study, excess molar volumes, apparent molar 

volumes, partial molar volumes and excess partial molar 

volumes of the binary mixture of methionine + methanol and 

methionine + ethanol in water at 298.15 K, which is one of 

the most important building blocks of proteins, were 

investigated. 

 

2 Materials 

Amino acids; methionine of 99.5% purity, methanol and 

ethanol of 99% purity were obtained from Merck Company. 

Some physicochemical properties of the components are 

given in Table 1. 

Using twice-distilled water with a conductivity of 0.038 

μS/cm, 10 cm3 of alcohol solutions were prepared between 

0-1 mole fractions by increasing the volume by 0.5 cm3. To 

alcohol solutions, amino acid was added until saturation. The 

sample tubes were mixed with a magnetic stirrer overnight 

in a thermostatic water bath at 298.15±0.1 K by closing the 

mouth with a Teflon cap. Then, the solution was left to rest 

overnight and the supernatant was separated by filtration. 

The filtered solutions were kept in a thermostatic water bath 

at 298.15±0.1 K and their densities were measured by Anton 

Paar DMA 4500 Denismeter. Experiments were performed 

in 4 repetitions.  

 

Table 1 Molecular weight and densities of pure components 

in mixtures 

Component M, g/mol Density, 298.15 K 

Methionine 149.21 Powder 

Methanol 32.04 0.7048 

Ethanol 46.07 0.7875 

Water 18.02 0.9968 

 

3 Methodology 

3.1 Excess Molar Properties 

The excess molar volume of a liquid solution is defined 

by the following equation [16-17]. 

 

𝑉𝐸 = 𝑉 − ∑ 𝑥𝑖𝑉𝑖
0

𝑖=0  (1) 

 

where V is the molar volume of the solution, xi is the mole 

fractions of components, and Vi
0 is the molar volumes of pure 

components, respectively. Eq. (1) can be written in terms of 

density as Eq. (2). The excess molar volumes, calculated 

from the density data in Eq. (4), are listed in Table 3 and 

plotted in Figure 3. 

 

𝑉𝐸 = ∑ 𝑋𝑖𝑀𝑖 (
1

𝜌
− 

1

𝜌𝑖
)𝑖=1  (2) 

 

in which Mi is the molar masses of components,  is the 

density of the mixture, and i represent the densities of pure 

components, respectively.  

The excess molar properties (VE) can be correlated using 

the Redlich–Kister equation [16-20]:  

 

𝑉𝐸 = 𝑋𝑖(1 − 𝑋𝑖) ∑ 𝐴𝑖𝑖=1 (2𝑋𝑖 − 1)𝑖 (3) 

 

The values of the coefficients Ai were calculated by the 

method of least squares along with the standard deviation 

(VE). The coefficients Ai are adjustable parameters for a 

better fit of the excess functions.  

 

 𝜎(𝑉𝐸) = [
∑ (𝑉𝑐𝑎𝑙,𝑖

𝐸  − 𝑉𝑒𝑥𝑝,𝑖
𝐸 )𝑖=𝑛

𝑖=1

𝑛
]

1/2

 (4) 

 

where n is the number of parameters, Vexpt and Vcal are the 

experimental and calculated parameters, respectively. 

 

3.2 Partial Volume and Excess Partial Volume 

To have more knowledge about interactions solute and 

solvent, the values of partial molar volumes of binary 

mixtures have been calculated using the following equations 

[18-20]: 

 

𝑉𝑖 = (
𝜕𝑉

𝜕𝑛𝑖
)

𝑃,𝑇,𝑛𝑗

 (5) 

 

Differentiation of Eq. (3) and combination with Eq. (5), 

gives the following equations for the partial molar volume of 

pure components  

 

𝑉1 = 𝑉𝐸 + 𝑉1
0 + (1 − 𝑋1)(𝜕𝑉𝐸/𝜕𝑋1)𝑇,𝑃 (6) 

 

𝑉2 = 𝑉𝐸 + 𝑉2
0  −  𝑋1(𝜕𝑉𝐸/𝜕𝑋1)𝑇,𝑃 (7) 

 

where 𝑉1
0  and 𝑉2

0 are the molar volume of the pure 

component. Combination of Eqs. (3), (6) and (7) leads to 

Eqs. (8) and (9). 

 

𝑉1 = 𝑉1
0 + (1 − 𝑥)2 ∑ 𝐴𝑖(1 − 2𝑥)𝑖 −  2𝑥(1 −𝑖=0

𝑥)2 ∑ 𝐴𝑖𝑖(1 − 2𝑥)𝑖−1
𝑖=1  (8) 

 

𝑉2 = 𝑉2
0 + 𝑥2 ∑ 𝐴𝑖(1 − 2𝑥)𝑖 +  2𝑥2(1 −𝑖=0

𝑥) ∑ 𝐴𝑖𝑖(1 − 2𝑥)𝑖−1
𝑖=1  (9) 

 

Values of the partial molar volumes at infinite dilution, 

𝑉𝑖
∞, were obtained by the linear extrapolation of 

corresponding partial molar volumes using Eq. (8) and Eq. 

(9). Extrapolation of Vi to xi = 0 results in 𝑉𝑖
∞. The excess 

partial molar volumes at infinite dilution, 𝑉𝑖
𝐸, were 

calculated using the following relations [18-20]: 

 

𝑉𝑖
𝐸 = 𝑉𝑖  −  𝑉𝑖

0 (10) 

 

The partial properties at infinite dilution are of interest 

since, at the limit of infinite dilution, the (solute + solute) 

interactions disappear. The values of the partial molar 

volume at infinite dilution provide information about (solute 

+ solvent) interaction, independent of the composition effect. 

Setting (x = 0) in Eq. (8) and (x = 1) in Eq. (9) leads to Eq. 

(11) and Eq. (12). Eq. (11) and (12) give V1
 and V2

 (the 

partial molar volumes at infinite dilution) for the component 

(1) and (2), respectively [18-20]. 

 

𝑉1
∞ = 𝑉1

0 + ∑ 𝐴𝑖(−1)𝑖
𝑖=0     (11) 

 

𝑉2
∞ = 𝑉2

0 + ∑ 𝐴𝑖𝑖=0  (12) 

 

Rearrangement of Eqs. (11) and (12) leads to Eqs. (13) 

and (14) for the excess partial molar volumes of components 

at infinite dilution, 
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𝑉1
𝐸,∞ = ∑ 𝐴𝑖(−1)𝑖

𝑖=0  (13) 

 

𝑉2
𝐸,∞ = ∑ 𝐴𝑖𝑖=0  (14) 

 

Eq. (13) and Eq. (14) represent the partial molar volumes 

of components in solutions at infinite dilution, respectively. 

 

3.3 Apparent Molar Volume 

The apparent molar volume (Vφ) is a very useful 

parameter to understand the interactions between ion-

solvent, ion-ion and solvent-solvent (structural) molecules 

that occur in mixtures. The Redlich–Kister equation and its 

derivatives do not always provide the best representation of 

properties of either component at infinite dilution in the other 

component. Instead of using the Redlich–Kister equation, we 

have also considered another approach, which may be more 

convenient and accurate, by calculating the partial molar 

volume at infinite dilution through apparent molar volumes. 

Apparent molar volumes of components, Vϕ,  were 

calculated from experimental data using the following 

relations [18-20]. 

 

𝑉∅1 =
(𝑉−𝑥2𝑉2

0)

𝑥1
 =  

𝑀1

𝜌
 +  

(𝜌2−𝜌)𝑥2𝑀2

𝑥1𝜌𝜌2
  (15) 

 

𝑉∅2 =
(𝑉−𝑥1𝑉1

0)

1−𝑥1
 =  

𝑀2

𝜌
 +  

(𝜌1−𝜌)𝑥1𝑀1

𝑥2𝜌𝜌1
 (16) 

 

where Mi, m, i and i
0 are molecular weight, molality, 

densities of components and pure components, respectively. 

Extrapolation of 𝑉∅𝑖  to xi = 0 give the values of the limiting 

apparent molar volume (𝑉∅,𝑖
0 ). The excess apparent molar 

volumes at infinite dilution, 𝑉∅,𝑖
𝐸 , were also calculated by 

equations similar to Eqs. (10). The apparent molar volumes 

of Vϕ1 and Vϕ2 can be calculated from Eq. (17) and Eq. (18). 

 

𝑉∅1 =
𝑉 − (1−𝑥)𝑉2

0

𝑥
 (17) 

 

𝑉∅2 =
𝑉 − 𝑥𝑉1

0

1−𝑥
 (18) 

 

where 𝑉1
0and 𝑉2

0 are the molar volumes determined from the 

experimental densities by Mi/i, and V is the molar volume 

of the solution determined by the following equation: 

 

V = VE + (x1𝑉1
0 + x2𝑉2

0) (19) 

 

The combination of Eq. (1), Eq. (17), and Eq. (18) lead to: 
 

𝑉∅1 = 𝑉1
0  −  

 𝑉𝐸

𝑥
 (20) 

 

𝑉∅2 = 𝑉2 
0  −  

 𝑉𝐸

1−𝑥
 (21) 

 

Simple graphical or analytical extrapolation of Vϕ1 to x = 0 

and Vϕ2 to x = 1 leads to the partial molar volumes at infinite 

dilution, 𝑉1
∞ and 𝑉2

∞, respectively. Further, the limiting 

partial molar volume is expressed as 𝑉𝑖
∞= 𝑉𝑖

𝐸,∞ + 𝑉𝑖
0 from 

which the 𝑉𝑖
𝐸,∞

can be derived. It can be observed that the 

procedures of obtaining 𝑉𝑖
𝐸,∞

 values by Eq. (13) and (14) or 

from the extrapolated Vϕ1 values of Eq. (20) and Eq. (21) lead 

to comparable magnitudes of 𝑉𝑖
∞values. 

Partial molar volumes were calculated at infinite dilution 

from excess molar volumes using a method based on 

extrapolation of reduced volume. This method was obtained 

by rearrangement of Eq. (20) and division by (1-x).  

 
𝑉𝐸

𝑥(1−𝑥)
=

𝑉∅𝑖−𝑉𝑖
0

1−𝑥
  (22) 

 

Linear extrapolation of the ‘‘reduced volume” 

represented by VE/x(1-x) to x = 0 and x = 1 leads to the desired 

𝑉1
∞ and 𝑉2

∞, respectively. Thus, the methods of obtaining 𝑉1
∞ 

and 𝑉2
∞ by way of Eqs. (14) and (15), extrapolation of Vϕi to 

x = 0 or VE/x(1-x) to x = 0 are all satisfactory, giving equally 

approximately equal values of partial molar volumes at 

infinite dilution. 

 

4. Result and Discussion 

In this study, the densities, apparent molar volumes, 

partial molar volumes and excess molar properties of 

saturated solutions of methionine in aqueous solutions of 

different concentrations of methanol and ethanol at a 

constant temperature of 298.15 K were investigated. The 

densities of aqueous mixtures of amino acid over the entire 

range of compositions at 298.15 are shown in Table 2 and 

Figure 2. 

 

Table 2. Densities and Excess Molar Volumes of Methionine 

+ Ethanol + Water) and (Methanol + Water) Solutions at 

298.15 K. 
 Densities, (g/cm3) VE, (cm3/mol) 

x 

Methanol 

+ Water 

Ethanol  

+ Water 

Methanol 

+ Water 

Ethanol  

+ Water 

0.00 0.9964 0.9983 0.0000 0.0000 

0.05 1.0079 0.9951 -0.6118 -0.6359 
0.10 1.0141 0.9901 -1.1343 -1.2238 

0.15 1.0143 0.9837 -1.5474 -1.7660 

0.20 1.0085 0.9765 -1.8410 -2.2658 
0.25 0.9973 0.9687 -2.0135 -2.7269 

0.30 0.9818 0.9606 -2.0715 -3.1528 

0.35 0.9635 0.9524 -2.0306 -3.5466 
0.40 0.9438 0.9442 -1.9161 -3.9098 

0.45 0.9245 0.9359 -1.7630 -4.2420 

0.50 0.9070 0.9276 -1.6136 -4.5397 
0.55 0.8925 0.9190 -1.5135 -4.7954 

0.60 0.8819 0.9100 -1.5035 -4.9969 

0.65 0.8755 0.9002 -1.6096 -5.1255 
0.70 0.8728 0.8892 -1.8329 -5.1549 

0.75 0.8726 0.8766 -2.1397 -5.0486 

0.80 0.8727 0.8617 -2.4549 -4.7577 
0.85 0.8696 0.8440 -2.6535 -4.2159 

0.90 0.8587 0.8227 -2.5449 -3.3335 

0.95 0.8340 0.7970 -1.8311 -1.9866 
1.00 0.7877 0.7661 0.0000 0.0000 

 

 
Figure 2. Densities of solutions of methionine + (ethanol 

+water) and (methanol + water) at 298.15 K. 
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As can be seen from Table 2, the solubility of amino acids 

decreases as the alcohol concentration decreases. Therefore, 

densities of binary mixtures of methionine and alcohol 

decrease as methanol and ethanol mole fraction increase. The 

density of the ethanol solution decreases slightly more than 

the methanol solution. However, the densities of the binary 

mixtures were found to be close to each other due to the 

strong interaction between functional groups in the side 

chain of the polar methionine and both alcohols. 

The excess molar properties of methionine in aqueous 

alcohol solutions deviate from the ideal state. Chemical, 

physical, structural interactions between solvent-solute and 

components are the cause of this deviation. As can be seen 

in Table 2 and Figure 3, the excess molar volume of the 

binary mixture of methionine with ethanol and methanol 

showed a negative deviation. Negative deviation in excess 

molar property is in the direction of increasing alcohol 

fraction. The negative deviation of excess molar volume in 

ethanol solution is greater and more regular because ethanol 

is more polar than methanol and forms stronger H-bonds. 

The excess molar volume in methanol solutions shows 

irregularly negative deviations. The tendency of methionine 

to dissolve in the more polar water is deactivated as the mole 

fraction of methanol increases. Negative deviations in the 

excess molar volume of a binary mixture of methionine and 

both alcohol solutions indicate a strong hydrogen bond and 

chemical effects between the solvent and solute. Thus, it was 

understood that chemical interactions including charge 

transfer, H-bonds are effective in binary mixtures of 

methionine and alcohol solutions. 

Partial molar volumes of components for all 

compositions can be calculated by using the Redlich-Kister 

coefficients in Eq. (3)  at 298.15 K, and the results are shown 

in Table 3. The parameters Ai in Eq. (3) are reported in Table 

4 along with standard deviations, , calculated by using Eq. 

(4). The partial molar volumes at infinite dilution show a 

good agreement between the calculation method, Eq. (11) 

and Eq. (12), and the linear extrapolation method of Eq. (8) 

and (9). As can be seen in Table 3, partial molar volumes in 

ethanol + water and methanol + water mixtures were 

calculated as close to each other. From these values, it is 

understood that there are stronger hydrogen bonds and dipole 

interactions between the sulfur in the structure of the amino 

acid and water molecules. 

Figure 3. L-Excess molar volumes of methionine + 

(ethanol+water) and  methionine + (methanol + water) 

solutions at 298.15 K. 

 

From Eq. (13) and Eq. (14), excess apparent molar 

volumes values of methanol + water (1) and ethanol + water 

(2) solutions of methionine in infinitely dilute solutions were 

found V1
=149.73 cm3/mol and V2

=149.50 cm3/mol at 

298.15 K, respectively. Similarly, it was found to be 

V1
=144.74 cm3/mol and V2

=149.50 cm3/mol from the 

linear extrapolation of Eq. (20) and Eq. (21). However, it can 

be said that the value found by interpolation is more reliable. 

The change in volumetric properties of a binary mixture 

of methionine + alcohol can be explained by chemical 

interactions that occur in the form of charge-transfer 

interactions, hydrogen bonds and dipole-dipole interactions. 

Charge transfer bonds are formed between the electron donor 

amine group and the electron acceptor sulfur and carboxyl 

groups in the methionine structure. Strong hydrogen bonds 

and dipole-dipole interactions occur between the N, S atoms 

in the side chain molecules of methionine and the -OH group 

of the water molecule. Dipole-dipole interactions occur due 

to the dipole moment difference. The dipole moments of 

water, ethanol and methanol molecules are 1.85 D, 1.67 D 

and 1.69 D, respectively [21,22]. 

 

Table 3. Apparent Molar Volumes and Partial Molar Volumes of Methionine + (Ethanol + Water) and  

(Methanol + Water) Solutions at 298.15 K. 

x 

Apparent molar volumes,  

Vϕ, (cm3/mol) 

Partial Molar Volume,  

Vi (cm3/mol) 

Excess partial Molar Volume, Vi
E 

(cm3/mol) 

Methanol 

+  Watera  

Ethanol 

+ Waterb  

Methanol 

+ Waterc  

Ethanol 

+ Waterd  

Methanol 

+ Water  

Ethanol 

+ Water  

Methanol 

+ Water  

Ethanol 

+ Water  

0.00 147.97 147.43 149.75 149.46 149.73 149.46 -0.01 0.00 

0.05 146.18 147.93 115.58 147.87 149.74 149.47 1.70 -0.47 
0.10 145.23 148.72 123.59 146.40 149.74 149.47 2.61 -1.23 

0.15 145.20 149.74 132.12 145.01 149.75 149.47 2.64 -2.20 

0.20 146.09 150.91 140.77 143.64 149.75 149.47 1.80 -3.33 
0.25 147.82 152.20 149.20 142.23 149.75 149.46 0.14 -4.56 

0.30 150.29 153.55 157.16 140.71 149.75 149.46 -2.22 -5.86 

0.35 153.31 154.95 164.37 139.02 149.75 149.46 -5.12 -7.20 
0.40 156.68 156.38 170.60 137.10 149.75 149.46 -8.34 -8.57 

0.45 160.14 157.84 175.63 134.88 149.75 149.46 -11.65 -9.96 

0.50 163.40 159.33 179.28 132.29 149.75 149.46 -14.77 -11.39 
0.55 166.18 160.90 181.44 129.27 149.75 149.46 -17.43 -12.89 

0.60 168.28 162.58 182.15 125.78 149.75 149.46 -19.44 -14.50 

0.65 169.57 164.45 181.56 121.80 149.75 149.46 -20.68 -16.29 
0.70 170.12 166.59 180.04 117.35 149.75 149.46 -21.20 -18.34 

0.75 170.16 169.12 178.07 112.62 149.75 149.46 -21.24 -20.76 
0.80 170.15 172.19 176.29 108.09 149.75 149.46 -21.23 -23.69 

0.85 170.78 175.98 175.44 105.20 149.75 149.46 -21.84 -27.33 

0.90 173.06 180.76 176.43 108.82 149.75 149.47 -24.01 -31.90 
0.95 178.45 186.87 180.45 145.04 149.75 149.46 -29.17 -37.75 

1.00 189.42 194.77 189.42 194.77 149.75 149.53 -39.68 -45.24 
a (Eq. 15), b (Eq. 16), c (Eq. 20), d (Eq. 21)
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Tablo 4. The Values of Redlich-Kister Coefficients for The 

Studied Binary Mixtures of at 298.15 K and at Under The 

Atmospheric Pressure 

Mixture Metanol + Water Ethanol + Water 

A0 0,5908 0,1995 

A1 -0,5940 -0,0924 

A2 -0,0172 -0,2116 

A3 0,0064 0,0415 

A4 -0,0005 -0,0027 

A5 0,0000 0,0001 

 7,7400 15,07 

 

5. Conclusion 

In this study, the intermolecular interactions of 

methionine in aqueous alcohol solutions at 298.15 K were 

tried to be understood from the density, apparent molar 

volume, partial molar volume and excess molar properties. 

Since methionine, which has a strong polar structure, has 

strong functional groups such as sulfur, carboxyl, amine, and 

strong interactions between water molecules, the effect of 

increasing alcohol concentration on these interactions was 

weak. As the ethanol concentration increases, the volumetric 

changes are slightly more pronounced compared to 

methanol. Hydrogen bonds, dipole interactions and charge 

transfer complexes are stronger than structural interactions 

in the molecular behaviour of amino acids in solutions.  

The volumetric properties of amino acids in water and 

alcohol are extremely important for understanding their 

interactions with the structures surrounding the proteins. 

Understanding the solvent-soluble, solute-soluble 

interactions of amino acids, which are the building blocks of 

proteins, is important in terms of understanding the 

behaviour of amino acids in biochemical reactions. As it can 

be understood from the volumetric properties of methionine, 

depending on the chemical structure of biological systems, 

interactions deviating from the ideal state occur with the 

amino acid due to physical and chemical effects such as 

hydrogen bonds, dipole interactions, charge-transfer 

interactions. These interactions, which occur due to these 

chemical and physical effects, can trigger biological events 

depending on the environment. For this reason, volumetric 

properties will give an idea for a better understanding of the 

behavior of compounds such as methionine, which have an 

important role in biological events, in solutions. 

 

Nomenclature 

Ai Redlich–Kister equation Coefficients 

Mi Molar masses of components,  

i Densities of pure components 

   Density of the mixture,  

(VE)  Standart deviation 

V  Molar volume of the solution 

Vϕ  Apparent molar volume  

𝑉∅,𝑖
𝐸   Excess apparent molar volumes at infinite dilution,  

Vi
0   Molar volumes of pure components 

𝑉𝑖
𝐸   Excess partial molar volume, 

𝑉𝑖
∞  Partial molar volumes at infinite dilution 

𝑉𝑖
0 Molar volume of the pure component 

𝑉𝑒𝑥𝑝
𝐸    Experimental excess molar volume 

𝑉𝑐𝑎𝑙
𝐸    Calculated excess molar volume 

xi   Mole fractions of components 

x Mole fractions of the mixture 
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Abstract  
 

In this study, a cascade refrigeration system comprising gas and vapor compression cycles operating at ultra-low 

temperature was designed. In the thermodynamic analyses, R744, R404A, and R410A refrigerants in the high 

temperature cycle (HTC), and R1150, R170, and R23 in the low temperature cycle (LTC) were used. Thermodynamic 

analyses were carried out using the Engineering Equation Solver package program. Outputs considered were: system 

performance(COP), compression ratio, mass flow ratio and HTC cascade outlet temperature. Results show that, at 

different LTC condenser temperature values, R404A/R23 has the highest COP value, in the LTC, R23 has the highest 

compression ratio, while R1150 has the lowest one, in the HTC, R404A has the highest compression ratio, while R744 

has the lowest one, the performance of the system increased with the decrease of the mass flow ratio. 

  

Keywords: Ultra-low temperature; COP; cascade refrigeration; thermodynamic analyses; gas cycle; vapor 

compression cycle 

 

1. Introduction  

In refrigeration systems, energy consumption and the 

negative impact of the refrigerants on the environment are 

critical issues that need to be addressed. Refrigeration 

systems represent almost 17% of the global electrical energy 

consumption [1]. Considering that the available energy 

resources worldwide are limited and gradually decreasing, in 

the last 50 years, the improvement of refrigeration systems 

has become increasingly important. Moreover, 

environmental consciousness requires the evaluation of 

refrigerants in terms of ozone layer depletion (ODP) and 

global warming potential (GWP). The European 

Commission has introduced restrictions by approving the F-

gas regulation for refrigerants [2]. The F-gas regulation 

restricts the implementation of hydrofluorocarbon (HFC) 

refrigerants based on their high GWP value. Since 2020, 

refrigerants having a GWP value of higher than 2500 have 

been generally restricted by F-gas regulation. However, 

these restrictions do not apply to military equipment and 

systems that function at temperatures below −50 °C [3]. 

Refrigeration systems vary based on the application area 

and the required ambient temperature [4]–[9]. In applications 

such as in the petroleum, medical, or food industries, as well 

as for air conditioning systems, the ambient temperatures 

vary between −150 °C and 5 °C.  Vapor compression 

refrigeration cycles have been widely used in refrigeration 

systems for many years [10]. When using single-stage vapor 

compression systems, low temperatures are difficult to 

obtain because of the system elements restriction. In 

addition, due to the low coefficient of performance (COP), 

single-stage vapor compression systems are not 

economically viable because of their high energy 

consumption. In industrial applications, the lowest ambient 

temperature that is possible to obtain is approximately −40 

°C when using single-stage vapor compression systems [11].  

Cascade refrigeration systems operating with two or more 

cycles provide ultra-low temperatures and a high COP. They 

comprise independent cycles that allow the use of different 

operating designs and refrigerants [12]–[18]. This studies on 

cascade refrigeration systems are aimed at increasing the 

COP. To achieve this, there are two different possible 

working areas: the use of alternative cycles and the use of an 

alternative refrigerant or refrigerant mixtures. 

There are mainly four different cascade refrigeration 

system designs in the literature for the use of alternative 

cycles. These designs are two-stage vapor compression 

cascade refrigeration system (CCRS), vapor compression 

and absorption cascade refrigeration system (CACRS), two-

stage absorption cascade refrigeration system (CARS), and 

auto-cascade refrigeration system (ACRS)[19].  

The studies conducted on the CCRS have mostly used the 

R717 / R744 refrigerant pair [20]–[27]. These studies have 

shown that high COP is obtained when using the R744 

refrigerant in the low-temperature cycle (LTC) and the R717 

refrigerant in the high-temperature cycle (HTC). In addition 

to these two refrigerants, thermodynamic analyses for 

hydrocarbon and HFC group refrigerants in the HTC, such 

as, R1270 [15], [28], [29], R600 [4], R290 [15], [29], [30], 

and R404A [29], [31], [32], and in the LTC, such as R41 

[33], R170 [28], [34], R1150 [28], R23 [31], and N2O 

[28],[35] have already been conducted. 

In all studies, pure refrigerants were used. Research has 

also been conducted using an ejector as an innovative design 

for two-stage vapor compression cycles for increasing the 

COP [5], [36]–[39]. 
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Two-stage CARSs are systems in which NH3/H2O and 

LiBr/H2O pairs are used to obtain low temperatures down to 

−40 °C [19]. The use of LiBr is not suitable at ultra-low 

temperatures because it crystallizes. The use of CARS is 

preferred to reduce energy consumption. Limited research 

has been conducted on CARS because of their low COP. 

Researches are available in the literature for LiBr, LiCl, NH3, 

and H2O refrigerants [40]–[42]. Although low ambient 

temperatures are obtained using two-stage vapor 

compression cascade refrigeration systems, they are 

ineffective because they consume large amounts of electrical 

energy. In this case, CARS in the HTC and CCRS in the LTC 

are used. Previous studies analyzed CARS using LiBr, NH3, 

and H2O refrigerants [42] and CCRS using R1234yf, 

R1234ze, CO2, NH3, R410A, and R134a [42]–[48]. The 

operation and maintenance of cascade refrigeration system is 

high. Therefore, in recent years, Auto-cascade refrigerant 

system with mixed refrigerants driven by single compressor 

that has lower capital cost are widely used. There have been 

many researches to improve system performance(COP) in 

ACRS, including optimization of system parameters, 

selection  of refrigerant and efficient cycle modification 

[49]–[56].  

When analyzing the refrigeration cycles used in cascade 

refrigeration systems, the primary aim is to reach the desired 

ambient temperature with an effective COP. In this study, a 

cascade refrigeration system operating at ultra-low 

temperature using gas (high temperature) and vapor 

compression (low temperature) refrigeration cycles is 

designed, which has not yet been discussed in previous 

studies. The gas refrigeration cycle in cascade systems has 

never been investigated before. In all cases, the refrigerant is 

in a single phase state in the gas cycle. The gas refrigeration 

cycle in cascade systems has never been investigated before. 

In all cases, the refrigerant is in a single phase state in the gas 

cycle. The objectives of the study are to make a new system 

design contribution to the literature in terms of the refrigerant 

cycles used and the reduction of net energy consumption 

with the energy produced by the expansion element in the 

gas cycle. In the designed system, thermodynamic analyses 

were performed using R410A, R404A, and R744 refrigerants 

in the HTC and R23, R1150, and R170 refrigerants in the 

LTC. For the different refrigerant couples, coefficient of 

performances, compression ratio and mass flow ratio were 

investigated in the new designed system. 

 

2. Material and Method  

2.1 System Design 

Figure 1 illustrates the cascade refrigeration system 

wherein the designed gas and vapor compression cycles 

work together. Gas refrigeration cycle in the HTC and vapor 

compression refrigeration cycle in the LTC are used. These 

two cycles are connected via a cascade heat exchanger. 

In the LTC, the saturated vapor phase refrigerant (# 4) at 

the evaporator outlet enters the cascade heat exchanger by 

increasing its temperature and pressure with the LTC 

compressor (# 1). In the cascade heat exchanger, heat is 

transferred from the LTC to the HTC at constant pressure, 

and the refrigerant enters the expansion valve (# 2) as a 

saturated liquid, expanding at constant enthalpy and entering 

the evaporator as a saturated liquid–vapor mixture (# 3). In 

the HTC, the pressure and temperature of the refrigerant at 

the cascade heat exchanger outlet (# 8) is increased by the 

HTC compressor, and the refrigerant enters the cooler (# 5). 

In the HTC gas cooler, the refrigerant, whose temperature 

decreases with the release of heat at constant pressure (# 6), 

enters the cascade heat exchanger, and its pressure and 

temperature are reduced by the expander element (# 7). 

There is a two-phase flow in the LTC and a single-phase flow 

in the HTC. 

 
Figure 1. Schematic of cascade refrigeration system. 

 

2.2 Modeling and Thermodynamic Analysis of the 

Cascade Refrigeration Cycle 

In the theoretical analyses of the designed system in 

terms of energy, the following assumptions have been made: 

 All components are assumed to be in steady-state and 

steady-flow process; 

 The potential and kinetic energy changes are negligible; 

 Pressure losses in fittings and heat exchangers are 

negligible; 

 In the LTC, the evaporator outlet is considered to be 

saturated vapor (# 4) and the condenser outlet is 

considered to be saturated liquid (# 2); 

 The isentropic efficiency for both compressors and 

expander was fixed as 80%; based on recommended 

values by [40]; 

 The expansion valves are isenthalpic devices; 

 The evaporator working pressure is higher than the 

atmospheric pressure; 

 In the thermodynamic analysis, the refrigeration capacity 

of the system is 1 kW, the LTC evaporator temperature 

is −80 °C (T4) and HTC expander outlet temperature is -

42 oC (T7); 

 LTC condenser temperature is in intervals of 1 °C 

ranging from -35 oC to -30 oC (T2), HTC cascade heat 

exchanger outlet temperature is changed according to 

getting the best COP (T8), HTC gas cooler outlet 

temperature 20 oC (T6). 

According to the balance of mass and energy, the 

thermodynamic analyzes of system are carried out for 

steady-state process.  Energy analyzes are made for all 

system elements based on Equations (1) and (2). As a result 

of energy analyzes, the equations of the system elements are 

given in the below. 

 

Mass balance; 

 ∑ 𝑚̇𝑔 = ∑ 𝑚̇ç                          (1) 

 

Energy balance; 

∑ 𝑄̇𝑛𝑒𝑡 + ∑ 𝑊𝑛𝑒𝑡 + ∑ 𝑚̇(ℎ𝑔 − ℎç) =0            (2) 
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Table 1. Properties of refrigerant fluid. 

Cycle Refrigerant Boiling Point, oC 
Critical  

Temperature, oC 

Critical  

Pressure, bar 
GWP 

HTC 

R744 (HC) -78.464 30.978 73.77 1  

R404A (HFC) -46.5 72 37.29 3260 

R410A (HFC) -51.5 71.8 49.01 2088 

LTC 

R23 (HFC) -81.87 26.29 48.32 14800 

R170 (HC) -88.584 32.172 48.72 6 

R1150 (HC) -103.77 9.2 50.41 4 

 

Energy balance across the evaporator is given by: 

 

𝑄̇𝑒𝑣𝑎𝑝 = 𝑚̇𝐿𝑇𝐶 . (ℎ4 − ℎ3)              (3) 

 

The isentropic efficiency for LTC compressor is given by: 

 

 𝜂𝐶_𝐿𝑇𝐶 =
ℎ1𝑠−ℎ4

ℎ1−ℎ4
               (4) 

 

The power input to the LTC compressor is given by: 

 

𝑊̇𝐿𝑇𝐶 = 𝑚̇𝐿𝑇𝐶 . (ℎ1 − ℎ4)               (5) 

 

The energy balance across the cascade heat exchanger is 

given by: 

 

𝑚̇𝐿𝑇𝐶 . (ℎ1 − ℎ2) = 𝑚̇𝐻𝑇𝐶 . (ℎ8 − ℎ7)             (6) 

 

The isentropic efficiency for HTC compressor is given by: 

 

𝜂𝐶_𝐻𝑇𝐶 =
ℎ5𝑠−ℎ8

ℎ5−ℎ8
               (7) 

 

The power input to the HTC compressor is given by:  

 

𝑊̇𝐻𝑇𝐶 = 𝑚̇𝐻𝑇𝐶 . (ℎ5 − ℎ8)              (8) 

 

The energy balance across the gas cooler is given by: 

 

𝑄̇𝑔𝑎𝑠 = 𝑚̇𝐻𝑇𝐶 . (ℎ6 − ℎ5)             (9) 

 

The isentropic efficiency for expander is given by: 

 

𝜂𝐸𝑋𝑃 =
ℎ6−ℎ7

ℎ6𝑠−ℎ7
             (10) 

 

The power output to the expander is given by:  

 

𝑊̇𝐸𝑋𝑃 = 𝑚̇𝐻𝑇𝐶 . (ℎ6 − ℎ7)            (11) 

 

The COP of the system, which is the main parameter to 

be calculated for the energy analysis, is obtained using 

Equation 12. Here, 𝑄̇𝑒𝑣𝑎𝑝 is the evaporator refrigeration 

capacity in the LTC, 𝑊̇𝐿𝑇𝐶 is the compressor power in the 

LTC, 𝑊̇𝐻𝑇𝐶 is the compressor power in the HTC, 𝑊̇𝐸𝑋𝑃 is the 

power generated during expansion in the HTC. 

 

𝐶𝑂𝑃𝑠𝑦𝑠𝑡𝑒𝑚 =
 𝑄̇𝑒𝑣𝑎𝑝

𝑊̇𝐿𝑇𝐶+𝑊̇𝐻𝑇𝐶−𝑊̇𝐸𝑋𝑃
         (12)                                                                                                                

 

The COP was calculated using the Engineering Equation 

Solver (EES) package program using the energy 

equations[58]. EES provides many built-in mathematical 

and thermophysical property functions useful for 

engineering calculations. Many researchers used the EES for 

thermodynamic modeling of refrigeration systems [12], [20], 

[21], [25], [43], [59]–[63]. In the thermodynamic analysis, 

R744, R404A, and R410A refrigerants in the high 

temperature cycle (HTC), and R1150, R170, and R23 in the 

low temperature cycle (LTC) were used. In the selection of 

refrigerants, R23, R1150 and R170 were selected when their 

boiling point temperatures were considered in order to 

provide -80oC refrigerant temperature in the low temperature 

cycle. Refrigerants selections in the high temperature cycle 

are environmentally friendly and widely used, so R744. 

Since R404A and R410A are widely used, it has also been 

observed that the boiling temperature decreases to -42 oC at 

1 atm pressure. Otherwise, a situation below atmospheric 

pressure is not be desired in the system.  The thermodynamic 

properties of the refrigerants used from the library in the 

EES.  The main properties of the selected refrigerants are 

presented in Table 1. 

 

3. Results and Discussion 

Under the assumptions, thermodynamic analyses were 

conducted for refrigerant couples in the cascade refrigeration 

system. COPs of refrigerant couples, compression ratio of 

compressors and net energy consumption values of system 

were determined. According to these parameters, the best 

refrigerant couple among them selected.  

Figure 2 shows the change in the COPs of refrigerant 

couples with respect to the LTC condenser temperature. In 

this figure, LTC evaporator, HTC gas cooler outlet and HTC 

expander outlet temperature are kept constant at -80 oC, 20 o 

and -42oC, respectively. At different LTC condenser 

temperature values, HTC cascade heat exchanger outlet 

temperature has been determined to maximize system 

performance (COP). COPs for refrigerant couples increases 

with increasing LTC condenser temperature as shown in 

Figure 2. In the determined LTC condenser temperature 

range, R404A/R23 has the highest COP value, while 

R744/R170 has the lowest one. R404A/R1150 can be 

considered as an alternative for R404A/R23 because the 

COP of R404A/R1150 is very close that of R404A/R23. 

Figure 3a shows the change in the compression ratio of 

refrigerant in LTC with respect to the LTC condenser 

temperature. In this figure, HTC compression ratio is kept 

constant at 3.6 for R744 in HTC. Among the different fluids 

in the low temperature cycle, R23 has the highest 

compression ratio, while R1150 has the lowest one. Figure 

3b shows the compression ratio of HTC refrigerants. In this 

figure, HTC expander outlet and gas cooler outlet 

temperature are kept at constant at -42oC and 20oC, 

respectively. Therefore, compression ratio of HTC is 
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constant for all LTC refrigerants. Among the different fluids 

in the HTC, R404A has the highest compression ratio, while 

R744 has the lowest one. 

 

 
Figure 2. COPs of refrigerant couples as a function of LTC 

condenser temperature. 

 

The relation between HTC cascade heat exchanger and 

LTC compressor outlet temperatures is presented in Table 2, 

Table 3 and Table 4 for all refrigerant couples. Increasing the 

LTC compressor outlet temperature allows the HTC cascade 

heat exchanger outlet temperature to increase. As the HTC 

cascade heat exchanger outlet temperature increases, the 

mass flow ratio decreases between LTC and HTC. The 

performance of the system increased with the decrease of the 

mass flow ratio. Because, energy consumption value of the 

compressor in the high temperature cycle has decreased. 

 

 

Figure 3. Compression ratio a) LTC refrigerants b) HTC 

refrigerants. 

Table 2.  Relation between HTC cascade heat exchanger outlet and LTC compressor outlet temperature for R1150 in LTC. 

Refrigerant  

Couples 

LTC Condenser 

Temperature 

HTC Cascade  

Heat Ex.  

Outlet  

Temperature 

LTC Compressor  

Outlet  

Temperature 

Mass Flow  

Ratio  

(LTC/HTC) 

COP 

R744/R1150 -30 -3 32,65 13,94 0,3969 

R404A/R1150 -30 -3 32,65 14,09 0,4974 

R410A/R1150 -30 -4 32,65 14,55 0,4609 

R744/R1150 -31 -5 30,66 14,75 0,3894 

R404A/R1150 -31 -6 30,66 15,38 0,4825 

R410A/R1150 -31 -6 30,66 15,40 0,4532 

R744/R1150 -32 -8 28,65 15,93 0,3743 

R404A/R1150 -32 -9 28,65 16,65 0,464 

R410A/R1150 -32 -9 28,65 16,66 0,437 

R744/R1150 -33 -11 26,63 17,31 0,3571 

R404A/R1150 -33 -11 26,63 18,12 0,4538 

R410A/R1150 -33 -12 26,63 18,74 0,4183 

R744/R1150 -34 -13 24,61 18,93 0,3459 

R404A/R1150 -34 -14 24,61 19,96 0,4304 

R410A/R1150 -34 -16 24,61 21,38 0,3886 

R744/R1150 -35 -16 22,57 20,93 0,3253 

R404A/R1150 -35 -16 22,57 21,48 0,4165 

R410A/R1150 -35 -18 22,57 22,93 0,3736 
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Table 3.  Relation between HTC cascade heat exchanger outlet and LTC compressor outlet temperature for R170 in LTC. 

Refrigerant  

Couples 

LTC Condenser 

Temperature 

HTC Cascade  

Heat Ex.  

Outlet  

Temperature 

LTC Compressor  

Outlet  

Temperature 

Mass Flow  

Ratio  

(LTC/HTC) 

COP 

R744/R170 -30 -8 22,29 17.50 0,3763 

R404A/R170 -30 -9 22,29 18,30 0,4667 

R410A/R170 -30 -8 22,29 17,77 0,4471 

R744/R170 -31 -10 20,53 18,44 0,3659 

R404A/R170 -31 -12 20,53 19,96 0,4474 

R410A/R170 -31 -12 20,53 19,97 0,4202 

R744/R170 -32 -13 18,76 20,20 0,347 

R404A/R170 -32 -14 18,76 21,27 0,4318 

R410A/R170 -32 -16 18,76 22,79 0,3899 

R744/R170 -33 -15 16,98 22,28 0,3344 

R404A/R170 -33 -15 16,98 22,67 0,4271 

R410A/R170 -33 -18 16,98 25,36 0,3743 

R744/R170 -34 -17 15,19 23,89 0,3205 

R404A/R170 -34 -17 15,19 24,29 0,4117 

R410A/R170 -34 -19 15,19 26,25 0,3678 

R744/R170 -35 -19 13,38 25,75 0,3055 

R404A/R170 -35 -20 13,38 27,36 0,3833 

R410A/R170 -35 -20 13,38 27,21 0,3608 

 

Table 4.  Relation between HTC cascade heat exchanger outlet and LTC compressor outlet temperature for R23 in LTC. 

Refrigerant  

Couples 

LTC Condenser 

Temperature 

HTC Cascade  

Heat Ex.  

Outlet  

Temperature 

LTC Compressor  

Outlet  

Temperature 

Mass Flow  

Ratio  

(LTC/HTC) 

COP 

R744/R23 -30 -4 36,45 7,84 0,399 

R404A/R23 -30 -4 36,45 7,92 0,5033 

R410A/R23 -30 -4 36,45 7,97 0,4722 

R744/R23 -31 -6 34,42 8,24 0,3913 

R404A/R23 -31 -6 34,42 8,34 0,4939 

R410A/R23 -31 -7 34,42 8,60 0,4564 

R744/R23 -32 -9 32,39 9,07 0,3748 

R404A/R23 -32 -9 32,39 9,21 0,4743 

R410A/R23 -32 -9 32,39 9,21 0,4465 

R744/R23 -33 -11 30,35 9,58 0,3642 

R404A/R23 -33 -12 30,35 10,04 0,4547 

R410A/R23 -33 -11 30,35 9,72 0,4354 

R744/R23 -34 -14 28,29 10,71 0,344 

R404A/R23 -34 -14 28,29 10,91 0,4387 

R410A/R23 -34 -17 28,29 12,14 0,3861 

R744/R23 -35 -16 26,22 11,44 0,3308 

R404A/R23 -35 -16 26,22 11,64 0,424 

R410A/R23 -35 -19 26,22 13,07 0,3696 

 

4. Conclusions 

In this study, a new cascade system was designed for a 

refrigeration system operating at ultra-low temperatures, 

consisting of two cycles, namely HTC by gas and LTC by 

vapor compression. Thermodynamic analysis of the system 

in terms of the energy performance was performed. In order 

to determine the best refrigerant couples in terms of the COP, 

R1150, R170, and R23 refrigerants in the LTC and R404A, 

R410A, and R744 refrigerants in the HTC were analyzed. 

LTC condenser temperature was considered as a variable 

parameter in the system. HTC cascade heat exchanger inlet 

temperature is constant and the outlet temperature is changed 

in each condition. The primary results of the study are listed 

below: 

 Among the different refrigerants analyzed, the R404A / 

R23 refrigerant couple has the best result in terms of the 

COP while R744/R170 has the lowest one.  (Figure 2): 

 R23 has high vapor density and low condensing pressure 

at design temperatures in the LTC. These properties 

reduce the compressor energy consumption in the LTC. 

The high temperature value at the compressor outlet 

increases the HTC outlet temperature in the cascade heat 

exchanger. Increasing the enthalpy difference between 

the inlet and outlet of the HTC cascade heat exchanger 

reduces the mass flow rate. The decrease in HTC mass 

flow rate increases the system performance by reducing 

HTC net energy consumption. Among the refrigerants 

(R744, R410A), R404A has the highest vapor density at 

operating conditions in HTC. In this case, the HTC 

compressor has the lowest specific volume at its inlet, 

thereby increasing the system performance by reducing 

energy consumption. 

 R744 has low vapor density at design temperature. In this 

case, the high specific volume at the compressor inlet 

increases the energy consumption value. The vapor 

density of R170 is low at design temperature. Again, this 

situation increases the energy consumption value due to 

the high specific volume of compressor inlet. In addition, 

when compared to other refrigerants at the compressor 

outlet in the low-temperature cycle, the low-temperature 

value reduces the outlet temperature in the high-

temperature cycle cascade heat exchanger. The decrease 

in the HTC cascade heat exchanger outlet temperature 

increased the HTC mass flow rate. For this reason, HTC 

net energy consumption value increased and decreased 

the system performance. 

 Compression ratios of refrigerants vary according to the 

lower and upper pressure values at operating 
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temperatures. Among the operating temperatures for the 

low temperature cycle, the upper and lower pressure ratio 

is highest for R23 and lowest for R1150. For high 

temperature cycle, between -42oC and 20oC, the upper 

and lower pressure ratio is the highest for R404A and the 

lowest for R744. 

 With the increase of LTC condenser temperature, system 

performance (COP) values increased for all refrigerant 

couples. 

 As the HTC cascade heat exchanger outlet temperature 

increases, the mass flow ratio decreases between LTC 

and HTC and the performance of the system increased. It 

is an important parameter for the best value of system 

performance (COP). 

 The higher the mass flow ratio between the gas and vapor 

compression cycles, the lower the temperature difference 

between the HTC cascade heat exchanger inlet and 

outlet. In this case, the high mass flow rate on the gas 

cycle increases the energy consumption and has a 

negative effect on the system performance (COP). 

 The energy consumption value of the HTC compressor is 

more effective than the energy consumption of the LTC 

compressor in determining the system performance. 

It is seen that the system performance (COP) values are 

not at a satisfactory level according to the results in the 

literature. It is necessary to take into account the negative 

situations that arise as a result of using gas and vapor 

compression cycles together. In the study, a novel design 

idea has contributed to the literature in terms of cascade 

systems designs. In future studies, the results of the 

thermodynamic analysis of the design will give an idea to the 

researchers. Before making this design experimentally, it has 

been determined that theoretical studies should be carried out 

in order to eliminate the problems that cause the system 

performance to be low in thermodynamic analyzes. 

 

Nomenclature 

𝑚̇ Mass flow rate (kg/s) 

h  Enthalpy (kJ/kg) 

Ẇ  Energy consumption (kW) 

𝑄̇  Heat rate (kW) 

 

Greek Letters 

η  Isentropic efficiency (-) 

 

Subscriptions  
gas   gas cooler 

EXP  expander 

evap  evaporator 

 

Abbreviations  

LTC  Low temperature cycle 

HTC High temperature cycle 

COP  Coefficient of performance 

EES  Engineering Equation Solver 

ODP  Ozone layer depletion 

GWP  Global warming potential 

HFC  Hydrofluorocarbon 

CCRS  Two-stage vapor compression cascade refrigeration 

system 

CACRS  Vapor compression and absorption cascade 

refrigeration system 

CARS  Two-stage absorption cascade refrigeration system 

ACRS  Auto-cascade refrigeration system 
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