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# Near Soft Topological Groups Based on Near Soft Element 

Hatice Taşbozan ${ }^{\text {a }}$<br>${ }^{a}$ Department of Mathematics, Hatay Mustafa Kemal University, Hatay, Turkey.


#### Abstract

In this article, we introduce the concept of the near soft element and define the near soft group using near soft element with binary operation in the whole set non-empty near soft elements of a dedicated near soft set. In addition, the concepts of topology and continuity of the near soft group are mentioned. The concept of near soft topological group was created with the help of continuous transformations defined on the near soft group. Finally, an example is given for the concept of near soft topological group.


## 1. Introduction

The concept of near sets Peters [1, 2] and the concept of soft theory is given by Molodtsov [3]. It was later examined by many scientists with [3-11]. The binary soft element definition given by Wardowski [12] is operating on all non-empty soft elements of a dedicated soft set. Next, J.Ghosh [13, 14] defines the soft groupoid according to the soft elements set. Many other researchers have created the topological version of soft set theory and soft algebra. Following these articles, Wardowski [12] gave his ideas about soft topological groups with the help of soft elements. Starting from this definition, scientists studied the soft transformation and continuity of soft mapping [15]. on the other hand Feng and Li [5] came up with the notion of rough soft sets by combining soft sets with rough sets. Similar algebraic studies have been done on rough sets. Later, Tasbozan et al. [16-18] combined the near-set approach with the soft-set. Also, the concept of the near soft set was presented. Next, the concept of a near soft element is defined and the near soft groupoid is defined using a near soft element by binary operation on the set of all nonempty near soft elements of a dedicated near soft set [19].

In this study, first a near soft group definition was made, then a topology structure was created on this near soft group, and the concept of a near soft topological group was defined with the help of the topology defined on this near soft group and continuous mapping. In addition, examples were given for the new concepts defined.

## 2. Preliminary

In this part, the notions of near approximation $(N A)$, nearness approximation space ( $N A S$ ) and other definitions of this concept are given. Then we define a binary composition on near soft sets and this form is called near soft group over near soft set.
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Definition 2.1. [18, 20] Let $\left(O, \mathcal{F}, \sim_{B r}, N_{r}, v_{N_{r}}\right)$ be a $N A S$ and $\sigma=(F, B)$ be a soft set over $O$.

$$
N_{r} *((F, B))=\left(N_{r^{*}} *\left(F(k)=\cup\left\{x \in O:[x]_{B r} \subseteq F(k)\right\}, B\right)\right)
$$

and

$$
N_{r}^{*}((F, B))=\left(N_{r}^{*}\left(F(k)=\cup\left\{x \in O:[x]_{B r} \cap F(k) \neq \emptyset\right\}, B\right)\right)
$$

are lower and upper near approximation operators. The $S S N_{r}((F, B))$ with $\operatorname{Bnd}_{N_{r}(B)}((F, B)) \geqslant 0$ called a near soft $\operatorname{set}(N S S)$.

The collection of all NSS on $O$ will be denoted $N S S(O)$.
Definition 2.2. [18] Let $O$ be an universe set, $E$ be the parameters and $B \subseteq E$. For $N S S(F, B)$ over $O$, the set

$$
\operatorname{Supp}(F, B)=\{\phi \in B: F(\phi) \neq \emptyset\}
$$

is called the support of the NSS $(F, B)$.

1. A NSS $(F, B)$ is called non-null NSS (with respect to the parameters of $B$ ) if $\operatorname{Supp}(F, B) \neq \emptyset$. Otherwise $(F, B)$ is called null NSS.
2. A near soft set $(F, B)$ is called full null NSS if $\operatorname{Supp}(F, B)=B$. A collection of all full NSS on $O$ will be denoted by $N S_{f}($ O $)$.

Definition 2.3. [21] Let $O$ be an initial set, $E$ be the parameters and $B \subseteq E$ and $(F, B) \in N S S(O)$. We say that $\left(\phi,\left\{x_{k}\right\}\right)$ is a nonempty near soft element (NSE) of $(F, B)$ if $\phi \in B$ and $x_{k} \in F(\phi)$. The pair $(\phi, \emptyset)$, where $\phi \in B$ is an empty NSE of $(F, B)$.Then $\left(\phi,\left\{x_{k}\right\}\right)=\left\{x_{k}\right\}_{\phi}$ is a NSE of $(F, B)$ and denoted by $F_{B}$.

## 3. Near Soft Group

Definition 3.1. [19] Let $(\mathcal{F}, \circ)$ and $(O, *)$ be two groupoids and $B \subseteq \mathcal{F}$. Also let $(F, B) \in N S_{f}(O), \forall \phi \in B, \ni \exists$ nonempty NSE of $(F, B)$. We define a binary composition *on $(F, B)$ by

$$
\left(\phi_{i},\left\{x_{a}\right\}\right) *\left(\phi_{j},\left\{x_{b}\right\}\right)=\left(\phi_{i} \circ \phi_{j},\left\{x_{a} * x_{b}\right\}\right)
$$

for all $\left(\phi_{i},\left\{x_{a}\right\}\right),\left(\phi_{j},\left\{x_{b}\right\}\right) \in(F, B) .(F, B)$ is said to be closed under the binary composition $*$ if and only if $\left(\phi_{i} \circ \phi_{j},\left\{x_{a} *\right.\right.$ $\left.\left.x_{b}\right\}\right) \in(F, B), \phi_{i} \circ \phi_{j} \in B$ and $x_{a} * x_{b} \in F\left(\phi_{i} \circ \phi_{j}\right)$ for all $\left(\phi_{i},\left\{x_{a}\right\}\right),\left(\phi_{j},\left\{x_{b}\right\}\right) \in(F, B)$. Then $\left(F_{B}, *\right)$ is a near soft groupoid (NSG) over (F,O).

Theorem 3.2. [19] Let $(F, B) \in N S_{f}(O)$, then $((F, B), *)$ forms a $N S G$ over $(F, O)$ if and only if

1. $B$ is a subgroupoid of $F$, i.e., $\phi_{i} \circ \phi_{j} \in B$ for all $\phi_{i}, \phi_{j} \in B$,
2. for $\phi_{i}, \phi_{j} \in B, x_{a} \in F\left(\phi_{i}\right), x_{b} \in F\left(\phi_{j}\right)$ then $x_{a} * x_{b} \in F\left(\phi_{i} \circ \phi_{j}\right)$.

Definition 3.3. [19] Let $\left(F_{B}, *\right)$ be a NSG over $(F, O)$. Then $*$ binary composition said to be

1. commutative if $\left(\phi_{i},\left\{x_{a}\right\}\right) *\left(\phi_{j},\left\{x_{b}\right\}\right)=\left(\phi_{j},\left\{x_{b}\right\}\right) *\left(\phi_{i},\left\{x_{a}\right\}\right)$,
2. associative if

$$
\left[\left(\phi_{i},\left\{x_{a}\right\}\right) *\left(\phi_{j},\left\{x_{b}\right\}\right)\right] *\left(\phi_{k},\left\{x_{c}\right\}\right)=\left(\phi_{i},\left\{x_{a}\right\}\right) *\left[\left(\phi_{j},\left\{x_{b}\right\}\right) *\left(\phi_{k},\left\{x_{c}\right\}\right)\right]
$$

for all $\left(\phi_{i},\left\{x_{a}\right\}\right),\left(\phi_{j},\left\{x_{b}\right\}\right),\left(\phi_{k},\left\{x_{c}\right\}\right) \in F_{B}$.
Definition 3.4. $A(N S E)(\phi,\{x\}) \in F_{B}$ is a near soft identity element in a $N S G\left(F_{B}, *\right)$ if for all $\left(\phi_{i},\left\{x_{a}\right\}\right) \in F_{B}$

$$
(\phi,\{x\}) *\left(\phi_{i},\left\{x_{a}\right\}\right)=\left(\phi_{i},\left\{x_{a}\right\}\right)=\left(\phi_{i},\left\{x_{a}\right\}\right) *(\phi,\{x\}) .
$$

Definition 3.5. Let $\left(F_{B}, *\right)$ be a NSG with near soft identity element $(\phi,\{x\})$. A NSE $\left(\phi_{i},\left\{x_{a}\right\}\right) \in F_{B}$ is an invertible if there exists a $(N S E)\left(\phi_{i}^{\prime},\left\{x_{a}^{\prime}\right\}\right) \in F_{B}$ such that

$$
\left(\phi_{i},\left\{x_{a}\right\}\right) *\left(\phi_{i}^{\prime},\left\{x_{a}^{\prime}\right\}\right)=(\phi,\{x\})=\left(\phi_{i}^{\prime},\left\{x_{a}^{\prime}\right\}\right) *\left(\phi_{i},\left\{x_{a}\right\}\right)
$$

Then $\left(\phi_{i}^{\prime},\left\{x_{a}^{\prime}\right\}\right)$ is a near soft inverse of $\left(\phi_{i},\left\{x_{a}\right\}\right)$ and denoted by $\left(\phi_{i},\left\{x_{a}\right\}\right)^{-1}$.
Definition 3.6. Let $B \subseteq \mathcal{F}$ and $(F, B) \in N S(O)$. We say that $(\phi,\{x\})$ is a nonempty $N S E$ of $(F, B)$ if $\phi \in B$ and $x \in$ $F(\phi)$. The pair $(\phi, \emptyset)$, where $\phi \in \mathcal{F}$, is called an empty NSE of $(F, B)$.

Definition 3.7. Let $(\mathcal{F}, \circ)$ and $(O, *)$ be two groups, $A, B \subseteq \mathcal{F}$ and $(F, B) \in N S(O)$. $(N S G)\left(F_{B}, *\right)$ is a near soft group (NSGp) over $(O, \mathcal{F})$ if,

1. $*$ is associative,
2. there exist a $N S E(\phi,\{x\})$ such that

$$
(\phi,\{x\}) *\left(\phi_{i},\left\{x_{a}\right\}\right)=\left(\phi_{i},\left\{x_{a}\right\}\right)=\left(\phi_{i},\left\{x_{a}\right\}\right) *(\phi,\{x\})
$$

for all $\left(\phi_{i},\left\{x_{a}\right\}\right) \in(F, B)$,
3. for each $\left(\phi_{i},\left\{x_{a}\right\}\right) \in(F, B)$ there exist a NSE $\left(\phi_{i}^{\prime},\left\{x_{a}\right\}^{\prime}\right)$ such that

$$
\left(\phi_{i},\left\{x_{a}\right\}\right) *\left(\phi_{i}^{\prime},\left\{x_{a}\right\}^{\prime}\right)=(\phi,\{x\})=\left(\phi_{i}^{\prime},\left\{x_{a}\right\}^{\prime}\right) *\left(\phi_{i},\left\{x_{a}\right\}\right) .
$$

Example 3.8. Let $(O, *)$ be a group with $*$ operation being multiplication modula 8 on the set $\{1,3,5,7\}$ and $(B, \circ)$ be a group with $\circ$ operation. The composition table of $\circ$ on $B$ is given by Table 1.

Table 1: The composition table of $\circ$ on $B$.

| $\circ$ | $\phi_{1}$ | $\phi_{2}$ |
| :---: | :---: | :---: |
| $\phi_{1}$ | $\phi_{1}$ | $\phi_{2}$ |
| $\phi_{2}$ | $\phi_{2}$ | $\phi_{1}$ |

and define the $(N S S) \sigma=(F, B)=\left\{\left(\phi_{1},\{1,3\}\right),\left(\phi_{2},\{5,7\}\right)\right\}$. For $r=1$

$$
\begin{aligned}
{[1]_{\phi_{1}} } & =\{1,3,7\},[5]_{\phi_{1}}=\{5\} \\
{[1]_{\phi_{2}} } & =\{1,3\},[5]_{\phi_{2}}=\{5,7\}
\end{aligned}
$$

$N_{*}(\sigma)=\left\{\left(\phi_{2},\{5,7\}\right)\right\}, N^{*}(\sigma)=\left\{\left(\phi_{1},\{1,3\}\right),\left(\phi_{2},\{5,7\}\right)\right\}, \operatorname{Bnd}(\sigma) \geq 0$.
For $r=2 ; N_{*}(\sigma)=\left\{\left(\phi_{1},\{1,3\}\right),\left(\phi_{2},\{5,7\}\right)\right\}=N^{*}(\sigma), \operatorname{Bnd}(\sigma) \geq 0$. Then $\sigma$ is a NSS. Hence all the NSE of $\sigma$ are;

$$
F_{B .}=\left(\phi_{1},\{1\}\right),\left(\phi_{1},\{3\}\right),\left(\phi_{2},\{5\}\right),\left(\phi_{2},\{7\}\right) .
$$

The table of operation $*$ on $F_{B .}$ is given in Table 2.

Table 2: The table of operation $*$ on $F_{B}$.

| $*$ | $\left(\phi_{1},\{1\}\right)$ | $\left(\phi_{1},\{3\}\right)$ | $\left(\phi_{2},\{5\}\right)$ | $\left(\phi_{2},\{7\}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| $\left(\phi_{1},\{1\}\right)$ | $\left(\phi_{1},\{1\}\right)$ | $\left(\phi_{1},\{3\}\right)$ | $\left(\phi_{2},\{5\}\right)$ | $\left(\phi_{2},\{7\}\right)$ |
| $\left(\phi_{1},\{3\}\right)$ | $\left(\phi_{1},\{3\}\right)$ | $\left(\phi_{1},\{1\}\right)$ | $\left(\phi_{2},\{7\}\right)$ | $\left(\phi_{2},\{5\}\right)$ |
| $\left(\phi_{2},\{5\}\right)$ | $\left(\phi_{2},\{5\}\right)$ | $\left(\phi_{2},\{7\}\right)$ | $\left(\phi_{1},\{1\}\right)$ | $\left(\phi_{1},\{3\}\right)$ |
| $\left(\phi_{2},\{7\}\right)$ | $\left(\phi_{2},\{7\}\right)$ | $\left(\phi_{2},\{5\}\right)$ | $\left(\phi_{1},\{3\}\right)$ | $\left(\phi_{1},\{1\}\right)$ |

$\left(F_{B .}, *\right)$ is commutative NSGp with near soft identity $\left(\phi_{1},\{1\}\right)$.

Definition 3.9. Suppose that $(O, B)$ is a group then $(F, B) \in N S(O)$ is called a NSGp (resp. near normal soft group ) over $(O, B) \Leftrightarrow(F(\phi), B)$ is a subgroup (resp. normal subgroup) of $(O, B), \forall \phi \in B$.

Definition 3.10. Suppose that $(F, B)$ is a NSGp over $(O, B)$. Then $(G, A) \in N S(O)$ is called a near soft subgroup ( $N S s G p$ ) (resp. near soft normal subgroup (NSNsGp) of $(F, B)$ if and only if $A \subseteq B$ and $(G(\phi), A)$ is a subgroup (resp. a normal subgroup) of $(F(\phi), B), \forall \phi \in B$.

Definition 3.11. Let $\left(F_{B^{*}}\right)$ be a NSGp over $(O, \mathcal{F})$ and $(G, A)$ be $(N S s G p)$ of $(F, B)$. If for all $\left(\phi_{j},\left\{x_{b}\right\}\right) \in(F, B)$

$$
\left(\phi_{i},\left\{x_{a}\right\}\right) *(G, A) *\left(\phi_{i},\left\{x_{a}\right\}\right)^{-1}=(G, A)
$$

then $(G, A)$ is called NSNsGp of $(F, B)$.
Definition 3.12. Let $(F, B)$ be a NSS over $O$ and $\tau$ be the collection of NSs of $O$, if if the following are provided
i) $(\square, B),(O, B) \in \tau$
ii) $\left(F_{1}, B\right),\left(F_{2}, B\right) \in \tau$ then $\left(F_{1}, B\right) \cap\left(F_{2}, B\right) \in \tau$
iii) $\left(F_{i}, B\right), \forall \phi \in B$ then $\cup_{i}\left(F_{i}, B\right) \in \tau$

Then $(O, \tau, B)$ is a near soft topological space(NSTS) [18].
Definition 3.13. $(O, \tau, B)$ be a NSTS and $G \subseteq O$. The near soft topology $(N S T)$ on $(G, B)$ induced by the NST $\tau$ is the family $\tau_{G}$ of the near soft subsets of $G$ of the form $\tau_{G}=\{V \cap G: V \in \tau\}$. Thus $\left(G, \tau_{G}, B\right)$ is a near soft topological subspace of $(O, \tau, B)$.

Definition 3.14. $N S(O, B)$ denotes the family of all NSS over $(O, B)$. Let $(F, A),(G, C) \in N S(O, B), A, C \subseteq B$. the near soft cartesian product of $(F, A),(G, C)$ denoted by $(F, A) \times(G, C)$ is a NSS on $(O, B) \times(O, B)$ such that $(F, A) \times(G, C)=\left\{\left(\left(\phi_{1}, \phi_{2}\right), F\left(\phi_{1}\right) \times G\left(\phi_{2}\right)\right): \phi_{1}, \phi_{2} \in B\right\}$

Definition 3.15. Let $(O, \tau, B)$ be a NSTS over $O$. A, NSS $(F, B)$ in $(O, \tau, B)$ is called a near soft neighbourhood of the NSP $\left(x_{e}, B\right) \in(F, B)$ if there exists a NSOS $(G, B)$ such that $\left(x_{e}, B\right) \in(G, B) \subset(F, B)$.

Definition 3.16. Let $(F, A),(G, C) \in N S(O, B)$ and $f:(F, A) \rightarrow(G, C)$ a near soft mapping NSM then the following hold:

1. The image of $X \subseteq F$ under $(N S M) f$ is the near soft set of the form $(f(X), C)=\left(\cup_{\alpha \in X} f(\alpha), C\right)$ and for each $\operatorname{NSM}(f(\emptyset), B)=(\emptyset, B)$.
2. The invese of $Y \subseteq G$ under NSM $f$ is the NSS of the form $\left(f^{-1}(Y), A\right)=(\cup\{\{\alpha\}: \alpha \in(F, A), f(\alpha) \in(Y, C)\}, B)$.

Definition 3.17. Let $(F, \tau, B),(G, v, B)$ be a NSTS and $f:(F, B) \rightarrow(G, B)$ be a NSM. If for each $V \in v, f^{-1}(V) \in \tau$ then $f$ is a near soft continuous mapping and denoted by NSCM.

Definition 3.18. Let $\left(O_{1}, \tau, B\right)$ and $\left(O_{2}, \tau, B\right)$ be two NSTS. $f:\left(O_{1}, \tau, B\right) \rightarrow\left(O_{2}, \tau, B\right)$ be a mapping. For each near soft neighbourhood $(H, B)$ of $\left(f(x)_{\phi}, B\right)$, if there exists a near soft neighbourhood $f((F, B)) \subset(H, B)$ then $f$ is a NSCM $\left(x_{\phi}, B\right)$. If $f$ is $(N S C M)$ for all $\left(x_{\phi}, B\right)$, then $f$ is a NSCM.

Definition 3.19. Let $\left(O_{1}, \tau, B\right)$ and $\left(O_{2}, \tau, B\right)$ be two NSTS. $f: O_{1} \rightarrow O_{2}$ be a mapping. $O_{1}$ is near soft homeomorphic to $O_{2}$ if $f$ is a bijection, NSC and $f^{-1}$ is a near soft homeomorfizm.

Example 3.20. Let $\sigma=(F, B)$ be a NSS given in example 10. Then all near soft subsets of $\sigma=(F, B)$ are;

$$
\begin{aligned}
& \left(F_{1}, B\right)=\left\{\left(\phi_{1},\{1,3\}\right)\right\} \\
& \left(F_{2}, B\right)=\left\{\left(\phi_{2},\{5,7\}\right)\right\} \\
& \left(F_{3}, B\right)=\left\{\left(\phi_{1},\{1,3\}\right),\left(\phi_{2},\{5\}\right)\right\} \\
& \left(F_{4}, B\right)=\left\{\left(\phi_{1},\{1,3\}\right),\left(\phi_{2},\{7\}\right)\right\} \\
& \left(F_{5}, B\right)=\left\{\left(\phi_{1},\{1\}\right),\left(\phi_{2},\{5,7\}\right)\right\} \\
& \left(F_{6}, B\right)=\left\{\left(\phi_{1},\{3\}\right),\left(\phi_{2},\{5,7\}\right)\right\} \\
& \left(F_{7}, B\right)=\left\{\left(\phi_{1},\{1,3\}\right),\left(\phi_{2},\{5,7\}\right)\right\}
\end{aligned}
$$

$\tau=\left\{\left(F_{1}, B\right),\left(F_{2}, B\right),\left(F_{7}, B\right),(\emptyset, B)\right\}$ is a NST on $(F, B) .\left(F_{B .}, *\right)$ is a NSGp with a topology $\tau$. Then $\imath: F_{B .} \rightarrow F_{B}$. which defined by

$$
\begin{aligned}
\imath\left(\left(\phi_{i},\left\{x_{a}\right\}\right)\right) & =\left(\left(\phi_{i},\left\{x_{a}\right\}\right)\right)^{-1} \\
\imath\left(\left(\phi_{1},\{1\}\right)\right) & =\left(\left(\phi_{1},\{1\}\right)\right)^{-1}=\left(\phi_{1},\{1\}\right) \\
\imath\left(\left(\phi_{1},\{3\}\right)\right) & =\left(\left(\phi_{1},\{3\}\right)\right)^{-1}=\left(\phi_{1},\{3\}\right) \\
\imath\left(\left(\phi_{2},\{5\}\right)\right) & =\left(\left(\phi_{2},\{5\}\right)\right)^{-1}=\left(\phi_{2},\{5\}\right) \\
l\left(\left(\phi_{2},\{7\}\right)\right) & =\left(\left(\phi_{2},\{7\}\right)\right)^{-1}=\left(\phi_{2},\{7\}\right)
\end{aligned}
$$

is continuous.
Definition 3.21. Let $(O, \tau)$ be a NSTS of NSE and $\left(\phi_{j},\left\{x_{a}\right\}\right) \in F_{B}$. If $\left(\phi_{j},\left\{x_{a}\right\}\right) \in H_{C} \subseteq G_{A}$ is an open set then a near soft subset $G_{A}$ of $F_{B}$ is a near soft neighborhood of $\operatorname{NSE}\left(\phi_{j},\left\{x_{a}\right\}\right)$. The collection of all near soft neighborhoods of the $\operatorname{NSE}\left(\phi_{j},\left\{x_{a}\right\}\right)$ is denoted $N_{\left(\phi_{j},\left\{x_{a}\right\}\right)}$.

Definition 3.22. Let $\left(O_{F}, \tau\right)$ be a NSTS over $(F, B) . A \operatorname{NSS}(G, A) \subseteq(F, B)$ is near soft open $\Leftrightarrow$ for each NSE $\gamma \in(G, A)$ there exist a NSS $(H, C) \in \tau$ such that $\gamma \in(H, C) \subseteq(G, A)$.

Definition 3.23. Let $\left(O_{F}, \tau_{1}\right)$ and $\left(O_{G}, \tau_{2}\right)$ be a NSTS over $(F, B)$ and $(G, B)$ respectively and $\lambda=\left\{O_{F} \times O_{G}: F \in \tau_{1}\right.$ and $\left.G \in \tau_{2}\right\}$. The collection $\tau$ of all arbitrary union of elements of $\lambda$ is a near soft product topology over $O_{F} \times O_{G}$.

## 4. Near Soft Topological Group Based on Near Soft Element

Definition 4.1. A near soft group $\left(F_{B}, *\right)$ with a topology $\tau$ on $F_{B}$ is called a near soft semi-topological group (NSsTGp) if for each near soft neighborhood $F_{A}$ of $\left(\phi_{i},\left\{x_{a}\right\}\right) *\left(\phi_{i}^{\prime},\left\{x_{a}\right\}^{\prime}\right)$, there exists a near soft neighborhood $F_{C}$ of $\left(\phi_{i},\left\{x_{a}\right\}\right)$ and a near soft neighborhood $F_{D}$ of $\left(\phi_{i}^{\prime},\left\{x_{a}\right\}^{\prime}\right)$ such that $F_{C} * F_{D} \subseteq F_{A}$.

Example 4.2. Let $\sigma=(F, B)$ be a NSs given in example 10. $\tau=\left\{\left(F_{1}, B\right),\left(F_{2}, B\right),\left(F_{7}, B\right),(\emptyset, B)\right\}$ is a NSTS where

$$
\begin{aligned}
& \left(F_{1}, B\right)=\left\{\left(\phi_{1},\{1,3\}\right)\right\} \\
& \left(F_{2}, B\right)=\left\{\left(\phi_{2},\{5,7\}\right)\right\}
\end{aligned}
$$

.Then $\left(F_{B .,}, *, \tau\right)$ is a NSsTGp.
Definition 4.3. A near soft group $\left(F_{B}, *\right)$ with a topology $\tau$ on $F_{B}$ is a near soft topological group (NSTGp) if the following hold:

1. $f: F_{B} \times F_{B} \rightarrow F_{B}$ which defined by

$$
f\left(\left(\phi_{i},\left\{x_{a}\right\}\right),\left(\phi_{i}^{\prime},\left\{x_{a}\right\}^{\prime}\right)\right)=\left(\phi_{i},\left\{x_{a}\right\}\right) *\left(\phi_{i}^{\prime},\left\{x_{a}\right\}^{\prime}\right)
$$

is continuous with respect to a product topollogy on $F_{B} \times F_{B}$.
2. $\imath: F_{B} \rightarrow F_{B}$ which defined by $\imath\left(\left(\phi_{i},\left\{x_{a}\right\}\right)\right)=\left(\left(\phi_{i},\left\{x_{a}\right\}\right)\right)^{-1}$ is continuous.

Definition 4.4. Let $\tau$ be a topology defined on a additive group $G$. Let $(F, B)$ be a non-null near soft set defined over $G$. Then, the triplet $(F, B, \tau)$ is a NSTGp over $G$ if
i. $F(\phi)$ is a subgroup of $G$ for all $\phi \in B$
ii. the mapping $\left(x_{1}, x_{2}\right) \rightarrow x_{1}-x_{2}$ of the topological space $F(\phi) \times F(\phi)$ onto $F(\phi)$ is continuous for all $\phi \in B$.

Definition 4.5. Suppose that $O$ is an additive group and $\tau$ be a near soft topology it. Then the $\operatorname{NSTS}(O, \tau, B)$ is called a NSTGp if the mapping $\left(x_{1}, x_{2}\right) \rightarrow x_{1}-x_{2}$ is a NSCM from $(O \times O, \tau \times \tau)$ to $(O, \tau, B)$.

Example 4.6. Let $\sigma=(F, B)$ be a NSS given in example 10. $\tau=\left\{\left(F_{1}, B\right),\left(F_{2}, B\right),\left(F_{7}, B\right),(\emptyset, B)\right\}$ is a near soft topology on $(F, B) .\left(F_{B .}, *\right)$ is a NSGp with a topology $\tau .\left(F_{B ., *}, \tau\right)$ is a NSTGp;

1. $f: F_{B} \times F_{B} \rightarrow F_{B}$ which defined by

$$
f\left(\left(\phi_{i},\left\{x_{a}\right\}\right),\left(\phi_{i}^{\prime},\left\{x_{a}\right\}^{\prime}\right)\right)=\left(\phi_{i},\left\{x_{a}\right\}\right) *\left(\phi_{i}^{\prime},\left\{x_{a}\right\}^{\prime}\right)
$$

is continuous with respect to a product topollogy on $F_{B} \times F_{B}$.
2. $\imath: F_{B} \rightarrow F_{B}$ which defined by $\imath\left(\left(\phi_{i},\left\{x_{a}\right\}\right)\right)=\left(\left(\phi_{i},\left\{x_{a}\right\}\right)\right)^{-1}$ is continuous from example 25 .

## 5. Conclusion

Soft set theory and near set theory, which have been successfully studied by many researchers to date, have a very good resource for applications. To contribute to the applications in this article, we introduce near soft topological groups with the help of the near soft element. These results provide an environment for studying applications on Near soft topological algebraic structures.
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#### Abstract

In this study, the modified frames with both the non-zero curvature and the torsion of the non-unit speed curves in Euclidean 3 -space $\mathbb{E}^{3}$ are examined. The relationships between the derivative vectors of the modified frames and the Frenet vectors or the vectors of the modified frames of the curve are given. Besides, the Darboux vectors obtained from the modified orthogonal frames with both the curvature and torsion of the curve and the unit vectors in the direction of these Darboux vectors are investigated. Finally, all these results are shown on the example curves.


## 1. INTRODUCTION

The Frenet frame, which is a moving frame at a given point on any regular curve in Euclidean 3-space $\mathbb{E}^{3}$, is one of the most important tools used to analyze the curve. The Frenet frame is an orthonormal frame consisting of the tangent vector, the principal normal vector and binormal vector of the curve. The curvature and the torsion functions can be defined on the curve using this frame. Studies on the Frenet frame of a regular curve in $\mathbb{E}^{3}$ are available in various sources, such as $[5,9-11,16,19,20]$. According to the fundamental theorem of regular curves, a regular curve is a curve with functions $\mathcal{\kappa}>0$ (curvature) and $\tau$ (torsion) that can be differentiated at every point of the curve, [6]. However, it is possible for the curvature function to be zero at certain points on the analytical curves. The principal normal and binormal vectors of these curves are generally discontinuous at the zero point of the curvature, that is, the curvature function is not always differentiable. In this case, the Frenet derivative equations of an analytical curve causes ambiguity at a point where the curvature vanishes. Hord and Sasai pondered this problem and discussed another frame that works fine on these points, [12, 17]. In a simple but useful approach, an orthogonal frame was introduced for unit speed analytical curves by Sasai, [18]. Although the vectors of this modified orthogonal frame are obtained by multiplying each Frenet vector by the curvature function $\kappa$, they allow the use of a new formula corresponding to the Frenet derivative equations for the above-mentioned case. It is also a useful tool for investigating analytical curves with singular points. Then, Bükcü and Karacan have developed the Sasai's study and they have obtained the newly modified frame through the coefficient of torsion $\tau$ by the Frenet vectors and them spherical curves, [3,4]. There are many studies on the modified orthogonal frame of a curve in Euclidean or Lorentzian 3-space, [1, 2, 7, 8, 14, 15, 21]. Also, the Darboux

[^1]vector of a space curve is the areal velocity vector of the moving frame of the curve. The direction of the Darboux vector is the direction of the instantaneous rotation axis. The Darboux vector can be expressed in terms of the apparatus of the moving frame. The Darboux vector can also be studied in a modified way for space curves with singular points, $[13,22]$.

In this study, the modified frames with both the non-zero curvature and the torsion of the non-unit speed curves in Euclidean 3-space $\mathbb{E}^{3}$ are examined. The derivatives of the vectors belong to these modified frames are calculated. The relationships between these derivative vectors and the Frenet vectors of the curve or the vectors of the modified frame are given. Besides, the Darboux vectors obtained from the modified orthogonal frames with both the curvature and torsion of the curve and the unit vectors in the direction of these Darboux vectors are investigated. Finally, these all results are investigated on the example curves. The aim of this study is to generalize the modified frame formulas, created for unit speed curves by Sasai, for non-unit speed curves. And thus, it provides ease of operation for the solution of the problem at singular points on a non-unit speed analytic curve, that is, there is no need to transform the curve into a unit speed curve every time.

## 2. PRELIMINARIES

Let the curve $\alpha(t)$ be a differentiable space curve in $\mathbb{E}^{3}$. The Frenet vectors, the curvature and the torsion of the curve $\alpha(t)$ are given as follows:

$$
\begin{gather*}
T(t)=\frac{\alpha^{\prime}(t)}{v(t)}, \quad B(t)=\frac{\alpha^{\prime}(t) \wedge \alpha^{\prime \prime}(t)}{\left\|\alpha^{\prime}(t) \wedge \alpha^{\prime \prime}(t)\right\|^{\prime}} \quad N(t)=B(t) \wedge T(t),  \tag{1}\\
\kappa(t)=\frac{\left\|\alpha^{\prime}(t) \wedge \alpha^{\prime \prime}(t)\right\|}{v^{3}(t)} \quad \text { and } \quad \tau(t)=\frac{\operatorname{det}\left(\alpha^{\prime}(t), \alpha^{\prime \prime}(t), \alpha^{\prime \prime \prime}(t)\right)}{\left\|\alpha^{\prime}(t) \wedge \alpha^{\prime \prime}(t)\right\|^{2}}, \tag{2}
\end{gather*}
$$

where $v(t)=\left\|\alpha^{\prime}(t)\right\|$, respectively. The Frenet derivative formulas of this curve are as follows:

$$
\left[\begin{array}{c}
T^{\prime}(t)  \tag{3}\\
N^{\prime}(t) \\
B^{\prime}(t)
\end{array}\right]=\left[\begin{array}{ccc}
0 & v(t) \kappa(t) & 0 \\
-v(t) \kappa(t) & 0 & v(t) \tau(t) \\
0 & -v(t) \tau(t) & 0
\end{array}\right]\left[\begin{array}{c}
T(t) \\
N(t) \\
B(t)
\end{array}\right]
$$

[11], [16]. The Darboux vector $W(t)$ of the non-unit speed curve $\alpha(t)$ is as follows:

$$
\begin{equation*}
W(t)=N(t) \wedge N^{\prime}(t)=v(t)(\tau(t) T(t)+\kappa(t) B(t)), \tag{4}
\end{equation*}
$$

where,

$$
\begin{equation*}
T^{\prime}(t)=W(t) \wedge T(t), \quad N^{\prime}(t)=W(t) \wedge N(t), \quad B^{\prime}(t)=W(t) \wedge B(t) \tag{5}
\end{equation*}
$$

The unit vector $C(t)$ in direction of the Darboux vector of the non-unit speed curve $\alpha(t)$ is

$$
\begin{equation*}
C(t)=\frac{W(t)}{\|W(t)\|}=\frac{v(t)}{\sqrt{\kappa^{2}(t)+\tau^{2}(t)}}(\tau(t) T(t)+\kappa(t) B(t)) \tag{6}
\end{equation*}
$$

or if the angle between of the binormal vector $B(t)$ and the Darboux vector $W(t)$ of the curve $\alpha(t)$ is $\varphi(t)$, then the unit vector is

$$
\begin{equation*}
C(t)=\sin \varphi T(t)+\cos \varphi B(t) \tag{7}
\end{equation*}
$$

[16]. If $v(t)=1$, then the curve $\alpha(t)$ is called unit speed curve. Let's define a orthogonal frame $\left\{E_{1}(t), E_{2}(t), E_{3}(t)\right\}$ for the unit speed curve $\alpha(t)$ as follows:

$$
\begin{equation*}
E_{1}(t)=\alpha^{\prime}(t), \quad E_{2}(t)=E_{1}^{\prime}(t), \quad E_{3}(t)=E_{1}(t) \wedge E_{2}(t) \tag{8}
\end{equation*}
$$

If the curvature $\kappa(t)$ of the curve $\alpha(t)$ is non-zero, then there are the following relationships between the vectors $E_{1}(t), E_{2}(t), E_{3}(t)$ and the Frenet vectors of the curve:

$$
\begin{equation*}
E_{1}(t)=T(t), \quad E_{2}(t)=\kappa(t) N(t), \quad E_{3}(t)=\kappa(t) B(t), \tag{9}
\end{equation*}
$$

where,

$$
\begin{equation*}
\left\langle E_{1}(t), E_{2}(t)\right\rangle=\left\langle E_{2}(t), E_{3}(t)\right\rangle=\left\langle E_{1}(t), E_{3}(t)\right\rangle=0, \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle E_{1}(t), E_{1}(t)\right\rangle=1, \quad\left\langle E_{2}(t), E_{2}(t)\right\rangle=\left\langle E_{3}(t), E_{3}(t)\right\rangle=\kappa^{2}(t) . \tag{11}
\end{equation*}
$$

The orthogonal frame $\left\{E_{1}(t), E_{2}(t), E_{3}(t)\right\}$ is called the modified frame with the curvature $\kappa(t)$ of the unit speed curve $\alpha(t)$. It is noted that the modified orthogonal frame coincides with Frenet frame for $\kappa=1$. There are the following relationships between the vectors $E_{1}(t), E_{2}(t), E_{3}(t)$ and them derivative vectors:

$$
\left[\begin{array}{c}
E_{1}^{\prime}(t)  \tag{12}\\
E_{2}^{\prime}(t) \\
E_{3}^{\prime}(t)
\end{array}\right]=\left[\begin{array}{ccc}
0 & 1 & 0 \\
-\kappa^{2}(t) & \frac{\kappa^{\prime}(t)}{\kappa(t)} & \tau(t) \\
0 & -\tau(t) & \frac{\kappa^{\prime}(t)}{\kappa(t)}
\end{array}\right]\left[\begin{array}{c}
E_{1}(t) \\
E_{2}(t) \\
E_{3}(t)
\end{array}\right]
$$

here, $\tau(t)=\frac{\operatorname{det}\left(\alpha^{\prime}(t), \alpha^{\prime \prime}(t), \alpha^{\prime \prime \prime}(t)\right)}{\kappa^{2}(t)}$ is the torsion of the curve $(\alpha)$, we know that any zero point of $\kappa^{2}(t)$ is a removable singularity of $\tau(t)$, [17]. Or, let the torsion $\tau(t)$ of the curve $\alpha(t)$ be non-zero. Then let's define the following orthogonal frame $\left\{A_{1}(t), A_{2}(t), A_{3}(t)\right\}$ for the unit speed curve $\alpha(t)$ as follows:

$$
\begin{equation*}
A_{1}(t)=T(t), \quad A_{2}(t)=\tau(t) N(t), \quad A_{3}(t)=\tau(t) B(t) \tag{13}
\end{equation*}
$$

where,

$$
\begin{equation*}
\left\langle A_{1}(t), A_{2}(t)\right\rangle=\left\langle A_{2}(t), A_{3}(t)\right\rangle=\left\langle A_{1}(t), A_{3}(t)\right\rangle=0, \tag{14}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle A_{1}(t), A_{1}(t)\right\rangle=1, \quad\left\langle A_{2}(t), A_{2}(t)\right\rangle=\left\langle A_{3}(t), A_{3}(t)\right\rangle=\tau^{2}(t) . \tag{15}
\end{equation*}
$$

The orthogonal frame $\left\{A_{1}(t), A_{2}(t), A_{3}(t)\right\}$ is called the modified frame with the torsion $\tau(t)$ of the unit speed curve $\alpha(t)$. And, there are the following relationships between the vectors $A_{1}(t), A_{2}(t), A_{3}(t)$ and them derivative vectors:

$$
\left[\begin{array}{c}
A_{1}^{\prime}(t)  \tag{16}\\
A_{2}^{\prime}(t) \\
A_{3}^{\prime}(t)
\end{array}\right]=\left[\begin{array}{ccc}
0 & \frac{\kappa(t)}{\tau(t)} & 0 \\
-\kappa(t) \tau(t) & \frac{\tau^{\prime}(t)}{\tau(t)} & \tau(t) \\
0 & -\tau(t) & \frac{\tau^{\prime}(t)}{\tau(t)}
\end{array}\right]\left[\begin{array}{c}
A_{1}(t) \\
A_{2}(t) \\
A_{3}(t)
\end{array}\right]
$$

The Darboux vector $D(t)$ obtained from the modified orthogonal frame with the curvature $\kappa(t)$ of a unit speed curve $\alpha(t)$ is obtained as follows:

$$
\begin{equation*}
D(t)=\tau(t) E_{1}(t)+E_{3}(t) \tag{17}
\end{equation*}
$$

and

$$
\begin{equation*}
E_{2}(t) \wedge E_{2}^{\prime}(t)=\kappa^{2}(t) D(t) \tag{18}
\end{equation*}
$$

If the angle between of the Darboux vector $D(t)$ and the vector $E_{3}(t)$ is $\varphi(t)$, the unit vector in direction of the Darboux vector is

$$
\begin{equation*}
G(t)=\sin \varphi E_{1}(t)+\frac{\cos \varphi}{\kappa(t)} E_{3}(t) \tag{19}
\end{equation*}
$$

## 3. The Modified Orthogonal Frames of the Non-Unit Speed Curve in $\mathbb{E}^{3}$

Let the Frenet frame, the curvature and the torsion of a non-unit speed curve $\alpha(t)$ be $\{T(t), N(t), B(t)\}, \kappa(t)$ and $\tau(t)$, respectively.

### 3.1. The Modified Orthogonal Frame With the Curvature $\kappa(t)$ of a Non-Unit Speed Curve in $\mathbb{E}^{3}$

Theorem 3.1. Let the Frenet frame and the curvature be $\{T(t), N(t), B(t)\}$ and $\kappa(t)$ of the non-unit speed space curve $\alpha(t)$, respectively. The modified orthogonal frame $\left\{E_{1}(t), E_{2}(t), E_{3}(t)\right\}$ with the curvature $\kappa(t)$ of the curve $\alpha(t)$ is as follows:

$$
\left\{\begin{array}{l}
E_{1}(t)=v(t) T(t)  \tag{20}\\
E_{2}(t)=v^{2}(t) \kappa(t) N(t) \\
E_{3}(t)=v^{3}(t) \kappa(t) B(t)
\end{array}\right.
$$

Proof. Let's create the vectors $E_{1}(t), E_{2}(t), E_{3}(t)$ using the Gram-Schmidt orthogonalization procedure as follows:

$$
\left\{\begin{array}{l}
E_{1}(t)=\alpha^{\prime}(t)  \tag{21}\\
E_{2}(t)=E_{1}^{\prime}(t)-\frac{\left\langle E_{1}^{\prime}(t), E_{1}(t)\right\rangle}{\left\langle E_{1}(t), E_{1}(t)\right\rangle} E_{1}(t) \\
E_{3}(t)=E_{1}(t) \wedge E_{2}(t)
\end{array}\right.
$$

Here, since the curve $\alpha(t)$ is not an unit speed curve, we can't use the expression (8). From the expression (1), the vector $E_{1}(t)$ is obtained as follows:

$$
\begin{equation*}
E_{1}(t)=v(t) T(t) \tag{22}
\end{equation*}
$$

From the expressions (3) and (22), the following equation is gotten:

$$
\begin{equation*}
\frac{\left\langle E_{1}^{\prime}(t), E_{1}(t)\right\rangle}{\left\langle E_{1}(t), E_{1}(t)\right\rangle}=\frac{v^{\prime}(t)}{v(t)} . \tag{23}
\end{equation*}
$$

From the expressions (3), (21) and (23), the vectors $E_{2}(t)$ and $E_{3}(t)$ are obtained as follows:

$$
\begin{align*}
& E_{2}(t)=v^{2}(t) \kappa(t) N(t),  \tag{24}\\
& E_{3}(t)=v^{3}(t) \kappa(t) B(t) . \tag{25}
\end{align*}
$$

The proof is completed from the expressions (22), (24) and (25).
Corollary 3.2. As a result of Theorem 3.1, the following equations are obtained for the vectors $E_{1}(t), E_{2}(t), E_{3}(t)$ :

$$
\begin{align*}
& \left\langle E_{1}(t), E_{2}(t)\right\rangle=\left\langle E_{2}(t), E_{3}(t)\right\rangle=\left\langle E_{1}(t), E_{3}(t)\right\rangle=0,  \tag{26}\\
& \left\{\begin{array}{l}
\left\langle E_{1}(t), E_{1}(t)\right\rangle=v^{2}(t), \\
\left\langle E_{2}(t), E_{2}(t)\right\rangle=v^{4}(t) \kappa^{2}(t), \\
\left\langle E_{3}(t), E_{3}(t)\right\rangle=v^{6}(t) \kappa^{2}(t),
\end{array}\right. \tag{27}
\end{align*}
$$

and

$$
\left\{\begin{array}{l}
E_{1}(t) \wedge E_{2}(t)=E_{3}(t)  \tag{28}\\
E_{2}(t) \wedge E_{3}(t)=v^{4}(t) \kappa^{2}(t) E_{1}(t) \\
E_{3}(t) \wedge E_{1}(t)=v^{2}(t) E_{2}(t)
\end{array}\right.
$$

Remark 3.3. The modified frame $\left\{E_{1}(t), E_{2}(t), E_{3}(t)\right\}$ with the curvature $\kappa(t)$ of the non-unit speed curve $\alpha(t)$ is indeed orthogonal (from the expression (26)), but is not orthonormal (from the expression (ref20)), because the vectors $E_{1}(t), E_{2}(t), E_{3}(t)$ are not unit vectors (if not $v(t)=\kappa(t)=1$ at the same time). Ifv $(t)=\kappa(t)=1$ at the same time, then the modified frame $\left\{E_{1}(t), E_{2}(t), E_{3}(t)\right\}$ becomes an orthonormal frame.

Theorem 3.4. Let the Frenet frame, the curvature and the torsion be $\{T(t), N(t), B(t)\}, \kappa(t)$ and $\kappa(t)$ of the non-unit speed space curve $\alpha(t)$, respectively. And let the modified orthogonal frame with the curvature $\kappa(t)$ of the curve $\alpha(t)$ be $\left\{E_{1}(t), E_{2}(t), E_{3}(t)\right\}$. There are the following equations between the Frenet vectors and the derivative vectors $E_{1}^{\prime}(t), E_{2}^{\prime}(t), E_{3}^{\prime}(t):$

$$
\left[\begin{array}{c}
E_{1}^{\prime}(t)  \tag{29}\\
E_{2}^{\prime}(t) \\
E_{3}^{\prime}(t)
\end{array}\right]=\left[\begin{array}{ccc}
v^{\prime}(t) & v^{2}(t) \kappa(t) & 0 \\
-v^{3}(t) \kappa^{2}(t) & 2 v(t) v^{\prime}(t) \kappa(t)+v^{2}(t) \kappa^{\prime}(t) & v^{3}(t) \kappa(t) \tau(t) \\
0 & -v^{4}(t) \kappa(t) \tau(t) & 3 v^{2}(t) v^{\prime}(t) \kappa(t)+v^{3}(t) \kappa^{\prime}(t)
\end{array}\right]\left[\begin{array}{c}
T(t) \\
N(t) \\
B(t)
\end{array}\right]
$$

Proof. By using the expression (3), from the expression (20), we obtain the derivative vectors $E_{1}^{\prime}(t), E_{2}^{\prime}(t)$, $E_{3}^{\prime}(t)$ in terms of the Frenet vectors $T(t), N(t), B(t)$ as follows:

$$
\begin{align*}
& E_{1}^{\prime}(t)=(v(t) T(t))^{\prime}, \\
& E_{1}^{\prime}(t)=v^{\prime}(t) T(t)+v^{2}(t) \kappa(t) N(t),  \tag{30}\\
& E_{2}^{\prime}(t)=\left(v^{2}(t) \kappa(t) N(t)\right)^{\prime}, \\
& E_{2}^{\prime}(t)=-v^{3}(t) \kappa^{2}(t) T(t)+\left(2 v(t) v^{\prime}(t) \kappa(t)+v^{2}(t) \kappa^{\prime}(t)\right) N(t)+v^{3}(t) \kappa(t) \tau(t) B(t),  \tag{31}\\
& E_{3}^{\prime}(t)=\left(v^{3}(t) \kappa(t) B(t)\right)^{\prime} \\
& E_{3}^{\prime}(t)=-v^{4}(t) \kappa(t) \tau(t) N(t)+\left(3 v^{2}(t) v^{\prime}(t) \kappa(t)+v^{3}(t) \kappa^{\prime}(t)\right) B(t) . \tag{32}
\end{align*}
$$

The proof is completed from the expressions (30), (31) and (32).

Theorem 3.5. Let the Frenet frame, the curvature and the torsion be $\{T(t), N(t), B(t)\}, \kappa(t)$ and $\tau(t)$ of the non-unit speed space curve $\alpha(t)$, respectively. And let the modified orthogonal frame with the curvature $\kappa(t)$ of the curve $\alpha(t)$ be $\left\{E_{1}(t), E_{2}(t), E_{3}(t)\right\}$. There are the following equations between their derivatives and the vectors $E_{1}(t), E_{2}(t), E_{3}(t)$ :

$$
\left[\begin{array}{c}
E_{1}^{\prime}(t)  \tag{33}\\
E_{2}^{\prime}(t) \\
E_{3}^{\prime}(t)
\end{array}\right]=\left[\begin{array}{ccc}
\frac{v^{\prime}(t)}{v(t)} & 1 & 0 \\
-v^{2}(t) \kappa^{2}(t) & \frac{2 v^{\prime}(t)}{v(t)}+\frac{\kappa^{\prime}(t)}{\kappa(t)} & \tau(t) \\
0 & -v^{2}(t) \tau(t) & \frac{3 v^{\prime}(t)}{v(t)}+\frac{\kappa^{\prime}(t)}{\kappa(t)}
\end{array}\right]\left[\begin{array}{c}
E_{1}(t) \\
E_{2}(t) \\
E_{3}(t)
\end{array}\right] .
$$

Proof. From the expression (20), the Frenet vectors $T(t), N(t), B(t)$ are written in terms of the vectors $E_{1}(t), E_{2}(t), E_{3}(t)$ as follows:

$$
\begin{equation*}
T(t)=\frac{E_{1}(t)}{v(t)}, \quad N(t)=\frac{E_{2}(t)}{v^{2}(t) \mathcal{\kappa}(t)}, \quad B(t)=\frac{E_{3}(t)}{v^{3}(t) \mathcal{\kappa}(t)} . \tag{34}
\end{equation*}
$$

If the expression (34) is substituted in the expressions (30), (31) and (32), respectively, we get

$$
\begin{align*}
& E_{1}^{\prime}(t)=\frac{v^{\prime}(t)}{v(t)} E_{1}(t)+E_{2}(t)  \tag{35}\\
& E_{2}^{\prime}(t)=-v^{2}(t) \kappa^{2}(t) E_{1}(t)+\left(\frac{2 v^{\prime}(t)}{v(t)}+\frac{\kappa^{\prime}(t)}{\kappa(t)}\right) E_{2}(t)+\tau(t) E_{3}(t)  \tag{36}\\
& E_{3}^{\prime}(t)=-v^{2}(t) \tau(t) E_{2}(t)+\left(\frac{3 v^{\prime}(t)}{v(t)}+\frac{\kappa^{\prime}(t)}{\kappa(t)}\right) E_{3}(t) \tag{37}
\end{align*}
$$

The proof is completed from the expressions (35), (36) and (37).

Special Case: If the curve $\alpha(t)$ is an unit speed curve, $v(t)=1$. In this case, from the expressions (20) and (27), the expressions (9) and (11) are obtained, respectively. And the expression (28) would be as follows:

$$
\begin{equation*}
E_{1}(t) \wedge E_{2}(t)=E_{3}(t), \quad E_{2}(t) \wedge E_{3}(t)=\kappa^{2}(t) E_{1}(t), \quad E_{3}(t) \wedge E_{1}(t)=E_{2}(t) . \tag{38}
\end{equation*}
$$

Also, from the expression (33), the following equations are obtained:

$$
\left[\begin{array}{c}
E_{1}^{\prime}(t)  \tag{39}\\
E_{2}^{\prime}(t) \\
E_{3}^{\prime}(t)
\end{array}\right]=\left[\begin{array}{ccc}
0 & \kappa(t) & 0 \\
-\kappa^{2}(t) & \kappa^{\prime}(t) & \kappa(t) \tau(t) \\
0 & -\kappa(t) \tau(t) & \kappa^{\prime}(t)
\end{array}\right]\left[\begin{array}{c}
T(t) \\
N(t) \\
B(t)
\end{array}\right]
$$

Finally, we obtain the equalities between of the modified orthogonal frame and the derivative vectors of the modified orthogonal frame with the curvature $\kappa(t)$ of the unit speed curve $\alpha(t)$, like the expression (12).

### 3.2. The Modified Orthogonal Frame With the Torsion $\tau(t)$ of a Non-Unit Speed Curve in $\mathbb{E}^{3}$

Theorem 3.6. Let the Frenet frame and the curvature be $\{T(t), N(t), B(t)\}$ and $\kappa(t)$ of the non-unit speed space curve $\alpha(t)$, respectively. The modified orthogonal frame $\left\{A_{1}(t), A_{2}(t), A_{3}(t)\right\}$ with the torsion $\tau(t)$ of the curve $\alpha(t)$ is as follows:

$$
\left\{\begin{array}{l}
A_{1}(t)=v(t) T(t)  \tag{40}\\
A_{2}(t)=v^{2}(t) \tau(t) N(t) \\
A_{3}(t)=v^{3}(t) \tau(t) B(t)
\end{array}\right.
$$

Proof. Let's create the vectors $A_{1}(t), A_{2}(t), A_{3}(t)$ using the Gram-Schmidt orthogonalization procedure as follows:

$$
\left\{\begin{array}{l}
A_{1}(t)=\alpha^{\prime}(t)  \tag{41}\\
A_{2}(t)=\frac{\tau(t)}{\kappa(t)}\left(A_{1}^{\prime}(t)-\frac{\left\langle A_{1}^{\prime}(t), A_{1}(t)\right\rangle}{\left\langle A_{1}(t), A_{1}(t)\right\rangle} A_{1}(t)\right) \\
A_{3}(t)=A_{1}(t) \wedge A_{2}(t)
\end{array}\right.
$$

Here, since the curve $\alpha(t)$ is not an unit speed curve, we can't use the expression (13). From the expression (1), the vector $A_{1}(t)$ is obtained as follows:

$$
\begin{equation*}
A_{1}(t)=v(t) T(t) \tag{42}
\end{equation*}
$$

From the expression (22), we see that the vectors $E_{1}(t)$ and $A_{1}(t)$ are equal. So from the expression (23), we get

$$
\begin{equation*}
\frac{\left\langle A_{1}^{\prime}(t), A_{1}(t)\right\rangle}{\left\langle A_{1}(t), A_{1}(t)\right\rangle}=\frac{v^{\prime}(t)}{v(t)} . \tag{43}
\end{equation*}
$$

From the expressions (3), (42) and (43), the vectors $A_{2}(t)$ and $A_{3}(t)$ are obtained as follows:

$$
\begin{align*}
& A_{2}(t)=v^{2}(t) \tau(t) N(t),  \tag{44}\\
& A_{3}(t)=v^{3}(t) \tau(t) B(t) . \tag{45}
\end{align*}
$$

The proof is completed from the expressions (42), (44) and (45).

Corollary 3.7. As a result of Theorem 3.6, the following equations are obtained for the vectors $A_{1}(t), A_{2}(t), A_{3}(t)$ :

$$
\begin{gather*}
\left\langle A_{1}(t), A_{2}(t)\right\rangle=\left\langle A_{2}(t), A_{3}(t)\right\rangle=\left\langle A_{1}(t), A_{3}(t)\right\rangle=0,  \tag{46}\\
\left\{\begin{array}{l}
\left\langle A_{1}(t), A_{1}(t)\right\rangle=v^{2}(t), \\
\left\langle A_{2}(t), A_{2}(t)\right\rangle=v^{4}(t) \tau^{2}(t), \\
\left\langle A_{3}(t), A_{3}(t)\right\rangle=v^{6}(t) \tau^{2}(t),
\end{array}\right. \tag{47}
\end{gather*}
$$

and

$$
\left\{\begin{array}{l}
A_{1}(t) \wedge A_{2}(t)=A_{3}(t)  \tag{48}\\
A_{2}(t) \wedge A_{3}(t)=v^{4}(t) \tau^{2}(t) A_{1}(t) \\
A_{3}(t) \wedge A_{1}(t)=v^{2}(t) A_{2}(t)
\end{array}\right.
$$

Remark 3.8. The modified frame $\left\{A_{1}(t), A_{2}(t), A_{3}(t)\right\}$ with the torsion $\tau(t)$ of the non-unit speed curve $\alpha(t)$ is indeed orthogonal (from the expression (46)), but is not orthonormal (from the expression (47)), because the vectors $A_{1}(t), A_{2}(t), A_{3}(t)$ are not unit vectors (if not $v(t)=\tau^{2}(t)=1$ at the same time). If $v(t)=\tau^{2}(t)=1$ at the same time, then the modified frame $\left\{A_{1}(t), A_{2}(t), A_{3}(t)\right\}$ becomes an orthonormal frame.

Theorem 3.9. Let the Frenet frame, the curvature and the torsion be $\{T(t), N(t), B(t)\}, \kappa(t)$ and $\tau(t)$ of the non-unit speed space curve $\alpha(t)$, respectively. And let the modified orthogonal frame with the torsion $\tau(t)$ of the curve $\alpha(t)$ be $\left\{A_{1}(t), A_{2}(t), A_{3}(t)\right\}$. There are the following equations between the Frenet vectors and the derivative vectors $A_{1}^{\prime}(t), A_{2}^{\prime}(t), A_{3}^{\prime}(t):$

$$
\left[\begin{array}{c}
A_{1}^{\prime}(t)  \tag{49}\\
A_{2}^{\prime}(t) \\
A_{3}^{\prime}(t)
\end{array}\right]=\left[\begin{array}{ccc}
v^{\prime}(t) & v^{2}(t) \kappa(t) & 0 \\
-v^{3}(t) \kappa(t) \tau(t) & 2 v(t) v^{\prime}(t) \tau(t)+v^{2}(t) \tau^{\prime}(t) & v^{3}(t) \tau^{2}(t) \\
0 & -v^{4}(t) \tau^{2}(t) & 3 v^{2}(t) v^{\prime}(t) \tau(t)+v^{3}(t) \tau^{\prime}(t)
\end{array}\right]\left[\begin{array}{c}
T(t) \\
N(t) \\
B(t)
\end{array}\right]
$$

Proof. By using the expression (3), from the expression (40), we obtain the derivative vectors $A_{1}^{\prime}(t), A_{2}^{\prime}(t)$,
$A_{3}^{\prime}(t)$ in terms of the Frenet vectors $T(t), N(t), B(t)$ as follows:

$$
\begin{align*}
& A_{1}^{\prime}(t)=(v(t) T(t))^{\prime} \\
& A_{1}^{\prime}(t)=v^{\prime}(t) T(t)+v^{2}(t) \kappa(t) N(t),  \tag{50}\\
& A_{2}^{\prime}(t)=\left(v^{2}(t) \tau(t) N(t)\right)^{\prime} \\
& A_{2}^{\prime}(t)=\left(-v^{3}(t) \kappa(t) \tau(t)\right) T(t)+\left(2 v(t) v^{\prime}(t) \tau(t)+v^{2}(t) \tau^{\prime}(t)\right) N(t)+v^{3}(t) \tau^{2}(t) B(t),  \tag{51}\\
& A_{3}^{\prime}(t)=\left(v^{3}(t) \tau(t) B(t)\right)^{\prime} \\
& A_{3}^{\prime}(t)=-v^{4}(t) \tau^{2}(t) N(t)+\left(3 v^{2}(t) v^{\prime}(t) \tau(t)+v^{3}(t) \tau^{\prime}(t)\right) B(t) \tag{52}
\end{align*}
$$

The proof is completed from the expressions (50), (51) and (52).
Theorem 3.10. Let the Frenet frame, the curvature and the torsion be $\{T(t), N(t), B(t)\}, \kappa(t)$ and $\tau(t)$ of the non-unit speed space curve $\alpha(t)$, respectively. And let the modified orthogonal frame with the torsion $\tau(t)$ of the curve $\alpha(t)$ be $\left\{A_{1}(t), A_{2}(t), A_{3}(t)\right\}$. There are the following equations between their derivatives and the vectors $A_{1}(t), A_{2}(t), A_{3}(t):$

$$
\left[\begin{array}{c}
A_{1}^{\prime}(t)  \tag{53}\\
A_{2}^{\prime}(t) \\
A_{3}^{\prime}(t)
\end{array}\right]=\left[\begin{array}{ccc}
\frac{v^{\prime}(t)}{v(t)} & \frac{\kappa(t)}{\tau(t)} & 0 \\
-v^{2}(t) \kappa(t) \tau(t) & \frac{2 v^{\prime}(t)}{v(t)}+\frac{\tau^{\prime}(t)}{\tau(t)} & \tau(t) \\
0 & -v^{2}(t) \tau(t) & \frac{3 v^{\prime}(t)}{v(t)}+\frac{\tau^{\prime}(t)}{\tau(t)}
\end{array}\right]\left[\begin{array}{c}
A_{1}(t) \\
A_{2}(t) \\
A_{3}(t)
\end{array}\right] .
$$

Proof. From the expression (40), the Frenet vectors $T(t), N(t), B(t)$ are written in terms of the vectors $A_{1}(t), A_{2}(t), A_{3}(t)$ as follows:

$$
\begin{equation*}
T(t)=\frac{A_{1}(t)}{v(t)}, \quad N(t)=\frac{A_{2}(t)}{v^{2}(t) \tau(t)}, \quad B(t)=\frac{A_{3}(t)}{v^{3}(t) \tau(t)} . \tag{54}
\end{equation*}
$$

If the expression (54) is substituted in the expressions (50), (51) and (52), respectively, we get

$$
\begin{align*}
& A_{1}^{\prime}(t)=\frac{v^{\prime}(t)}{v(t)} A_{1}(t)+\frac{\kappa(t)}{\tau(t)} A_{2}(t),  \tag{55}\\
& A_{2}^{\prime}(t)=-v^{2}(t) \kappa(t) \tau(t) A_{1}(t)+\left(\frac{2 v^{\prime}(t)}{v(t)}+\frac{\tau^{\prime}(t)}{\tau(t)}\right) A_{2}(t)+\tau(t) A_{3}(t),  \tag{56}\\
& A_{3}^{\prime}(t)=-v^{2}(t) \tau(t) A_{2}(t)+\left(\frac{3 v^{\prime}(t)}{v(t)}+\frac{\tau^{\prime}(t)}{\tau(t)}\right) A_{3}(t) . \tag{57}
\end{align*}
$$

The proof is completed from the expressions (55), (56) and (57).

Special Case: If the curve $\alpha(t)$ is an unit speed curve, $v(t)=1$. In this case, the expressions (40) and (47), the expressions (13) and (15) are obtained, respectively. And the expression (48) would be as follows:

$$
\begin{equation*}
A_{1}(t) \wedge A_{2}(t)=A_{3}(t), \quad A_{2}(t) \wedge A_{3}(t)=\tau^{2}(t) A_{1}(t), \quad A_{3}(t) \wedge A_{1}(t)=A_{2}(t) \tag{58}
\end{equation*}
$$

Also, from the expression (49), the following equations are obtained:

$$
\left[\begin{array}{c}
A_{1}^{\prime}(t) \\
A_{2}^{\prime}(t) \\
A_{3}^{\prime}(t)
\end{array}\right]=\left[\begin{array}{ccc}
0 & \kappa(t) & 0 \\
-\kappa(t) \tau(t) & \tau^{\prime}(t) & \tau^{2}(t) \\
0 & -\tau^{2}(t) & \tau^{\prime}(t)
\end{array}\right]\left[\begin{array}{c}
T(t) \\
N(t) \\
B(t)
\end{array}\right]
$$

Finally, we obtain the equalities between of the modified orthogonal frame and the derivative vectors of the modified orthogonal frame with the torsion $\tau(t)$ of the unit speed curve $\alpha(t)$, like the expression (16).
4. The Darboux vectors obtained from the modified orthogonal frames the non-unit speed curves in Euclidean 3-space $\mathbb{E}^{3}$
In this section, we will calculate the equivalent of the Darboux vector $W(t)$ (or the unit vector in the direction of the Darboux vector $C(t)$ ) obtained from the Frenet frame in terms of the vectors of the modified frame of a non-unit speed curve $\alpha(t)$. But to avoid confusion, we will denote the Darboux vector (the unit vector in the direction of the Darboux vector) obtained from the modified frame with $D(t)$ (or $G(t)$ ).

### 4.1. The Darboux vector obtained from the modified orthogonal frame with the curvature $\kappa(t)$ of a non-unit speed curve in Euclidean 3-space $\mathbb{E}^{3}$

Theorem 4.1. Let the modified orthogonal frame with the curvature $\kappa(t)$ of the non-unit speed space curve $\alpha(t)$ be $\left\{E_{1}(t), E_{2}(t), E_{3}(t)\right\}$. The Darboux vector $D(t)$ obtained from this frame is as follows:

$$
\begin{equation*}
D(t)=\tau(t) E_{1}(t)+\frac{E_{3}(t)}{v^{2}(t)} \tag{59}
\end{equation*}
$$

here,

$$
\begin{align*}
\left(\frac{E_{1}(t)}{v(t)}\right)^{\prime} & =D(t) \wedge \frac{E_{1}(t)}{v(t)}=\frac{E_{2}(t)}{v(t)}  \tag{60}\\
\left(\frac{E_{2}(t)}{v^{2}(t) \kappa(t)}\right)^{\prime} & =D(t) \wedge \frac{E_{2}(t)}{v^{2}(t) \kappa(t)}=-\kappa(t) E_{1}(t)+\frac{\tau(t)}{v^{2}(t) \kappa(t)} E_{3}(t)  \tag{61}\\
\left(\frac{E_{3}(t)}{v^{3}(t) \kappa(t)}\right)^{\prime} & =D(t) \wedge \frac{E_{3}(t)}{v^{3}(t) \kappa(t)}=-\frac{\tau(t)}{v(t) \kappa(t)} E_{2}(t) \tag{62}
\end{align*}
$$

Proof. From the expression (4) and (34), the Darboux vector $D(t)$ is obtained as the expression (59). Also, from the expression (33), we can write the following equations:

$$
\begin{align*}
\left(\frac{E_{1}(t)}{v(t)}\right)^{\prime} & =\frac{1}{v(t)} E_{1}^{\prime}(t)-\frac{v^{\prime}(t)}{v^{2}(t)} E_{1}(t)  \tag{63}\\
\left(\frac{E_{1}(t)}{v(t)}\right)^{\prime} & =\frac{E_{2}(t)}{v(t)} \tag{64}
\end{align*}
$$

On the other hand, from the expression (28), we get

$$
\begin{align*}
& D(t) \wedge \frac{E_{1}(t)}{v(t)}=\left(\tau(t) E_{1}(t)+\frac{E_{3}(t)}{v^{2}(t)}\right) \wedge \frac{E_{1}(t)}{v(t)} \\
& D(t) \wedge \frac{E_{1}(t)}{v(t)}=\frac{E_{2}(t)}{v(t)} \tag{65}
\end{align*}
$$

From the equality of the expressions (64) and (65), the expression (60) is gotten. If similar operations are applied for $E_{2}(t)$ and $E_{3}(t)$ vectors, the equations (61) and (62) are obtained.

Corollary 4.2. As a result of Theorem 4.1, the following equations are obtained:

$$
\left\{\begin{array}{l}
E_{1}^{\prime}(t)=D(t) \wedge E_{1}(t)+\frac{v^{\prime}(t)}{v(t)} E_{1}(t)  \tag{66}\\
E_{2}^{\prime}(t)=D(t) \wedge E_{2}(t)+\left(\frac{2 v^{\prime}(t)}{v(t)}+\frac{\kappa^{\prime}(t)}{\kappa(t)}\right) E_{2}(t) \\
E_{3}^{\prime}(t)=D(t) \wedge E_{3}(t)+\left(\frac{3 v^{\prime}(t)}{v(t)}+\frac{\kappa^{\prime}(t)}{\kappa(t)}\right) E_{3}(t)
\end{array}\right.
$$

Corollary 4.3. As a result of Corollary 4.2, the following equations are obtained:

$$
\left\{\begin{array}{l}
E_{1}(t) \wedge E_{1}^{\prime}(t)=E_{3}(t)  \tag{67}\\
E_{2}(t) \wedge E_{2}^{\prime}(t)=v^{4}(t) \kappa^{2}(t) D(t) \\
E_{3}(t) \wedge E_{3}^{\prime}(t)=v^{6}(t) \kappa^{2}(t) \tau(t) E_{1}(t)
\end{array}\right.
$$

Corollary 4.4. From Corollary 4.3, the following equation are gotten:

$$
\begin{equation*}
D(t)=\frac{E_{2}(t) \wedge E_{2}^{\prime}(t)}{v^{4}(t) \kappa^{2}(t)} \tag{68}
\end{equation*}
$$

Remark 4.5. Here, we have actually expressed the Darboux vector $W(t)$ of the Frenet frame of the non-unit speed curve $\alpha(t)$ in terms of the modified frame $\left\{E_{1}(t), E_{2}(t), E_{3}(t)\right\}$ with the curvature $\kappa(t)$ of the curve, with the vector $D(t)$ in the expression (68).
Special Case: If the curve $\alpha(t)$ is an unit speed curve, $v(t)=1$. In this case, the expression (59) is obtained as in expression (17). And the expressions (66) and (67) would be as following:

$$
\left\{\begin{array}{l}
E_{1}^{\prime}(t)=D(t) \wedge E_{1}(t) \\
E_{2}^{\prime}(t)=D(t) \wedge E_{2}(t)+\frac{\kappa^{\prime}(t)}{\kappa(t)} E_{2}(t) \\
E_{3}^{\prime}(t)=D(t) \wedge E_{3}(t)+\frac{\kappa^{\prime}(t)}{\kappa(t)} E_{3}(t)
\end{array}\right.
$$

and

$$
E_{1}(t) \wedge E_{1}^{\prime}(t)=E_{3}(t), \quad E_{2}(t) \wedge E_{2}^{\prime}(t)=\kappa^{2}(t) D(t), \quad E_{3}(t) \wedge E_{3}^{\prime}(t)=\kappa^{2}(t) \tau(t) E_{1}(t)
$$

Finally, the expression (68) is obtained as in the expression (18).
Theorem 4.6. Let the modified orthogonal frame with the curvature $\kappa(t)$ of the non-unit speed space curve $\alpha(t)$ be $\left\{E_{1}(t), E_{2}(t), E_{3}(t)\right\}$. And let the angle between the Darboux vector $D(t)$ and the vector $E_{3}(t)$ be $\varphi(t)$. The unit vector in the direction of the Darboux vector $G(t)$ is as follows:

$$
\begin{equation*}
G(t)=\frac{\sin \varphi}{v(t)} E_{1}(t)+\frac{\cos \varphi}{v^{3}(t) \kappa(t)} E_{3}(t) \tag{69}
\end{equation*}
$$

Proof. From the expressions (27) and (59), we get

$$
\begin{align*}
\|D(t)\| & =\sqrt{\left\langle E_{1}(t), E_{1}(t)\right\rangle \tau^{2}(t)+\frac{\left\langle E_{3}(t), E_{3}(t)\right\rangle}{v^{4}(t)}} \\
\|D(t)\| & =v(t) \sqrt{\kappa^{2}(t)+\tau^{2}(t)} \tag{70}
\end{align*}
$$

From the expressions (59) and (70), the unit vector in the direction of the Darboux vector $G(t)$ is gotten as follows:

$$
\begin{equation*}
G(t)=\frac{\tau(t)}{v(t) \sqrt{\kappa^{2}(t)+\tau^{2}(t)}} E_{1}(t)+\frac{1}{v^{3}(t) \sqrt{\kappa^{2}(t)+\tau^{2}(t)}} E_{3}(t) \tag{71}
\end{equation*}
$$



Figure 1: The Darboux vector obtained from the modified orthogonal frame with the curvature $\kappa(t)$
If the angle between of the Darboux vector $D(t)$ and the vector $E_{3}(t)$ is $\varphi(t)$, from the Figure 1 and the expressions (27) and (70), we write

$$
\begin{equation*}
\cos \varphi=\frac{\kappa(t)}{\sqrt{\kappa^{2}(t)+\tau^{2}(t)}} \quad \text { and } \quad \sin \varphi=\frac{\tau(t)}{\sqrt{\kappa^{2}(t)+\tau^{2}(t)}} \tag{72}
\end{equation*}
$$

From the expressions (71) and (72), the expression (69) is obtained.

Special Case: If the curve $\alpha(t)$ is an unit speed curve, $v(t)=1$. In this case, the expression (69) is obtained as in expression (19).

### 4.2. The Darboux vector obtained from the modified orthogonal frame with the torsion $\tau(t)$ of a non-unit speed curve in Euclidean 3-space $\mathbb{E}^{3}$

Theorem 4.7. Let the modified orthogonal frame with the torsion $\tau(t)$ of the non-unit speed space curve $\alpha(t)$ be $\left\{A_{1}(t), A_{2}(t), A_{3}(t)\right\}$. The Darboux vector $\bar{D}(t)$ obtained from this frame is as follows:

$$
\begin{equation*}
\bar{D}(t)=\tau(t) A_{1}(t)+\frac{\kappa(t)}{v^{2}(t) \tau(t)} A_{3}(t), \tag{73}
\end{equation*}
$$

here,

$$
\begin{align*}
\left(\frac{A_{1}(t)}{v(t)}\right)^{\prime} & =\bar{D}(t) \wedge \frac{A_{1}(t)}{v(t)}=\frac{\kappa(t)}{v(t) \tau(t)} A_{2}(t)  \tag{74}\\
\left(\frac{A_{2}(t)}{v^{2}(t) \tau(t)}\right)^{\prime} & =\bar{D}(t) \wedge \frac{A_{2}(t)}{v^{2}(t) \tau(t)}=-\kappa(t) A_{1}(t)+\frac{A_{3}(t)}{v^{2}(t)}  \tag{75}\\
\left(\frac{A_{3}(t)}{v^{3}(t) \tau(t)}\right)^{\prime} & =\bar{D}(t) \wedge \frac{A_{3}(t)}{v^{3}(t) \tau(t)}=-\frac{A_{2}(t)}{v(t)} \tag{76}
\end{align*}
$$

Proof. From the expressions (4) and (54), the Darboux vector $\bar{D}(t)$ is obtained as the expression (73). Also, from the expression (53), we can write the following equations:

$$
\begin{align*}
\left(\frac{A_{1}(t)}{v(t)}\right)^{\prime} & =\frac{1}{v(t)} A_{1}^{\prime}(t)-\frac{v^{\prime}(t)}{v^{2}(t)} A_{1}(t)  \tag{77}\\
\left(\frac{A_{1}(t)}{v(t)}\right)^{\prime} & =\frac{\kappa(t)}{v(t) \tau(t)} A_{2}(t) \tag{78}
\end{align*}
$$

On the other hand, from the expression (48), we get

$$
\begin{align*}
\bar{D}(t) \wedge \frac{A_{1}(t)}{v(t)} & =\left(\tau(t) A_{1}(t)+\frac{\kappa(t)}{v^{2}(t) \tau(t)} A_{3}(t)\right) \wedge \frac{A_{1}(t)}{v(t)} \\
\bar{D}(t) \wedge \frac{A_{1}(t)}{v(t)} & =\frac{\kappa(t)}{v(t) \tau(t)} A_{2}(t) . \tag{79}
\end{align*}
$$

From the equality of the expressions (78) and (79), the expression (74) is gotten. If similar operations are applied for $A_{2}(t)$ and $A_{3}(t)$ vectors, the equations (75) and (76) are obtained.

Corollary 4.8. As a result of Theorem 4.7, the following equations are obtained:

$$
\left\{\begin{array}{l}
A_{1}^{\prime}(t)=\bar{D}(t) \wedge A_{1}(t)+\frac{v^{\prime}(t)}{v(t)} A_{1}(t)  \tag{80}\\
A_{2}^{\prime}(t)=\bar{D}(t) \wedge A_{2}(t)+\left(\frac{2 v^{\prime}(t)}{v(t)}+\frac{\tau^{\prime}(t)}{\tau(t)}\right) A_{2}(t) \\
A_{3}^{\prime}(t)=\bar{D}(t) \wedge A_{3}(t)+\left(\frac{3 v^{\prime}(t)}{v(t)}+\frac{\tau^{\prime}(t)}{\tau(t)}\right) A_{3}(t)
\end{array}\right.
$$

Corollary 4.9. As a result of Corollary 4.8, the following equations are obtained:

$$
\left\{\begin{array}{l}
A_{1}(t) \wedge A_{1}^{\prime}(t)=\frac{\kappa(t)}{\tau(t)} A_{3}(t)  \tag{81}\\
A_{2}(t) \wedge A_{2}^{\prime}(t)=v^{4}(t) \tau^{2}(t) \bar{D}(t) \\
A_{3}(t) \wedge A_{3}^{\prime}(t)=v^{6}(t) \tau^{3}(t) A_{1}(t)
\end{array}\right.
$$

Corollary 4.10. From Corollary 4.9, the following equation is gotten:

$$
\begin{equation*}
\bar{D}(t)=\frac{A_{2}(t) \wedge A_{2}^{\prime}(t)}{v^{4}(t) \tau^{2}(t)} \tag{82}
\end{equation*}
$$

Remark 4.11. Here, we have actually expressed the Darboux vector $W(t)$ of the Frenet frame of the non-unit speed curve $\alpha(t)$ in terms of the modified frame $\left\{A_{1}(t), A_{2}(t), A_{3}(t)\right\}$ with the torsion $\tau(t)$ of the curve, with the vector $\bar{D}(t)$ in the expression (82).

Special Case: If the curve $\alpha(t)$ is an unit speed curve, $v(t)=1$. In this case, the expressions (73), (80), (81) and (82) would be as following:

$$
\begin{gathered}
\bar{D}(t)=\tau(t) A_{1}(t)+\frac{\kappa(t)}{\tau(t)} A_{3}(t), \\
\left\{\begin{aligned}
A_{1}^{\prime}(t) & =\bar{D}(t) \wedge A_{1}(t), \\
A_{2}^{\prime}(t) & =\bar{D}(t) \wedge A_{2}(t)+\frac{\tau^{\prime}(t)}{\tau(t)} A_{2}(t), \\
A_{3}^{\prime}(t) & =\bar{D}(t) \wedge A_{3}(t)+\frac{\tau^{\prime}(t)}{\tau(t)} A_{3}(t),
\end{aligned}\right.
\end{gathered}
$$

$$
A_{1}(t) \wedge A_{1}^{\prime}(t)=\frac{\kappa(t)}{\tau(t)} A_{3}(t), \quad A_{2}(t) \wedge A_{2}^{\prime}(t)=\tau^{2}(t) \bar{D}(t), \quad A_{3}(t) \wedge A_{3}^{\prime}(t)=\tau^{3}(t) A_{1}(t)
$$

and

$$
\bar{D}(t)=\frac{A_{2}(t) \wedge A_{2}^{\prime}(t)}{\tau^{2}(t)} .
$$

Theorem 4.12. Let the modified orthogonal frame with the torsion $\tau(t)$ of the non-unit speed space curve $\alpha(t)$ be $\left\{A_{1}(t), A_{2}(t), A_{3}(t)\right\}$. And let the angle between the Darboux vector $\bar{D}(t)$ and the vector $A_{3}(t)$ be $\bar{\varphi}(t)$. The unit vector in the direction of the Darboux vector $\bar{G}(t)$ is as follows:

$$
\begin{equation*}
\bar{G}(t)=\frac{\sin \bar{\varphi}}{v(t)} A_{1}(t)+\frac{\cos \bar{\varphi}}{v^{3}(t) \tau(t)} A_{3}(t) . \tag{83}
\end{equation*}
$$

Proof. From the expressions (47) and (73), we get

$$
\begin{align*}
\|\bar{D}(t)\| & =\sqrt{\left\langle A_{1}(t), A_{1}(t)\right\rangle \tau^{2}(t)+\frac{\left\langle A_{3}(t), A_{3}(t)\right\rangle \kappa^{2}(t)}{v^{4}(t) \tau^{2}(t)}}, \\
\|\bar{D}(t)\| & =v(t) \sqrt{\kappa^{2}(t)+\tau^{2}(t)} \tag{84}
\end{align*}
$$

From the expressions (73) and (84), the unit vector in the direction of the Darboux vector $\bar{G}(t)$ is gotten as follows:

$$
\begin{equation*}
\bar{G}(t)=\frac{\tau(t)}{v(t) \sqrt{\kappa^{2}(t)+\tau^{2}(t)}} A_{1}(t)+\frac{\kappa(t)}{v^{3}(t) \tau(t) \sqrt{\kappa^{2}(t)+\tau^{2}(t)}} A_{3}(t) . \tag{85}
\end{equation*}
$$



Figure 2: The Darboux vector obtained from the modified orthogonal frame with the torsion $\tau(t)$
If the angle between of the Darboux vector $\bar{D}(t)$ and the vector $A_{3}(t)$ is $\bar{\varphi}(t)$, from the Figure 2 and the expressions (47) and (84), we write

$$
\begin{equation*}
\cos \bar{\varphi}=\frac{\kappa(t)}{\sqrt{\kappa^{2}(t)+\tau^{2}(t)}} \quad \text { and } \quad \sin \bar{\varphi}=\frac{\tau(t)}{\sqrt{\kappa^{2}(t)+\tau^{2}(t)}} \tag{86}
\end{equation*}
$$

From the expressions (85) and (86), the expression (83) is obtained.

Special Case: If the curve $\alpha(t)$ is an unit speed curve, $v(t)=1$. In this case, the expression (83) is obtained as follows:

$$
\begin{equation*}
\bar{G}(t)=\sin \bar{\varphi} A_{1}(t)+\frac{\cos \bar{\varphi}}{\tau(t)} A_{3}(t) . \tag{87}
\end{equation*}
$$

Example 4.13. Let's consider the non-unit speed Euler spiral (clothoid or Cornu spiral)

$$
\alpha(t)=\left(a \oint_{0}^{t} \cos \left(\frac{\pi x^{2}}{2}\right) d x, a \oint_{0}^{t} \sin \left(\frac{\pi x^{2}}{2}\right) d x, a t\right)
$$



Figure 3: Euler spiral
Figure 3, [9]. Here the components $\oint_{0}^{t} \cos \left(\frac{\pi x^{2}}{2}\right) d x$ and $\oint_{0}^{t} \sin \left(\frac{\pi x^{2}}{2}\right) d x$ are called Fresnel integrals. Then the first, second and third derivative vectors of $\alpha(t)$ are as follows:

$$
\begin{gathered}
\alpha^{\prime}(t)=\left(a \cos \left(\frac{\pi t^{2}}{2}\right), a \sin \left(\frac{\pi t^{2}}{2}\right), a\right), \\
\alpha^{\prime \prime}(t)=\left(-a \pi t \sin \left(\frac{\pi t^{2}}{2}\right), a \pi t \cos \left(\frac{\pi t^{2}}{2}\right), 0\right), \\
\alpha^{\prime \prime \prime}(t)=\left(-a \pi^{2} t^{2} \cos \left(\frac{\pi t^{2}}{2}\right),-a \pi^{2} t^{2} \sin \left(\frac{\pi t^{2}}{2}\right), 0\right) .
\end{gathered}
$$

Here, $\left\|\alpha^{\prime}(t)\right\|=v(t)=\sqrt{2}|a|$, if $a \neq \pm \frac{1}{\sqrt{2}}$, the curve be $\alpha(t)$ is not an unit speed curve. So the Frenet vectors, the curvature and the torsion are obtained as follows:

$$
\begin{aligned}
& T(t)=\left(\frac{a}{\sqrt{2}|a|} \cos \left(\frac{\pi t^{2}}{2}\right), \frac{a}{\sqrt{2}|a|} \sin \left(\frac{\pi t^{2}}{2}\right), \frac{a}{\sqrt{2}|a|}\right), \\
& N(t)=\left(-\frac{a t}{|a||t|} \sin \left(\frac{\pi t^{2}}{2}\right), \frac{a t}{|a||t|} \cos \left(\frac{\pi t^{2}}{2}\right), 0\right), \\
& B(t)=\left(-\frac{t}{\sqrt{2}|t|} \cos \left(\frac{\pi t^{2}}{2}\right),-\frac{t}{\sqrt{2}|t|} \sin \left(\frac{\pi t^{2}}{2}\right), \frac{t}{\sqrt{2}|t|}\right), \\
& \kappa(t)=\frac{\pi|t|}{2|a|}, \quad \tau(t)=\frac{\pi t}{2 a} .
\end{aligned}
$$

Now, let's examine the left and right limits of the vectors $N(t)$ and $B(t)$ :

$$
\begin{gathered}
\lim _{t \rightarrow 0^{+}} N(t)=\left(0, \frac{a}{|a|}, 0\right) \quad \text { and } \quad \lim _{t \rightarrow 0^{-}} N(t)=\left(0,-\frac{a}{|a|}, 0\right), \\
\lim _{t \rightarrow 0^{+}} B(t)=\left(-\frac{1}{\sqrt{2}}, 0, \frac{1}{\sqrt{2}}\right) \quad \text { and } \quad \lim _{t \rightarrow 0^{-}} B(t)=\left(\frac{1}{\sqrt{2}}, 0,-\frac{1}{\sqrt{2}}\right) .
\end{gathered}
$$

Since $\lim _{t \rightarrow 0^{+}} N(t) \neq \lim _{t \rightarrow 0^{-}} N(t)$ and $\lim _{t \rightarrow 0^{+}} B(t) \neq \lim _{t \rightarrow 0^{-}} B(t)$, there is no limit at $t=0$. So the normal vector and binormal vector are discontinuous at $t=0$. And it is clear that, the curvature function is not differentiable at $t=0$. Then, to prevent the occurrence of two reverse oriented principal normal vector and binormal vector, it is helpful to use the following modified orthogonal frame with the curvature $\kappa(t)$, obtained from Frenet vectors:

$$
\begin{aligned}
E_{1}(t)= & \left(a \cos \left(\frac{\pi t^{2}}{2}\right), a \sin \left(\frac{\pi t^{2}}{2}\right), a\right), \\
E_{2}(t)= & \left(-a \pi t \sin \left(\frac{\pi t^{2}}{2}\right), a \pi t \cos \left(\frac{\pi t^{2}}{2}\right), 0\right), \\
E_{3}(t)= & \left(-a^{2} \pi t \cos \left(\frac{\pi t^{2}}{2}\right),-a^{2} \pi t \sin \left(\frac{\pi t^{2}}{2}\right), a^{2} \pi t\right), \\
& \kappa^{2}(t)=\frac{\pi^{2} t^{2}}{4 a^{2}}, \quad \tau(t)=\frac{\pi t}{2 a} .
\end{aligned}
$$

Thus, the problem of not being able to differentiate of the curvature at the point $t=0$ is eliminated.
Example 4.14. Let a non-unit speed space curve be

$$
\beta(t)=\left(t \cos t-\sin t, \cos t+t \sin t, \frac{t^{2}}{2}\right),
$$



Figure 4: The curve $\alpha(t)=(t \cos t-\sin t, \cos t+t \sin t, t)$
Figure 4. Then the first, second and third derivative vectors of $\beta(t)$ are as follows:

$$
\begin{aligned}
& \beta^{\prime}(t)=(-t \sin t, t \cos t, t) \\
& \beta^{\prime \prime}(t)=(-t \cos t-\sin t, \cos t-t \sin t, 1) \\
& \beta^{\prime \prime \prime}(t)=(-2 \cos t+t \sin t,-t \cos t-2 \sin t, 0),
\end{aligned}
$$

Since $\left\|\beta^{\prime}(t)\right\|=v(t)=\sqrt{2}|t|$, the curve be $\beta(t)$ is not an unit speed curve. So the Frenet vectors, the curvature, the torsion, the Darboux vector, the unit vector in direction of the Darboux vector of the curve $\beta(t)$ are obtained as follows:

$$
\begin{aligned}
& T(t)=\left(-\frac{t}{\sqrt{2}|t|} \sin t, \frac{t}{\sqrt{2}|t|} \cos t, \frac{t}{\sqrt{2}|t|}\right) \\
& N(t)=\left(\frac{t}{|t|} \cos t, \frac{t}{|t|} \sin t, 0\right), \\
& B(t)=\left(\frac{1}{\sqrt{2}} \sin t,-\frac{1}{\sqrt{2}} \cos t, \frac{1}{\sqrt{2}}\right), \\
& \kappa(t)=\frac{1}{\sqrt{2}|t|}, \tau(t)=\frac{1}{2 t^{\prime}} \\
& W(t)=\left(\frac{t-t^{3}}{\sqrt{2}|t|} \sin t, \frac{t^{3}-t}{\sqrt{2}|t|} \cos t, \frac{t+t^{3}}{\sqrt{2}|t|}\right), \\
& C(t)=\left(\frac{t-t^{3}}{\sqrt{2}|t|\left(1+t^{4}\right)} \sin t, \frac{t^{3}-t}{\sqrt{2}|t|\left(1+t^{4}\right)} \cos t, \frac{t+t^{3}}{\sqrt{2}|t|\left(1+t^{4}\right)}\right) .
\end{aligned}
$$

Now, let's examine the left and right limits of the vectors $T(t)$ and $N(t)$. Since $\lim _{t \rightarrow 0^{+}} T(t) \neq \lim _{t \rightarrow 0^{-}} T(t), \lim _{t \rightarrow 0^{+}} N(t) \neq$ $\lim _{t \rightarrow 0^{-}} N(t)$ and $\lim _{t \rightarrow 0^{+}} W(t) \neq \lim _{t \rightarrow 0^{-}} W(t)$, there is no limit at $t=0$. So the tangent vector and principal normal vector are discontinuous at $t=0$. And, it is clear that, the curvature is not differentiable at $t=0$. So, to solve the problem at $t=0$, let's create the modified orthogonal frame of the curve. The modified orthogonal frame with the curvature $\kappa(t)$ of the non-unit speed curve $\beta(t)$ is gotten as follows:

$$
\begin{aligned}
& E_{1}(t)=(-t \sin t, t \cos t, t) \\
& E_{2}(t)=(\sqrt{2} t \cos t, \sqrt{2} t \sin t, 0) \\
& E_{3}(t)=\left(\sqrt{2} t^{2} \sin t,-\sqrt{2} t^{2} \cos t, \sqrt{2} t^{2}\right)
\end{aligned}
$$

where,

$$
\begin{gathered}
\left\langle E_{1}(t), E_{2}(t)\right\rangle=\left\langle E_{2}(t), E_{3}(t)\right\rangle=\left\langle E_{1}(t), E_{3}(t)\right\rangle=0, \\
\left\langle E_{1}(t), E_{1}(t)\right\rangle=\left\langle E_{2}(t), E_{2}(t)\right\rangle=2 t^{2}, \quad\left\langle E_{3}(t), E_{3}(t)\right\rangle=4 t^{4}
\end{gathered}
$$

and

$$
\begin{aligned}
& E_{1}(t) \wedge E_{2}(t)=E_{3}(t) \\
& E_{2}(t) \wedge E_{3}(t)=\left(-2 t^{3} \sin t, 2 t^{3} \cos t, 2 t^{3}\right)=v^{4}(t) \kappa^{2}(t) E_{1}(t) \\
& E_{3}(t) \wedge E_{1}(t)=\left(2 \sqrt{2} t^{3} \cos t, 2 \sqrt{2} t^{3} \sin t, 0\right)=v^{2}(t) E_{2}(t)
\end{aligned}
$$

Also, the curvature, the torsion, the Darboux vector and the unit vector in direction of the Darboux vector of the modified orthogonal frame with the curvature $\kappa(t)$ of the non-unit speed curve $\beta(t)$ are as following:

$$
\begin{gathered}
\kappa^{2}(t)=\frac{1}{2 t^{2}} \quad, \quad \tau(t)=\frac{1}{2 t^{\prime}} \\
D(t)=\left(\frac{1-t^{2}}{\sqrt{2}} \sin t, \frac{t^{2}-1}{\sqrt{2}} \cos t, \frac{1+t^{2}}{\sqrt{2}}\right),
\end{gathered}
$$

$$
G(t)=\left(\frac{1-t^{2}}{\sqrt{2}\left(1+t^{4}\right)} \sin t, \frac{t^{2}-1}{\sqrt{2}\left(1+t^{4}\right)} \cos t, \frac{1+t^{2}}{\sqrt{2}\left(1+t^{4}\right)}\right)
$$

Thus, instead of the Frenet frame of the curve, which causes problem at $t=0$, the properties of the curve at this point can be examined with this modified orthogonal frame.

## 5. Conclusions

At singular points (or sharp points) on the analytical curves (or the discontinuous curves), one or more of the Frenet vectors, or the curvature and torsion functions, cannot be differentiated because their right and left limits are not the same. At these points, the use of the modified orthogonal frame instead of the Frenet frame is sufficient and necessary to solve the problem at that point. Apart from this, there is no harm in creating a modified orthogonal frame of any regular curve. Just like the Frenet frame, the characteristic features of the curve can also be examined with the modified orthogonal frame. Since the Frenet frame provides more ease of operation, the modified orthogonal frame is not preferred much in studies on regular curves. In this study, we have shown that the modified orthogonal frame works well not only for unit speed curves, but also for non-unit speed curves.
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#### Abstract

In this paper, we study tubular hypersurfaces according to one of the extended Darboux frame field in Euclidean 4-space. We obtain the Gaussian and mean curvatures of tubular hypersurfaces according to extended Darboux frame field of first kind and give some results for them. Also, we prove a theorem about linear Weingarten tubular hypersurface and construct an example.


## 1. INTRODUCTION

A canal surface is formed by the envelope of the spheres whose centers lie on a curve and radii vary depending on this curve [18]. In case of a constant radius function, the envelope is called tubular or pipe surface [19]. Also for a canal surface, if the center curve is a straight line, then it becomes a revolution surface. Canal surfaces (especially tubular surfaces) have been applied to many fields, such as the solid and the surface modeling for CAD/CAM, construction of blending surfaces, shape re-construction and so on. In this context, canal and tubular (hyper)surfaces have been studied by many geometers in Euclidean, Minkowskian, Galilean or pseudo-Galilean spaces (see [7], [14], [20]-[24], [28]-[30], [32], [34]-[37], and etc).

On the other hand, Frenet frame has been used in lots of studies about curves and surfaces, but sometimes scienticists have needed alternative frames because Frenet frame cannot be identified at the points where the curvature is zero. Therefore, new alternative frames to the Frenet frame such as Bishop frame, Darboux frame or extended Darboux frame have been defined by geometers and the theories of curves and surfaces have been started to handle according to these alternative frames (see [2], [3], [9]-[13], [25], [27], [33], and etc).

After recalling some basic notions about one type of extended Darboux frame field and the curvatures of hypersurfaces in $E^{4}$ in the second section of this paper, we deal with tubular hypersurfaces according to extended Darboux frame field of first kind in $E^{4}$ in the third section. We obtain the Gaussian and mean curvatures of tubular hypersurface according to extended Darboux frame field of first kind and give some results when the curve which constructs the tubular hypersurfaces is (unit speed) asymptotic or line of curvature on tubular hypersurface. Finally, we prove a theorem that states the tubular hypersurface according to extended Darboux frame field of first kind in $E^{4}$ is a linear Weingarten hypersurface.

[^2]
## 2. PRELIMINARIES

Let $\left\{e_{1}, e_{2}, e_{3}, e_{4}\right\}$ be the standart basis of Euclidean 4-space $E^{4}$. If $\vec{s}=\left(s_{1}, s_{2}, s_{3}, s_{4}\right), \vec{t}=\left(t_{1}, t_{2}, t_{3}, t_{4}\right)$ and $\vec{v}=\left(v_{1}, v_{2}, v_{3}, v_{4}\right)$ are three vectors in $E^{4}$, then the inner product and vector product are given by

$$
\langle\vec{s}, \vec{t}\rangle=s_{1} t_{1}+s_{2} t_{2}+s_{3} t_{3}+s_{4} t_{4}
$$

and

$$
\vec{s} \times \vec{t} \times \vec{v}=\operatorname{det}\left[\begin{array}{cccc}
e_{1} & e_{2} & e_{3} & e_{4} \\
s_{1} & s_{2} & s_{3} & s_{4} \\
t_{1} & t_{2} & t_{3} & t_{4} \\
v_{1} & v_{2} & v_{3} & v_{4}
\end{array}\right]
$$

respectively. Also, the norm of the vector $\vec{s}$ is $\|\vec{s}\|=\sqrt{\langle\vec{s}, \vec{s}\rangle}$. Let $M \subset E^{4}$ denote a regular hypersurface and $\alpha: I \subset R \longrightarrow M$ be a unit speed curve. If $\left\{T, n, b_{1}, b_{2}\right\}$ is the moving Frenet frame along $\alpha$, then the Frenet formulas are given by [15]

$$
\left[\begin{array}{c}
T^{\prime} \\
n^{\prime} \\
b_{1}^{\prime} \\
b_{2}^{\prime}
\end{array}\right]=\left[\begin{array}{cccc}
0 & k_{1} & 0 & 0 \\
-k_{1} & 0 & k_{2} & 0 \\
0 & -k_{2} & 0 & k_{3} \\
0 & 0 & -k_{3} & 0
\end{array}\right]\left[\begin{array}{c}
T \\
n \\
b_{1} \\
b_{2}
\end{array}\right],
$$

where $T, n, b_{1}$ and $b_{2}$ denote the unit tangent, the principal normal, the first binormal and the second binormal vector fields; $k_{1}, k_{2}$ and $k_{3}$ are the curvature functions of the curve $\alpha$.

Here, we will recall the extended Darboux frame field of first kind (for simplicity, we'll call it $E D^{1}$-frame field throughout this paper) and for details about the construction of extended Darboux frame fields, we refer to [13].

We consider an embedding $\Psi: U \subset E^{3} \longrightarrow E^{4}$, where $U$ is an open subset of $E^{3}$. Now, we denote $M=\Psi(U)$ and identify $M$ and $U$ through the embedding $\Psi$. Let $\bar{\alpha}: I \longrightarrow U$ be a regular curve and we have a curve $\alpha: I \longrightarrow M \subset E^{4}$ defined by $\alpha(s)=\Psi(\bar{\alpha}(s))$ and so, the curve $\alpha$ is on the hypersurface $M$. If $M$ is an orientable hypersurface oriented by the unit normal vector field $\mathcal{N}$ in $E^{4}$ and $\alpha$ is a Frenet curve of class $C^{n}(n \geq 4)$ with arc-length parameter $s$ lying on $M$, then we denote the unit tangent vector field of the curve by $T$ and denote the hypersurface unit normal vector field restricted to the curve by $N$, i.e.

$$
T(s)=\alpha^{\prime}(s) \text { and } N(s)=\mathcal{N}(\alpha(s))
$$

The differential equations of ED-frame fields of first kind $\{T, E, D, N\}$ of the curve $\alpha$ on $M$ in $E^{4}$ by matrix notation can be given as

$$
\left[\begin{array}{c}
T^{\prime}  \tag{1}\\
E^{\prime} \\
D^{\prime} \\
N^{\prime}
\end{array}\right]=\left[\begin{array}{cccc}
0 & \kappa_{g}^{1} & 0 & \kappa_{n} \\
-\kappa_{g}^{1} & 0 & \kappa_{g}^{2} & \tau_{g}^{1} \\
0 & -\kappa_{g}^{2} & 0 & \tau_{g}^{2} \\
-\kappa_{n} & -\tau_{g}^{1} & -\tau_{g}^{2} & 0
\end{array}\right]\left[\begin{array}{c}
T \\
E \\
D \\
N
\end{array}\right]
$$

where $\left\langle E^{\prime}, N\right\rangle=\tau_{g}^{1},\left\langle D^{\prime}, N\right\rangle=\tau_{g}^{2},\left\langle T^{\prime}, E\right\rangle=\kappa_{g}^{1},\left\langle E^{\prime}, D\right\rangle=\kappa_{g}^{2}$ and $\tau_{g}^{i}$ and $\kappa_{g}^{i}$ are called the geodesic torsions and geodesic curvatures of order $i$, respectively. Also, $\left\langle T^{\prime}, N\right\rangle=\kappa_{n}$ is the normal curvature of the hypersurface in the direction of the tangent vector $T$ [13].

Now, the relation matrix may be expressed as [13]

$$
\left[\begin{array}{c}
T  \tag{2}\\
n \\
b_{1} \\
b_{2}
\end{array}\right]=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & \cos \phi_{1} & \cos \phi_{2} & \cos \phi_{3} \\
0 & \cos \psi_{1} & \cos \psi_{2} & \cos \psi_{3} \\
0 & \cos \theta_{1} & \cos \theta_{2} & \cos \theta_{3}
\end{array}\right]\left[\begin{array}{c}
T \\
E \\
D \\
N
\end{array}\right]
$$

and

$$
\left[\begin{array}{c}
T  \tag{3}\\
E \\
D \\
N
\end{array}\right]=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & \cos \phi_{1} & \cos \psi_{1} & \cos \theta_{1} \\
0 & \cos \phi_{2} & \cos \psi_{2} & \cos \theta_{2} \\
0 & \cos \phi_{3} & \cos \psi_{3} & \cos \theta_{3}
\end{array}\right]\left[\begin{array}{c}
T \\
n \\
b_{1} \\
b_{2}
\end{array}\right] .
$$

Also, we have

$$
\left.\begin{array}{rl}
\mathcal{K}_{g}^{1}= & \left\langle T^{\prime}, E\right\rangle=k_{1} \cos \phi_{1}, \kappa_{n}=\left\langle T^{\prime}, N\right\rangle=k_{1} \cos \phi_{3}, \\
\tau_{g}^{1}= & -\phi_{1}^{\prime} \sin \phi_{1} \cos \phi_{3}-\psi_{1}^{\prime} \sin \psi_{1} \cos \psi_{3}-\theta_{1}^{\prime} \sin \theta_{1} \cos \theta_{3} \\
& +k_{2}\left(\cos \phi_{1} \cos \psi_{3}-\cos \psi_{1} \cos \phi_{3}\right)+k_{3}\left(\cos \psi_{1} \cos \theta_{3}-\cos \theta_{1} \cos \psi_{3}\right), \\
\tau_{g}^{2}= & -\phi_{2}^{\prime} \sin \phi_{2} \cos \phi_{3}-\psi_{2}^{\prime} \sin \psi_{2} \cos \psi_{3}-\theta_{2}^{\prime} \sin \theta_{2} \cos \theta_{3}  \tag{4}\\
& +k_{2}\left(\cos \phi_{2} \cos \psi_{3}-\cos \psi_{2} \cos \phi_{3}\right)+k_{3}\left(\cos \psi_{2} \cos \theta_{3}-\cos \theta_{2} \cos \psi_{3}\right), \\
\kappa_{g}^{2}= & -\phi_{1}^{\prime} \sin \phi_{1} \cos \phi_{2}-\psi_{1}^{\prime} \sin \psi_{1} \cos \psi_{2}-\theta_{1}^{\prime} \sin \theta_{1} \cos \theta_{2} \\
& +k_{2}\left(\cos \phi_{1} \cos \psi_{2}-\cos \psi_{1} \cos \phi_{2}\right)+k_{3}\left(\cos \psi_{1} \cos \theta_{2}-\cos \theta_{1} \cos \psi_{2}\right) .
\end{array}\right\}
$$

Furthermore, the differential geometry of different types of (hyper)surfaces in 4-dimensional spaces has been a popular topic for geometers, recently ([1], [4], [5], [6], [8], [16], [17], [26], and etc). If

$$
\begin{align*}
\Psi: U \subset E^{3} & \longrightarrow E^{4}  \tag{5}\\
(s, t, v) & \longrightarrow \Psi(s, t, v)=\left(\Psi_{1}(s, t, v), \Psi_{2}(s, t, v), \Psi_{3}(s, t, v), \Psi_{4}(s, t, v)\right)
\end{align*}
$$

is a hypersurface in $E^{4}$, then the unit normal vector field, the matrix forms of the first and second fundamental forms are

$$
\begin{gather*}
\mathcal{N}_{\Psi}=\frac{\Psi_{s} \times \Psi_{t} \times \Psi_{v}}{\left\|\Psi_{s} \times \Psi_{t} \times \Psi_{v}\right\|^{\prime}}  \tag{6}\\
{\left[g_{i j}\right]=\left[\begin{array}{lll}
g_{11} & g_{12} & g_{13} \\
g_{21} & g_{22} & g_{23} \\
g_{31} & g_{32} & g_{33}
\end{array}\right]} \tag{7}
\end{gather*}
$$

and

$$
\left[h_{i j}\right]=\left[\begin{array}{lll}
h_{11} & h_{12} & h_{13}  \tag{8}\\
h_{21} & h_{22} & h_{23} \\
h_{31} & h_{32} & h_{33}
\end{array}\right]
$$

respectively. Here $g_{i j}=\left\langle\Psi_{v_{i}}, \Psi_{v_{j}}\right\rangle, h_{i j}=\left\langle\Psi_{v_{i} v_{j}}, \mathcal{N}_{\Psi}\right\rangle, \Psi_{v_{i}}=\frac{\partial \Psi\left(v_{1}, v_{2}, v_{3}\right)}{\partial v_{i}}, \Psi_{v_{i} v_{j}}=\frac{\partial^{2} \Psi\left(v_{1}, v_{2}, v_{3}\right)}{\partial v_{i} v_{j}}, i, j \in\{1,2,3\}$. Also, the shape operator of the hypersurface (5) is

$$
\begin{equation*}
S=\left[a_{i j}\right]=\left[g^{i j}\right] \cdot\left[h_{i j}\right], \tag{9}
\end{equation*}
$$

where $\left[g^{i j}\right]$ is the inverse matrix of $\left[g_{i j}\right]$.
With the aid of (6)-(9), the Gaussian and mean curvatures of a hypersurface in $E^{4}$ are given by

$$
\begin{equation*}
K=\operatorname{det}(S)=\frac{\operatorname{det}\left[h_{i j}\right]}{\operatorname{det}\left[g_{i j}\right]} \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
H=\frac{1}{3} \operatorname{tr}(S) \tag{11}
\end{equation*}
$$

respectively [31]. We say that a hypersurface is flat or minimal, if it has zero Gaussian curvature or zero mean curvature, respectively.

## 3. TUBULAR HYPERSURFACES ACCORDING TO ED ${ }^{1}$-FRAME FIELD IN EUCLIDEAN 4-SPACE

In this section, we obtain the Gaussian and mean curvatures of tubular hypersurfaces according to $E D^{1}$-frame field in Euclidean 4-space $E^{4}$ and give some results for these curvatures when the curve $\alpha$ which constructs the tubular hypersurface is an asymptotic curve, a unit-speed asymptotic curve and a line of curvature lying on $M$.

Let $\alpha: I \longrightarrow M$ be a unit speed curve lying on a regular hypersurface $M$ and we consider the tubular hypersurface $\mathcal{T}$ according to $E D^{1}$-frame field of $\alpha$ in $E^{4}$ given by

$$
\begin{equation*}
\mathcal{T}(s, t, v)=\alpha(s) \pm \rho[(\cos t \cos v) E(s)+(\sin t \cos v) D(s)+(\sin v) N(s)] \tag{12}
\end{equation*}
$$

where $\alpha(s)$ is the center curve of tubular hypersurface $\mathcal{T}, \rho \in \mathbb{R}$ is constant radius, $s \in[0, l]$ and $t, v \in[0,2 \pi)$. From now on, we state $\alpha=\alpha(s), T=T(s), E=E(s), D=D(s), N=N(s)$ and we will consider the " $\pm$ " as " + ".

Firstly, from (1) and (12) the first derivatives of the tubular hypersurface (12) are obtained as

$$
\begin{align*}
\mathcal{T}_{s}= & \left(1-\rho\left(\kappa_{g}^{1} \cos t \cos v+\kappa_{n} \sin v\right)\right) T-\rho\left(\kappa_{g}^{2} \cos v \sin t+\tau_{g}^{1} \sin v\right) E \\
& +\rho\left(\kappa_{g}^{2} \cos t \cos v-\tau_{g}^{2} \sin v\right) D+\rho \cos v\left(\tau_{g}^{1} \cos t+\tau_{g}^{2} \sin t\right) N, \\
\mathcal{T}_{t}= & -(\rho \sin t \cos v) E+(\rho \cos t \cos v) D,  \tag{13}\\
\mathcal{T}_{v}= & -(\rho \cos t \sin v) E-(\rho \sin t \sin v) D+(\rho \cos v) N .
\end{align*}
$$

From (6) and (13), the unit normal vector field of $\mathcal{T}$ in $E^{4}$ is

$$
\begin{equation*}
\mathcal{N}=(\cos t \cos v) E+(\sin t \cos v) D+(\sin v) N . \tag{14}
\end{equation*}
$$

Also, the coefficients of the first fundamental form are

$$
\begin{align*}
g_{11}= & \left(\rho\left(\kappa_{g}^{2} \cos v \sin t+\tau_{g}^{1} \sin v\right)\right)^{2}+\left(\rho \cos v\left(\tau_{g}^{1} \cos t+\tau_{g}^{2} \sin t\right)\right)^{2} \\
& +\left(\rho\left(\kappa_{g}^{2} \cos t \cos v-\tau_{g}^{2} \sin v\right)\right)^{2}+\left(-1+\rho \kappa_{g}^{1} \cos t \cos v+\rho \kappa_{n} \sin v\right)^{2} \\
g_{12}= & g_{21}=\rho^{2} \cos v\left(\kappa_{g}^{2} \cos v+\sin v\left(\tau_{g}^{1} \sin t-\tau_{g}^{2} \cos t\right)\right),  \tag{15}\\
g_{13}= & g_{31}=\rho^{2}\left(\tau_{g}^{2} \sin t+\tau_{g}^{1} \cos t\right), \\
g_{22}= & \rho^{2} \cos ^{2} v, g_{23}=g_{32}=0, g_{33}=\rho^{2}
\end{align*}
$$

and it follows that

$$
\begin{equation*}
\operatorname{det}\left[g_{i j}\right]=\rho^{4}\left(-1+\rho \kappa_{g}^{1} \cos t \cos v+\rho \kappa_{n} \sin v\right)^{2} \cos ^{2} v \tag{16}
\end{equation*}
$$

Now, for obtaining the coefficients of the second fundamental form, we give the second derivatives
$\mathcal{T}_{v_{i} v_{j}}=\frac{\partial^{2} \mathcal{T}}{\partial v_{i} v_{j}}$ of the tubular hypersurface (12):

$$
\begin{aligned}
\mathcal{T}_{s s}= & \mathcal{T}_{s s}^{1} T \\
\mathcal{T}_{s t}= & \mathcal{T}_{s s}^{2} E+\mathcal{T}_{s s}^{3} D+\mathcal{T}_{s s}^{4} N, \\
& \quad\left(\rho \kappa_{g}^{1} \sin t \cos v\right) T-\left(\rho\left(\tau_{g}^{2} \sin t-\tau_{g}^{2} \cos t\right) \cos v\right) N, \\
\mathcal{T}_{s v}= & \mathcal{T}_{v s}=\left(\rho\left(\kappa_{g}^{1} \sin v \cos v\right) E-\left(\rho \kappa_{g}^{2} \sin t \cos v\right) D\right. \\
& -\left(\rho\left(\kappa_{g}^{2} \sin v \cos v\right)\right) T+\left(\rho\left(\kappa_{g}^{2} \sin v \sin t-\tau_{g}^{1} \cos v\right)\right) E \\
\mathcal{T}_{t t}=- & (\rho \cos t \cos v)) D-\left(\rho\left(\tau_{g}^{1} \cos t+\tau_{g}^{2} \sin t\right) \sin v\right) N, \\
\mathcal{T}_{t v}= & \mathcal{T}_{v t}=(\rho \sin t \cos v) D, \\
\mathcal{T}_{v v}= & -(\rho \cos t \cos v) E-(\rho \sin t \cos v) D-(\rho \cos t \sin v) D,
\end{aligned}
$$

where

$$
\begin{aligned}
\mathcal{T}_{s s}^{1}= & \rho\binom{\kappa_{g}^{1}\left(\kappa_{g}^{2} \cos v \sin t+\tau_{g}^{1} \sin v\right)-\left(\kappa_{n}\right)^{\prime} \sin v}{-\left(\tau_{g}^{1} \kappa_{n} \cos t+\tau_{g}^{2} \kappa_{n} \sin t+\left(\kappa_{g}^{1}\right)^{\prime} \cos t\right) \cos v}, \\
\mathcal{T}_{s s}^{2}= & -\rho\left(\left(\kappa_{g}^{1}\right)^{2}+\left(\kappa_{g}^{2}\right)^{2}+\left(\tau_{g}^{1}\right)^{2}\right) \cos t \cos v+\kappa_{g}^{1}\left(1-\rho \kappa_{n} \sin v\right) \\
& -\rho\left(\left(-\kappa_{g}^{2} \tau_{g}^{2}+\left(\tau_{g}^{1}\right)^{\prime}\right) \sin v+\left(\tau_{g}^{2} \tau_{g}^{1}+\left(\kappa_{g}^{2}\right)^{\prime}\right) \sin t \cos v\right), \\
\mathcal{T}_{s s}^{3}= & -\rho\left(\left(\kappa_{g}^{2}\right)^{2}+\left(\tau_{g}^{2}\right)^{2}\right) \sin t \cos v+\left(\tau_{g}^{2} \tau_{g}^{1}-\left(\kappa_{g}^{2}\right)^{\prime}\right) \cos t \cos v \\
& \left.+\left(\kappa_{g}^{2} \tau_{g}^{1}+\left(\tau_{g}^{2}\right)^{\prime}\right) \sin v\right), \\
\mathcal{T}_{s s}^{4}= & -\rho \tau_{g}^{1}\left(\kappa_{g}^{2} \sin t \cos v+\tau_{g}^{1} \sin v\right)+\rho \tau_{g}^{2}\left(\kappa_{g}^{2} \cos t \cos v-\tau_{g}^{2} \sin v\right) \\
& -\kappa_{n}\left(-1+\rho \kappa_{g}^{1} \cos t \cos v+\rho \kappa_{n} \sin v\right)+\rho\left(\left(\tau_{g}^{1}\right)^{\prime} \cos t+\left(\tau_{g}^{2}\right)^{\prime} \sin t\right) \cos v .
\end{aligned}
$$

Thus, from (8), (14) and (17), the coefficients of the second fundamental form are

$$
\begin{align*}
h_{11}= & -\rho\left(\left(\left(\kappa_{g}^{1}\right)^{2}+\left(\tau_{g}^{1}\right)^{2}\right) \cos ^{2} t+\left(\kappa_{g}^{2}\right)^{2}+2 \tau_{g}^{1} \tau_{g}^{2} \sin t \cos t+\left(\tau_{g}^{2}\right)^{2} \sin ^{2} t\right) \cos ^{2} v \\
& -\rho\left(\left(\tau_{g}^{1}\right)^{2}+\left(\tau_{g}^{2}\right)^{2}+\left(\kappa_{n}\right)^{2}\right) \sin ^{2} v-\kappa_{g}^{1}\left(-1+2 \rho \kappa_{n} \sin v\right) \cos t \cos v \\
& -\rho \kappa_{g}^{2}\left(\tau_{g}^{1} \sin t-\tau_{g}^{2} \cos t\right) \sin (2 v)+\kappa_{n} \sin v \\
h_{12}= & h_{21}=-\rho\left(\kappa_{g}^{2} \cos v+\sin v\left(\tau_{g}^{1} \sin t-\tau_{g}^{2} \cos t\right)\right) \cos v  \tag{18}\\
h_{13}= & h_{31}=-\rho\left(\tau_{g}^{1} \cos t+\tau_{g}^{2} \sin t\right) \\
h_{22}= & -\rho \cos ^{2} v, h_{23}=h_{32}=0, h_{33}=-\rho
\end{align*}
$$

and it implies that

$$
\begin{equation*}
\operatorname{det}\left[h_{i j}\right]=-\rho^{2} \cos ^{2} v\left(\kappa_{g}^{1} \cos t \cos v+\kappa_{n} \sin v\right)\left(-1+\rho \kappa_{g}^{1} \cos t \cos v+\rho \kappa_{n} \sin v\right) \tag{19}
\end{equation*}
$$

So, from (10), (16) and (19), we have
Proposition 3.1. The Gaussian curvature of the tubular hypersurfaces (12) in $E^{4}$ is

$$
\begin{equation*}
K=-\frac{\kappa_{g}^{1} \cos t \cos v+\kappa_{n} \sin v}{\rho^{2}\left(-1+\rho \kappa_{g}^{1} \cos t \cos v+\rho \kappa_{n} \sin v\right)} \tag{20}
\end{equation*}
$$

Corollary 3.2. The Gaussian curvature of the tubular hypersurfaces (12) in $E^{4}$ does not depend on the geodesic curvature of order 2 and geodesic torsions of order 1 and order 2.

Corollary 3.3. The tubular hypersurfaces (12) in $E^{4}$ is flat if and only if

$$
\kappa_{g}^{1} \cos t \cos v=-\kappa_{n} \sin v
$$

holds.
Corollary 3.4. If $\kappa_{g}^{1}=\kappa_{n}=0$, then the tubular hypersurfaces (12) in $E^{4}$ is flat.
Also, after finding the inverse of the matrix of the first fundamental form and using this and (18) in (9), the shape operator of the tubular hypersurface (12) is obtained by

$$
S=\left[\begin{array}{lll}
S_{11} & S_{12} & S_{13}  \tag{21}\\
S_{21} & S_{22} & S_{23} \\
S_{31} & S_{32} & S_{33}
\end{array}\right]
$$

where

$$
\begin{aligned}
& S_{11}=-\frac{\kappa_{g}^{1} \cos t \cos v+\kappa_{n} \sin v}{-1+\rho \kappa_{g}^{1} \cos t \cos v+\rho \kappa_{n} \sin v}, S_{12}=S_{13}=0, \\
& S_{21}=\frac{\sec v\left(\kappa_{g}^{2}+\tan v\left(\tau_{g}^{1} \sin t-\tau_{g}^{2} \cos t\right)\right)}{\rho\left(-\sec v+\rho \kappa_{g}^{1} \cos t+\rho \kappa_{n} \tan v\right)}, S_{22}=-\frac{1}{\rho}, S_{23}=0, \\
& S_{31}=\frac{\tau_{g}^{1} \cos t+\tau_{g}^{2} \sin t}{\rho\left(-1+\rho \kappa_{g}^{1} \cos t \cos v+\rho \kappa_{n} \sin v\right)}, S_{32}=0, S_{33}=-\frac{1}{\rho} .
\end{aligned}
$$

Hence from (11) and (21), we get
Proposition 3.5. The mean curvature of the tubular hypersurfaces (12) in $E^{4}$ is

$$
\begin{equation*}
H=\frac{2-3 \rho\left(\kappa_{g}^{1} \cos t \cos v+\kappa_{n} \sin v\right)}{3 \rho\left(-1+\rho \kappa_{g}^{1} \cos t \cos v+\rho \kappa_{n} \sin v\right)} . \tag{22}
\end{equation*}
$$

Corollary 3.6. The mean curvature of the tubular hypersurfaces (12) in $E^{4}$ does not depend on the geodesic curvature of order 2 and geodesic torsions of order 1 and order 2.

Corollary 3.7. The tubular hypersurfaces (12) in $E^{4}$ is minimal if and only if

$$
\begin{equation*}
\kappa_{g}^{1} \cos t \cos v+\kappa_{n} \sin v=\frac{2}{3 \rho} \tag{23}
\end{equation*}
$$

holds.
Corollary 3.8. If $\kappa_{g}^{1}=\kappa_{n}=0$, then the tubular hypersurface (12) in $E^{4}$ has negative constant mean curvature with $\frac{-2}{3 \rho}$.

Here, from (20) and (22), we can state the following theorem which gives an important relation between Gaussian and mean curvatures:

Theorem 3.9. The Gaussian curvature $K$ and the mean curvature $H$ of tubular hypersurfaces (12) in $E^{4}$ satisfy

$$
\begin{equation*}
3 H=\rho^{2} K-\frac{2}{\rho} \tag{24}
\end{equation*}
$$

Also, from (21) we have

$$
\begin{equation*}
\operatorname{det}\left(S-\lambda I_{3}\right)=-\frac{(1+\lambda \rho)^{2}\left(-\lambda+(1+\lambda \rho) \kappa_{g}^{1} \cos t \cos v+(1+\lambda \rho) \kappa_{n} \sin v\right)}{\rho^{2}\left(-1+\rho \kappa_{g}^{1} \cos t \cos v+\rho \kappa_{n} \sin v\right)} \tag{25}
\end{equation*}
$$

By solving the equation $\operatorname{det}\left(S-\lambda I_{3}\right)=0$ from (25), we obtain the principal curvatures of the tubular hypersurfaces (12) in $E^{4}$ as follows:

Proposition 3.10. The principal curvatures of the tubular hypersurfaces (12) in $E^{4}$ are

$$
\begin{equation*}
\lambda_{1}=\lambda_{2}=-\frac{1}{\rho} \text { and } \lambda_{3}=-\frac{\kappa_{g}^{1} \cos t \cos v+\kappa_{n} \sin v}{-1+\rho \kappa_{g}^{1} \cos t \cos v+\rho \kappa_{n} \sin v} . \tag{26}
\end{equation*}
$$

Furthermore, if a curve $\alpha$ is a unit-speed asymptotic curve parametrized by arc-length on an oriented hypersurface $M$ in $E^{4}$, then we have

$$
\begin{equation*}
\kappa_{n}=0, \kappa_{g}^{1}=k_{1}, \kappa_{g}^{2}=k_{2} \cos \varphi, \tau_{g}^{1}=-k_{2} \sin \varphi, \tau_{g}^{2}=k_{3}+\frac{d \varphi}{d s}, \tag{27}
\end{equation*}
$$

where $\varphi$ denotes the angle between $D$ and $B_{1}$ [13]. Thus using (27), we have
Corollary 3.11. If the curve $\alpha$ is a unit-speed asymptotic curve lying on $M$, then the Gaussian and mean curvatures of tubular hypersurface (12) in $E^{4}$ are

$$
\begin{equation*}
K=-\frac{k_{1} \cos t \cos v}{\rho^{2}\left(-1+\rho k_{1} \cos t \cos v\right)} \tag{28}
\end{equation*}
$$

and

$$
\begin{equation*}
H=\frac{2-3 \rho k_{1} \cos t \cos v}{3 \rho\left(-1+\rho k_{1} \cos t \cos v\right)} \tag{29}
\end{equation*}
$$

respectively.
Corollary 3.12. If the curve $\alpha$ is a unit-speed asymptotic curve lying on $M$, then the Gaussian and mean curvatures of tubular hypersurface (12) in $E^{4}$ are independent of the angle $\varphi$.

Also in [24], the authors have studied on canal and tubular hypersurfaces according to the Frenet frame in $E^{4}$ and they have obtained the Gaussian and mean curvatures of tubular hypersurface

$$
\begin{equation*}
\mathcal{T}(s, t, v)=\alpha(s)+\rho\left[(\cos t \cos v) n(s)+(\sin t \cos v) b_{1}(s)+(\sin v) b_{2}(s)\right] \tag{30}
\end{equation*}
$$

as (28) and (29). Therefore
Theorem 3.13. If the curve $\alpha$ is a unit-speed asymptotic curve lying on $M$, then the Gaussian and mean curvatures of tubular hypersurfaces (12) according to ED ${ }^{1}$-frame field and (30) according to Frenet frame coincide.

On the other hand, the curve $\alpha$ lying on $M$ is a line of curvature if and only if $\tau_{g}^{1}=\tau_{g}^{2}=0$ [13]. So, we have

Corollary 3.14. If the curve $\alpha$ is line of curvature lying on $M$, then the Gaussian and mean curvatures of tubular hypersurface (12) in $E^{4}$ are (20) and (22) respectively.

Finally, we will give a theorem about linear Weingarten tubular hypersurface according to ED ${ }^{1}$-frame field of unit speed curve $\alpha$ lying on $M$ in $E^{4}$. We know that, a hypersurface is called a linear Weingarten hypersurface, if it satisfies

$$
\begin{equation*}
a H+b K=c \tag{31}
\end{equation*}
$$

where $a, b, c$ are not all zero constants. Thus, we have
Theorem 3.15. The tubular hypersurface (12) in $E^{4}$ is a linear Weingarten hypersurface.
Proof. We know that, the relation between the mean and Gaussian curvatures of the tubular hypersurface (12) in $E^{4}$ is given by (24). So, if we take $a=3, b=-\rho^{2}$ and $c=\frac{-2}{\rho}$ in (31), the proof completes.

Example 3.16. We take the unit speed curve

$$
\begin{equation*}
\alpha(s)=\left(\sin \left(\frac{3 s}{5}\right), \cos \left(\frac{3 s}{5}\right), \sin \left(\frac{4 s}{5}\right), \cos \left(\frac{4 s}{5}\right)\right) \tag{32}
\end{equation*}
$$

on the hypersphere $M \ldots x^{2}+y^{2}+z^{2}+t^{2}=2$ in $E^{4}$. The Frenet apparatus of this curve is

$$
\left.\begin{array}{l}
T=\frac{1}{5}\left(3 \cos \left(\frac{3 s}{5}\right),-3 \sin \left(\frac{3 s}{5}\right), 4 \cos \left(\frac{4 s}{5}\right),-4 \sin \left(\frac{4 s}{5}\right)\right), \\
n=-\frac{1}{\sqrt{337}}\left(9 \sin \left(\frac{3 s}{5}\right), 9 \cos \left(\frac{3 s}{5}\right), 16 \sin \left(\frac{4 s}{5}\right), 16 \cos \left(\frac{4 s}{5}\right)\right), \\
b_{1}=\frac{1}{5}\left(4 \cos \left(\frac{3 s}{5}\right),-4 \sin \left(\frac{3 s}{5}\right),-3 \cos \left(\frac{4 s}{5}\right), 3 \sin \left(\frac{4 s}{5}\right)\right),  \tag{33}\\
b_{2}=-\frac{1}{\sqrt{337}}\left(16 \sin \left(\frac{3 s}{5}\right), 16 \cos \left(\frac{3 s}{5}\right),-9 \sin \left(\frac{4 s}{5}\right),-9 \cos \left(\frac{4 s}{5}\right)\right)
\end{array}\right\}
$$

and

$$
\begin{equation*}
k_{1}=\frac{\sqrt{337}}{25}, k_{2}=\frac{84}{25 \sqrt{337}}, k_{3}=\frac{12}{\sqrt{337}} . \tag{34}
\end{equation*}
$$

Also, we have the $E D^{1}$-frame fields of unit speed curve $\alpha$ as

$$
\begin{align*}
& T=\frac{1}{5}\left(3 \cos \left(\frac{3 s}{5}\right),-3 \sin \left(\frac{3 s}{5}\right), 4 \cos \left(\frac{4 s}{5}\right),-4 \sin \left(\frac{4 s}{5}\right)\right) \\
& E=\frac{1}{\sqrt{2}}\left(\sin \left(\frac{3 s}{5}\right), \cos \left(\frac{3 s}{5}\right),-\sin \left(\frac{4 s}{5}\right),-\cos \left(\frac{4 s}{5}\right)\right) \\
& D=\frac{1}{5}\left(-4 \cos \left(\frac{3 s}{5}\right), 4 \sin \left(\frac{3 s}{5}\right), 3 \cos \left(\frac{4 s}{5}\right),-3 \sin \left(\frac{4 s}{5}\right)\right)  \tag{35}\\
& N=\frac{1}{\sqrt{2}}\left(\sin \left(\frac{3 s}{5}\right), \cos \left(\frac{3 s}{5}\right), \sin \left(\frac{4 s}{5}\right), \cos \left(\frac{4 s}{5}\right)\right)
\end{align*}
$$

and the normal curvature, geodesic curvatures and geodesic torsions of order 1 and 2 are obtained as

$$
\begin{equation*}
\kappa_{n}=-\frac{1}{\sqrt{2}}, \kappa_{g}^{1}=\frac{7}{25 \sqrt{2}}, \kappa_{g}^{2}=-\frac{12 \sqrt{2}}{25}, \tau_{g}^{1}=0, \tau_{g}^{2}=0, \tag{36}
\end{equation*}
$$

respectively. Hence using (35) in (12), we get the tubular hypersurface according to $E D^{1}$-frame field in $E^{4}$ as

$$
\mathcal{T}(s, t, v)=\left(\begin{array}{l}
-\frac{4}{5} \rho \cos \left(\frac{35}{5}\right) \cos v \sin t+\frac{1}{2} \sin \left(\frac{3 s}{5}\right)(2+\sqrt{2} \rho(\cos v \sin t+\sin v)),  \tag{37}\\
\frac{4}{5} \rho \sin \left(\frac{3 s}{5}\right) \cos v \sin t+\frac{1}{2} \cos \left(\frac{3 s}{5}\right)(2+\sqrt{2} \rho(\cos v \sin t+\sin v)), \\
\frac{3}{5} \rho \cos \left(\frac{4 s}{5}\right) \cos v \sin t+\frac{1}{2} \sin \left(\frac{4 s}{5}\right)(2+\sqrt{2} \rho(-\cos v \sin t+\sin v)), \\
-\frac{3}{5} \rho \sin \left(\frac{4 s}{5}\right) \cos v \sin t+\frac{1}{2} \cos \left(\frac{4 s}{5}\right)(2+\sqrt{2} \rho(-\cos v \sin t+\sin v))
\end{array}\right)
$$

and from (20), (22) and (36), we obtain the Gaussian and mean curvatures of the tubular hypersurface (37) as

$$
\begin{equation*}
K=-\frac{7 \cos t \cos v-25 \sin v}{\rho^{2}(7 \rho \cos t \cos v-25(\sqrt{2}+\rho \sin v))} \text { and } H=\frac{100-3 \sqrt{2} \rho(7 \cos t \cos v-25 \sin v)}{3 \rho(-50+\sqrt{2} \rho(7 \cos t \cos v-25 \sin v))} \tag{38}
\end{equation*}
$$

respectively. In the following figures, one can see the projections of the tubular hypersurface (37) for $v=\frac{\pi}{3}$ and $\rho=3$ into $x_{1} x_{2} x_{3}(A), x_{1} x_{2} x_{4}(B), x_{1} x_{3} x_{4}(C)$ and $x_{2} x_{3} x_{4}$-spaces $(D)$.


Figure 1

## References

[1] M. Altın; Rotational hypersurfaces generated by weighted mean curvature in E41 with density, Thermal Science, 26(4A), (2022), 3043 -3053.
[2] H.S. Abdel-Aziz and M.K. Saad; Computation of Smarandache curves according to Darboux frame in Minkowski 3-space, Journal of the Egyptian Mathematical Society, 25, (2017), 382-390.
[3] M. Akyiğit, K. Eren and H.H. Kosal; Tubular Surfaces with Modified Orthogonal Frame in Euclidean 3-Space, Honam Mathematical J., 43(3), (2021), 453-463.
[4] M. Altın, A. Kazan and H.B. Karadağ; Monge Hypersurfaces in Euclidean 4-Space with Density, Journal of Polytechnic, 23(1), (2020), 207-214.
[5] M. Altın, A. Kazan, and D.W. Yoon; 2-Ruled hypersurfaces in Euclidean 4-space, Journal of Geometry and Physics, 166, (2021), 1-13.
[6] M. Altın and A. Kazan; Rotational Hypersurfaces in Lorentz-Minkowski 4-Space, Hacettepe Journal of Mathematics and Statistics, (2021), 1-25.
[7] S. Aslan and Y. Yaylı; Canal Surfaces with Quaternions, Adv. Appl. Clifford Algebr., 26, (2016), 31-38.
[8] M.E. Aydın and I. Mihai; On certain surfaces in the isotropic 4-space, Mathematical Communications, 22(1), (2017), 41-51.
[9] R.L. Bishop; There is more than one way to frame a curve, Amer. Math. Monthly, 82(3), (1975), 246-251.
[10] M.P.D. Carmo; Differential Geometry of Curves and Surfaces, Prentice Hall, Englewood Cliffs, NJ, 1976.
[11] F. Casorati; Mesure de la courbure des surfaces suivant l'idée commune, Acta Mathematica, 14, (1890), 95-110.
[12] F. Doğan and Y. Yayli; Tubes with Darboux Frame, Int. J. Contemp.Math. Sci., 7(16), (2012), 751-758.
[13] M. Düldül, B.U. Düldül, N. Kuruoğlu and E. Özdamar; Extension of the Darboux frame into Euclidean 4-space and its invariants, Turk J Math., 41, (2017), 1628-1639.
[14] R. Garcia, J. Llibre and J. Sotomayor; Lines of Principal Curvature on Canal Surfaces in $\mathbb{R}^{3}$, An. Acad. Brasil. Cienc., 78(3), (2006), 405-415.
[15] H. Gluck; Higher curvatures of curves in Euclidean space, Amer Math Monthly, 73, (1966), 699-704.
[16] E. Güler, Helical Hypersurfaces in Minkowski Geometry E14, Symmetry, 12, (2020), 1206.
[17] E. Güler, H.H. Hacısalihoğlu and Y.H. Kim, The Gauss map and the third Laplace-Beltrami operator of the rotational hypersurface in 4-Space, Symmetry, 10(9), (2018), 1-11.
[18] A. Gray; Modern Differential Geometry of Curves and Surfaces with Mathematica, 2nd edn. CRC Press, Boca Raton, 1999.
[19] E. Hartman; Geometry and Algorithms for Computer Aided Design, Dept. of Math. Darmstadt Univ. of Technology, 2003.
[20] S. Izumiya and M .Takahashi; On caustics of submanifolds and canal hypersurfaces in Euclidean space, Topology Appl., 159, (2012), 501-508.
[21] M.K. Karacan, H. Es and Y. Yayli; Singular Points of Tubular Surfaces in Minkowski 3-Space, Sarajevo J. Math., 2(14), (2006), 73-82.
[22] M.K. Karacan and Y. Tuncer; Tubular Surfaces of Weingarten Types in Galilean and Pseudo-Galilean, Bull. Math. Anal. Appl., 5(2), (2013), 87-100.
[23] M.K. Karacan, D.W. Yoon and Y. Tuncer; Tubular Surfaces of Weingarten Types in Minkowski 3-Space, Gen. Math. Notes, 22(1), (2014), 44-56.
[24] A.Kazan, M. Altın and D.W. Yoon; Geometric Characterizations of Canal Hypersurfaces in Euclidean Spaces, arXiv:2111.04448v1 [math.DG], (2021).
[25] A. Kazan and H.B. Karadağ; Magnetic Curves According to Bishop Frame and Type-2 Bishop Frame in Euclidean 3-Space, British Journal of Mathematics \& Computer Science, 22(4), (2017), 1-18.
[26] A.Kazan; Canal Hypersurfaces according to one of the Extended Darboux Frame Field in Euclidean 4-Space, Thermal Science, 26(4A), (2022), 3029-3041.
[27] S. Kızıltuğ, M. Dede and C. Ekici; Tubular Surfaces with Darboux Frame in Galilean 3-Space, Facta Universitatis Ser. Math. Inform., 34(2), (2019), 253-260.
[28] Y.H. Kim, H. Liu and J. Qian; Some Characterizations of Canal Surfaces, Bull. Korean Math. Soc., 53(2), (2016), 461-477.
[29] S.N. Krivoshapko and C.A.B. Hyeng; Classification of Cyclic Surfaces and Geometrical Research of Canal Surfaces, International Journal of Research and Reviews in Applied Sciences, 12(3), (2012), 360-374.
[30] Z. Küçükarslan Yüzbaşı and D.W. Yoon; Tubular Surfaces with Galilean Darboux Frame in G3, Journal of Mathematical Physics, Analysis, Geometry, 15(2), (2019), 278-287.
[31] J.M. Lee; Riemannian Manifolds-An Introduction to Curvature, Springer-Verlag New York, Inc, 1997.
[32] T. Maekawa, N.M. Patrikalakis, T. Sakkalis and G. Yu; Analysis and Applications of Pipe Surfaces, Comput. Aided Geom. Design, 15, (1998), 437-458.
[33] B. O'Neil; Semi-Riemannian Geometry with Applications to Relativity, Academic Press, London, 1983.
[34] M. Peternell and H. Pottmann; Computing Rational Parametrizations of Canal Surfaces, J. Symbolic Comput., 23, (1997), 255-266.
[35] J.S. Ro and D.W. Yoon; Tubes of Weingarten Type in a Euclidean 3-Space, Journal of the Chungcheong Mathematical Society, 22(3), (2009), 359-366.
[36] A. Uçum and K. İlarslan; New Types of Canal Surfaces in Minkowski 3-Space, Adv. Appl. Clifford Algebr., 26, (2016), 449-468.
[37] Z. Xu, R. Feng and J-G. Sun; Analytic and Algebraic Properties of Canal Surfaces, J. Comput. Appl. Math., 195, (2006), 220-228.

# A New Generalization of Szász-Kantorovich Operators on Weighted Space 

Harun Çiçek ${ }^{\text {a }}$, Shaymaa Jameel Zainalabdin ${ }^{\text {a }}$, Aydın İzgi ${ }^{\text {a }}$<br>${ }^{a}$ Harran Universty, Departman of Mathematics,63300 Şanlıurfa, Turkey


#### Abstract

The purpose of this article is to define a new generalization of Szász-Kantorovich operators. First, by using the Korovkin theorem on the new operator we define, its convergence properties and rates are examined. Then, the Voronovskaja-type theorem for the new operator is proven. Additionally, with the help of the modulus of continuity in the weighted space, rate of convergence the new operator is examined, and a theorem is proven for the operator we define by using functions that satisfy the Lipschitz condition. Finally, the convergence is demonstrated more clearly by numerical examples and plots.


## 1. INTRODUCTION

Linear positive operators have been studied by several mathematicians in the context of many fields of mathematics from the past to the present. In 1885, Weierstrass [18] proved the existence of a polynomial for any function in a finite interval that converges to this function within the same finite interval. However, he did not provide information on the properties of such a polynomial. In 1912, Russian mathematician Bernstein [3] defined the following operator as proof of the concept defined by Weierstrass.

$$
\begin{equation*}
B_{b}(j(i) ; s)=: B_{b}(j ; s)=\sum_{l=0}^{b} j\left(\frac{l}{b}\right)\binom{b}{l} s^{l}(1-s)^{b-l} \tag{1}
\end{equation*}
$$

here $j \in C[0,1], s \in[0,1]$ and $b \in \mathbb{N}$.
After Bernstein's study, in different places and at different times, Bohman [4] in 1952 and Korovkin [11] in 1953 presented important theorems that proved the possibility of this convergence by providing only three conditions and pioneered this field regarding the convergence of positive operators to a function that is an element of $C[a, b]$ in a finite range. These theorems are generally known as the Korovkin conditions.

Afterward, studies in the field of convergence theory gained momentum, and several mathematicians $[1,2,7,9,10,12-14]$ conducted studies in this field.
L. V. Kantorovich [8] in 1930 and O. Szász [15] in 1950 completed their generalizations in which they defined the Bernstein operator in different spaces. These operators they defined are known by their names.

[^3]Later, in 1985, the operator called the Szász-Kantorovich operator was studied by many mathematicians $[6,16]$. The classical Szász-Kantorovich operator is as follows: Let $S_{b, f}(s)=e^{-b s} \frac{(b s)^{f}}{f!}$

$$
\begin{equation*}
W_{u}^{j}(s)=u e^{-u s} \sum_{v=0}^{\infty}\left[\int_{\frac{v}{u}}^{\frac{v+1}{u}} j(s) d s\right] \frac{(u s)^{v}}{v!} ; u>0 \tag{2}
\end{equation*}
$$

In this study, we defined an operator as a generalization of classical Szász-Kantorovich operators as follows:

$$
\begin{equation*}
Z_{b}(j ; s)=\frac{b(b+e)}{(b+c)} e^{-b s} \sum_{f=0}^{\infty} \frac{(b s)^{f}}{f!} \int_{\frac{f}{5} \frac{(b+c)}{b}\left(\frac{(b+c)}{b}\right.}^{\frac{(b+c)}{(b+e)}} j(i) d i ; 0 \leq i<\infty \tag{3}
\end{equation*}
$$

here $c, e \in \mathbb{R}$ and $0 \leq c \leq e$.
Remark 1.1. Szász-Kantorovich type operators defined by (3) are linear and positive.

## 2. PRELIMINARIES

This section presents the examination of the convergence characteristics of our operator (3) which is a novel generalization of classical Szász Kantorovich operators (2). Additionally, for an arbitrary $A>0$, the uniform convergences of the operator are examined for continuous functions and functions bounded on the entire real axis in the closed compact interval $[0, A]$. The convergences and convergence rates are calculated in intervals diverging to $[0, \infty)$ and weighted spaces. The Voronovskaja-type theorem for functions that are differentiable in $[0, \infty)$ whose derivatives are in $C_{p}[0, \infty)$ is calculated.

To make these calculations and demonstrate that our operator satisfies the Korovkin conditions, let us calculate the $1, i, i^{2}, i^{3}$, and $i^{4}$ values of our operator. After this, with the help of these values, let us calculate its central moments.

Theorem 2.1. The operator (3) satisfies the following equations for $\forall s \in[0, A]$

$$
\begin{gathered}
Z_{b}(1 ; s)=1 \\
Z_{b}(i ; s)=s+\frac{(c-e)}{(b+e)} s+\frac{1}{2} \frac{(b+c)}{b(b+e)} \\
Z_{b}\left(i^{2} ; s\right)=s^{2}+\frac{(2 b c+c-2 b e-e)}{(b+e)^{2}} s^{2}+2 \frac{(b+c)^{2}}{b(b+e)^{2}} s+\frac{1}{3} \frac{(b+c)^{2}}{b^{2}(b+e)^{2}} \\
Z_{b}\left(i^{3} ; s\right)=s^{3}+\frac{\left(3 b c^{2}+3 b^{2} c+c^{3}-3 b e^{2}-3 b^{2} e-e^{3}\right)}{(e+b)^{3}} s^{3} \\
+\frac{9}{2} \frac{(b+c)^{3}}{b(b+e)^{3}} s^{2}+\frac{7}{2} \frac{(b+c)^{3}}{b^{2}(b+e)^{3}} s+\frac{1}{4} \frac{(b+c)^{3}}{b^{3}(b+e)^{3}} \\
Z_{b}\left(i^{4} ; s\right)=s^{4}+\frac{\left(4 b c^{3}+4 b^{3} c+6 b^{2} c^{2}+c^{4}-4 b e^{3}-4 b^{3} e+6 b^{2} e^{2}+e^{4}\right)}{(b+e)^{4}} s^{4} \\
+8 \frac{(b+c)^{4}}{b(b+e)^{4}} s^{3}+15 \frac{(b+c)^{4}}{b^{2}(b+e)^{4}} s^{2}+6 \frac{(b+c)^{4}}{b^{3}(b+e)^{4}} s+\frac{1}{5} \frac{(b+c)^{4}}{b^{4}(b+e)^{4}}
\end{gathered}
$$

Proof.

$$
\begin{aligned}
& Z_{b}(1 ; s)=\frac{b(b+e)}{(b+c)} e^{-b s} \sum_{f=0}^{\infty} \frac{(b s)^{f}}{f!} \int_{\frac{f(b+c}{b}}^{\frac{f+1}{b}\left(\frac{1+c c}{(b+c)}\right.} 1 d i \\
&=\frac{b(b+e)}{(b+c)} e^{-b s} \sum_{f=0}^{\infty} \frac{(b s)^{f}}{f!}\left(\frac{f+1}{b} \frac{1}{b+c t}\right. \\
& \frac{(b+c)}{(b+e)}-\frac{f(b+c)}{b} \frac{(b+e)}{(b)} \\
&=\frac{b(b+e)}{(b+c)} \cdot \frac{(b+c)}{b(b+e)}(f+1-f) \\
&=1
\end{aligned}
$$

$$
\begin{aligned}
& Z_{b}(i ; s)=\frac{b(b+e)}{(b+c)} e^{-b s} \sum_{f=0}^{\infty} \frac{(b s)^{f}}{f!} \int_{\frac{f}{b}}^{\frac{f+1}{b}\left(\frac{b+c)}{(b+e)}\right.} i d i \\
&=\frac{b(b+e)}{(b+c)} e^{-b s} \sum_{f=0}^{\infty} \frac{(b s)^{f}}{f!} \frac{1}{2} \frac{(b+c)^{2}}{b^{2}(b+e)^{2}}\left(\frac{(f+1)^{2}}{(b)^{2}} \frac{(b+c)^{2}}{(b+e)^{2}}-\frac{(f)^{2}}{(b)^{2}} \frac{(b+c)^{2}}{(b+e)^{2}}\right) \\
&=\frac{b(b+e)}{(b+c)} e^{-b s} \sum_{f=0}^{\infty} \frac{(b s)^{f}}{f!} \frac{1}{2} \frac{(b+c)^{2}}{b^{2}(b+e)^{2}}\left(f^{2}+2 f+1-f^{2}\right) \\
&=\frac{b(b+e)}{(b+c)} \frac{(b+c)^{2}}{b^{2}}(b+e)^{2} \\
& \frac{1}{2} e^{-b s} \sum_{f=0}^{\infty} \frac{(b s)^{f}}{f!}(2 f+1) \\
&=\frac{b(b+e)}{(b+c)} e^{-b s} \sum_{f=1}^{\infty} \frac{(b s)^{f-1}}{f(f-1)!}(b s) \frac{1}{2} 2 f+\frac{(b+c)}{b(b+e)} e^{-b s} \sum_{f=0}^{\infty} \frac{(b s)^{f}}{f!} \frac{1}{2} 1 \\
&=\frac{(b+c)}{b(b+e)}(b s)+\frac{1}{2} \frac{(b+c)}{b(b+e)} \\
&=\frac{(b+c)}{(b+e)} s+\frac{1}{2} \frac{(b+c)}{b(b+e)} \\
&=s+\frac{(c-e)}{(b+e)} s+\frac{1}{2} \frac{(b+c)}{b(b+e)}
\end{aligned}
$$

$$
\begin{aligned}
& Z_{b}\left(i^{2} ; s\right)=\frac{b(b+e)}{(b+c)} e^{-b s} \sum_{f=0}^{\infty} \frac{(b s)^{f}}{f!} \int_{\frac{f(b+c)}{\frac{f}{b}} \frac{f+1}{b}\left(\frac{b+c)}{(b+e)}\right.}^{(b+e)} \\
& i \\
& d i \\
&=\frac{b(b+e)}{(b+c)} e^{-b s} \sum_{f=0}^{\infty} \frac{(b s)^{f}}{f!} \frac{1}{3}\left(\frac{(f+1)^{3}}{(b)^{3}} \frac{(b+c)^{3}}{(b+e)^{3}}-\frac{(f)^{3}}{(b)^{3}} \frac{(b+c)^{3}}{(b+e)^{3}}\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{b(b+e)}{(b+c)} e^{-b s} \sum_{f=0}^{\infty} \frac{(b s)^{f}}{f!} \frac{1}{3} \frac{(b+c)^{3}}{b^{3}(b+e)^{3}}\left(f^{3}+3 f^{2}+3 f+1-f^{3}\right) \\
& =\frac{1}{3} \frac{(b+c)^{2}}{b^{2}(b+e)^{2}} e^{-b s} \sum_{f=0}^{\infty} \frac{(b s)^{f}}{f!}\left(3 f^{2}+3 f+1\right) \quad ; f^{2}=f(f-1)+f \\
& =\frac{1}{3} \frac{(b+c)^{2}}{b^{2}(b+e)^{2}} e^{-b s} \sum_{f=0}^{\infty} \frac{(b s)^{f}}{f!} 3 f^{2} \\
& +\frac{1}{3} 3 \frac{(b+c)^{2}}{b^{2}(b+e)^{2}} e^{-b s} \sum_{f=0}^{\infty} \frac{(b s)^{f}}{f!} f+\frac{1}{3} \frac{(b+c)^{2}}{b^{2}(b+e)^{2}} e^{-b s} \sum_{f=0}^{\infty} \frac{(b s)^{f}}{f!} 1 \\
& =\frac{(b+c)^{2}}{b^{2}(b+e)^{2}} e^{-b s} \sum_{f=0}^{\infty} \frac{(b s)^{f}}{f!}(f(f-1)+f) \\
& +\frac{(b+c)^{2}}{b^{2}(b+e)^{2}} e^{-b s} \sum_{f=0}^{\infty} \frac{(b s)^{f-1}}{f(f-1)!}(b s) f+\frac{1}{3} \frac{(b+c)^{2}}{b^{2}(b+e)^{2}} \\
& =\frac{(b+c)^{2}}{b^{2}(b+e)^{2}} e^{-b s} \sum_{f=2}^{\infty} \frac{(b s)^{f-2}}{f(f-1)(f-2)!}(b s)^{2} f(f-1) \\
& +\frac{(b+c)^{2}}{b^{2}(b+e)^{2}} e^{-b s} \sum_{f=1}^{\infty} \frac{(b s)^{f-1}}{f(f-1)!}(b s) f+\frac{(b+c)^{2}}{b^{2}(b+e)^{2}} s+\frac{1}{3} \frac{(b+c)^{2}}{b^{2}(b+e)^{2}} \\
& =\frac{(b+c)^{2}}{(b+c)^{2}} s^{2}+\frac{(b+c)^{2}}{b(b+e)^{2}} s+\frac{(b+c)^{2}}{b(b+e)^{2}} s+\frac{1}{3} \frac{(b+c)^{2}}{b^{2}(b+e)^{2}} \\
& =\frac{(b+c)^{2}}{(b+e)^{2}} s^{2}+2 \frac{(b+c)^{2}}{b(b+e)^{2}} s+\frac{1}{3} \frac{(b+c)^{2}}{b^{2}(b+e)^{2}} \\
& =s^{2}+\frac{(2 b c+c-2 b e-e)}{(b+e)^{2}} s^{2}+2 \frac{(b+c)^{2}}{b(b+e)^{2}} s+\frac{1}{3} \frac{(b+c)^{2}}{b^{2}(b+e)^{2}}
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{b(b+e)}{(b+c)} e^{-b s} \sum_{f=0}^{\infty} \frac{(b s)^{f}}{f!} \frac{1}{4}\left(\frac{(f+1)^{4}}{(b)^{4}} \frac{(b+c)^{4}}{(b+e)^{4}}-\frac{(f)^{4}}{(b)^{4}} \frac{(b+c)^{4}}{(b+e)^{4}}\right) \\
& =\frac{b(b+e)}{(b+c)} e^{-b s} \sum_{f=0}^{\infty} \frac{(b s)^{f}}{f!} \frac{1}{4} \frac{(b+c)^{4}}{b^{4}(b+e)^{4}}\left((f+1)^{4}-f^{4}\right) \\
& =\frac{(b+c)^{3}}{b^{3}(b+e)^{3}} e^{-b s} \sum_{f=0}^{\infty} \frac{(b s)^{f}}{f!} \frac{1}{4}\left(f^{4}+4 f^{3}+6 f^{2}+4 f+1-f^{4}\right) \\
& =\frac{(b+c)^{3}}{b^{3}(b+e)^{3}} e^{-b s} \sum_{f=0}^{\infty} \frac{\left(b s f^{f}\right.}{f!} \frac{1}{4} 4 f^{3}+\frac{(b+c)^{3}}{b^{3}(b+e)^{3}} e^{-b s} \sum_{f=0}^{\infty} \frac{(b s)^{f}}{f!} \frac{1}{4} 6 f^{2} \\
& +\frac{(b+c)^{3}}{b^{3}(b+e)^{3}} e^{-b s} \sum_{f=0}^{\infty} \frac{(b s)^{f}}{f!} \frac{1}{4} 4 f+\frac{1}{4} \frac{(b+c)^{3}}{b^{3}(b+e)^{3}} e^{-b s} \sum_{f=0}^{\infty} \frac{(b s)^{f}}{f!} 1
\end{aligned}
$$

If the equation $f^{3}=f(f-1)(f-2)+3 f(f-1)+3 f-2 f$ is substituted into the last equation, the following is obtained:

$$
\begin{aligned}
& =\frac{(b+c)^{3}}{b^{3}(b+e)^{3}} e^{-b s} \sum_{f=0}^{\infty} \frac{(b s)^{f}}{f!}(f(f-1)(f-2)+3 f(f-1)+3 f-2 f) \\
& +\frac{(b+c)^{3}}{b^{3}(b+e)^{3}} e^{-b s} \sum_{f=0}^{\infty} \frac{(b s)^{f}}{f!} \frac{3}{2}(f(f-1)+f) \\
& +\frac{(b+c)^{3}}{b^{3}(b+e)^{3}} e^{-b s} \sum_{f=1}^{\infty} \frac{(b s)^{f-1}}{f(f-1)!}(b s) f+\frac{1}{4} \frac{(b+c)^{3}}{b^{3}(b+e)^{3}} \\
& =\frac{(b+c)^{3}}{b^{3}(b+e)^{3}} e^{-b s} \sum_{f=3}^{\infty} \frac{(b s)^{f-3}}{f(f-1)(f-2)(f-3)!}(b s)^{3} f(f-1)(f-2) \\
& +3 \frac{(b+c)^{3}}{b^{3}(b+e)^{3}} e^{-b s} \sum_{f=2}^{\infty} \frac{(b s)^{f-2}}{f(f-1)(f-2)!}(b s)^{2} f(f-1) \\
& +3 \frac{(b+c)^{3}}{b^{3}(b+e)^{3}} e^{-b s} \sum_{f=1}^{\infty} \frac{(b s)^{f-1}}{f(f-1)!}(b s) f-2 \frac{(b+c)^{3}}{b^{3}(b+e)^{3}} e^{-b s} \sum_{f=1}^{\infty} \frac{(b s)^{f-1}}{f(f-1)!}(b s) f \\
& +\frac{3}{2} \frac{(b+c)^{3}}{b^{3}(b+c)^{3}} e^{-b s} \sum_{f=1}^{\infty} \frac{(b s)^{f-1}}{f(f-1)!}(b s) f \\
& +\frac{3}{2} \frac{(b+c)^{3}}{b^{3}(b+e)^{3}} e^{-b s} \sum_{f=2}^{\infty} \frac{(b s)^{f-2}}{f(f-1)(f-2)!}(b s)^{2} f(f-1) \\
& +\frac{(b+c)^{3}}{b^{3}(b+e)^{3}} s+\frac{1}{4} \frac{(b+c)^{3}}{b^{3}(b+e)^{3}} \\
& =\frac{(b+c)^{3}}{(b+e)^{3}} s^{3}+\frac{9}{2} \frac{(b+c)^{3}}{b(b+e)^{3}} s^{2}+\frac{7}{2} \frac{(b+c)^{3}}{b^{2}(b+e)^{3}} s+\frac{1}{4} \frac{(b+c)^{3}}{b^{3}(b+e)^{3}} \\
& =s^{3}+\frac{\left(3 b c^{2}+3 b^{2} c+c^{3}-3 b e^{2}-3 b^{2} e-e^{3}\right)}{(n+b)^{3}} s^{3} \\
& +\frac{9}{2} \frac{(b+c)^{3}}{b(b+e)^{3}} s^{2}+\frac{7}{2} \frac{(b+c)^{3}}{b^{2}(b+e)^{3}} s+\frac{1}{4} \frac{(b+c)^{3}}{b^{3}(b+e)^{3}} \\
& Z_{b}\left(i^{4} ; s\right)=\frac{b(b+e)}{(b+c)} e^{-b s} \sum_{f=0}^{\infty} \frac{(b s)^{f}}{f!} \int_{\frac{f}{b}\left(\frac{b+c)}{(b b e)}\right.}^{\frac{f+1}{b}} i^{4} d i \\
& =\frac{b(b+e)}{(b+c)} e^{-b s} \sum_{f=0}^{\infty} \frac{(b s)^{f}}{f!} \frac{1}{5}\left(\frac{(f+1)^{5}}{(b)^{5}} \frac{(b+c)^{5}}{(b+e)^{5}}-\frac{(f)^{5}}{(b)^{5}} \frac{(b+c)^{5}}{(b+e)^{5}}\right) \\
& =\frac{b(b+e)}{(b+c)} e^{-b s} \sum_{f=0}^{\infty} \frac{(b s)^{f}}{f!} \frac{1}{5} \frac{(b+c)^{5}}{b^{5}(b+e)^{5}}\left(f^{5}+5 f^{4}+5 f+10 f^{2}+10 f^{3}+1-f^{5}\right)
\end{aligned}
$$

If the equations

$$
f^{3}=f(f-1)(f-2)+3 f(f-1)+3 f-2 f
$$

and

$$
f^{4}=f(f-1)(f-2)(f-3)+6 f^{3}+11 f^{2}+6 f
$$

are entered into the last equation, the following is obtained:

$$
\begin{aligned}
= & \frac{1}{5} \frac{(b+c)^{4}}{b^{4}(b+e)^{4}} e^{-b s} \sum_{f=0}^{\infty} \frac{(b s)^{f}}{f!}\left(5\left(f(f-1)(f-2)(f-3)+6 f^{3}+11 f^{2}+6 f\right)\right) \\
& +10(f(f-1)(f-2)+3 f(f-1)+3 f-2 f)+10(f(f-1)+f)+5 f+1
\end{aligned}
$$

Here, the sum can be calculated in two parts for easy operation:

$$
\begin{aligned}
= & \frac{1}{5} \frac{(b+c)^{4}}{b^{4}(b+e)^{4}} e^{-b s} \sum_{f=0}^{\infty} \frac{(b s)^{f}}{f!}\left(5\left(f(f-1)(f-2)(f-3)+6 f^{3}+11 f^{2}+6 f\right)\right) \\
& +10(f(f-1)(f-2)+3 f(f-1)+3 f-2 f)+10(f(f-1)+f)+5 f+1 \\
I_{1}= & \frac{(b+c)^{4}}{b^{4}(b+e)^{4}} e^{-b s} \sum_{f=4}^{\infty} \frac{(b s)^{f-4}}{f(f-1)(f-2)(f-3)(f-4)!} \\
& f(f-1)(f-2)(f-3)(b s)^{4} \\
& +6 \frac{(b+c)^{4}}{b^{4}(b+e)^{4}} e^{-b s} \sum_{f=3}^{\infty} \frac{(b s)^{f-3}}{f(f-1)(f-2)(f-3)!} f(f-1)(f-2)(b s)^{3} \\
& +18 \frac{(b+c)^{4}}{b^{4}(b+e)^{4}} e^{-b s} \sum_{f=2}^{\infty} \frac{(b s)^{f-3}}{f(f-1)(f-2)!} f(f-1)(b s)^{2} \\
& +18 \frac{(b+c)^{4}}{b^{4}(b+e)^{4}} e^{-b s} \sum_{f=3}^{\infty} \frac{(b s)^{f-3}}{f(f-1)!} f(b s)-12 \frac{(b+c)^{4}}{b^{4}(b+e)^{4}} e^{-b s} \sum_{f=3}^{\infty} \frac{(b s)^{f-3}}{f(f-1)!} f(b s) \\
& +11 \frac{(b+c)^{4}}{b^{4}(b+e)^{4}} e^{-b s} \sum_{f=2}^{\infty} \frac{(b s)^{f-3}}{f(f-1)(f-2)!} f(f-1)(b s)^{2} \\
& +11 \frac{(b+c)^{4}}{b^{4}(b+e)^{4}} e^{-b s} \sum_{f=3}^{\infty} \frac{(b s)^{f-3}}{f(f-1)!} f(b s)+6 \frac{(b+c)^{4}}{b^{4}(b+e)^{4}} e^{-b s} \sum_{f=3}^{\infty} \frac{(b s)^{f-3}}{f(f-1)!} f(b s) \\
= & \frac{(b+c)^{4}}{(b+e)^{4}} s^{2}+6 \frac{(b+c)^{4}}{b(b+e)^{4}} s^{3}+18 \frac{(b+c)^{4}}{b^{2}(b+e)^{4}} s^{2}+18 \frac{(b+c)^{4}}{b^{3}(b+e)^{4}} s \\
= & \frac{(b+c)^{4}}{(b+e)^{4}} s^{2}+6 \frac{(b+c)^{4}}{b(b+e)^{4}} s^{3}+29 \frac{(b+c)^{4}}{b^{2}(b+e)^{4}} s^{2}+23 \frac{(b+c)^{4}}{b^{3}(b+e)^{4}} s \\
& \left(b+11 \frac{(b+c)^{4}}{b^{2}(b+e)^{4}} s^{2}+11 \frac{(b+c)^{4}}{b^{3}(b+e)^{4}} s+6 \frac{(b+c)^{4}}{b^{3}(b+e)^{4}} s\right. \\
&
\end{aligned}
$$

and

$$
\begin{aligned}
I_{2}= & \frac{10}{5} \frac{(b+c)^{4}}{b^{4}(b+e)^{4}} e^{-b s} \sum_{f=3}^{\infty} \frac{(b s)^{f-3}}{f(f-1)(f-2)(f-3)!}(b s)^{3} f(f-1)(f-2) \\
& +\frac{30}{5} \frac{(b+c)^{4}}{b^{4}(b+e)^{4}} e^{-b s} \sum_{f=2}^{\infty} \frac{(b s)^{f-2}}{f(f-1)(f-2)!}(b s)^{2} f(f-1) \\
& +\frac{30}{5} \frac{(b+c)^{4}}{b^{4}(b+e)^{4}} e^{-b s} \sum_{f=1}^{\infty} \frac{(b s)^{f-1}}{f(f-1)!}(b s) f \\
& -\frac{20}{5} \frac{(b+c)^{4}}{b^{4}(b+e)^{4}} e^{-b s} \sum_{f=1}^{\infty} \frac{(b s)^{f-1}}{f(f-1)!}(b s) f \\
& +\frac{10}{5} \frac{(b+c)^{4}}{b^{4}(b+e)^{4}} e^{-b s} \sum_{f=2}^{\infty} \frac{(b s)^{f-2}}{f(f-1)(f-2)!}(b s)^{2} f(f-1) \\
& +\frac{10}{5} \frac{(b+c)^{4}}{b^{4}(b+e)^{4}} e^{-b s} \sum_{f=1}^{\infty} \frac{(b s)^{f-1}}{f(f-1)!}(b s) f \\
& +\frac{(b+c)^{4}}{b^{4}(b+e)^{4}} e^{-b s} \sum_{f=1}^{\infty} \frac{(b s)^{f-1}}{f(f-1)!}(b s) f+\frac{1}{5} \frac{(b+c)^{4}}{b^{4}(b+e)^{4}} e^{-b s} \sum_{f=0}^{\infty} \frac{(b s)^{f}}{f!} \\
= & 2 \frac{(b+c)^{4}}{b(b+e)^{4}} s^{3}+6 \frac{(b+c)^{4}}{b^{2}(b+e)^{4}} s^{2}+6 \frac{(b+c)^{4}}{b^{3}(b+e)^{4}} s-4 \frac{(b+c)^{4}}{b^{3}(b+e)^{4}} s \\
& +2 \frac{(b+c)^{4}}{b^{2}(b+e)^{4}} s^{2}+2 \frac{(b+c)^{4}}{b^{3}(b+e)^{4}} s+\frac{(b+c)^{4}}{b^{3}(b+e)^{4}} s+\frac{1}{5} \frac{(b+c)^{4}}{b^{4}(b+e)^{4}} \\
= & 2 \frac{(b+c)^{4}}{b(b+e)^{4}} s^{3}+8 \frac{(b+c)^{4}}{b^{2}(b+e)^{4}} s^{2}+5 \frac{(b+c)^{4}}{b^{3}(b+e)^{4}} s+\frac{1}{5} \frac{(b+c)^{4}}{b^{4}(b+e)^{4}}
\end{aligned}
$$

The following is obtained from $I_{1}$ and $I_{2}$

$$
\begin{aligned}
= & \frac{(b+c)^{4}}{(b+e)^{4}} s^{4}+8 \frac{(b+c)^{4}}{b(b+e)^{4}} s^{3}+15 \frac{(b+c)^{4}}{b^{2}(b+e)^{4}} s^{2}+6 \frac{(b+c)^{4}}{b^{3}(b+e)^{4}} s+\frac{1}{5} \frac{(b+c)^{4}}{b^{4}(b+e)^{4}} \\
Z_{b}\left(i^{4} ; s\right)= & s^{4}+\frac{\left(4 b c^{3}+4 b^{3} c+6 b^{2} c^{2}+c^{4}-4 b e^{3}-4 b^{3} e+6 b^{2} e^{2}+e^{4}\right)}{(n+b)^{4}} s^{4} \\
& +8 \frac{(b+c)^{4}}{b(b+e)^{4}} s^{3}+15 \frac{(b+c)^{4}}{b^{2}(b+e)^{4}} s^{2}+6 \frac{(b+c)^{4}}{b^{3}(b+e)^{4}} x+\frac{1}{5} \frac{(b+c)^{4}}{b^{4}(b+e)^{4}}
\end{aligned}
$$

QED.

Theorem 2.2. Some of the central moments for our new Szász-Kantorovich operator (3) are as follows:

$$
\begin{gathered}
Z_{b}\left((i-s)^{0} ; s\right)=1 \\
Z_{b}((i-s) ; s)=\frac{(c-e)}{(b+e)} s+\frac{1}{2 b} \frac{(b+c)}{(b+e)}
\end{gathered}
$$

$$
\begin{aligned}
& Z_{b}\left((i-s)^{2} ; s\right)=\left(\frac{(2 b c+c-2 b e-e)}{(b+e)^{2}}-2 \frac{(c-e)}{(b+e)}\right) s^{2} \\
& +\left(2 \frac{(b+c)^{2}}{b(b+e)^{2}}-\frac{(b+c)}{b(b+e)}\right) s+\frac{1}{3} \frac{(b+c)^{2}}{b^{2}(b+e)^{2}} \\
& Z_{b}\left((i-s)^{3} ; s\right)=\left(\frac{\left(3 b c^{2}+3 b^{2} c+c^{3}-3 b e^{2}-3 b^{2} e-e^{3}\right)}{(b+e)^{3}}\right. \\
& \left.-3 \frac{(2 b c+c-2 b e-e)}{(b+e)^{2}}+3 \frac{(c-e)}{(b+e)}\right) s^{3} \\
& +\left(4 \frac{(b+c)^{3}}{b(b+e)^{3}}-6 \frac{(b+c)^{2}}{b(b+e)^{2}}+\frac{3}{2} \frac{(b+c)}{b(b+e)}\right) s^{2}+ \\
& \left(\frac{7}{2} \frac{(b+c)^{3}}{b^{2}(b+e)^{3}}-\frac{(b+c)^{2}}{b^{2}(b+e)^{2}}\right) s+\frac{1}{4} \frac{(b+c)^{3}}{b^{3}(b+e)^{3}} \\
& Z_{n}\left((t-x)^{4} ; x\right)=\left(\frac{\left(4 b c^{3}+4 b^{3} c+6 b^{2} c^{2}+c^{4}-4 b e^{3}-4 b^{3} e+6 b^{2} e^{2}+e^{4}\right)}{(b+e)^{4}}\right. \\
& -\frac{\left(3 b c^{2}+3 b^{2} c+c^{3}-3 b e^{2}-3 b^{2} e-e^{3}\right)}{(n+b)^{3}} \\
& \left.+6 \frac{(2 b c+c-2 b e-e)}{(b+e)^{2}}-4 \frac{(c-e)}{(b+e)}\right) s^{4} \\
& +\left(8 \frac{(b+c)^{4}}{b(b+e)^{4}}-16 \frac{(b+c)^{3}}{b(b+e)^{3}}+12 \frac{(b+c)^{2}}{b(b+e)^{2}}-2 \frac{(b+c)}{b(b+e)}\right) s^{3} \\
& +\left(15 \frac{(b+c)^{4}}{b^{2}(b+e)^{4}}-14 \frac{(b+c)^{3}}{b^{2}(b+e)^{3}}+2 \frac{(b+c)^{2}}{b^{2}(b+e)^{2}}\right) s^{2} \\
& +\left(6 \frac{(b+c)^{4}}{b^{3}(b+e)^{4}}-\frac{(b+c)^{3}}{b^{3}(b+e)^{3}}\right) s+\frac{1}{5} \frac{(b+c)^{4}}{b^{4}(b+e)^{4}}
\end{aligned}
$$

Proof.

$$
Z_{b}\left((i-s)^{0} ; s\right)=Z_{b}(1 ; s)=1
$$

it is clear that.

$$
\begin{aligned}
Z_{b}((i-s) ; s) & =Z_{b}(i ; s)-s Z_{b}(1 ; s) \\
& =s+\frac{(c-e)}{(b+e)} s+\frac{1}{2} \frac{(b+c)}{b(b+e)}-s .1 \\
& =\frac{(c-e)}{(b+e)} s+\frac{1}{2 b} \frac{(b+c)}{(b+e)}
\end{aligned}
$$

$$
\begin{aligned}
Z_{b}\left((i-s)^{2} ; s\right)= & Z_{b}\left(i^{2}-2 s i+s^{2} ; s\right) \\
= & Z_{b}\left(i^{2} ; s\right)-2 s Z_{b}(i ; s)+s^{2} Z_{b}(1 ; s) \\
= & s^{2}+\frac{(2 b c+c-2 b e-e)}{(b+e)^{2}} s^{2}+2 \frac{(b+c)^{2}}{b(b+e)^{2}} s \\
& +\frac{1}{3} \frac{(b+c)^{2}}{b^{2}(b+e)^{2}}-2 s\left(s+\frac{(c-e)}{(b+e)} s+\frac{1}{2 b} \frac{(b+c)}{(b+e)}\right)+s^{2} \cdot 1 \\
= & \left(2+\frac{(2 b c+c-2 b e-e)}{(b+e)^{2}}-2 \frac{(c-e)}{(b+e)}-2\right) s^{2} \\
& +\left(2 \frac{(b+c)^{2}}{b(b+e)^{2}}-\frac{(b+c)}{b(b+e)}\right) s+\frac{1}{3} \frac{(b+c)^{2}}{b^{2}(b+e)^{2}} \\
= & \left(\frac{(2 b c+c-2 b e-e)}{(b+e)^{2}}-2 \frac{(c-e)}{(b+e)}\right) s^{2} \\
& +\left(2 \frac{(b+c)^{2}}{b(b+e)^{2}}-\frac{(b+c)}{b(b+e)}\right) s+\frac{1}{3} \frac{(b+c)^{2}}{b^{2}(b+e)^{2}}
\end{aligned}
$$

$$
\begin{aligned}
Z_{b}\left((i-s)^{3} ; s\right)= & Z_{b}\left(i^{3}-3 s i^{2}+3 i s^{2}-s^{3} ; s\right) \\
= & Z_{b}\left(i^{3} ; s\right)-3 s Z_{b}\left(i^{2} ; s\right)+3 s^{2} Z_{b}(i ; s)-s^{3} Z_{b}(1 ; s) \\
= & s^{3}+\frac{\left(3 b c^{2}+3 b^{2} c+c^{3}-3 b e^{2}-3 b^{2} e-e^{3}\right)}{(b+e)^{3}} s^{3} \\
& +\frac{9}{2} \frac{(b+c)^{3}}{b(b+e)^{3}} s^{2}+\frac{7}{2} \frac{(b+c)^{3}}{b^{2}(b+e)^{3}} s+\frac{1}{4} \frac{(b+c)^{3}}{b^{3}(b+e)^{3}} \\
& -3 s\left(s^{2}+\frac{(2 b c+c-2 b e-e)}{(b+e)^{2}} s^{2}+2 \frac{(b+c)^{2}}{b(b+e)^{2}} s+\frac{1}{3} \frac{(b+c)^{2}}{b^{2}(b+e)^{2}}\right) \\
& +3 s^{2}\left(s+\frac{(c-e)}{(b+e)} s+\frac{1}{2 b} \frac{(b+c)}{(b+e)}\right)-s^{3} \\
= & s^{3}+\frac{\left(3 b c^{2}+3 b^{2} c+c^{3}-3 b e^{2}-3 b^{2} e-e^{3}\right)}{(b+e)^{3}} s^{3} \\
& +\frac{9}{2} \frac{(b+c)^{3}}{b(b+e)^{3}} s^{2}+\frac{7}{2} \frac{(b+c)^{3}}{b^{2}(b+e)^{3}} s+\frac{1}{4} \frac{(b+c)^{3}}{b^{3}(b+e)^{3}} \\
& -3 s^{3}-3 \frac{(2 b c+c-2 b e-e)}{(b+e)^{2}} s^{3}-6 \frac{(b+c)^{2}}{b(b+e)^{2}} s^{2} \\
& -\frac{(b+c)^{2}}{b^{2}(b+e)^{2}} s+3 s^{3}+3 \frac{(c-e)}{(b+e)} s^{3}+\frac{3}{2} \frac{(b+c)}{b(b+e)} s^{2}-s^{3} \\
= & \left(\frac{\left(3 b c^{2}+3 b^{2} c+c^{3}-3 b e^{2}-3 b^{2} e-e^{3}\right)}{(b+e)^{3}}\right. \\
& \left.-3 \frac{(2 b c+c-2 b e-e)}{(b+e)^{2}}+3 \frac{(c-e)}{(b+e)}\right) s^{3}
\end{aligned}
$$

$$
\begin{aligned}
& +\left(\frac{9}{2} \frac{(b+c)^{3}}{b(b+e)^{3}}-6 \frac{(b+c)^{2}}{b(b+e)^{2}}+\frac{3}{2} \frac{(b+c)}{b(b+e)}\right) s^{2} \\
& +\left(\frac{7}{2} \frac{(b+c)^{3}}{b^{2}(b+e)^{3}}-\frac{(b+c)^{2}}{b^{2}(b+e)^{2}}\right) s+\frac{1}{4} \frac{(b+c)^{3}}{b^{3}(b+e)^{3}}
\end{aligned}
$$

$$
\begin{aligned}
& Z_{b}\left((i-s)^{4} ; s\right)=Z_{b}\left(i^{4}-4 s i^{3}+6 s^{2} i^{2}-4 s^{3} i+s^{4} ; s\right) \\
& =Z_{b}\left(i^{4} ; s\right)-4 s Z_{b}\left(i^{3} ; s\right)+6 s^{2} Z_{b}\left(i^{2} ; e\right)-4 s^{3} Z_{b}(i ; s)+s^{4} Z_{b}(1 ; s) \\
& =s^{4}+\frac{\left(4 b c^{3}+4 b^{3} c+6 b^{2} c^{2}+c^{4}-4 b e^{3}-4 b^{3} e+6 b^{2} e^{2}+e^{4}\right)}{(n+b)^{4}} s^{4} \\
& +8 \frac{(b+c)^{4}}{b(b+e)^{4}} s^{3}+15 \frac{(b+c)^{4}}{b^{2}(b+e)^{4}} s^{2}+6 \frac{(b+c)^{4}}{b^{3}(b+e)^{4}} s+\frac{1}{5} \frac{(b+c)^{4}}{b^{4}(b+e)^{4}} \\
& -4 s\left(s^{3}+\frac{\left(3 b c^{2}+3 b^{2} c+c^{3}-3 b e^{2}-3 b^{2} e-e^{3}\right)}{(n+b)^{3}} s^{3}\right. \\
& \left.\frac{9}{2} \frac{(b+c)^{3}}{b(b+e)^{3}} s^{2}+\frac{7}{2} \frac{(b+c)^{3}}{b^{2}(b+e)^{3}} s+\frac{1}{4} \frac{(b+c)^{3}}{b^{3}(b+e)^{3}}\right) \\
& +6 s^{2}\left(s^{2}+\frac{(2 b c+c-2 b e-e)}{(b+e)^{2}} s^{2}+2 \frac{(b+c)^{2}}{b(b+e)^{2}} s+\frac{1}{3} \frac{(b+c)^{2}}{b^{2}(b+e)^{2}}\right) \\
& -4 s^{3}\left(s+\frac{(c-e)}{(b+e)} s+\frac{1}{2 b} \frac{(b+c)}{(b+e)}\right)+s^{4} \\
& =s^{4}+\frac{\left(4 b c^{3}+4 b^{3} c+6 b^{2} c^{2}+c^{4}-4 b e^{3}-4 b^{3} e+6 b^{2} e^{2}+e^{4}\right)}{(n+b)^{4}} s^{4} \\
& +8 \frac{(b+c)^{4}}{b(b+e)^{4}} s^{3}+15 \frac{(b+c)^{4}}{b^{2}(b+e)^{4}} s^{2}+6 \frac{(b+c)^{4}}{b^{3}(b+e)^{4}} s+\frac{1}{5} \frac{(b+c)^{4}}{b^{4}(b+e)^{4}} \\
& -4 s^{4}-4 \frac{\left(3 b c^{2}+3 b^{2} c+c^{3}-3 b e^{2}-3 b^{2} e-e^{3}\right)}{(n+b)^{3}} s^{4}-18 \frac{(b+c)^{3}}{b(b+e)^{3}} s^{3} \\
& -14 \frac{(b+c)^{3}}{b^{2}(b+e)^{3}} s^{2}-\frac{(b+c)^{3}}{b^{3}(b+e)^{3}} s+6 s^{4}+6 \frac{(2 b c+c-2 b e-e)}{(b+e)^{2}} s^{4} \\
& +12 \frac{(b+c)^{2}}{b(b+e)^{2}} s^{3}+2 \frac{(b+c)^{2}}{b^{2}(b+e)^{2}} s^{2}-4 s^{4}-4 \frac{(c-e)}{(b+e)} s^{4}-2 \frac{(b+c)}{b(b+e)} s^{3}+s^{4} \\
& =\left(\frac{\left(4 b c^{3}+4 b^{3} c+6 b^{2} c^{2}+c^{4}-4 b e^{3}-4 b^{3} e+6 b^{2} e^{2}+e^{4}\right)}{(b+e)^{4}}\right. \\
& -\frac{\left(3 b c^{2}+3 b^{2} c+c^{3}-3 b e^{2}-3 b^{2} e-e^{3}\right)}{(n+b)^{3}} \\
& \left.+6 \frac{(2 b c+c-2 b e-e)}{(b+e)^{2}}-4 \frac{(c-e)}{(b+e)}\right) s^{4} \\
& +\left(8 \frac{(b+c)^{4}}{b(b+e)^{4}}-16 \frac{(b+c)^{3}}{b(b+e)^{3}}+12 \frac{(b+c)^{2}}{b(b+e)^{2}}-2 \frac{(b+c)}{b(b+e)}\right) s^{3}
\end{aligned}
$$

$$
\begin{aligned}
& +\left(15 \frac{(b+c)^{4}}{b^{2}(b+e)^{4}}-14 \frac{(b+c)^{3}}{b^{2}(b+e)^{3}}+2 \frac{(b+c)^{2}}{b^{2}(b+e)^{2}}\right) s^{2} \\
& +\left(6 \frac{(b+c)^{4}}{b^{3}(b+e)^{4}}-\frac{(b+c)^{3}}{b^{3}(b+e)^{3}}\right) s+\frac{1}{5} \frac{(b+c)^{4}}{b^{4}(b+e)^{4}}
\end{aligned}
$$

QED.
Theorem 2.3. Let $A>0$, and $j \in C[0, A]$ be bounded on the entire real axis. In this case, the following is obtained:

$$
\lim _{b \rightarrow \infty}\left\|Z_{b} j-j\right\|_{C[0, A]}=0
$$

Proof. If we use the Korovkin theorem, for $b \rightarrow \infty$, it is sufficient to demonstrate the following:
i) $Z_{b}(1 ; s) \rightrightarrows 1$
ii) $Z_{b}(i ; s) \rightrightarrows s$
iii) $Z_{b}\left(i^{2} ; s\right) \rightrightarrows s^{2}$

The following is clear, $\left\|Z_{b}(1 ; s)-1\right\|_{C[0, A]}=0$. Thus, $Z_{b}(1 ; s) \rightrightarrows 1$ is obtained.

$$
\begin{aligned}
\left\|Z_{b}(i ; s)-s\right\|_{C[0, A]} & =\max _{0 \leq s \leq A}\left|Z_{n}(i ; s)-s\right| \\
& =\max _{0 \leq s \leq A}\left|s+\frac{(c-e)}{(b+e)} s+\frac{1}{2 b} \frac{(b+c)}{(b+e)}-s\right| \\
& =\left|\frac{(c-e)}{(b+e)} A+\frac{1}{2 b} \frac{(b+c)}{(b+e)}\right| \text { buradan } \\
& =\left|\frac{2 b(c-e)}{2 b(b+e)} A+\frac{(b+c)}{2 b(b+e)}\right|
\end{aligned}
$$

We obtain $\lim _{b \rightarrow \infty}\left|\frac{2 b(c-e)}{2 b(b+e)} A+\frac{(b+c)}{2 b(b+e)}\right| \rightarrow 0$, which shows that $Z_{b}(i ; s) \rightrightarrows s$.

$$
\begin{aligned}
\left\|Z_{b}\left(i^{2} ; s\right)-s^{2}\right\|_{C[0, A]} & =\max _{0 \leq s \leq A}\left|Z_{b}\left(i^{2} ; s\right)-s^{2}\right| \\
& =\max _{0 \leq s \leq A}\left|s^{2}+\frac{(2 b c+c-2 b e-e)}{(b+e)^{2}} s^{2}+2 \frac{(b+c)^{2}}{b(b+e)^{2}} s+\frac{1}{3} \frac{(b+c)^{2}}{b^{2}(b+e)^{2}}-s^{2}\right| \\
& =\max _{0 \leq s \leq A}\left|\frac{(2 b c+c-2 b e-e)}{(b+e)^{2}} s^{2}+2 \frac{(b+c)^{2}}{b(b+e)^{2}} s+\frac{1}{3} \frac{(b+c)^{2}}{b^{2}(b+e)^{2}}\right| \\
& \leq\left|\frac{(2 b c+c-2 b e-e)}{(b+e)^{2}} A^{2}+2 \frac{(b+c)^{2}}{b(b+e)^{2}} A+\frac{1}{3} \frac{(b+c)^{2}}{b^{2}(b+e)^{2}}\right|
\end{aligned}
$$

Since it is $\lim _{n \rightarrow \infty}\left|\frac{(2 b c+c-2 b e-e)}{(b+e)^{2}} A^{2}+\frac{(b+c)^{2}}{(b+e)^{2}}\left(\frac{2}{b} A+\frac{1}{3} \frac{1}{b^{2}}\right)\right| \rightarrow 0, Z_{b}\left(i^{2} ; s\right) \rightrightarrows s^{2}$ is obtained. QED.
Let us now examine convergence in weighted spaces.
Theorem 2.4. If $j \in C_{\rho}^{0}[0, \infty)$, then

$$
\lim _{b \rightarrow \infty}\left\|Z_{b} j-j\right\|_{\rho,[0, \infty)}=0
$$

Proof. Because

$$
\left\|Z_{b} j-j\right\|_{\rho,[0, \infty)}=\sup _{s \in[0, \infty)} \frac{\left|Z_{b}(j ; s)-j(s)\right|}{1+s^{2}}
$$

and based on the properties of the modulus of continuity in weighted spaces, we obtain the following:

$$
\lim _{b \rightarrow \infty}\left\|Z_{b} 1-1\right\|_{\rho,[0, \infty)}=\lim _{b \rightarrow \infty} \sup _{s \in[0, \infty)} \frac{\left|Z_{b}(1 ; s)-1\right|}{1+s^{2}}=0
$$

Using the results we obtained in the central moments and the norm definition in weighted spaces, the following can be expressed

$$
\begin{aligned}
\left\|Z_{b} i-s\right\|_{\rho,[0, \infty)} & =\sup _{s \in[0, \infty)} \frac{\left|s+\frac{(c-e)}{(b+e)} s+\frac{1}{2 b} \frac{(b+c)}{(b+e)}-s\right|}{1+x^{2}} \\
& \leq \frac{2 b(c-e)}{2 b(b+e)}+\frac{(b+c)}{2 b(b+e)} \\
\lim _{b \rightarrow \infty}\left\|Z_{b} i-s\right\|_{\rho,[0, \infty)} & \leq \lim _{b \rightarrow \infty}\left(\frac{2 b(c-e)}{2 b(b+e)}+\frac{(b+c)}{2 b(b+e)}\right) \rightarrow \infty .
\end{aligned}
$$

Likewise, because

$$
\begin{aligned}
\left\|Z_{b} i^{2}-s^{2}\right\|_{\rho,[0, \infty)} & =\sup _{s \in[0, \infty)} \frac{\left|s^{2}+\frac{(2 b c+c-2 b e-e)}{(b+e)^{2}} s^{2}+2 \frac{(b+c)^{2}}{b(b+e)^{2}} s+\frac{1}{3} \frac{(b+c)^{2}}{b^{2}(b+e)^{2}}-s^{2}\right|}{1+s^{2}} \\
& =\sup _{s \in[0, \infty)} \frac{\left|\frac{3 b^{2}(2 b c+c-2 b e-e)+6 b(b+c)^{2}+(b+c)^{2}}{3 b^{2}(b+e)^{2}}\right|}{1+s^{2}}
\end{aligned}
$$

If $0 \leq \frac{s^{2}}{1+s^{2}} \leq 1$ based on the above, the following is obtained:

$$
\begin{aligned}
& \leq \frac{3 b^{2}(2 b c+c-2 b e-e)+6 b(b+c)^{2}+(b+c)^{2}}{3 b^{2}(b+e)^{2}} \\
\lim _{b \rightarrow \infty}\left\|Z_{b} i^{2}-s^{2}\right\|_{\rho,[0, \infty)} & =\lim _{b \rightarrow \infty}\left(\frac{3 b^{2}(2 b c+c-2 b e-e)+6 b(b+c)^{2}+(b+c)^{2}}{3 b^{2}(b+e)^{2}}\right) \rightarrow \infty
\end{aligned}
$$

Therefore,

$$
\lim _{b \rightarrow \infty}\left\|Z_{b} j-j\right\|_{\rho}=0
$$

QED.
Let as examine rate of convergence the operator in weighted spaces.
Theorem 2.5. If $j \in C_{\rho}^{0}[0, \infty)$, then

$$
\left\|Z_{b} j-j\right\|_{\rho,[0, \infty)} \leq M \Omega\left(j ; \sqrt{\frac{1}{b}}\right)
$$

Here, $M=808$.
Proof. Because our operator is linear and monotone, the following can be written:

$$
\left|Z_{b}(j ; s)-j(s)\right| \leq Z_{b}(|j(i)-j(s)| ; s)
$$

Using the properties of the modulus of continuity in weighted spaces, the following is obtained:

$$
\begin{aligned}
|j(i)-j(s)| & \leq 2\left(1+\eta_{b}^{2}\right)\left(1+s^{2}\right)\left(1+\frac{|i-s|}{\eta_{b}}\right)\left(1+(i-s)^{2}\right) \Omega\left(j ; \eta_{b}\right) \\
|j(i)-j(s)| & \leq 2\left(1+\eta_{b}^{2}\right)\left(1+s^{2}\right) \Omega\left(j ; \eta_{b}\right) \cdot S_{b}(i ; s) \\
S_{b}(i ; s) & =\left(1+\frac{|i-s|}{\eta_{b}}\right)\left(1+(i-s)^{2}\right)
\end{aligned}
$$

From here,

$$
S_{b}(i ; s) \leq\left\{\begin{array}{cl}
2\left(1+\eta_{b}^{2}\right) & |i-s|<\eta_{b} \\
2\left(1+\eta_{b}^{2}\right) \frac{|i-s|^{4}}{\eta_{b}^{4}} & ;|i-s| \geq \eta_{b}
\end{array}\right\}
$$

and thus, the following can be written:

$$
S_{b}(i ; s) \leq 2\left(1+\eta_{b}^{2}\right)\left[1+\frac{|i-s|^{4}}{\eta_{b}^{4}}\right]
$$

Based on the above, the following is obtained:

$$
\begin{aligned}
\left|Z_{b}(j ; s)-j(s)\right| \leq & Z_{b}(|j(i)-j(s)| ; s) \\
\leq & 2\left(1+\eta_{b}^{2}\right)\left(1+s^{2}\right) \Omega\left(j ; \eta_{b}\right) Z_{b}\left(S_{b}(i ; s) ; s\right) \\
\leq & 4\left(1+\eta_{b}^{2}\right) \Omega\left(j ; \eta_{b}\right)\left(1+s^{2}\right)\left[1+\frac{1}{\eta_{b}^{4}} Z_{b}(i-s)^{4} ; s\right] \\
\leq & \left(\frac{\left(4 n a^{3}+4 n^{3} a+6 n^{2} a^{2}+a^{4}-4 n b^{3}-4 n^{3} b+6 n^{2} b^{2}+b^{4}\right)}{(n+b)^{4}}\right. \\
& \left.+6 \frac{(2 n a+a-2 n b-b)}{(n+b)^{2}}\right) s^{4}+\left(8 \frac{(n+a)^{4}}{n(n+b)^{4}}+12 \frac{(n+a)^{2}}{n(n+b)^{2}}\right) s^{3} \\
& +\left(37 \frac{(n+a)^{4}}{n^{2}(n+b)^{4}}+2 \frac{(n+a)^{2}}{n^{2}(n+b)^{2}}\right) s^{2} \\
& +\left(28 \frac{(n+a)^{4}}{n^{3}(n+b)^{4}}\right) x+\left(\frac{(n+a)^{4}}{5 n^{4}(n+b)^{4}}\right)
\end{aligned}
$$

Consequently, we get

$$
\begin{aligned}
Z_{b}\left((i-s)^{4} ; s\right) & \leq\left(\frac{\left(4 b c^{3}+4 b^{3} c+6 b^{2} c^{2}+c^{4}-4 b e^{3}-4 b^{3} e+6 b^{2} e^{2}+e^{4}\right)+6(b+e)^{2}(2 b c+c-2 b e-e)}{(n+b)^{4}}\right) s^{4} \\
& +\left(\frac{8(b+c)^{4}+12(b+e)^{2}(b+c)^{2}}{b(b+e)^{4}}\right) s^{3}+\left(\frac{15(b+c)^{4}+2(b+e)^{2}(b+c)^{2}}{b^{2}(b+e)^{4}}\right) s^{2} \\
& +\left(\frac{6(b+c)^{4}}{b^{3}(b+e)^{4}}\right) s+\left(\frac{(b+c)^{4}}{5 b^{4}(b+e)^{4}}\right)
\end{aligned}
$$

If the suprema of both sides in $[0, \infty)$ are taken, and if the negative operations are removed,

$$
\begin{aligned}
\sup _{s \in[0, \infty)} Z_{b}\left((i-s)^{4} ; s\right) & \leq \frac{\left(5 b^{4}\left(4 b c^{3}+4 b^{3} c+6 b^{2} c^{2}+c^{4}+6 b^{2} e^{2}+e^{4}\right)+30 b^{4}(b+e)^{2}(2 b c+c)\right)}{5 b^{4}(b+e)^{4}} \\
& +\frac{\left(5 b^{4}\left(40 c^{3}(b+c)^{4}+60(b+e)^{2}(b+c)^{2}+185 b^{2}(b+c)^{4}\right)\right)}{5 b^{4}(b+e)^{4}} \\
& +\frac{\left(5 b^{4}\left(2(b+e)^{2}(b+c)^{2}+140 b(b+c)^{4}+(b+c)^{4}\right)\right)}{5 b^{4}(b+e)^{4}}
\end{aligned}
$$

Because $c \leq e$ if $c$ is replaced with $e$, the following is found:

$$
\leq 100 \frac{b^{3}}{(b+e)^{4}} \leq 100 \frac{1}{b}
$$

Hence,

$$
\sup _{s \in[0, \infty)} \frac{\left|Z_{b}(j ; s)-j(s)\right|}{1+s^{2}} \leq 4\left(1+\eta_{b}^{2}\right) \Omega\left(j ; \eta_{b}\right)\left[1+\frac{100}{\eta_{b}^{4}} \frac{1}{b}\right]
$$

Is obtained. If $\eta_{b}=\sqrt{\frac{1}{b}}$ and because $\eta_{b} \rightarrow 0, \eta_{b}<1$ is found after a certain $b$. Therefore, when $M=808$, the following is obtained:

$$
\left\|Z_{b} j-j\right\|_{\rho,[0, \infty)} \leq M \Omega\left(j ; \sqrt{\frac{1}{b}}\right)
$$

QED.
Theorem 2.6. Let $j$ be a function that is differentiable in $[0, \infty)$ and $j^{\prime} \in C_{\rho}^{0}[0, \infty)$, the following inequality is provided:

$$
\left\|Z_{b} j-j\right\|_{\rho,[0, \infty)} \leq L \sqrt{\frac{2}{b}} \Omega\left(j ; \sqrt{\frac{2}{b}}\right) .
$$

Proof. Because $j$ is a function that is differentiable in $[0, \infty)$ and $j^{\prime} \in C_{\rho}^{0}[0, \infty)$, based on the mean value theorem, there is a $u$ between $i$ and $s$ such that

$$
j^{\prime}(u)=\frac{j(i)-j(s)}{i-s}
$$

As the equation will not change if we add $-j^{\prime}(s)+j^{\prime}(s)$ to the left-hand side, the following can be written:

$$
\begin{equation*}
j(i)-j(s)=(i-s) j^{\prime}(u)+(i-s)\left[j^{\prime}(u)-j^{\prime}(s)\right] \tag{1}
\end{equation*}
$$

When $|u-s| \leq|i-s|, \Omega(j ;|u-s|) \leq \Omega(j ;|i-s|)$ Therefore, the following inequality is true:

$$
\begin{aligned}
\left|j^{\prime}(u)-j^{\prime}(s)\right| \leq & 2\left(1+\eta_{b}^{2}\right)\left(1+s^{2}\right)\left(1+\frac{|u-s|}{\eta_{b}}\right)\left(1+(u-s)^{2}\right) \Omega\left(j^{\prime} ; \eta_{b}\right) \\
\leq & 2\left(1+\eta_{b}^{2}\right)\left(1+s^{2}\right)\left(1+\frac{|i-s|}{\eta_{b}}\right)\left(1+(i-s)^{2}\right) \Omega\left(j^{\prime} ; \eta_{b}\right) \\
= & 2\left(1+\eta_{b}^{2}\right)\left(1+s^{2}\right)\left[1+\frac{|i-s|}{\eta_{b}}\right. \\
& \left.+(i-s)^{2}+\frac{|i-s|(i-s)^{2}}{\eta_{b}}\right] \Omega\left(j^{\prime} ; \eta_{b}\right)
\end{aligned}
$$

Let us calculate the multiplication below in equation (1).
The following result is obtained:

$$
\begin{align*}
|i-s|\left|j^{\prime}(u)-j^{\prime}(s)\right| \leq & 2\left(1+\eta_{b}^{2}\right)\left(1+s^{2}\right)[|i-s| \\
& \left.+\frac{(i-s)^{2}}{\eta_{b}}+|i-s|(i-s)^{2}+\frac{(i-s)^{4}}{\eta_{b}}\right] \Omega\left(j^{\prime} ; \eta_{b}\right) \tag{2}
\end{align*}
$$

If we apply the operator to equation (1),

$$
Z_{b}(j ; s)-j(s)=Z_{b}((i-s) ; s) j^{\prime}(s)+Z_{b}\left((i-s)\left[j^{\prime}(u)-j^{\prime}(s)\right] ; s\right)
$$

From here, the following is obtained:

$$
\left|Z_{b}(j ; s)-j(s)\right| \leq Z_{b}(|i-s| ; s)\left|j^{\prime}(s)\right|+Z_{b}\left(|i-s|\left[j^{\prime}(u)-j^{\prime}(s)\right] ; s\right)
$$

Here, let $Z_{b}(|i-s| ; s)\left|j^{\prime}(s)\right|=I_{1}$ and $Z_{b}\left(|i-s|\left[j^{\prime}(u)-j^{\prime}(s)\right] ; s\right)=I_{2}$.
Then,

$$
\left|Z_{b}(j ; s)-j(s)\right| \leq I_{1}+I_{2}
$$

Using the Cauchy-Schwarz inequality, the following can be written:

$$
I_{1}=Z_{b}(|i-s| ; s)\left|j^{\prime}(s)\right| \leq \sqrt{Z_{b}\left((i-s)^{2} ; s\right)}\left|j^{\prime}(s)\right| \leq \sqrt{A_{b}(b)} M_{j^{\prime}}\left(1+s^{2}\right)
$$

Here, $M_{j^{\prime}}$ is a constant dependent on $j^{\prime}-n e$ and

$$
\begin{aligned}
A_{b}(s)= & \left(\left(\frac{(2 b c+c-2 b e-e)}{(b+e)^{2}}-2 \frac{(c-e)}{(b+e)}\right) s^{2}\right. \\
& \left.+\left(2 \frac{(b+c)^{2}}{b(b+e)^{2}}-\frac{(b+e)}{b(b+e)}\right) x+\frac{1}{3} \frac{(b+c)^{2}}{b^{2}(b+e)^{2}}\right) .
\end{aligned}
$$

From (2), the following can be written:

$$
\begin{aligned}
I_{2}= & Z_{b}\left(|i-s|\left|f^{\prime}(u)-j^{\prime}(s)\right| ; s\right) \\
\leq & 2\left(1+\eta_{b}^{2}\right)\left(1+s^{2}\right)\left(\sqrt{Z_{b}\left((i-s)^{2} ; s\right)}+\frac{1}{\eta_{b}} Z_{b}\left((i-s)^{2} ; s\right)\right. \\
& \left.+\sqrt{Z_{b}\left((i-s)^{2} ; s\right)} \sqrt{Z_{b}\left((i-s)^{4} ; s\right)}+\frac{1}{\eta_{b}} Z_{b}((i-s) 4 ; s)\right) \Omega\left(j^{\prime} ; \eta_{b}\right)
\end{aligned}
$$

Here, let $Z_{b}\left((i-s)^{4} ; s\right)=B_{b}(s)$; then consequently,

$$
\begin{aligned}
B_{b}(s)= & \left(\frac{\left(4 b c^{3}+4 b^{3} c+6 b^{2} c^{2}+c^{4}-4 b e^{3}-4 b^{3} e+6 b^{2} e^{2}+e^{4}\right)}{(b+e)^{4}}\right. \\
& -\frac{\left(3 b c^{2}+3 b^{2} c+c^{3}-3 b e^{2}-3 b^{2} e-e^{3}\right)}{(n+b)^{3}} \\
& \left.+6 \frac{(2 b c+c-2 b e-e)}{(b+e)^{2}}-4 \frac{(c-e)}{(b+e)}\right) s^{4} \\
& +\left(8 \frac{(b+c)^{4}}{b(b+e)^{4}}-16 \frac{(b+c)^{3}}{b(b+e)^{3}}+12 \frac{(b+c)^{2}}{b(b+e)^{2}}-2 \frac{(b+c)}{b(b+e)}\right) s^{3} \\
& +\left(15 \frac{(b+c)^{4}}{b^{2}(b+e)^{4}}-14 \frac{(b+c)^{3}}{b^{2}(b+e)^{3}}+2 \frac{(b+c)^{2}}{b^{2}(b+e)^{2}}\right) s^{2} \\
& +\left(6 \frac{(b+c)^{4}}{b^{3}(b+e)^{4}}-\frac{(b+c)^{3}}{b^{3}(b+e)^{3}}\right) s+\frac{1}{5} \frac{(b+c)^{4}}{b^{4}(b+e)^{4}}
\end{aligned}
$$

because

$$
\begin{aligned}
& I_{1}+I_{2} \leq \\
& \sqrt{A_{b}(s)} M_{j^{\prime}}\left(1+s^{2}\right)+2\left(1+\eta_{b}^{2}\right)\left(1+s^{2}\right)\left[\sqrt{A_{b}(s)}+\frac{1}{\eta_{b}} A_{b}(s)+\sqrt{A_{b}(s)} \sqrt{B_{b}(s)}+\frac{1}{\eta_{b}} B_{b}(s)\right] \Omega\left(j^{\prime} ; \eta_{b}\right)
\end{aligned}
$$

The following is written:

$$
\begin{aligned}
\frac{\left|Z_{b}(j ; s)-j(s)\right|}{1+s^{2}} \leq & \sqrt{A_{b}(s)} M_{j^{\prime}}+2\left(1+\eta_{b}^{2}\right)\left[\sqrt{A_{b}(s)}+\frac{1}{\eta_{b}} A_{b}(s)\right. \\
& \left.+\sqrt{A_{b}(s)} \sqrt{B_{b}(s)}+\frac{1}{\eta_{b}} B_{b}(s)\right] \Omega\left(j^{\prime} ; \eta_{b}\right)
\end{aligned}
$$

If the supremum of each side in $[0, \infty)$ is taken, the following inequality is obtained:

$$
\begin{aligned}
\sup _{s \in[0, \infty)} \frac{\left|Z_{b}(j ; x)-j(s)\right|}{1+s^{2}} \leq & \sup _{s \in[0, \infty)} \sqrt{A_{b}(s)} M_{j^{\prime}}+2\left(1+\eta_{b}^{2}\right)\left[\sqrt{A_{b}(s)}\right. \\
& \left.+\frac{1}{\eta_{b}} A_{b}(s)+\sqrt{A_{b}(s)} \sqrt{B_{b}(s)}+\frac{1}{\eta_{b}} B_{b}(s)\right] \Omega\left(j^{\prime} ; \eta_{b}\right)
\end{aligned}
$$

Here, we obtain

$$
\begin{aligned}
\sup _{s \in[0, \infty)} A_{b}(s)= & \sup _{s \in[0, \infty)}\left(\frac{(2 b c+c-2 b e-e)}{(b+e)^{2}}-2 \frac{(c-e)}{(b+e)}\right) s^{2} \\
& +\left(2 \frac{(b+c)^{2}}{b(b+e)^{2}}-\frac{(b+c)}{b(b+e)}\right) s+\frac{1}{3} \frac{(b+c)^{2}}{b^{2}(b+e)^{2}} \\
\leq & \frac{(2 b c+c-2 b e-e)}{(b+e)^{2}}+2 \frac{(b+c)^{2}}{b(b+e)^{2}}+\frac{1}{3} \frac{(b+c)^{2}}{b^{2}(b+e)^{2}} \\
\leq & \frac{6 b(b+e)^{2}+(b+e)^{2}}{3 b^{2}(b+e)^{2}}
\end{aligned}
$$

and the following result is found:

$$
\sup _{s \in[0, \infty)} A_{b}(s) \leq \frac{2}{b}
$$

From the result we obtained for Theorem $2.5 \sup _{s \in[0, \infty)} B_{b}(s) \leq 100 \frac{1}{b}$ is written. Hence,

$$
\begin{aligned}
\sup _{s \in[0, \infty)} \frac{\left|Z_{b}(j ; s)-j(s)\right|}{1+s^{2}} & \leq\left(\sqrt{\frac{2}{b}} M_{j^{\prime}}+2\left(1+\eta_{b}^{2}\right)\left[\sqrt{\frac{2}{b}}+\frac{1}{\eta_{b}} \frac{2}{b}+\sqrt{\frac{2}{b}} \sqrt{100 \frac{1}{b}}+\frac{1}{\eta_{b}} 100 \frac{1}{b}\right] \Omega\left(j^{\prime} ; \eta_{b}\right)\right) \\
& =\sqrt{\frac{2}{b}}\left(M_{j^{\prime}}+2\left(1+\eta_{b}^{2}\right)\left[1+\frac{1}{\eta_{b}} \sqrt{\frac{2}{b}}+\frac{10}{b}+\frac{1}{\eta_{b}} 100 \frac{1}{\sqrt{b}}\right] \Omega\left(j^{\prime} ; \eta_{b}\right)\right)
\end{aligned}
$$

Here, if $\eta_{b}=\sqrt{\frac{2}{b}}$ is selected, the following is obtained:

$$
\begin{aligned}
\sup _{s \in[0, \infty)} \frac{\left|Z_{b}(j ; s)-j(s)\right|}{1+s^{2}} & \leq \sqrt{\frac{2}{b}}\left(M_{j^{\prime}}+4[1+1+10+100] \Omega\left(j^{\prime} ; \eta_{b}\right)\right) \\
& \leq L \sqrt{\frac{2}{b}} \Omega\left(j^{\prime} ; \sqrt{\frac{2}{b}}\right)
\end{aligned}
$$

Here $L=M_{j^{\prime}}+448$. QED.
Theorem 2.7. If $j$ is a function providing the Lipschitz condition and $0<\alpha \leq 1$, the following equation is true:

$$
\left\|Z_{b}(j ; s)-j(s)\right\|_{C[0, A]}=0\left(\left(\frac{4}{b}\right)^{\alpha / 2}\right) .
$$

Proof. When $Z_{b}(1 ; s)=1$, and because the operator is linear, the following can be written:

$$
\begin{aligned}
\left|Z_{b}(j ; s)-j(s)\right| & =\left|Z_{b}(j ; s)-j(s) Z_{b}(1 ; s)\right| \\
& =\left|Z_{b}(j ; s)-Z_{b}(j(s) ; s)\right| \\
\left|Z_{b}(j ; s)-j(s)\right| & \leq\left(Z_{b}|j(i)-j(s)| ; s\right) .
\end{aligned}
$$

Because $j$ satisfies the Lipschitz condition and $|j(i)-j(s)| \leq M|i-s|^{\alpha}$, the following result is obtained:

$$
\begin{aligned}
\left|Z_{b}(j ; s)-j(s)\right| & \leq \frac{b(b+e)}{(b+c)} e^{-b s} \sum_{f=0}^{\infty} \frac{(b s)^{f}}{f!} \int_{\frac{f(b+c}{b}}^{\frac{f+1}{b}\left(\frac{b+c}{b+e}\right)}
\end{aligned}|i-s|^{\alpha} d i
$$

From Hölder's inequality, we obtain the following:

$$
Z_{b}\left(|i-s|^{\alpha} ; s\right) \leq Z_{b}\left((i-s)^{2} ; s\right)^{\alpha / 2}
$$

Therefore,

$$
Z_{b}\left(|i-s|^{\alpha} ; s\right) \leq M\left(\left(\left(\frac{(2 b c+c-2 b e-e)}{(b+e)^{2}}-2 \frac{(c-e)}{(b+e)}\right) s^{2}+\left(2 \frac{(b+c)^{2}}{b(b+e)^{2}}-\frac{(b+c)}{b(b+e)}\right) s+\frac{1}{3} \frac{(b+c)^{2}}{b^{2}(b+e)^{2}}\right)\right)^{\alpha / 2}
$$

If the maximum of the inside expression is taken,

$$
\begin{aligned}
& \max _{0 \leq s \leq A} \frac{(2 b c+c-2 b e-e)}{(b+e)^{2}} s^{2}+2 \frac{(b+c)^{2}}{b(b+e)^{2}} s+\frac{1}{3} \frac{(b+c)^{2}}{b^{2}(b+e)^{2}} \\
= & \left(\frac{3 b^{2}(2 b c+c-2 b e-e)}{3 b^{2}(n b+e)^{2}}+\frac{6 b(b+c)^{2}}{3 b^{2}(b+e)^{2}}+\frac{(b+c)^{2}}{3 b^{2}(b+e)^{2}}\right) \\
= & \frac{3 b^{2}(2 b c+c-2 b e-e)+6 b(b+c)^{2}+(b+c)^{2}}{3 b^{2}(b+e)^{2}}
\end{aligned}
$$

is obtained. If $a=b$ is selected here,

$$
\begin{aligned}
& \leq \frac{(b+e)^{2}(6 b+1)}{3 b^{2}(b+e)^{2}} \\
& \leq \frac{6(b+1)}{3 b^{2}} \\
& \leq \frac{2(b+1)}{b^{2}} \\
& \leq 2\left(\frac{1}{b}+\frac{1}{b^{2}}\right) \\
& \leq \frac{4}{b}
\end{aligned}
$$

Then,

$$
\left|Z_{b}(j ; s)-j(s)\right| \leq M\left(\frac{4}{b}\right)^{\alpha / 2}
$$

and thus,

$$
\left\|Z_{b}(j ; s)-j(s)\right\|_{C[0, A]} \leq M\left(\frac{4}{b}\right)^{\alpha / 2}
$$

QED.
Theorem 2.8. Let the functions $j \in[0, A]$ and $j, j^{\prime}, j^{\prime \prime}$ be bounded functions in $[0, A]$, the following limit

$$
\lim _{b \rightarrow \infty}(b+e)\left(Z_{b}(j ; s)-j(s)\right)=(c+1-e) j^{\prime}(c)+x j^{\prime \prime}(s) .
$$

Proof. The Taylor series expansion of the function $j$ at point $s$ and the form of this expansion in the operator are as follows:

$$
j(i)=j(s)+\frac{1}{1!} j^{\prime}(s)(i-s)+\frac{1}{2!} j^{\prime \prime}(s)(i-s)^{2}+\frac{1}{3!} j^{\prime \prime \prime}(s)(i-s)^{3}+\frac{1}{4!} j^{4}(s)(i-s)^{4}+\ldots
$$

$$
\begin{gathered}
j(i)-j(s)=\frac{1}{1!} j^{\prime}(s)(i-s)+\frac{1}{2!} j^{\prime \prime}(s)(i-s)^{2}+(i-s)^{2} \mu(i-s) \\
\mu(i-s)=\left(\frac{1}{3!} j^{\prime \prime \prime}(s)(i-s)^{3}+\frac{1}{4!} j^{4}(s)(i-s)^{4}+\ldots\right) \\
Z_{b}(j ; s)-j(s)=Z_{b}((i-s) ; s) j^{\prime}(s)+\frac{1}{2} Z_{b}\left((i-s)^{2} ; s\right) j^{\prime \prime}(s)+Z_{b}\left((i-s)^{2} \mu(i-s) ; s\right)
\end{gathered}
$$

If we substitute in the central moments in the last equation, we obtain the following:

$$
\begin{aligned}
Z_{b}(j ; s)-j(s)= & \left(\frac{(c-e)}{(b+e)} s+\frac{1}{2 b} \frac{(b+c)}{(b+e)}\right) j^{\prime}(s) \\
& +\frac{1}{2}\left(\left(\frac{(2 b c+c-2 b e-e)}{(b+e)^{2}}-2 \frac{(c-e)}{(b+e)}\right) s^{2}\right. \\
& +\left(2 \frac{(b+c)^{2}}{b(b+e)^{2}}-\frac{(b+c)}{b(b+n)}\right) s \\
& \left.+\frac{1}{3} \frac{(b+c)^{2}}{b^{2}(b+e)^{2}} j^{\prime \prime}(s)+Z_{b}\left((i-s)^{2} \mu(i-s) ; s\right)\right)
\end{aligned}
$$

If both sides of the equation are multiplied by $(b+e)$, we obtain the following result:

$$
\begin{aligned}
(b+e)\left(Z_{b}(j ; s)-j(s)\right)= & (b+e)\left(\frac{(c-e)}{(b+e)} s+\frac{1}{2 b} \frac{(b+c)}{(b+e)}\right) j^{\prime}(s)+\frac{1}{2}(b+e) \\
& \left(\left(\frac{(2 b c+c-2 b e-e)}{(b+e)^{2}}-2 \frac{(c-e)}{(b+e)}\right) s^{2}\right. \\
+ & \left(2 \frac{(b+c)^{2}}{b(b+e)^{2}}-\frac{(b+c)}{b(b+n)}\right) s \\
+ & \left.\frac{1}{3} \frac{(b+c)^{2}}{b^{2}(b+e)^{2}} j^{\prime \prime}(s)+(b+e) Z_{b}\left((i-s)^{2} \mu(i-s) ; s\right)\right)
\end{aligned}
$$

Because $\lim _{i \rightarrow s} \mu(i-x i)=0$ is bounded, and thus, the following equation can be written:

$$
(b+e) Z_{b}\left((i-s)^{2} \mu(i-s) ; s\right) \leq \sqrt{(b+e) Z_{b}\left((i-s)^{4} ; s\right)} \sqrt{(b+e) Z_{b}\left(\mu(i-s)^{2} ; s\right)}
$$

As $\lim _{b \rightarrow \infty}(b+e) Z_{b}\left((i-s)^{4} ; s\right)=0$ when the limit of the last equation is taken, we obtain the following:

$$
\lim _{b \rightarrow \infty}(b+e)\left(Z_{b}(j ; s)-j(s)\right)=(c+1-e) j^{\prime}(s)+s j^{\prime \prime}(s)
$$

QED.

## 3. MAIN RESULTS

This section will review the main results. That is, we will exemplify the results of our operator's convergence with graphs and numerical values.

Let us now present the plots that we drew on the Maple program showing the convergence of our operator $Z_{b}(j ; s)$ to the function $h(s)=\sin \left(\frac{\pi s}{2}\right) \sqrt{s}$ for different $b$ values.

Figure 1: Convergence of the operators $S$ and $Z$ to the function $h(s)$ for $b=10$


Figure 2: Convergence of the operators $S$ and $Z$ to the function $h(s)$ for $b=20$


Figure 3: Convergence of the operators $S$ and $Z$ to the function $h(s)$ for $b=50$


Then, we also demonstrate the convergence numerically with the numerical value table including the error margins. In the plots and the table, $S$ refers to the classical Szász operator, while $Z$ is the operator that we defined.

As seen here, as the values of $b$ increase, the convergence becomes clearer, and our operator $Z$ shows a better convergence than the operator $S$. Now, let us express the convergence rats of the operators $S$ and $Z$ with numerical values.

When

$$
N(s)=\left|\frac{W_{u}^{j}(h ; s)-h(s)}{Z_{b}(h ; s)-h(s)}\right|
$$

for different $b$ and $s$ values in $N(s)$, the following table of numerical values can be given.

| $b-s$ | 0,1 | 1,5 | 2,5 | 4 |
| :--- | :--- | :--- | :--- | :--- |
| 10 | 1,02755 | 0,99899 | 1,284817 | 0,92587 |
| 100 | 1,01513 | 0,96156 | 1,25418 | 0,97556 |
| 300 | 1,01415 | 0,95843 | 1,25139 | 0,98571 |
| 500 | 1,01397 | 0,9578 | 1,25085 | 0,98889 |
| 700 | 1,01392 | 0,95752 | 1,25072 | 0,99059 |
| 1000 | 1,01403 | 0,95732 | 1,25061 | 0,99208 |

Table 1: $N(s)$ rate results for different $b$ and $s$ values.
The values given in the table show better convergence by $S$ when they are greater than 1 and better convergence by $Z$ when they are smaller than 1 . Because the values are approximately 1 in general, it may be stated that these to operators are indeed equivalent.
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#### Abstract

In this paper, we apply the finite difference method to a Schrödinger equation which contains a momentum operator. For this, we constitute a difference scheme. A priori estimate for the solution of difference scheme is obtained. By using this estimate, we prove that the difference scheme is unconditionally stable.


## 1. INTRODUCTION

Schrödinger equation,

$$
i \hbar \frac{\partial u}{\partial t}(\varsigma, t)=\left[-\frac{\hbar^{2}}{2 m} \nabla^{2}+V(\varsigma, t)\right] u(\varsigma, t)=(T+V) u(\varsigma, t)
$$

is a partial differential equation, where $i^{2}=-1, \varsigma$ and $t$ are the variables of space and time, respectively, $u(\varsigma, t)$ is a wave function; $\hbar=\frac{h}{2 m}$ is the reduced Planck's constant; $h$ is the Planck's constant; $m$ is the mass of particle; $T=\frac{p^{2}}{2 m}$ is the kinetic energy operator; $p=-i \hbar \nabla$ is the momentum operator; $V=V(\varsigma, t)$ is the potential energy operator; $\nabla$ is the gradient operator; $\nabla^{2}$ is the Laplace operator.

As seen, the left hand side (l.h.s.) of above-mentioned equation describes the ratio of change of wave function $u$ according to time, namely; Schrödinger equation is a equation describing how the energy of a quantum mechanical system evolves in time. It is a very sophisticated model applicable to many disciplines in engineering and applied sciences.

Many researchers analyzed the solutions of different versions of Schrödinger equation by using various methods (exactly, approximately or numerically). For example, Khuri and Sadighi et al. applied the Adomian decomposition method to Schrödinger equation [18, 25]; Biazar et al., He, Mousaa et al. studied the linear and nonlinear Schrödinger equations by Homotopy perturbation method [4,12,22]; Alomari et al., Ghanbari examined the linear and nonlinear Schrödinger equations by Homotopy analysis method [2,11]; Hosseinzadeh, Wazwaz analyzed the linear and nonlinear Schrödinger equations by Variational iteration method [13, 29]; Iskenderov et.al., Mahmudov, Yagub et al., Yıldırım Aksoy examined the solvability of

[^4]Schrödinger equations by Galerkin's method $[15,16,21,31-33]$. Besides, there is a great variety of solution procedure for Schrödinger equation.

In this work, we apply the finite difference method to a linear Schrödinger equation. In studies [3, 7, $8,10,16,27$ ], the solutions of linear Schrödinger equations is examined by finite difference method and, in that studies, generally, the stability and convergence of difference scheme are shown. Also, in studies $[5,9,14,17,23,24,26,28,30]$ the finite difference method is applied to the boundary value problems for nonlinear Schrödinger equations and in most of them, the stability, error and convergence of method are analyzed.

In the most of studies mentioned above, Schrödinger equations do not include the momentum operator. Especially, [27], the numerical solution of linear Schrödinger equation including a momentum operator is investigated. For this, the finite difference method is applied to the considered problem and the conditionally stability of method is proved. As distinct from the earlier studies in literature, in this work, we examine a boundary value problem for the linear Schrödinger equation including a momentum operator and apply the finite difference method to it. We analyze the difference scheme and prove that scheme is unconditionally stable.

Consider the following problem for linear Schrödinger equation including a momentum operator;

$$
\begin{align*}
& i \frac{\partial u}{\partial t}+a_{0} \frac{\partial^{2} u}{\partial \varsigma^{2}}+i a_{1} \frac{\partial u}{\partial \varsigma}-a_{2}(\varsigma) u+a_{3}(\varsigma) u=g(\varsigma, t),(\varsigma, t) \in \Omega  \tag{1}\\
& u(\varsigma, 0)=f(\varsigma), \varsigma \in I  \tag{2}\\
& u(0, t)=u(X, t)=0, t \in(0, T) \tag{3}
\end{align*}
$$

where $I=(0, X), \Omega=I \times(0, T), a_{0}, a_{1}>0$ are real numbers; $a_{2}(\varsigma)$ and $a_{3}(\varsigma)$ are real valued functions such that

$$
\begin{align*}
0 & <a_{2}(\varsigma) \leq \mu_{0} \text { almost everywhere (a.e.) in } I, \mu_{0}=\text { const. }>0  \tag{4}\\
a_{3} & \in L_{2}(I),\left|a_{3}(\varsigma)\right| \leq b_{0} \text { a.e. in } I, \tag{5}
\end{align*}
$$

$b_{0}>0$ is a given number; $f \in W_{2}^{2}(I), g \in W_{2}^{0,1}(\Omega)$.
Here, $L_{\infty}(I)$ is the space of all functions that are essentially bounded on $I$ equipped with the norm $\|u\|_{L_{\infty}(I)}=\operatorname{ess} \sup _{I}|u|$;

$$
\begin{aligned}
W_{p}^{r}(\Omega) \equiv & \left\{\begin{array}{c}
u \in L_{p}(\Omega): D^{\gamma} u \in L_{p}(\Omega) \text { for every multi-index } \gamma \text { with }|\gamma| \leq r, \\
\text { where } D^{\gamma} u \text { is the weak(or distributional) partial derivative }
\end{array}\right\} \\
& \text { and }
\end{aligned}
$$

[1].
In [19], it was shown that the following theorem is valid:
Theorem 1.1. Assume that (4) and (5) are satisfied and $f \in \grave{W}_{2}^{2}(I), g \in W_{2}^{0,1}(\Omega)$. Then there exists a unique solution $u \in \grave{W}_{2}^{2,1}(\Omega)$ of the problem (1)-(3) and the following estimate holds

$$
\begin{equation*}
\|u(., t)\|_{\hat{W}_{2}^{2,1}(\Omega)} \leq c_{0}\left(\|f\|_{\hat{W}_{2}^{2}(I)}+\|g\|_{W_{2}^{0,1}(\Omega)}\right) \tag{6}
\end{equation*}
$$

where $c_{0}>0$ is a constant independent of $f, g$.

## 2. NOTATIONS AND DIFFERENCE SCHEME

In this section, we will denote the notations used in the paper and discretize the problem (1)-(3). Later, we will express some lemmas and inequalities used in the paper.

Let $\alpha, \beta$ be any positive integers, $h=\frac{X}{\alpha-1}, \tau=\frac{T}{\beta}$,

$$
\begin{aligned}
& \Omega_{h}=\left\{\varsigma_{k}: \varsigma_{k}=k h-\frac{h}{2}, k=\overline{1, \alpha-1}, \varsigma_{1}-\frac{h}{2}=0, \varsigma_{\alpha-1}+\frac{h}{2}=X,\right\}, \\
& \Omega_{\tau}=\left\{t_{l}: t_{l}=l \tau, l=\overline{0, \beta}\right\}, \\
& \Omega_{h}^{\tau}=\Omega_{h} \times \Omega_{\tau} .
\end{aligned}
$$

Let $u_{k l}, k=\overline{0, \alpha}, l=\overline{0, \beta}$ be the numerical approximation of $u(\varsigma, t)$ at the point $\left(\varsigma_{k}, t_{l}\right)$ on $\Omega_{h}^{\tau}$.
Introduce the following notations:

$$
\begin{aligned}
& \delta_{\bar{t}} u_{k l}=\frac{u_{k l}-u_{k l-1}}{\tau}, \quad \delta_{\bar{\zeta}} u_{k l}=\frac{u_{k l}-u_{k-1 l}}{h}, \\
& \delta_{\varsigma} u_{k l}=\frac{u_{k+1 l}-u_{k l}}{h}, \quad \delta_{\zeta \bar{\zeta}} u_{k l}=\frac{\delta_{\zeta} u_{k l}-\delta_{\bar{\zeta}} u_{k l}}{h}=\frac{u_{k+1 l}-2 u_{k l}+u_{k-1 l}}{h^{2}}, \\
& (v, w)=h \sum_{k=1}^{\alpha-1} v_{k} \bar{w}_{k},\|v\|_{p}=\sqrt[p]{h \sum_{k=1}^{\alpha-1}\left|v_{k}\right|^{p},\|v\|_{\infty}=\max _{1 \leq k \leq \alpha-1}\left|v_{k}\right|,\left\|\delta_{\zeta} v\right\|_{2}=\sqrt{h \sum_{k=1}^{\alpha-1}\left|\delta_{\varsigma} v_{k}\right|^{2}}}
\end{aligned}
$$

where $v, w \in V_{h}=\left\{v: v=\left(v_{1}, v_{2}, \ldots, v_{\alpha-1}\right)\right\}$ are discrete grid functions on $\Omega_{h}$. We denote by $\|.\|_{2},\|.\|_{\infty},(.,$.$) the$ discrete norms on spaces $L_{2}(I), L_{\infty}(I)$ and discrete inner product on $L_{2}(I)$, respectively. Also, throughout this paper, we denote by $c_{k}=1,2, \ldots, 5$ the positive constants independent from $\tau, h$ and $m$.

Now, we present finite difference scheme of problem (1)-(3) as follows:

$$
\begin{align*}
& i \delta_{\bar{t}} u_{k l}+a_{0} \delta_{\varsigma \bar{\zeta}} u_{k l}+i a_{1} \delta_{\bar{\zeta}} u_{k l}-a_{2 k} u_{k l}+a_{3 k} u_{k l}=g_{k l}, k=\overline{1, \alpha-1}, l=\overline{1, \beta}  \tag{7}\\
& u_{k 0}=f_{k}, k=\overline{0, \alpha}  \tag{8}\\
& u_{0 l}=u_{\alpha l}=0, \quad l=\overline{1, \beta}, \tag{9}
\end{align*}
$$

where the grid functions $a_{2 k}, a_{3 k}, g_{k l}$ and $f_{k}$ are Steklov averages of the functions $a_{2}(\varsigma), a_{3}(\varsigma), g(\varsigma, t)$ and $f(\varsigma)$ respectively, defined by

$$
\begin{aligned}
a_{2 k} & =\frac{1}{h} \int_{\varsigma_{k}-h / 2}^{\varsigma_{k}+h / 2} a_{2}(\varsigma) d \varsigma, \quad k=\overline{1, \alpha-1} \\
a_{3 k} & =\frac{1}{h} \int_{\varsigma_{k}-h / 2}^{\varsigma_{k}+h / 2} a_{3}(\varsigma) d \varsigma, \quad k=\overline{1, \alpha-1} \\
g_{k l} & =\frac{1}{\tau h} \int_{t_{l-1}}^{t_{l}} \int_{\varsigma_{k}-h / 2}^{\varsigma_{k}+h / 2} g(\varsigma, t) d \varsigma d t, k=\overline{1, \alpha-1}, \quad l=\overline{1, \beta} \\
f_{k} & =\frac{1}{h} \int_{\varsigma_{k}-h / 2}^{\varsigma_{k}+h / 2} f(\varsigma) d \varsigma, \quad k=\overline{1, \alpha-1}, \quad f_{0}=f_{\alpha}=0
\end{aligned}
$$

[6]. Also, from conditions (4) and (5), the inequalities

$$
\begin{align*}
& 0 \leq a_{2 k} \leq \mu_{0}, k=\overline{1, \alpha-1}  \tag{10}\\
& 0 \leq\left|a_{3 k}\right| \leq b_{0}, k=\overline{1, \alpha-1} \tag{11}
\end{align*}
$$

is written.
In the paper, the lemmas and inequalities we need are as follows:

Lemma 2.1. (Discrete Gronwall's Inequality [9]): Assume that the nonnegative grid functions $\{w(z), y(z), z=1,2, \ldots, \beta, \beta \tau=T\}$ satisfy the inequality

$$
w(z) \leq y(z)+\tau \sum_{l=1}^{z} B_{l} w(\iota)
$$

where $B_{\iota}(\iota=1,2, \ldots, \beta)$ are nonnegative constant. Then, for any $0 \leq z \leq \beta$, there is

$$
w(z) \leq y(z) \exp \left(z \tau \sum_{l=1}^{z} B_{l}\right) .
$$

Lemma 2.2. (Summation by Parts Formula): For any two grid functions
$v, w \in V_{h}=\left\{v: v=\left(v_{0}, v_{1}, v_{2}, \ldots, v_{\alpha-1}, v_{\alpha}\right), v_{0}=v_{\alpha}=0\right\}$, we have

$$
h \sum_{k=1}^{\alpha-1}\left(\delta_{\zeta \bar{\zeta}} v_{k}\right) \bar{w}_{k}=-h \sum_{k=1}^{\alpha}\left(\delta_{\bar{\zeta}} v_{k}\right)\left(\delta_{\bar{\zeta}} \bar{w}_{k}\right) .
$$

Lemma 2.3. ( $\in$-Cauchy's inequality [20]): For any $\in>0$ and arbitrary $a$ and $b$, the inequality

$$
a b \leq \frac{\epsilon}{2} a^{2}+\frac{1}{2 \epsilon} b^{2}
$$

is valid.
Lemma 2.4. (Young's İnequality): Let $a, b \geq 0$. Then,

$$
a b \leq \frac{1}{p} a^{p}+\frac{1}{q} b^{q}
$$

when $\frac{1}{p}+\frac{1}{q}=1$ and $p \in(1,+\infty)$.

## 3. THE STABILITY OF DIFFERENCE SCHEME

In this section, firstly, we obtain an estimate for solution of scheme (7)-(9). Later, using this estimate we prove the stability of scheme.

Theorem 3.1. Assume that (4) and (5) are satisfied and $f \in \grave{W}_{2}^{2}(I), g \in W_{2}^{0,1}(\Omega)$. Then, the solution $u_{k m}$ of scheme (7)-(9) for any $m \in\{1,2, \ldots, \beta\}$ satisfies the estimate

$$
\begin{align*}
& h \sum_{k=1}^{\alpha-1}\left|u_{k m}\right|^{2}+2 h \sum_{l=1}^{m} \sum_{k=1}^{\alpha-1}\left|u_{k l}-u_{k l-1}\right|^{2}+2 a_{1} \tau \sum_{l=1}^{m}\left|u_{\alpha-1 l}\right|^{2}+2 a_{1} \tau \sum_{l=1}^{m} \sum_{k=1}^{\alpha-1}\left|u_{k l}-u_{k-1 l}\right|^{2} \leq \\
& c_{1}\left(h \sum_{k=1}^{\alpha-1}\left|f_{k}\right|^{2}+\tau h \sum_{l=1}^{\beta} \sum_{k=1}^{\alpha-1}\left|g_{k l}\right|^{2}\right) . \tag{12}
\end{align*}
$$

Proof. For any grid function $\xi_{k l}$ defined on $\Omega_{h}^{\tau}$ with conditions $\xi_{0 l}=\xi_{\alpha l}=0$ for $l=\overline{1, \beta}$, scheme (7)-(9) is equivalent to the summation identity

$$
\begin{align*}
& i h \sum_{k=1}^{\alpha-1} \delta_{\bar{t}} u_{k l} \bar{\xi}_{k l}+a_{0} h \sum_{k=1}^{\alpha-1} \delta_{\varsigma \bar{\zeta}} u_{k l} \bar{\xi}_{k l}+i a_{1} h \sum_{k=1}^{\alpha-1} \delta_{\bar{\zeta}} u_{k l} \bar{\xi}_{k l}- \\
& h \sum_{k=1}^{\alpha-1} a_{2 k} u_{k l} \bar{\xi}_{k l}+h \sum_{k=1}^{\alpha-1} a_{3 k} u_{k l} \bar{\xi}_{k l}=h \sum_{k=1}^{\alpha-1} g_{k k} \bar{\xi}_{k l} \tag{13}
\end{align*}
$$

where $\bar{\xi}_{k l}$ is the conjugate of $\xi_{k l}$. If we substitute $\tau \bar{u}_{k l}$ for $\bar{\xi}_{k l}$ in (13) and apply the formula of summation by parts, we get

$$
\begin{align*}
& i h \tau \sum_{k=1}^{\alpha-1} \delta_{\bar{t}} u_{k l} \bar{u}_{k l}-a_{0} h \tau \sum_{k=1}^{\alpha-1}\left|\delta_{\bar{\zeta}} u_{k l}\right|^{2}+i a_{1} h \tau \sum_{k=1}^{\alpha-1} \delta_{\bar{\zeta}} u_{k l} \bar{u}_{k l}- \\
& h \tau \sum_{k=1}^{\alpha-1} a_{2 k}\left|u_{k l}\right|^{2}+h \tau \sum_{k=1}^{\alpha-1} a_{3 k}\left|u_{k l}\right|^{2}=h \tau \sum_{k=1}^{\alpha-1} g_{k l} \bar{u}_{k l} . \tag{14}
\end{align*}
$$

If we extract its complex conjugate from (14) and then, use the relations

$$
\begin{align*}
\tau\left(\delta_{\bar{t}} u_{k l} \bar{u}_{k l}+\delta_{\bar{t}} \bar{u}_{k l} u_{k l}\right) & =\left|u_{k l}\right|^{2}-\left|u_{k l-1}\right|^{2}+\left|u_{k l}-u_{k l-1}\right|^{2}  \tag{15}\\
h\left(\delta_{\bar{\zeta}} u_{k l} \bar{u}_{k l}+\delta_{\bar{\zeta}} \bar{u}_{k l} u_{k l}\right) & =\left|u_{k l}\right|^{2}-\left|u_{k-1 l}\right|^{2}+\left|u_{k l}-u_{k-1 l}\right|^{2} \tag{16}
\end{align*}
$$

we get

$$
\begin{align*}
& h \sum_{k=1}^{\alpha-1}\left(\left|u_{k l}\right|^{2}-\left|u_{k l-1}\right|^{2}+\left|u_{k l}-u_{k l-1}\right|^{2}\right)+a_{1} \tau \sum_{k=1}^{\alpha-1}\left(\left|u_{k l}\right|^{2}-\left|u_{k-1 l}\right|^{2}+\left|u_{k l}-u_{k-1}\right|^{2}\right)= \\
& 2 h \tau \sum_{k=1}^{\alpha-1} \operatorname{Im}\left(g_{k l} \bar{u}_{k l}\right) \text { for } l=\overline{1, \beta} \tag{17}
\end{align*}
$$

If we sum all equalities in (17) in $l$ from 1 to $m \leq \beta$ and consider

$$
\begin{aligned}
& \sum_{l=1}^{m} \sum_{k=1}^{\alpha-1}\left(\left|u_{k l}\right|^{2}-\left|u_{k l-1}\right|^{2}\right)=\sum_{k=1}^{\alpha-1}\left(\left|u_{k m}\right|^{2}-\left|u_{k}\right|^{2}\right)=\sum_{k=1}^{\alpha-1}\left|u_{k m}\right|^{2}-\sum_{k=1}^{\alpha-1}\left|f_{k}\right|^{2} \\
& \sum_{l=1}^{m} \sum_{k=1}^{\alpha-1}\left(\left|u_{k}\right|^{2}-\left|u_{k-1 l}\right|^{2}\right)=\sum_{l=1}^{m}\left(\left|u_{\alpha-1}\right|^{2}-\left|u_{0 l}\right|^{2}\right)=\sum_{l=1}^{m}\left|u_{\alpha-11}\right|^{2}
\end{aligned}
$$

by (8) and (9), we obtain from (17) the inequality

$$
\begin{aligned}
& h \sum_{k=1}^{\alpha-1}\left|u_{k m}\right|^{2}+h \sum_{l=1}^{m} \sum_{k=1}^{\alpha-1}\left|u_{k l}-u_{k l-1}\right|^{2}+a_{1} \tau \sum_{l=1}^{m}\left|u_{\alpha-1 l}\right|^{2}+ \\
& a_{1} \tau \sum_{l=1}^{m} \sum_{k=1}^{\alpha-1}\left|u_{k l}-u_{k-1 l}\right|^{2} \leq 2 h \tau \sum_{l=1}^{m} \sum_{k=1}^{\alpha-1}\left|g_{k l}\right|\left|u_{k l}\right|+h \sum_{k=1}^{\alpha-1}\left|f_{k}\right|^{2}
\end{aligned}
$$

Let's distinguish $m$-th term from first summation in the right-hand side (r.h.s.) of above inequality and apply $\epsilon$-Cauchy's inequality to distinguished term. Then, if we take $\epsilon=2 \tau$ and use Young's inequality we get

$$
\begin{aligned}
& h \sum_{k=1}^{\alpha-1}\left|u_{k m}\right|^{2}+2 h \sum_{l=1}^{m} \sum_{k=1}^{\alpha-1}\left|u_{k l}-u_{k l-1}\right|^{2}+2 a_{1} \tau \sum_{l=1}^{m}\left|u_{\alpha-1 l}\right|^{2}+2 a_{1} \tau \sum_{l=1}^{m} \sum_{k=1}^{\alpha-1}\left|u_{k l}-u_{k-1 l}\right|^{2} \leq \\
& 2 h \tau \sum_{l=1}^{m-1} \sum_{k=1}^{\alpha-1}\left|g_{k l}\right|^{2}+4 T \tau h \sum_{k=1}^{\alpha-1}\left|g_{k m}\right|^{2}+2 h \tau \sum_{l=1}^{m-1} \sum_{k=1}^{\alpha-1}\left|u_{k}\right|^{2}+2 h \sum_{k=1}^{\alpha-1}\left|f_{k}\right|^{2}
\end{aligned}
$$

which is equal to

$$
\begin{align*}
& h \sum_{k=1}^{\alpha-1}\left|u_{k m}\right|^{2}+2 h \sum_{l=1}^{m} \sum_{k=1}^{\alpha-1}\left|u_{k l}-u_{k l-1}\right|^{2}+2 a_{1} \tau \sum_{l=1}^{m}\left|u_{\alpha-1 l}\right|^{2}+2 a_{1} \tau \sum_{l=1}^{m} \sum_{k=1}^{\alpha-1}\left|u_{k l}-u_{k-1 l}\right|^{2} \leq \\
& 4 T h \tau \sum_{l=1}^{\beta} \sum_{k=1}^{\alpha-1}\left|g_{k l}\right|^{2}+2 h \tau \sum_{l=1}^{m-1} \sum_{k=1}^{\alpha-1}\left|u_{k l}\right|^{2}+2 h \sum_{k=1}^{\alpha-1}\left|f_{k}\right|^{2} \tag{18}
\end{align*}
$$

for any $m \in\{1,2, \ldots, \beta\}$. Since all terms in the l.h.s. of (18) are non-negative, it is written that

$$
\begin{equation*}
h \sum_{k=1}^{\alpha-1}\left|u_{k m}\right|^{2} \leq 4 T h \tau \sum_{l=1}^{\beta} \sum_{k=1}^{\alpha-1}\left|g_{k l}\right|^{2}+2 h \tau \sum_{l=1}^{m-1} \sum_{k=1}^{\alpha-1}\left|u_{k l}\right|^{2}+2 h \sum_{k=1}^{\alpha-1}\left|f_{k}\right|^{2} \tag{19}
\end{equation*}
$$

In (19), using discrete Gronwall's Inequality, we obtain

$$
\begin{equation*}
h \sum_{k=1}^{\alpha-1}\left|u_{k m}\right|^{2} \leq c_{2}\left(h \sum_{k=1}^{\alpha-1}\left|f_{k}\right|^{2}+\tau h \sum_{l=1}^{\beta} \sum_{k=1}^{\alpha-1}\left|g_{k l}\right|^{2}\right) \text { for any } m \in\{1,2, \ldots, \beta\} \tag{20}
\end{equation*}
$$

If we use the inequality (20) in (18), we get for any $m \in\{1,2, \ldots, \beta\}$

$$
\begin{align*}
& h \sum_{k=1}^{\alpha-1}\left|u_{k m}\right|^{2}+2 h \sum_{l=1}^{m} \sum_{k=1}^{\alpha-1}\left|u_{k l}-u_{k l-1}\right|^{2}+2 a_{1} \tau \sum_{l=1}^{m}\left|u_{\alpha-1 l}\right|^{2}+2 a_{1} \tau \sum_{l=1}^{m} \sum_{k=1}^{\alpha-1}\left|u_{k l}-u_{k-1}\right|^{2} \leq \\
& c_{3}\left(h \sum_{k=1}^{\alpha-1}\left|f_{k}\right|^{2}+\tau h \sum_{l=1}^{\beta} \sum_{k=1}^{\alpha-1}\left|g_{k l}\right|^{2}\right) \tag{21}
\end{align*}
$$

which shows the hypothesis of theorem 3.1 is valid.
Theorem 3.2. Suppose that $u_{k l}^{1}$, is a solution corresponding to the initial value $f_{k}^{1}$ and the right side $g_{k l}^{1}$ of scheme (7)-(9) and $u_{k l}^{2}$ is a solution corresponding to the initial value $f_{k}^{2}$ and the right side $g_{k l}^{2}$ of scheme (7)-(9). Assume that the conditions of theorem 3.1 are fulfilled. Let $\Phi_{k l}=u_{k l}^{1}-u_{k l}^{2}$. Then, for any $m \in\{1,2, \ldots, \beta\}$ and $h, \tau>0$

$$
h \sum_{k=1}^{\alpha-1}\left|\Phi_{k m}\right|^{2} \leq c_{4}\left(h \sum_{k=1}^{\alpha-1}\left|f_{k}^{1}-f_{k}^{2}\right|^{2}+h \tau \sum_{l=1}^{\beta-1} \sum_{k=1}^{\alpha-1}\left|g_{k l}^{1}-g_{k l}^{2}\right|^{2}\right)
$$

Hence, the difference scheme (7)-(9) is unconditionally stable.
Proof. It is clear that $\Phi_{k l}$ satisfies the scheme

$$
\begin{aligned}
& i \delta_{\bar{t}} \Phi_{k l}+a_{0} \delta_{\zeta \bar{\zeta}} \Phi_{k l}+i a_{1} \delta_{\bar{\zeta}} \Phi_{k l}-a_{2 k} \Phi_{k l}+a_{3 k} \Phi_{k l}=g_{k l}^{1}-g_{k l}^{2}, \quad k=\overline{1, \alpha-1}, l=\overline{1, \beta} \\
& \Phi_{k 0}=f_{k}^{1}-f_{k}^{2}, \quad k=\overline{0, \alpha} \\
& \Phi_{0 l}=\Phi_{\alpha l}=0, \quad l=\overline{1, \beta}
\end{aligned}
$$

which is equivalent to

$$
\begin{align*}
& i h \sum_{k=1}^{\alpha-1} \delta_{\bar{t}} \Phi_{k l} \bar{\Theta}_{k l}+a_{0} h \sum_{k=1}^{\alpha-1} \delta_{\zeta \bar{\zeta}} \Phi_{k l} \bar{\Theta}_{k l}+i a_{1} h \sum_{k=1}^{\alpha-1} \delta_{\bar{\zeta}} \Phi_{k l} \bar{\Theta}_{k l}- \\
& h \sum_{k=1}^{\alpha-1} a_{2 k} \Phi_{k l} \bar{\Theta}_{k l}+h \sum_{k=1}^{\alpha-1} a_{3 k} \Phi_{k l} \bar{\Theta}_{k l}=h \sum_{k=1}^{\alpha-1}\left(g_{k l}^{1}-g_{k l}^{2}\right) \bar{\Theta}_{k l} \tag{22}
\end{align*}
$$

for any grid function $\bar{\Theta}_{k l}$, where $\bar{\Theta}_{k l}$ is the conjugate of $\Theta_{k l}$ defined on $\Omega_{h}^{\tau}$ such that $\Theta_{0 l}=\Theta_{\alpha l}=0$ for $l=\overline{1, \beta}$. From (22) for $\bar{\Theta}_{k l}=\tau \bar{\Phi}_{k l}$ it is written that

$$
\begin{align*}
& i h \tau \sum_{k=1}^{\alpha-1} \delta_{\bar{t}} \Phi_{k l} \bar{\Phi}_{k l}-a_{0} h \tau \sum_{k=1}^{\alpha-1}\left|\delta_{\bar{\zeta}} \Phi_{k l}\right|^{2}+i a_{1} h \tau \sum_{k=1}^{\alpha-1} \delta_{\bar{\zeta}} \Phi_{k l} \bar{\Phi}_{k l}- \\
& h \tau \sum_{k=1}^{\alpha-1} a_{2 k}\left|\Phi_{k l}\right|^{2}+h \tau \sum_{k=1}^{\alpha-1} a_{3 k}\left|\Phi_{k l}\right|^{2}=h \tau \sum_{k=1}^{\alpha-1}\left(g_{k l}^{1}-g_{k l}^{2}\right) \bar{\Phi}_{k l} \tag{23}
\end{align*}
$$

with summation by parts. Extracting its complex conjugate from (23) and using (15) and (16) for $\Phi_{k l}$, we obtain

$$
\begin{align*}
& h \sum_{k=1}^{\alpha-1}\left(\left|\Phi_{k l}\right|^{2}-\left|\Phi_{k l-1}\right|^{2}+\left|\Phi_{k l}-\Phi_{k l-1}\right|^{2}\right)+a_{1} \tau \sum_{k=1}^{\alpha-1}\left(\left|\Phi_{k l}\right|^{2}-\left|\Phi_{k-1 l}\right|^{2}+\left|\Phi_{k l}-\Phi_{k-1 l}\right|^{2}\right)= \\
& 2 h \tau \sum_{k=1}^{\alpha-1} \operatorname{Im}\left(\left(g_{k l}^{1}-g_{k l}^{2}\right) \bar{\Phi}_{k l}\right) \text { for } l=\overline{1, \beta} \tag{24}
\end{align*}
$$

Summing all equalities in (24) in $l$ from 1 to $m \leq \beta$ and using $\Phi_{k 0}=f_{k}^{1}-f_{k}^{2}$ for $k=\overline{0, \alpha}, \Phi_{0 l}=0$ for $l=\overline{1, \beta}$, we have

$$
\begin{aligned}
& h \sum_{k=1}^{\alpha-1}\left|\Phi_{k m}\right|^{2}+h \sum_{l=1}^{m} \sum_{k=1}^{\alpha-1}\left|\Phi_{k l}-\Phi_{k l-1}\right|^{2}+a_{1} \tau \sum_{l=1}^{m}\left|\Phi_{\alpha-1 l}\right|^{2}+ \\
& a_{1} \tau \sum_{l=1}^{m} \sum_{k=1}^{\alpha-1}\left|\Phi_{k l}-\Phi_{k-1 l}\right|^{2} \leq 2 h \tau \sum_{l=1}^{m} \sum_{k=1}^{\alpha-1}\left|g_{k l}^{1}-g_{k l}^{2}\right|\left|\Phi_{k l}\right|+h \sum_{k=1}^{\alpha-1}\left|f_{k}^{1}-f_{k}^{2}\right|^{2}
\end{aligned}
$$

which is equal to

$$
\begin{align*}
& h \sum_{k=1}^{\alpha-1}\left|\Phi_{k m}\right|^{2}+h \sum_{l=1}^{m} \sum_{k=1}^{\alpha-1}\left|\Phi_{k l}-\Phi_{k l-1}\right|^{2}+a_{1} \tau \sum_{l=1}^{m}\left|\Phi_{\alpha-1 l}\right|^{2}+ \\
& a_{1} \tau \sum_{l=1}^{m} \sum_{k=1}^{\alpha-1}\left|\Phi_{k l}-\Phi_{k-1 l}\right|^{2} \leq 2 h \tau \sum_{k=1}^{\alpha-1}\left|g_{k m}^{1}-g_{k m}^{2}\right|\left|\Phi_{k m}\right|+ \\
& 2 h \tau \sum_{l=1}^{m-1} \sum_{k=1}^{\alpha-1}\left|g_{k l}^{1}-g_{k l}^{2}\right|\left|\Phi_{k l}\right|+h \sum_{k=1}^{\alpha-1}\left|f_{k}^{1}-f_{k}^{2}\right|^{2} . \tag{25}
\end{align*}
$$

Applying $\epsilon-$ Cauchy's and Young's inequalities to (25), we get

$$
\begin{align*}
& h \sum_{k=1}^{\alpha-1}\left|\Phi_{k m}\right|^{2}+2 h \sum_{l=1}^{m} \sum_{k=1}^{\alpha-1}\left|\Phi_{k l}-\Phi_{k l-1}\right|^{2}+2 a_{1} \tau \sum_{l=1}^{m}\left|\Phi_{\alpha-1 l}\right|^{2}+2 a_{1} \tau \sum_{l=1}^{m} \sum_{k=1}^{\alpha-1}\left|\Phi_{k l}-\Phi_{k-1 l}\right|^{2} \leq \\
& 4 T h \tau \sum_{l=1}^{\beta} \sum_{k=1}^{\alpha-1}\left|g_{k l}^{1}-g_{k l}^{2}\right|^{2}+2 h \tau \sum_{l=1}^{m-1} \sum_{k=1}^{\alpha-1}\left|\Phi_{k l}\right|^{2}+h \sum_{k=1}^{\alpha-1}\left|f_{k}^{1}-f_{k}^{2}\right|^{2} \tag{26}
\end{align*}
$$

by $\epsilon=2 \tau$. It is clear that all terms in the l.h.s. of (26) are non-negative. So, we write that

$$
\begin{equation*}
h \sum_{k=1}^{\alpha-1}\left|\Phi_{k m}\right|^{2} \leq 4 T h \tau \sum_{l=1}^{\beta} \sum_{k=1}^{\alpha-1}\left|g_{k l}^{1}-g_{k l}^{2}\right|^{2}+2 h \tau \sum_{l=1}^{m-1} \sum_{k=1}^{\alpha-1}\left|\Phi_{k l}\right|^{2}+h \sum_{k=1}^{\alpha-1}\left|f_{k}^{1}-f_{k}^{2}\right|^{2} \tag{27}
\end{equation*}
$$

Thus, applying discrete Gronwall's inequality to (27), we obtain

$$
h \sum_{k=1}^{\alpha-1}\left|\Phi_{k m}\right|^{2} \leq c_{5}\left(h \tau \sum_{l=1}^{\beta} \sum_{k=1}^{\alpha-1}\left|g_{k l}^{1}-g_{k l}^{2}\right|^{2}+h \sum_{k=1}^{\alpha-1}\left|f_{k}^{1}-f_{k}^{2}\right|^{2}\right) \text { for any } m \in\{1,2, \ldots, \beta\}
$$

which this complete the proof.

## 4. Conclusion

In this paper, a finite difference scheme for the Schrödinger type equation has been introduced and analyzed. We have obtained a priori estimate for solution of scheme. We have also proved that the proposed scheme is unconditionally stable, without any restriction on both time and spatial step sizes.
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#### Abstract

In the present study, firstly we state symmetry properties for curvatures of a statistical manifold and give some relations between the Riemannian curvature $\widehat{R}$ and the curvatures $R, R^{*}$ and $R^{S}$. After, by defining the notion of para-Sasakian statistical manifold, we give the necessary and sufficient conditions for a structure $(D, h, \Psi, w, \zeta)$ to be a para-Sasakian structure when $(D, h)$ is a statistical structure and $(\Psi, w, \zeta, h)$ is an almost paracontact Riemannian manifold. Also, we give some results for curvatures $R, R^{*}, R^{S}$ and Ricci tensor of these curvatures on a para-Sasakian statistical manifold. We construct an example of para-Sasakian statistical manifold of dimension 3. Finally, we examined the Einsteinian of para-Sasakian statistical manifolds according to certain conditions.


## 1. INTRODUCTION

The theory of statistical manifolds, (at the same time it is called information geometry), has started with a study in 1945, where a statistical model was considered as a Riemannian manifold with the tensor given by the Fisher information matrix [15]. After that, the information geometry, which is typically deals with the study of various geometric structures on a statistical manifold, has begun as a study of the geometric structures possessed by a statistical model of probability distributions.

The notion of dual connection, which is also called conjugate connection in affine geometry, has been first introduced into statistics by Amari in 1985 [2]. A statistical model equipped with a Riemannian metric together with a pair of dual affine connections is called a statistical manifold. For details about statistical manifolds and information geometry, one can see [3], [5], [6], [10], [11], [12], [13], [14], [19] and etc.

Also, if $\Psi$ is a tensor field of type $(1,1), w$ is a 1 -form and $\zeta$ is a vector field on a $(2 n+1)$-dimensional differentiable manifold $M$, then almost contact structure $(\Psi, w, \zeta)$ which is related to almost complex structures and satisfies the conditions $\Psi^{2}=-I+w \otimes \zeta, w(\zeta)=1$ has been determined by Sasaki in 1960 [16]. After in 1976, on an $n$-dimensional differentiable manifold $M$, almost paracontact structure which is a similar structure with almost contact structure, related to almost product structures and satisfies the conditions $\Psi^{2}=I-w \otimes \zeta, w(\zeta)=1$ has been determined by Sato [17]. With the aid of these definitions, different types of manifolds have been defined and studied by many mathematicians.

According to these notions, nowadays lots of studies have been started to be done by scientists. For example, in [22] the authors have defined the concept of quaternionic Kähler-like statistical manifold and derived the main properties of quaternionic Kähler-like statistical submersions, extending in a new setting some previous results obtained by K. Takano concerning statistical manifolds endowed with almost complex

[^5](in [20]) and almost contact structures (in [21]). In [7], the authors have introduced the notion of Sasakian statistical structure and obtained the condition for a real hypersurface in a holomorphic statistical manifold to admit such a structure. Also in [8], the notion of a Kenmotsu statistical manifold is introduced, which is locally obtained as the warped product of a holomorphic statistical manifold and a line by authors. And they have showed that, a Kenmotsu statistical manifold of constant $\Psi$-sectional curvature is constructed from a special Kahler manifold, which is an important example of holomorphic statistical manifold.

In this paper, after giving some basic notions about statistical structures and para-Sasakian manifolds in Preliminaries, in Section 3 we give symmetry properties of curvatures $R$ and $R^{*}$ which are the curvatures of the connections $D$ and $D^{*}$, respectively and $R^{S}$ which is statistical curvature of a statistical manifold and obtain some results for relations between the Riemannian curvature $\widehat{R}$ and the curvatures $R, R^{*}$ and $R^{S}$. In fourth section, we define the notion of para-Sasakian statistical manifold and give the necessary and sufficient coditions for a structure $(D, h, \Psi, w, \zeta)$ to be a para-Sasakian structure when $(D, h)$ is a statistical structure and $(\Psi, w, \zeta, h)$ is an almost paracontact Riemannian manifold. Also, we give some results about the curvatures $R, R^{*}, R^{S}$ and Ricci tensor of these curvatures on a para-Sasakian statistical manifold. We construct an example of 3-dimensional para-Sasakian statistical manifold and give its all of connections and components of curvature tensors. And in the fifth section, we study on Ricci semi-symmetric and Ricci pseudo-symmetric para-Sasakian statistical manifolds and after we give some characterizations for $\zeta$-projectively flat, projectively flat and $\Psi$-projectively semi-symmetric para-Sasakian statistical manifolds.

## 2. PRELIMINARIES

In this section, we recall some notions about statistical structures and para-Sasakian manifolds, respectively. Througout this paper, we suppose that $M$ is an $n$-dimensional manifold, $h$ is a Riemannian metric and $\Gamma\left(T M^{(p, q)}\right)$ means the set of tensor fields of type $(p, q)$ on $M$.

On $M$, a parametric family of torsion-free connections $D^{(\alpha)}$ indexed by $\alpha \in \mathbb{R}$ can be defined by

$$
\begin{equation*}
D^{(\alpha)}=\frac{1+\alpha}{2} D-\frac{1-\alpha}{2} D^{*} \tag{1}
\end{equation*}
$$

with

$$
\begin{equation*}
D^{(1)}=D, D^{(-1)}=D^{*}, D^{(0)}=\frac{1}{2}\left(D+D^{*}\right):=\hat{D} . \tag{2}
\end{equation*}
$$

Here $\hat{D}$ denotes the Levi-Civita (L-C) connection associated with $h$.
Also, a pair $(D, h)$ is called a statistical structure on $M$, if $D$ is torsion-free and

$$
\begin{equation*}
\left(D_{\Omega_{1}} h\right)\left(\Omega_{2}, \Omega_{3}\right)=\left(D_{\Omega_{2}} h\right)\left(\Omega_{1}, \Omega_{3}\right), \forall \Omega_{1}, \Omega_{2}, \Omega_{3} \in \Gamma\left(T M^{(1,0)}\right) \tag{3}
\end{equation*}
$$

holds, where the equation (3) is generally called Codazzi equation. In this case $(M, D, h)$ is called a statistical manifold.

If $(D, h)$ is a statistical structure on $M$, then the connection $D^{*}$ which is given by

$$
\begin{equation*}
\Omega_{1} h\left(\Omega_{2}, \Omega_{3}\right)=h\left(D_{\Omega_{1}} \Omega_{2}, \Omega_{3}\right)+h\left(\Omega_{2}, D_{\Omega_{1}}^{*} \Omega_{3}\right) \tag{4}
\end{equation*}
$$

is called conjugate or dual connection of $D$ with respect to $h$. If $(D, h)$ is a statistical structure on $M$, then $\left(D^{*}, h\right)$ is a statistical structure on $M$, too.

For a statistical structure ( $D, h$ ), the difference tensor field $\kappa \in \Gamma\left(T M^{(1,2)}\right)$ can be defined as

$$
\begin{equation*}
\mathcal{\kappa}\left(\Omega_{1}, \Omega_{2}\right)=D_{\Omega_{1}} \Omega_{2}-\hat{D}_{\Omega_{1}} \Omega_{2}, \forall \Omega_{1}, \Omega_{2} \in \Gamma\left(T M^{(1,0)}\right) \tag{5}
\end{equation*}
$$

Moreover, $\kappa$ satisfies

$$
\begin{align*}
\kappa\left(\Omega_{1}, \Omega_{2}\right) & =\mathcal{k}\left(\Omega_{2}, \Omega_{1}\right),  \tag{6}\\
\tilde{\kappa}\left(\Omega_{1}, \Omega_{2}, \Omega_{3}\right) & =h\left(\kappa\left(\Omega_{1}, \Omega_{2}\right), \Omega_{3}\right)=h\left(\Omega_{2}, \kappa\left(\Omega_{1}, \Omega_{3}\right)\right)=\tilde{\mathcal{K}}\left(\Omega_{1}, \Omega_{3}, \Omega_{2}\right), \tag{7}
\end{align*}
$$

where $\tilde{\kappa} \in \Gamma\left(T M^{(0,3)}\right)$. Furthermore, we have

$$
\begin{equation*}
\kappa=\hat{D}-D^{*}=\frac{1}{2}\left(D-D^{*}\right) . \tag{8}
\end{equation*}
$$

For a more detailed treatment, we refer to [6], [7] and [23].
Now, let us recall some fundamental informations about para-Sasakian manifolds.
A differentiable manifold $M$ is said to admit an almost paracontact Riemannian structure $(\Psi, w, \zeta, h)$, where $\Psi$ is a tensor field of type $(1,1), \zeta$ is a vector field, $w$ is a 1 -form and $h$ is a Riemannian metric on $M$ such that

$$
\begin{align*}
& \Psi \zeta=0, w(\zeta)=1, h\left(\zeta, \Omega_{1}\right)=w\left(\Omega_{1}\right) \\
& \Psi^{2} \Omega_{1}=\Omega_{1}-w\left(\Omega_{1}\right) \zeta  \tag{9}\\
& h\left(\Psi \Omega_{1}, \Psi \Omega_{2}\right)=h\left(\Omega_{1}, \Omega_{2}\right)-w\left(\Omega_{1}\right) w\left(\Omega_{2}\right)
\end{align*}
$$

for any vector fields $\Omega_{1}, \Omega_{2}$ on $M$. In addition, if ( $\Psi, w, \zeta, h$ ) satisfy the equations

$$
\begin{align*}
& d \eta=0, \hat{D}_{\Omega_{1}} \zeta=\Psi \Omega_{1}  \tag{10}\\
& \left(\hat{D}_{\Omega_{1}} \Psi\right) \Omega_{2}=-h\left(\Omega_{1}, \Omega_{2}\right) \zeta-w\left(\Omega_{2}\right) \Omega_{1}+2 w\left(\Omega_{1}\right) w\left(\Omega_{2}\right) \zeta \tag{11}
\end{align*}
$$

then $M$ is called a para-Sasakian (PS) manifold. On a PS-manifold, for $\forall \Omega_{1}, \Omega_{2} \in \Gamma\left(T M^{(1,0)}\right)$ we have the following equations:

$$
\begin{align*}
\widehat{\operatorname{Ric}}\left(\Omega_{1}, \zeta\right) & =(1-n) w\left(\Omega_{1}\right),  \tag{12}\\
\widehat{Q} \zeta & =(1-n) \zeta,  \tag{13}\\
\widehat{R}\left(\Omega_{1}, \Omega_{2}\right) \zeta & =w\left(\Omega_{1}\right) \Omega_{2}-w\left(\Omega_{2}\right) \Omega_{1},  \tag{14}\\
\widehat{R}\left(\zeta, \Omega_{1}\right) \Omega_{2} & =w\left(\Omega_{2}\right) \Omega_{1}-h\left(\Omega_{1}, \Omega_{2}\right) \zeta,  \tag{15}\\
\widehat{R}\left(\zeta, \Omega_{1}\right) \zeta & =\Omega_{1}-w\left(\Omega_{1}\right) \zeta,  \tag{16}\\
w\left(\widehat{R}\left(\Omega_{1}, \Omega_{2}\right) \Omega_{3}\right) & =h\left(\Omega_{1}, \Omega_{3}\right) w\left(\Omega_{2}\right)-h\left(\Omega_{2}, \Omega_{3}\right) w\left(\Omega_{1}\right),  \tag{17}\\
\widehat{\operatorname{Ric}}\left(\Psi \Omega_{1}, \Psi \Omega_{2}\right) & =\widehat{\operatorname{Ric}}\left(\Omega_{1}, \Omega_{2}\right)-(1-n) w\left(\Omega_{1}\right) w\left(\Omega_{2}\right), \tag{18}
\end{align*}
$$

where $\widehat{R}, \widehat{R i c}$ and $\widehat{Q}$ denotes the Riemannian curvature tensor, Ricci tensor and Ricci operator of L-C connection $\hat{D}$, respectively (for detail, see [1], [17] and [18]).

## 3. $R, R^{*}$ AND $R^{S}$ CURVATURES OF STATISTICAL MANIFOLDS

In this section, firstly we recall symmetry properties of curvatures $R, R^{*}$ and give these properties for $R^{S}$. After, we give some results for relations between the Riemannian curvature $\widehat{R}$ and the curvatures $R, R^{*}$ and $R^{S}$.
Lemma 3.1. Let $(M, D, h)$ be a statistical manifold. Then, the curvatures $R$ and $R^{*}$ satisfy the following symmetry properties:

$$
\begin{aligned}
& \text { i) } R\left(\Omega_{1}, \Omega_{2}\right) \Omega_{3}+R\left(\Omega_{2}, \Omega_{3}\right) \Omega_{1}+R\left(\Omega_{3}, \Omega_{1}\right) \Omega_{2}=0 \text {, } \\
& R^{*}\left(\Omega_{1}, \Omega_{2}\right) \Omega_{3}+R^{*}\left(\Omega_{2}, \Omega_{3}\right) \Omega_{1}+R^{*}\left(\Omega_{3}, \Omega_{1}\right) \Omega_{2}=0 ; \\
& \text { ii) } \mathcal{R}\left(\Omega_{1}, \Omega_{2}, \Omega_{3}, \Omega_{4}\right)+\mathcal{R}\left(\Omega_{1}, \Omega_{2}, \Omega_{4}, \Omega_{3}\right)=2 h\left(\left(\hat{D}_{\Omega_{1}} \kappa\right)\left(\Omega_{2}, \Omega_{4}\right)-\left(\hat{D}_{\Omega_{2}} \kappa\right)\left(\Omega_{1}, \Omega_{4}\right), \Omega_{3}\right) \text {, } \\
& \mathcal{R}^{*}\left(\Omega_{1}, \Omega_{2}, \Omega_{3}, \Omega_{4}\right)+\mathcal{R}^{*}\left(\Omega_{1}, \Omega_{2}, \Omega_{4}, \Omega_{3}\right)=2 h\left(\left(\hat{D}_{\Omega_{2}} \kappa\right)\left(\Omega_{1}, \Omega_{4}\right)-\left(\hat{D}_{\Omega_{1}} \kappa\right)\left(\Omega_{2}, \Omega_{4}\right), \Omega_{3}\right) ; \\
& \text { iii) } \begin{array}{l}
\mathcal{R}\left(\Omega_{1}, \Omega_{2}, \Omega_{3}, \Omega_{4}\right)-\mathcal{R}\left(\Omega_{3}, \Omega_{4}, \Omega_{1}, \Omega_{2}\right)=0, \\
\mathcal{R}^{*}\left(\Omega_{1}, \Omega_{2}, \Omega_{3}, \Omega_{4}\right)-\mathcal{R}^{*}\left(\Omega_{3}, \Omega_{4}, \Omega_{1}, \Omega_{2}\right)=0
\end{array} \text { if }\left(\hat{D}_{\Omega_{1}} k\right)\left(\Omega_{2}, \Omega_{4}\right)=\left(\hat{D}_{\Omega_{2}} k\right)\left(\Omega_{1}, \Omega_{4}\right) \text {, }
\end{aligned}
$$

where $\mathcal{R}$ and $\mathcal{R}^{*} \in \Gamma\left(T M^{(0,4)}\right)$ are Riemannian-Christoffel curvature tensors of $R$ and $R^{*}$, respectively and they are defined by $h\left(R\left(\Omega_{1}, \Omega_{2}\right) \Omega_{3}, \Omega_{4}\right)=\mathcal{R}\left(\Omega_{1}, \Omega_{2}, \Omega_{3}, \Omega_{4}\right)$ and $h\left(R^{*}\left(\Omega_{1}, \Omega_{2}\right) \Omega_{3}, \Omega_{4}\right)=\mathcal{R}^{*}\left(\Omega_{1}, \Omega_{2}, \Omega_{3}, \Omega_{4}\right)$, for $\forall \Omega_{1}, \Omega_{2}, \Omega_{3}, \Omega_{4} \in \Gamma\left(T M^{(1,0)}\right)$.

Proof. The proof can be found in [9].
In [7], the authors have defined a curvature tensor field $S \in \Gamma\left(T M^{(1,3)}\right)$ as

$$
\begin{equation*}
S\left(\Omega_{1}, \Omega_{2}\right) \Omega_{3}=\frac{1}{2}\left\{R\left(\Omega_{1}, \Omega_{2}\right) \Omega_{3}+R^{*}\left(\Omega_{1}, \Omega_{2}\right) \Omega_{3}\right\} \tag{19}
\end{equation*}
$$

for $\forall \Omega_{1}, \Omega_{2}, \Omega_{3} \in \Gamma\left(T M^{(1,0)}\right)$ and they have called it statistical curvature tensor field of $(D, h)$. Hereafter, in our results we'll denote the statistical curvature tensor field $S$ by $R^{S}$. So, let us give the following Theorem which gives the symmetry properties of $R^{S}$ :

Theorem 3.2. Let $(M, D, h)$ be a statistical manifold. Then, the statistical curvature tensor field $R^{S}$ satisfies the following symmetry properties:
i) $R^{S}\left(\Omega_{1}, \Omega_{2}\right) \Omega_{3}+R^{S}\left(\Omega_{2}, \Omega_{3}\right) \Omega_{1}+R^{S}\left(\Omega_{3}, \Omega_{1}\right) \Omega_{2}=0$,
ii) $\mathcal{R}^{S}\left(\Omega_{1}, \Omega_{2}, \Omega_{3}, \Omega_{4}\right)+\mathcal{R}^{S}\left(\Omega_{1}, \Omega_{2}, \Omega_{4}, \Omega_{3}\right)=0$,
iii) $\mathcal{R}^{S}\left(\Omega_{1}, \Omega_{2}, \Omega_{3}, \Omega_{4}\right)-\mathcal{R}^{S}\left(\Omega_{3}, \Omega_{4}, \Omega_{1}, \Omega_{2}\right)=0$,
where $\mathcal{R}^{S} \in \Gamma\left(T M^{(0,4)}\right)$ is Riemannian-Christoffel curvature tensor of $R^{S}$ and it is defined by $h\left(R^{S}\left(\Omega_{1}, \Omega_{2}\right) \Omega_{3}, \Omega_{4}\right)=\mathcal{R}^{S}\left(\Omega_{1}, \Omega_{2}, \Omega_{3}, \Omega_{4}\right)$, for $\forall \Omega_{1}, \Omega_{2}, \Omega_{3}, \Omega_{4} \in \Gamma\left(T M^{(1,0)}\right)$.

Proof. Using Lemma 3.1-(i) in (19), we get (i). Using Lemma 3.1-(ii) in (19), we reach (ii). And finally, from (i) and (ii), we have (iii).

Also, we can give the following relations, which have been stated in [9] too, between Riemannian curvature $\widehat{R}$ and the curvatures $R, R^{*}$ when $(M, D, h)$ is a statistical manifold and we give these relations for $R^{S}$.

Using $D=\hat{D}+\kappa$ in $R\left(\Omega_{1}, \Omega_{2}\right) \Omega_{3}=D_{\Omega_{1}} D_{\Omega_{2}} \Omega_{3}-D_{\Omega_{2}} D_{\Omega_{1}} \Omega_{3}-D_{\left[\Omega_{1}, \Omega_{2}\right]} \Omega_{3}$, we have

$$
\begin{equation*}
R\left(\Omega_{1}, \Omega_{2}\right) \Omega_{3}=\widehat{R}\left(\Omega_{1}, \Omega_{2}\right) \Omega_{3}+\left(D_{\Omega_{1}} \kappa\right)\left(\Omega_{2}, \Omega_{3}\right)-\left(D_{\Omega_{2}} \kappa\right)\left(\Omega_{1}, \Omega_{3}\right)-\kappa\left(\Omega_{1}, \kappa\left(\Omega_{2}, \Omega_{3}\right)\right)+\kappa\left(\Omega_{2}, \kappa\left(\Omega_{1}, \Omega_{3}\right)\right) \tag{20}
\end{equation*}
$$

Again using $D=\hat{D}+\kappa$ in (20), we get

$$
\begin{equation*}
R\left(\Omega_{1}, \Omega_{2}\right) \Omega_{3}=\widehat{R}\left(\Omega_{1}, \Omega_{2}\right) \Omega_{3}+\left(\hat{D}_{\Omega_{1}} \kappa\right)\left(\Omega_{2}, \Omega_{3}\right)-\left(\hat{D}_{\Omega_{2}} \kappa\right)\left(\Omega_{1}, \Omega_{3}\right)+\kappa\left(\Omega_{1}, \kappa\left(\Omega_{2}, \Omega_{3}\right)\right)-\kappa\left(\Omega_{2}, \kappa\left(\Omega_{1}, \Omega_{3}\right)\right) \tag{21}
\end{equation*}
$$

Thus, from (20) and (21) we can write

$$
\begin{equation*}
\left(D_{\Omega_{1}} \kappa\right)\left(\Omega_{2}, \Omega_{3}\right)-\left(D_{\Omega_{2}} \kappa\right)\left(\Omega_{1}, \Omega_{3}\right)-\left(\hat{D}_{\Omega_{1}} \kappa\right)\left(\Omega_{2}, \Omega_{3}\right)+\left(\hat{D}_{\Omega_{2}} \kappa\right)\left(\Omega_{1}, \Omega_{3}\right)=2\left\{\mathcal{k}\left(\Omega_{1}, \kappa\left(\Omega_{2}, \Omega_{3}\right)\right)-\mathcal{k}\left(\Omega_{2}, \mathcal{k}\left(\Omega_{1}, \Omega_{3}\right)\right)\right\} \tag{22}
\end{equation*}
$$

Similarly, using $D^{*}=\hat{D}-\kappa$ in $R^{*}\left(\Omega_{1}, \Omega_{2}\right) \Omega_{3}=D_{\Omega_{1}}^{*} D_{\Omega_{2}}^{*} \Omega_{3}-D_{\Omega_{2}}^{*} D_{\Omega_{1}}^{*} \Omega_{3}-D_{\left[\Omega_{1}, \Omega_{2}\right]}^{*} \Omega_{3}$, we have

$$
\begin{equation*}
R^{*}\left(\Omega_{1}, \Omega_{2}\right) \Omega_{3}=\widehat{R}\left(\Omega_{1}, \Omega_{2}\right) \Omega_{3}-\left(D_{\Omega_{1}}^{*} \kappa\right)\left(\Omega_{2}, \Omega_{3}\right)+\left(D_{\Omega_{2}}^{*} \kappa\right)\left(\Omega_{1}, \Omega_{3}\right)-\kappa\left(\Omega_{1}, \kappa\left(\Omega_{2}, \Omega_{3}\right)\right)+\kappa\left(\Omega_{2}, \kappa\left(\Omega_{1}, \Omega_{3}\right)\right) \tag{23}
\end{equation*}
$$

and again using $D^{*}=\hat{D}-\kappa$ in (23), we get

$$
\begin{equation*}
R^{*}\left(\Omega_{1}, \Omega_{2}\right) \Omega_{3}=\widehat{R}\left(\Omega_{1}, \Omega_{2}\right) \Omega_{3}-\left(\hat{D}_{\Omega_{1}} \kappa\right)\left(\Omega_{2}, \Omega_{3}\right)+\left(\hat{D}_{\Omega_{2}} \kappa\right)\left(\Omega_{1}, \Omega_{3}\right)+\kappa\left(\Omega_{1}, \kappa\left(\Omega_{2}, \Omega_{3}\right)\right)-\kappa\left(\Omega_{2}, \kappa\left(\Omega_{1}, \Omega_{3}\right)\right) \tag{24}
\end{equation*}
$$

So, from (23) and (24) we can write
$\left(D_{\Omega_{1}}^{*} \kappa\right)\left(\Omega_{2}, \Omega_{3}\right)-\left(D_{\Omega_{2}}^{*} \kappa\right)\left(\Omega_{1}, \Omega_{3}\right)-\left(\hat{D}_{\Omega_{1}} \kappa\right)\left(\Omega_{2}, \Omega_{3}\right)+\left(\hat{D}_{\Omega_{2}} \kappa\right)\left(\Omega_{1}, \Omega_{3}\right)=-2\left\{\kappa\left(\Omega_{1}, \kappa\left(\Omega_{2}, \Omega_{3}\right)\right)-\kappa\left(\Omega_{2}, \kappa\left(\Omega_{1}, \Omega_{3}\right)\right)\right\}$.
And finally, using (21) and (24) in (19), we reach that

$$
\begin{equation*}
R^{S}\left(\Omega_{1}, \Omega_{2}\right) \Omega_{3}=\widehat{R}\left(\Omega_{1}, \Omega_{2}\right) \Omega_{3}+\kappa\left(\Omega_{1}, \kappa\left(\Omega_{2}, \Omega_{3}\right)\right)-\kappa\left(\Omega_{2}, \kappa\left(\Omega_{1}, \Omega_{3}\right)\right) \tag{26}
\end{equation*}
$$

## 4. PARA-SASAKIAN (PS) STATISTICAL MANIFOLDS

In this section, firstly we define the notion of para-Sasakian (PS) statistical manifold and give the necessary and sufficient coditions for a structure $(D, h, \Psi, w, \zeta)$ to be a PS-structure when $(D, h)$ is a statistical structure and ( $\Psi, w, \zeta, h)$ is an almost paracontact Riemannian manifold. After that, we give some results about the curvatures $R, R^{*}$ and $R^{S}$ and Ricci tensor of these curvatures on a PS-statistical manifold.

Let $\Omega$ be the fundamental 2-form of a PS-manifold $(M, \Psi, w, \zeta, h)$ defined by

$$
\begin{equation*}
\Omega\left(\Omega_{1}, \Omega_{2}\right)=h\left(\Omega_{1}, \Psi \Omega_{2}\right), \tag{27}
\end{equation*}
$$

for $\forall \Omega_{1}, \Omega_{2} \in \Gamma\left(T M^{(1,0)}\right)$. Then, we have
Lemma 4.1. Let $(D, h)$ be a statistical structure and $(\Psi, w, \zeta, h)$ be an almost paracontact Riemannian structure on M. Then, we have
i) $\left(D_{\Omega_{1}} \Omega\right)\left(\Omega_{2}, \Omega_{3}\right)=h\left(\Omega_{2}, D_{\Omega}^{*} \Psi \Omega_{3}-\Psi D_{\Omega_{1}} \Omega_{3}\right)$,
ii) $\left(D_{\Omega_{1}} \Omega\right)\left(\Omega_{2}, \Omega_{3}\right)-\left(D_{\Omega_{1}}^{*} \Omega\right)\left(\Omega_{2}, \Omega_{3}\right)=-2 g\left(\Omega_{2}, \kappa\left(\Omega_{1}, \Psi \Omega_{3}\right)+\Psi \kappa\left(\Omega_{1}, \Omega_{3}\right)\right)$,
iii) $D_{\Omega_{1}} \Psi \Omega_{2}-\Psi D_{\Omega_{1}}^{*} \Omega_{2}=\left(\hat{D}_{\Omega_{1}} \Psi\right) \Omega_{2}+\mathcal{\kappa}\left(\Omega_{1}, \Psi \Omega_{2}\right)+\Psi \mathcal{K}\left(\Omega_{1}, \Omega_{2}\right)$,
for $\forall \Omega_{1}, \Omega_{2}, \Omega_{3} \in \Gamma\left(T M^{(1,0)}\right)$.
Proof. i) From (4) and (27), we get

$$
\begin{align*}
\left(D_{\Omega_{1}} \Omega\right)\left(\Omega_{2}, \Omega_{3}\right) & =D_{\Omega_{1}} \Omega\left(\Omega_{2}, \Omega_{3}\right)-\Omega\left(D_{\Omega_{1}} \Omega_{2}, \Omega_{3}\right)-\Omega\left(\Omega_{2}, D_{\Omega_{1}} \Omega_{3}\right) \\
& =\Omega_{1} h\left(\Omega_{2}, \Psi \Omega_{3}\right)-h\left(D_{\Omega_{1}} \Omega_{2}, \Psi \Omega_{3}\right)-h\left(\Omega_{2}, \Psi D_{\Omega_{1}} \Omega_{3}\right) \\
& =h\left(D_{\Omega_{1}} \Omega_{2}, \Psi \Omega_{3}\right)+h\left(\Omega_{2}, D_{\Omega_{1}}^{*} \Psi \Omega_{3}\right)-h\left(D_{\Omega_{1}} \Omega_{2}, \Psi \Omega_{3}\right)-h\left(\Omega_{2}, \Psi D_{\Omega_{1}} \Omega_{3}\right) \\
& =h\left(\Omega_{2}, D_{\Omega_{1}}^{*} \Psi \Omega_{3}-\Psi D_{\Omega_{1}} \Omega_{3}\right) . \tag{28}
\end{align*}
$$

ii) Substracting the dual of equation (28) from (28) and using (8), the proof completes.
iii) From (5) and (8), we have (iii).

Definition 4.2. $(D, h, \Psi, w, \zeta)$ is a PS-statistical structure on $M$, if
i) $(D, h)$ is a statistical structure,
ii) ( $\Psi, w, \zeta, h)$ is a PS-structure,
iii) for $\forall \Omega_{1}, \Omega_{2} \in \Gamma\left(T M^{(1,0)}\right)$, the equation

$$
\begin{equation*}
\kappa\left(\Omega_{1}, \Psi \Omega_{2}\right)+\Psi \kappa\left(\Omega_{1}, \Omega_{2}\right)=0 \tag{29}
\end{equation*}
$$

is satisfied.
Thus, we can prove the following Theorem:
Theorem 4.3. Let $(D, h)$ be a statistical structure and $(\Psi, w, \zeta, h)$ be an almost paracontact Riemannian structure on $M$. Then, $(D, h, \Psi, w, \zeta)$ is a PS-statistical structure on $M$ iff the equations

$$
\begin{equation*}
D_{\Omega_{1}} \Psi \Omega_{2}-\Psi D_{\Omega_{1}}^{*} \Omega_{2}=-h\left(\Omega_{1}, \Omega_{2}\right) \zeta-w\left(\Omega_{2}\right) \Omega_{1}+2 \eta\left(\Omega_{1}\right) w\left(\Omega_{2}\right) \zeta \tag{30}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{\Omega_{1}} \zeta=\Psi \Omega_{1}+w\left(D_{\Omega_{1}} \zeta\right) \zeta \tag{31}
\end{equation*}
$$

hold for $\forall \Omega_{1}, \Omega_{2} \in \Gamma\left(T M^{(1,0)}\right)$.
Proof. Let $(D, h)$ be a statistical structure and $(\Psi, w, \zeta, h)$ be a PS-Riemannian structure on $M$. Then, from (11) and Lemma 4.1-(iii), we get

$$
D_{\Omega_{1}} \Psi \Omega_{2}-\Psi D_{\Omega_{1}}^{*} \Omega_{2}=-h\left(\Omega_{1}, \Omega_{2}\right) \zeta-w\left(\Omega_{2}\right) \Omega_{1}+2 \eta\left(\Omega_{1}\right) w\left(\Omega_{2}\right) \zeta+\kappa\left(\Omega_{1}, \Psi \Omega_{2}\right)+\Psi \kappa\left(\Omega_{1}, \Omega_{2}\right)
$$

So, if $(D, h, \Psi, w, \zeta)$ is a PS-structure on $M$, then from (29) we have (30). Also, putting $\Omega_{2}=\zeta$ in the expression of the dual of (30), from (9) we obtain (31).

Conversely, let us assume that the equations (30) and (31) hold for $\forall \Omega_{1}, \Omega_{2} \in \Gamma(T M)$. Taking $\Psi \Omega_{2}$ instead of $\Omega_{2}$ in the equation (30) and applying $\Psi$ to the resulting equation, from (9) and (31) we have

$$
D_{\Omega_{1}}^{*} \Psi \Omega_{2}-\Psi D_{\Omega_{1}} \Omega_{2}=-h\left(\Omega_{1}, \Omega_{2}\right) \zeta-w\left(\Omega_{2}\right) \Omega_{1}+2 \eta\left(\Omega_{1}\right) w\left(\Omega_{2}\right) \zeta
$$

and this is the dual of (30). Finally we have to see that, $(\Psi, w, \zeta, h)$ is a PS-structure and the equation (29) holds. Using (5) and (8) in the equation which is in the Lemma 4.1-(iii), we have

$$
D_{\Omega_{1}} \Psi \Omega_{2}-\Psi D_{\Omega_{1}}^{*} \Omega_{2}=\frac{1}{2}\left\{\left(D_{\Omega_{1}} \Psi\right) \Omega_{2}+\left(D_{\Omega_{1}}^{*} \Psi\right) \Omega_{2}\right\}+\frac{1}{2}\left\{D_{\Omega_{1}} \Psi \Omega_{2}-D_{\Omega_{1}}^{*} \Psi \Omega_{2}\right\}+\frac{1}{2} \Psi\left\{D_{\Omega_{1}} \Omega_{2}-D_{\Omega_{1}}^{*} \Omega_{2}\right\}
$$

Taking the dual of the last equation, we get

$$
\begin{equation*}
D_{\Omega_{1}}^{*} \Psi \Omega_{2}-\Psi D_{\Omega_{1}} \Omega_{2}=\left(\hat{D}_{\Omega_{1}} \Psi\right) \Omega_{2}-\kappa\left(\Omega_{1}, \Psi \Omega_{2}\right)-\Psi \kappa\left(\Omega_{1}, \Omega_{2}\right) \tag{32}
\end{equation*}
$$

The dual of the equation (30), i.e. $(30)^{*}$, is

$$
D_{\Omega_{1}}^{*} \Psi \Omega_{2}-\Psi D_{\Omega_{1}} \Omega_{2}=-h\left(\Omega_{1}, \Omega_{2}\right) \zeta-w\left(\Omega_{2}\right) \Omega_{1}+2 \eta\left(\Omega_{1}\right) w\left(\Omega_{2}\right) \zeta
$$

Thus, from (32) and (30)* we obtain that

$$
\begin{equation*}
-\left(\hat{D}_{\Omega_{1}} \Psi\right) \Omega_{2}-h\left(\Omega_{1}, \Omega_{2}\right) \zeta-w\left(\Omega_{2}\right) \Omega_{1}+2 \eta\left(\Omega_{1}\right) w\left(\Omega_{2}\right) \zeta=-\kappa\left(\Omega_{1}, \Psi \Omega_{2}\right)-\Psi \kappa\left(\Omega_{1}, \Omega_{2}\right) \tag{33}
\end{equation*}
$$

Also, from Lemma 4.1-(iii) and (30), we get

$$
\begin{equation*}
-\left(\hat{D}_{\Omega_{1}} \Psi\right) \Omega_{2}-h\left(\Omega_{1}, \Omega_{2}\right) \zeta-w\left(\Omega_{2}\right) \Omega_{1}+2 \eta\left(\Omega_{1}\right) w\left(\Omega_{2}\right) \zeta=\kappa\left(\Omega_{1}, \Psi \Omega_{2}\right)+\Psi \kappa\left(\Omega_{1}, \Omega_{2}\right) \tag{34}
\end{equation*}
$$

So, from (33) and (34) we can reach that, $\kappa\left(\Omega_{1}, \Psi \Omega_{2}\right)+\Psi \kappa\left(\Omega_{1}, \Omega_{2}\right)=0$ holds and also we have $\left(\hat{D}_{\Omega_{1}} \Psi\right) \Omega_{2}=$ $-h\left(\Omega_{1}, \Omega_{2}\right) \zeta-w\left(\Omega_{2}\right) \Omega_{1}+2 \eta\left(\Omega_{1}\right) w\left(\Omega_{2}\right) \zeta$. Thus, $(\Psi, w, \zeta, h)$ is a PS-structure and this completes the proof.
Example 4.4. Let $(\Psi, w, \zeta, h)$ be a PS-Riemannian structure on $M$. Set the connection $\breve{D}$ as

$$
\begin{equation*}
\breve{D}_{\Omega_{1}} \Omega_{2}=\hat{D}_{\Omega_{1}} \Omega_{2}+w\left(\Omega_{1}\right) \Omega_{2}+w\left(\Omega_{2}\right) \Omega_{1}+h\left(\Omega_{1}, \Omega_{2}\right) \zeta \tag{35}
\end{equation*}
$$

for any $\Omega_{1}, \Omega_{2} \in \Gamma\left(T M^{(1,0)}\right)$. Then, $\breve{D}$ is torsion-free and satisfies the Codazzi equation (3). So, ( $\left.\breve{D}, h\right)$ is a statistical structure on the PS-Riemannian manifold $(M, \Psi, w, \zeta, h)$.

Also, from (5) and (35) we have $\kappa\left(\Omega_{1}, \Omega_{2}\right)=w\left(\Omega_{1}\right) \Omega_{2}+w\left(\Omega_{2}\right) \Omega_{1}+h\left(\Omega_{1}, \Omega_{2}\right) \zeta$. So, for this structure we have

$$
\kappa\left(\Omega_{1}, \Psi \Omega_{2}\right)+\Psi \kappa\left(\Omega_{1}, \Omega_{2}\right)=2 \eta\left(\Omega_{1}\right) \Psi \Omega_{2}+w\left(\Omega_{2}\right) \Psi \Omega_{1}+h\left(\Omega_{1}, \Psi \Omega_{2}\right) \zeta
$$

Now, let us suppose that $\kappa\left(\Omega_{1}, \Psi \Omega_{2}\right)+\Phi \kappa\left(\Omega_{1}, \Omega_{2}\right)=0$ is satisfied for this structure. Then, we have

$$
2 \eta\left(\Omega_{1}\right) \Psi \Omega_{2}+w\left(\Omega_{2}\right) \Psi \Omega_{1}+h\left(\Omega_{1}, \Psi \Omega_{2}\right) \zeta=0
$$

Applying $w$ to the last equation, we get $h\left(\Omega_{1}, \Psi \Omega_{2}\right)=0 \Rightarrow \Psi=0$ and this is a contradiction. So, $\kappa\left(\Omega_{1}, \Psi \Omega_{2}\right)+$ $\Psi \kappa\left(\Omega_{1}, \Omega_{2}\right)$ cannot be zero. Hence, $(\breve{D}, h)$ is a statistical structure on the PS-Riemannian manifold $(M, \Psi, w, \zeta, h)$ but it isn't a p-S statistical structure.
Example 4.5. Let $(\Psi, w, \zeta, h)$ be a PS-Riemannian structure on $M$. Set the connection $\tilde{D}$ as

$$
\begin{equation*}
\tilde{D}_{\Omega_{1}} \Omega_{2}=\hat{D}_{\Omega_{1}} \Omega_{2}+w\left(\Omega_{1}\right) w\left(\Omega_{2}\right) \zeta \tag{36}
\end{equation*}
$$

for any $\Omega_{1}, \Omega_{2} \in \Gamma\left(T M^{(1,0)}\right)$. Then, $\tilde{D}$ is torsion-free and satisfies the Codazzi equation (3). So, ( $\left.\tilde{D}, h\right)$ is a statistical structure on the PS-Riemannian manifold $(M, \Psi, w, \zeta, h)$.

Also, from (5) and (36) we have $\kappa\left(\Omega_{1}, \Omega_{2}\right)=w\left(\Omega_{1}\right) w\left(\Omega_{2}\right) \zeta$. So, $\kappa\left(\Omega_{1}, \Psi \Omega_{2}\right)+\Psi \kappa\left(\Omega_{1}, \Omega_{2}\right)=0$ is satisfied for the connection $\tilde{D}$. Hence $(\tilde{D}, h, \Psi, w, \zeta)$ is a PS-statistical structure on $M$.

Here, we obtain some results about the curvatures $R, R^{*}$ and $R^{S}$. For this, we'll give some results for a PS-statistical manifold ( $M, \Psi, w, \zeta, h$ ).

Taking $\Omega_{2}=\zeta$ in (30) and (30)* and using (9), we have

$$
\begin{equation*}
D_{\Omega_{1}}^{*} \zeta=\Psi \Omega_{1}+w\left(D_{\Omega_{1}}^{*} \zeta\right) \zeta \tag{37}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{\Omega_{1}} \zeta=\Psi \Omega_{1}+w\left(D_{\Omega_{1}} \zeta\right) \zeta \tag{38}
\end{equation*}
$$

respectively. Also, from (5), (8), (37) and (38) we have

$$
\begin{equation*}
\kappa\left(\Omega_{1}, \zeta\right)=D_{\Omega_{1}} \zeta-\hat{D}_{\Omega_{1}} \zeta=w\left(D_{\Omega_{1}} \zeta\right) \zeta \tag{39}
\end{equation*}
$$

and

$$
\begin{equation*}
\kappa\left(\Omega_{1}, \zeta\right)=\hat{D}_{\Omega_{1}} \zeta-D_{\Omega_{1}}^{*} \zeta=-w\left(D_{\Omega_{1}}^{*} \zeta\right) \zeta \tag{40}
\end{equation*}
$$

respectively. Thus, from (37)-(40) we get

$$
\begin{align*}
& D_{\Omega_{1}}^{*} \zeta=\Psi \Omega_{1}-\kappa\left(\Omega_{1}, \zeta\right)  \tag{41}\\
& D_{\Omega_{1}} \zeta=\Psi \Omega_{1}+\kappa\left(\Omega_{1}, \zeta\right) \tag{42}
\end{align*}
$$

and

$$
\begin{equation*}
\Psi_{\kappa}\left(\Omega_{1}, \zeta\right)=0 \tag{43}
\end{equation*}
$$

Furthermore, from (5), (10), (39) and (42) we have

$$
\begin{equation*}
\kappa\left(\Omega_{1}, \kappa\left(\Omega_{2}, \zeta\right)\right)=w\left(D_{\Omega_{1}} \zeta\right) w\left(D_{\Omega_{2}} \zeta\right) \zeta \tag{44}
\end{equation*}
$$

and so, we get

$$
\begin{equation*}
\mathcal{\kappa}\left(\Omega_{1}, \mathcal{\kappa}\left(\Omega_{2}, \zeta\right)\right)=\kappa\left(\Omega_{2}, \kappa\left(\Omega_{1}, \zeta\right)\right) \tag{45}
\end{equation*}
$$

Now, we can give some results about the curvatures $R, R^{*}$ and $R^{S}$.
Using (14), (15) and (45) in (21), we have

$$
\begin{equation*}
R\left(\Omega_{1}, \Omega_{2}\right) \zeta=w\left(\Omega_{1}\right) \Omega_{2}-w\left(\Omega_{2}\right) \Omega_{1}+\left(\hat{D}_{\Omega_{1}} \kappa\right)\left(\Omega_{2}, \zeta\right)-\left(\hat{D}_{\Omega_{2}} \kappa\right)\left(\Omega_{1}, \zeta\right) \tag{46}
\end{equation*}
$$

and

$$
\begin{equation*}
R\left(\zeta, \Omega_{1}\right) \Omega_{2}=w\left(\Omega_{2}\right) \Omega_{1}-h\left(\Omega_{1}, \Omega_{2}\right) \zeta+\left(\hat{D}_{\zeta} \kappa\right)\left(\Omega_{1}, \Omega_{2}\right)-\left(\hat{D}_{\Omega_{1}} \kappa\right)\left(\zeta, \Omega_{2}\right)+\kappa\left(\zeta, \kappa\left(\Omega_{1}, \Omega_{2}\right)\right)-\kappa\left(\Omega_{1}, \kappa\left(\zeta, \Omega_{2}\right)\right) \tag{47}
\end{equation*}
$$

From Lemma 3.1-(iv) and (46), we get

$$
\begin{equation*}
w\left(R\left(\Omega_{1}, \Omega_{2}\right) \Omega_{3}\right)=-w\left(\Omega_{1}\right) h\left(\Omega_{2}, \Omega_{3}\right)+w\left(\Omega_{2}\right) h\left(\Omega_{1}, \Omega_{3}\right)+h\left(\left(\hat{D}_{\Omega_{1}} \kappa\right)\left(\Omega_{2}, \zeta\right)-\left(\hat{D}_{\Omega_{2}} \kappa\right)\left(\Omega_{1}, \zeta\right), \Omega_{3}\right) \tag{48}
\end{equation*}
$$

Also, from (21), we have

$$
\begin{align*}
w\left(R\left(\Omega_{1}, \Omega_{2}\right) \Omega_{3}\right) & =-w\left(\Omega_{1}\right) h\left(\Omega_{2}, \Omega_{3}\right)+w\left(\Omega_{2}\right) h\left(\Omega_{1}, \Omega_{3}\right) \\
& +w\left(\left(\hat{D}_{\Omega_{1}} \kappa\right)\left(\Omega_{2}, \Omega_{3}\right)-\left(\hat{D}_{\Omega_{2}} \kappa\right)\left(\Omega_{1}, \Omega_{3}\right)+\kappa\left(\Omega_{1}, \kappa\left(\Omega_{2}, \Omega_{3}\right)\right)-\kappa\left(\Omega_{2}, \kappa\left(\Omega_{1}, \Omega_{3}\right)\right)\right) \tag{49}
\end{align*}
$$

Thus from (48) and (49), we obtain that
$h\left(\left(\hat{D}_{\Omega_{1}} \kappa\right)\left(\Omega_{2}, \zeta\right)-\left(\hat{D}_{\Omega_{2}} \kappa\right)\left(\Omega_{1}, \zeta\right), \Omega_{3}\right)=w\left(\left(\hat{D}_{\Omega_{1}} \kappa\right)\left(\Omega_{2}, \Omega_{3}\right)-\left(\hat{D}_{\Omega_{2}} \kappa\right)\left(\Omega_{1}, \Omega_{3}\right)+\kappa\left(\Omega_{1}, \kappa\left(\Omega_{2}, \Omega_{3}\right)\right)-\kappa\left(\Omega_{2}, \kappa\left(\Omega_{1}, \Omega_{3}\right)\right)\right)$.
Similarly, using (14), (15) and (45) in (24), we have

$$
\begin{equation*}
R^{*}\left(\Omega_{1}, \Omega_{2}\right) \zeta=w\left(\Omega_{1}\right) \Omega_{2}-w\left(\Omega_{2}\right) \Omega_{1}-\left(\hat{D}_{\Omega_{1}} \kappa\right)\left(\Omega_{2}, \zeta\right)+\left(\hat{D}_{\Omega_{2}} \kappa\right)\left(\Omega_{1}, \zeta\right) \tag{51}
\end{equation*}
$$

and

$$
\begin{equation*}
R^{*}\left(\zeta, \Omega_{1}\right) \Omega_{2}=w\left(\Omega_{2}\right) \Omega_{1}-h\left(\Omega_{1}, \Omega_{2}\right) \zeta-\left(\hat{D}_{\zeta} \kappa\right)\left(\Omega_{1}, \Omega_{2}\right)+\left(\hat{D}_{\Omega_{1}} \kappa\right)\left(\zeta, \Omega_{2}\right)+\kappa\left(\zeta, \mathcal{K}\left(\Omega_{1}, \Omega_{2}\right)\right)-\kappa\left(\Omega_{1}, \kappa\left(\zeta, \Omega_{2}\right)\right) \tag{52}
\end{equation*}
$$

From Lemma 3.1-(iv) and (51), we get

$$
\begin{equation*}
w\left(R^{*}\left(\Omega_{1}, \Omega_{2}\right) \Omega_{3}\right)=-w\left(\Omega_{1}\right) h\left(\Omega_{2}, \Omega_{3}\right)+w\left(\Omega_{2}\right) h\left(\Omega_{1}, \Omega_{3}\right)-h\left(\left(\hat{D}_{\Omega_{1}} \kappa\right)\left(\Omega_{2}, \zeta\right)-\left(\hat{D}_{\Omega_{2}} \kappa\right)\left(\Omega_{1}, \zeta\right), \Omega_{3}\right) \tag{53}
\end{equation*}
$$

Also, from (24), we have

$$
\begin{align*}
w\left(R^{*}\left(\Omega_{1}, \Omega_{2}\right) \Omega_{3}\right) & =-w\left(\Omega_{1}\right) h\left(\Omega_{2}, \Omega_{3}\right)+w\left(\Omega_{2}\right) h\left(\Omega_{1}, \Omega_{3}\right) \\
& -w\left(\left(\hat{D}_{\Omega_{1}} \kappa\right)\left(\Omega_{2}, \Omega_{3}\right)-\left(\hat{D}_{\Omega_{2}} \kappa\right)\left(\Omega_{1}, \Omega_{3}\right)-\kappa\left(\Omega_{1}, \kappa\left(\Omega_{2}, \Omega_{3}\right)\right)+\kappa\left(\Omega_{2}, \kappa\left(\Omega_{1}, \Omega_{3}\right)\right)\right) . \tag{54}
\end{align*}
$$

Thus from (53) and (54), we obtain that
$h\left(\left(\hat{D}_{\Omega_{1}} \kappa\right)\left(\Omega_{2}, \zeta\right)-\left(\hat{D}_{\Omega_{2}} \kappa\right)\left(\Omega_{1}, \zeta\right), \Omega_{3}\right)=w\left(\left(\hat{D}_{\Omega_{1}} \kappa\right)\left(\Omega_{2}, \Omega_{3}\right)-\left(\hat{D}_{\Omega_{2}} \kappa\right)\left(\Omega_{1}, \Omega_{3}\right)-\kappa\left(\Omega_{1}, \kappa\left(\Omega_{2}, \Omega_{3}\right)\right)+\kappa\left(\Omega_{2}, \kappa\left(\Omega_{1}, \Omega_{3}\right)\right)\right)$.
Furthermore, from (50) and (55) we have

$$
\begin{equation*}
w\left(\kappa\left(\Omega_{1}, \mathcal{\kappa}\left(\Omega_{2}, \Omega_{3}\right)\right)\right)=w\left(\mathcal{K}\left(\Omega_{2}, \mathcal{\kappa}\left(\Omega_{1}, \Omega_{3}\right)\right)\right) \tag{56}
\end{equation*}
$$

Hence, the equations (49) and (54) reduces to

$$
\begin{equation*}
w\left(R\left(\Omega_{1}, \Omega_{2}\right) \Omega_{3}\right)=-w\left(\Omega_{1}\right) h\left(\Omega_{2}, \Omega_{3}\right)+w\left(\Omega_{2}\right) h\left(\Omega_{1}, \Omega_{3}\right)+w\left(\left(\hat{D}_{\Omega_{1}} \kappa\right)\left(\Omega_{2}, \Omega_{3}\right)-\left(\hat{D}_{\Omega_{2}} \kappa\right)\left(\Omega_{1}, \Omega_{3}\right)\right) \tag{57}
\end{equation*}
$$

and

$$
\begin{equation*}
w\left(R^{*}\left(\Omega_{1}, \Omega_{2}\right) \Omega_{3}\right)=-w\left(\Omega_{1}\right) h\left(\Omega_{2}, \Omega_{3}\right)+w\left(\Omega_{2}\right) h\left(\Omega_{1}, \Omega_{3}\right)-w\left(\left(\hat{D}_{\Omega_{1}} \kappa\right)\left(\Omega_{2}, \Omega_{3}\right)-\left(\hat{D}_{\Omega_{2}} \kappa\right)\left(\Omega_{1}, \Omega_{3}\right)\right) \tag{58}
\end{equation*}
$$

respectively. Also, the equations (50) and (55) reduces to

$$
\begin{equation*}
h\left(\left(\hat{D}_{\Omega_{1}} \kappa\right)\left(\Omega_{2}, \zeta\right)-\left(\hat{D}_{\Omega_{2}} \kappa\right)\left(\Omega_{1}, \zeta\right), \Omega_{3}\right)=w\left(\left(\hat{D}_{\Omega_{1}} \kappa\right)\left(\Omega_{2}, \Omega_{3}\right)-\left(\hat{D}_{\Omega_{2}} \kappa\right)\left(\Omega_{1}, \Omega_{3}\right)\right) \tag{59}
\end{equation*}
$$

Likewise, let us obtain some equations about the statistical curvature of a PS-statistical manifold ( $M, \Psi, w, \zeta, h)$.

From (14), (26) and (45) (or from (19), (46) and (51)), we get

$$
\begin{equation*}
R^{S}\left(\Omega_{1}, \Omega_{2}\right) \zeta=w\left(\Omega_{1}\right) \Omega_{2}-w\left(\Omega_{2}\right) \Omega_{1} \tag{60}
\end{equation*}
$$

and from (15) and (26) (or from (19), (47) and (52)), we have

$$
\begin{equation*}
R^{S}\left(\zeta, \Omega_{1}\right) \Omega_{2}=w\left(\Omega_{2}\right) \Omega_{1}-h\left(\Omega_{1}, \Omega_{2}\right) \zeta+\kappa\left(\zeta, \kappa\left(\Omega_{1}, \Omega_{2}\right)\right)-\kappa\left(\Omega_{1}, \kappa\left(\zeta, \Omega_{2}\right)\right) \tag{61}
\end{equation*}
$$

From (60) (or from (61) and (45)), we get

$$
\begin{equation*}
R^{S}\left(\zeta, \Omega_{1}\right) \zeta=\Omega_{1}-w\left(\Omega_{1}\right) \zeta \tag{62}
\end{equation*}
$$

From Theorem 3.2-(iv) and (60) (or from (26) and (56)), we obtain that

$$
\begin{equation*}
w\left(R^{S}\left(\Omega_{1}, \Omega_{2}\right) \Omega_{3}\right)=-w\left(\Omega_{1}\right) h\left(\Omega_{2}, \Omega_{3}\right)+w\left(\Omega_{2}\right) h\left(\Omega_{1}, \Omega_{3}\right) \tag{63}
\end{equation*}
$$

At the end of this section, let us deal with the Ricci tensor of these curvatures on a PS-statistical manifold.
Let $\left\{\Lambda_{i}\right\}, i=1,2, \ldots, n$, be an orthonormal basis of the tangent space at any point $p$ of the PS-statistical manifold. From (21), we have

$$
\begin{align*}
\operatorname{Ric}\left(\Omega_{1}, \Omega_{2}\right) & =\sum_{i=1}^{n} h\left(R\left(\Omega_{1}, \Lambda_{i}\right) \Lambda_{i}, \Omega_{2}\right)  \tag{64}\\
& =\widehat{\operatorname{Ric}}\left(\Omega_{1}, \Omega_{2}\right)+\sum_{i=1}^{n} h\left(\left(\hat{D}_{\Omega_{1}} \kappa\right)\left(\Lambda_{i}, \Lambda_{i}\right)-\left(\hat{D}_{\Lambda_{i}} \kappa\right)\left(\Omega_{1}, \Lambda_{i}\right)+\kappa\left(\Omega_{1}, \kappa\left(\Lambda_{i}, \Lambda_{i}\right)\right)-\kappa\left(\Lambda_{i}, \kappa\left(\Omega_{1}, \Lambda_{i}\right)\right), \Omega_{2}\right) .
\end{align*}
$$

From (12), (56) and (64), we get

$$
\begin{equation*}
\operatorname{Ric}\left(\Omega_{1}, \zeta\right)=(1-n) w\left(\Omega_{1}\right)+\sum_{i=1}^{n} w\left(\left(\hat{D}_{\Omega_{1}} \kappa\right)\left(\Lambda_{i}, \Lambda_{i}\right)-\left(\hat{D}_{\Lambda_{i}} \kappa\right)\left(\Omega_{1}, \Lambda_{i}\right)\right) \tag{65}
\end{equation*}
$$

Also, using the definition of Ricci tensor, from Lemma 3.1-(iv) and (46) we have

$$
\begin{align*}
\operatorname{Ric}\left(\Omega_{1}, \zeta\right) & =\sum_{i=1}^{n} h\left(R\left(\Omega_{1}, \Lambda_{i}\right) \Lambda_{i}, \zeta\right) \\
& =(1-n) w\left(\Omega_{1}\right)+\sum_{i=1}^{n} h\left(\left(\hat{D}_{\Omega_{1}} \kappa\right)\left(\Lambda_{i}, \zeta\right)-\left(\hat{D}_{\Lambda_{i}} \kappa\right)\left(\Omega_{1}, \zeta\right), \Lambda_{i}\right) \tag{66}
\end{align*}
$$

From (65) and (66), we get

$$
\sum_{i=1}^{n} w\left(\left(\hat{D}_{\Omega_{1}} \kappa\right)\left(\Lambda_{i}, \Lambda_{i}\right)-\left(\hat{D}_{\Lambda_{i}} \kappa\right)\left(\Omega_{1}, \Lambda_{i}\right)\right)=\sum_{i=1}^{n} h\left(\left(\hat{D}_{\Omega_{1}} \kappa\right)\left(\Lambda_{i}, \zeta\right)-\left(\hat{D}_{\Lambda_{i}} \kappa\right)\left(\Omega_{1}, \zeta\right), \Lambda_{i}\right)
$$

and this equation is equivalent with the equation (59).
From (12) and (64) (or from the definition of Ricci tensor and (47)), we have

$$
\begin{equation*}
\operatorname{Ric}\left(\zeta, \Omega_{1}\right)=(1-n) w\left(\Omega_{1}\right)+\sum_{i=1}^{n} h\left(\left(\hat{D}_{\zeta} \kappa\right)\left(\Lambda_{i}, \Lambda_{i}\right)-\left(\hat{D}_{\Lambda_{i}} \kappa\right)\left(\zeta, \Lambda_{i}\right)+\kappa\left(\zeta, \kappa\left(\Lambda_{i}, \Lambda_{i}\right)\right)-\kappa\left(\Lambda_{i}, \kappa\left(\zeta, \Lambda_{i}\right)\right), \Omega_{1}\right) \tag{67}
\end{equation*}
$$

Similarly, from (24)

$$
\begin{align*}
\operatorname{Ric}^{*}\left(\Omega_{1}, \Omega_{2}\right) & =\sum_{i=1}^{n} h\left(R^{*}\left(\Omega_{1}, \Lambda_{i}\right) \Lambda_{i}, \Omega_{2}\right)  \tag{68}\\
& =\widehat{\operatorname{Ric}}\left(\Omega_{1}, \Omega_{2}\right)-\sum_{i=1}^{n} h\left(\left(\hat{D}_{\Omega_{1}} \kappa\right)\left(\Lambda_{i}, \Lambda_{i}\right)-\left(\hat{D}_{\Lambda_{i}} \kappa\right)\left(\Omega_{1}, \Lambda_{i}\right)-\kappa\left(\Omega_{1}, \kappa\left(\Lambda_{i}, \Lambda_{i}\right)\right)+\kappa\left(\Lambda_{i}, \kappa\left(\Omega_{1}, \Lambda_{i}\right)\right), \Omega_{2}\right)
\end{align*}
$$

From (12), (56) and (68), we get

$$
\begin{equation*}
\operatorname{Ric}^{*}\left(\Omega_{1}, \zeta\right)=(1-n) w\left(\Omega_{1}\right)-\sum_{i=1}^{n} w\left(\left(\hat{D}_{\Omega_{1}} \kappa\right)\left(\Lambda_{i}, \Lambda_{i}\right)-\left(\hat{D}_{\Lambda_{i}} \kappa\right)\left(\Omega_{1}, \Lambda_{i}\right)\right) \tag{69}
\end{equation*}
$$

Also, using the definition of Ricci tensor, from Lemma 3.1-(iv) and (51) we have

$$
\begin{align*}
\operatorname{Ric}^{*}\left(\Omega_{1}, \zeta\right) & =\sum_{i=1}^{n} h\left(R^{*}\left(\Omega_{1}, \Lambda_{i}\right) \Lambda_{i}, \zeta\right) \\
& =(1-n) w\left(\Omega_{1}\right)-\sum_{i=1}^{n} h\left(\left(\hat{D}_{\Omega_{1}} \kappa\right)\left(\Lambda_{i}, \zeta\right)-\left(\hat{D}_{\Lambda_{i}} \kappa\right)\left(\Omega_{1}, \zeta\right), \Lambda_{i}\right) . \tag{70}
\end{align*}
$$

From (69) and (70), we get

$$
\sum_{i=1}^{n} w\left(\left(\hat{D}_{\Omega_{1}} \kappa\right)\left(\Lambda_{i}, \Lambda_{i}\right)-\left(\hat{D}_{\Lambda_{i}} \kappa\right)\left(\Omega_{1}, \Lambda_{i}\right)\right)=\sum_{i=1}^{n} h\left(\left(\hat{D}_{\Omega_{1}} \kappa\right)\left(\Lambda_{i}, \Lambda_{i}\right)-\left(\hat{D}_{\Lambda_{i}} \kappa\right)\left(\Omega_{1}, \Lambda_{i}\right), \Lambda_{i}\right)
$$

and this equation is equivalent with the equation (59).

From (12) and (68) (or from the definition of Ricci tensor and (52)), we have
$\operatorname{Ric}^{*}\left(\zeta, \Omega_{1}\right)=(1-n) w\left(\Omega_{1}\right)-\sum_{i=1}^{n} h\left(\left(\hat{D}_{\zeta} \kappa\right)\left(\Lambda_{i}, \Lambda_{i}\right)-\left(\hat{D}_{\Lambda_{i}} \kappa\right)\left(\zeta, \Lambda_{i}\right)-\kappa\left(\zeta, \kappa\left(\Lambda_{i}, \Lambda_{i}\right)\right)+\kappa\left(\Lambda_{i}, \kappa\left(\zeta, \Lambda_{i}\right)\right), \Omega_{1}\right)$.
Finally, let us give similar results for Ricci tensor of the curvature $R^{S}$ on a PS-statistical manifold.
From (26), we have

$$
\begin{equation*}
\operatorname{Ric}^{S}\left(\Omega_{1}, \Omega_{2}\right)=\widehat{\operatorname{Ric}}\left(\Omega_{1}, \Omega_{2}\right)+\sum_{i=1}^{n} h\left(\kappa\left(\Omega_{1}, \kappa\left(\Lambda_{i}, \Lambda_{i}\right)\right)-\kappa\left(\Lambda_{i}, \kappa\left(\Omega_{1}, \Lambda_{i}\right)\right), \Omega_{2}\right) \tag{72}
\end{equation*}
$$

From Theorem 3.2-(iv) and (60), we get

$$
\begin{equation*}
\operatorname{Ric}^{S}\left(\Omega_{1}, \zeta\right)=\sum_{i=1}^{n} h\left(R^{S}\left(\Omega_{1}, \Lambda_{i}\right) \Lambda_{i}, \zeta\right)=-\sum_{i=1}^{n} h\left(R^{S}\left(\Omega_{1}, \Lambda_{i}\right) \zeta, \Lambda_{i}\right)=(1-n) w\left(\Omega_{1}\right) \tag{73}
\end{equation*}
$$

From (12) and (72), we have

$$
\begin{equation*}
\operatorname{Ric}^{S}\left(\zeta, \Omega_{1}\right)=(1-n) w\left(\Omega_{1}\right)+\sum_{i=1}^{n} h\left(\kappa\left(\zeta, \kappa\left(\Lambda_{i}, \Lambda_{i}\right)\right)-\kappa\left(\Lambda_{i}, \kappa\left(\zeta, \Lambda_{i}\right)\right), \Omega_{1}\right) \tag{74}
\end{equation*}
$$

Since the Ricci tensor of $R^{S}$ is symmetric, from (73) and (74) we obtain

$$
\begin{equation*}
\sum_{i=1}^{n} h\left(\kappa\left(\zeta, \kappa\left(\Lambda_{i}, \Lambda_{i}\right)\right)-\kappa\left(\Lambda_{i}, \kappa\left(\zeta, \Lambda_{i}\right)\right), \Omega_{1}\right)=0 \tag{75}
\end{equation*}
$$

Example 4.6. Let we deal with the manifold $M=\left\{(x, y, z) \in \mathbb{R}^{3}, z \neq 0\right\}$ of dimension 3 , where $(x, y, z)$ are the standart coordinates in $\mathbb{R}^{3}$.

We choose the vector fields $\left\{\Lambda_{1}, \Lambda_{2}, \Lambda_{3}\right\}$ as

$$
\begin{equation*}
\Lambda_{1}=e^{x} \frac{\partial}{\partial y}, \Lambda_{2}=e^{x}\left(\frac{\partial}{\partial y}-\frac{\partial}{\partial z}\right), \Lambda_{3}=-\frac{\partial}{\partial x}, \tag{76}
\end{equation*}
$$

which are linearly independent at each point of $M$.
Let $h$ be the Riemannian metric defined by $h\left(\Lambda_{i}, \Lambda_{j}\right)=0, i \neq j, i, j=1,2,3$ and $h\left(\Lambda_{\kappa}, \Lambda_{\kappa}\right)=1, \kappa=1,2,3$.
Let $w$ be the 1 -form defined by $w\left(\Omega_{3}\right)=h\left(\Omega_{3}, \Lambda_{3}\right)$, for any $\Omega_{3} \in \Gamma\left(T M^{(1,0)}\right)$.
Let $\Psi$ be the $(1,1)$-tensor field defined by

$$
\begin{equation*}
\Psi \Lambda_{1}=\Lambda_{1}, \Psi \Lambda_{2}=\Lambda_{2}, \Psi \Lambda_{3}=0 \tag{77}
\end{equation*}
$$

Using the linearity of $\Psi$ and $h$, we have $w\left(\Lambda_{3}\right)=1, \Psi^{2} \Omega_{3}=\Omega_{3}-w\left(\Omega_{3}\right) \Lambda_{3}$ and $h\left(\Psi \Omega_{3}, \Psi \Omega_{5}\right)=h\left(\Omega_{3}, \Omega_{5}\right)-$ $w\left(\Omega_{3}\right) w\left(\Omega_{5}\right)$, for any $\Omega_{3}, \Omega_{5} \in \Gamma\left(T M^{(1,0)}\right)$. Thus, for $\Lambda_{3}=\zeta,(\Psi, \zeta, w, h)$ defines an almost paracontact metric structure on $M$.

Now, we have

$$
\begin{equation*}
\left[\Lambda_{1}, \Lambda_{2}\right]=0,\left[\Lambda_{1}, \Lambda_{3}\right]=\Lambda_{1},\left[\Lambda_{2}, \Lambda_{3}\right]=\Lambda_{2} \tag{78}
\end{equation*}
$$

The L-C connection $\hat{D}$ of $h$ is given by Koszul's formula which is defined as

$$
\begin{align*}
2 g\left(\hat{D}_{\Omega_{1}} \Omega_{2}, \Omega_{3}\right) & =\Omega_{1} h\left(\Omega_{2}, \Omega_{3}\right)+\Omega_{2} h\left(\Omega_{1}, \Omega_{3}\right)-\Omega_{3} h\left(\Omega_{1}, \Omega_{2}\right)  \tag{79}\\
& -h\left(\Omega_{1},\left[\Omega_{2}, \Omega_{3}\right]\right)-h\left(\Omega_{2},\left[\Omega_{1}, \Omega_{3}\right]\right)+h\left(\Omega_{3},\left[\Omega_{1}, \Omega_{2}\right]\right)
\end{align*}
$$

Taking $\Lambda_{3}=\zeta$ and using (79), we have

$$
\begin{align*}
& \hat{D}_{\Lambda_{1}} \Lambda_{1}=-\Lambda_{3}, \hat{D}_{\Lambda_{1}} \Lambda_{2}=0, \hat{D}_{\Lambda_{1}} \Lambda_{3}=\Lambda_{1}, \\
& \hat{D}_{\Lambda_{2}} \Lambda_{1}=0, \hat{D}_{\Lambda_{2}} \Lambda_{2}=-\Lambda_{3}, \hat{D}_{\Lambda_{2}} \Lambda_{3}=\Lambda_{2},  \tag{80}\\
& \hat{D}_{\Lambda_{3}} \Lambda_{1}=0, \hat{D}_{\Lambda_{3}} \Lambda_{2}=0, \hat{D}_{\Lambda_{3}} \Lambda_{3}=0 .
\end{align*}
$$

From above, one can be easily see that $(\phi, \zeta, w, h)$ is a PS-structure on M. Consequently, $(M, \phi, \zeta, w, h)$ is a 3-dimensional PS-manifold (for detail, see [18]).

Now, let us suppose the PS-statistical structure (36) which is defined as $\tilde{D}_{\Omega_{1}} \Omega_{2}=\hat{D}_{\Omega_{1}} \Omega_{2}+w\left(\Omega_{1}\right) w\left(\Omega_{2}\right) \zeta$ ( $\tilde{D}_{\Omega_{1}}^{*} \Omega_{2}=\hat{D}_{\Omega_{1}} \Omega_{2}-w\left(\Omega_{1}\right) w\left(\Omega_{2}\right) \zeta$ and $\kappa\left(\Omega_{1}, \Omega_{2}\right)=w\left(\Omega_{1}\right) w\left(\Omega_{2}\right) \zeta$ ) for this para-Sasakian manifold. Thus, from (80) we have

$$
\begin{align*}
& \tilde{D}_{\Lambda_{1}} \Lambda_{1}=\tilde{D}_{\Lambda_{1}}^{*} \Lambda_{1}=-\Lambda_{3}, \tilde{D}_{\Lambda_{1}} \Lambda_{2}=\tilde{D}_{\Lambda_{1}}^{*} \Lambda_{2}=0, \tilde{D}_{\Lambda_{1}} \Lambda_{3}=\tilde{D}_{\Lambda_{1}}^{*} \Lambda_{3}=\Lambda_{1}, \\
& \tilde{D}_{\Lambda_{2}} \Lambda_{1}=\tilde{D}_{\Lambda_{2}}^{*} \Lambda_{1}=0, \tilde{D}_{\Lambda_{2}} \Lambda_{2}=\tilde{D}_{\Lambda_{2}}^{*} \Lambda_{2}=-\Lambda_{3}, \tilde{D}_{\Lambda_{2}} \Lambda_{3}=\tilde{D}_{\Lambda_{2}}^{*} \Lambda_{3}=\Lambda_{2},  \tag{81}\\
& \tilde{D}_{\Lambda_{3}} \Lambda_{1}=\tilde{D}_{\Lambda_{3}}^{*} \Lambda_{1}=0, \tilde{D}_{\Lambda_{3}} \Lambda_{2}=\tilde{D}_{\Lambda_{3}}^{*} \Lambda_{2}=0, \tilde{D}_{\Lambda_{3}} \Lambda_{3}=-\tilde{D}_{\Lambda_{3}}^{*} \Lambda_{3}=\Lambda_{3} .
\end{align*}
$$

Actually, one can easily see from (81) that, $\tilde{T}\left(\Lambda_{i}, \Lambda_{j}\right)=0$ and $\left(\tilde{D}_{\Lambda_{i}} h\right)\left(\Lambda_{j}, e_{\kappa}\right)=0$ hold for all $i, j, \kappa=1,2,3$. So, $(D, h)$ is a statistical structure and since $\kappa\left(\Lambda_{i}, \Psi e_{j}\right)+\Psi \kappa\left(\Lambda_{i}, \Lambda_{j}\right)=0$ holds for all $i, j=1,2,3,(\tilde{D}, h, \Psi, w, \zeta)$ is a PS-statistical structure on M.

From the above results, we can obtain the components of the curvature tensors with respect to the connections $D$ and $D^{*}$, respectively, as follows:

$$
\begin{align*}
& \tilde{R}\left(\Lambda_{1}, \Lambda_{2}\right) \Lambda_{1}=\Lambda_{2}, \tilde{R}\left(\Lambda_{1}, \Lambda_{2}\right) \Lambda_{2}=-\Lambda_{1}, \tilde{R}\left(\Lambda_{1}, \Lambda_{2}\right) \Lambda_{3}=0, \\
& \tilde{R}\left(\Lambda_{1}, \Lambda_{3}\right) \Lambda_{1}=2 \Lambda_{3}, \tilde{R}\left(\Lambda_{1}, \Lambda_{3}\right) \Lambda_{2}=0, \tilde{R}\left(\Lambda_{1}, \Lambda_{3}\right) \Lambda_{3}=0,  \tag{82}\\
& \tilde{R}\left(\Lambda_{2}, \Lambda_{3}\right) \Lambda_{1}=0, \tilde{R}\left(\Lambda_{2}, \Lambda_{3}\right) \Lambda_{2}=2 \Lambda_{3}, \tilde{R}\left(\Lambda_{2}, \Lambda_{3}\right) \Lambda_{3}=0 .
\end{align*}
$$

and

$$
\begin{align*}
& \tilde{R}^{*}\left(\Lambda_{1}, \Lambda_{2}\right) \Lambda_{1}=\Lambda_{2}, \tilde{R}^{*}\left(\Lambda_{1}, \Lambda_{2}\right) \Lambda_{2}=-\Lambda_{1}, \tilde{R}^{*}\left(\Lambda_{1}, \Lambda_{2}\right) \Lambda_{3}=0, \\
& \tilde{R}^{*}\left(\Lambda_{1}, \Lambda_{3}\right) \Lambda_{1}=0, \tilde{R}^{*}\left(\Lambda_{1}, \Lambda_{3}\right) \Lambda_{2}, \tilde{R}^{*}\left(\Lambda_{1}, \Lambda_{3}\right) \Lambda_{3}=-2 \Lambda_{1},  \tag{83}\\
& \tilde{R}^{*}\left(\Lambda_{2}, \Lambda_{3}\right) \Lambda_{1}=0, \tilde{R}^{*}\left(\Lambda_{2}, \Lambda_{3}\right) \Lambda_{2}=0, \tilde{R}^{*}\left(\Lambda_{2}, \Lambda_{3}\right) \Lambda_{3}=-2 \Lambda_{2} .
\end{align*}
$$

With the help of the equations (82) and (83), we get the Ricci tensors of the curvature tensors $\tilde{R}$ and $\tilde{R}^{*}$, respectively, as follows:

$$
\begin{align*}
& \widetilde{\operatorname{Ric}}\left(\Lambda_{1}, \Lambda_{1}\right)=-1, \widetilde{\operatorname{Ric}}\left(\Lambda_{1}, \Lambda_{2}\right)=0, \widetilde{\operatorname{Ric}}\left(\Lambda_{1}, \Lambda_{3}\right)=0, \\
& \widetilde{\operatorname{Ric}}\left(\Lambda_{2}, \Lambda_{1}\right)=0, \widetilde{\operatorname{Ric}}\left(\Lambda_{2}, \Lambda_{2}\right)=-1, \widetilde{\operatorname{Ric}}\left(\Lambda_{2}, \Lambda_{3}\right)=0,  \tag{84}\\
& \widetilde{\operatorname{Ric}}\left(\Lambda_{3}, \Lambda_{1}\right)=0, \widetilde{\operatorname{Ric}}\left(\Lambda_{3}, \Lambda_{2}\right)=0, \widetilde{\operatorname{Ric}}\left(\Lambda_{3}, \Lambda_{3}\right)=-4
\end{align*}
$$

and

$$
\begin{align*}
& \widetilde{\operatorname{Ric}}^{*}\left(\Lambda_{1}, \Lambda_{1}\right)=-3, \widetilde{\operatorname{Ric}}^{*}\left(\Lambda_{1}, \Lambda_{2}\right)=0, \widetilde{\operatorname{Ric}}^{*}\left(\Lambda_{1}, \Lambda_{3}\right)=0, \\
& \widetilde{\operatorname{Ric}}^{*}\left(\Lambda_{2}, \Lambda_{1}\right)=0, \widetilde{\operatorname{Ric}}^{*}\left(\Lambda_{2}, \Lambda_{2}\right)=-3, \widetilde{\operatorname{Ric}}^{*}\left(\Lambda_{2}, \Lambda_{3}\right)=0,  \tag{85}\\
& \widetilde{\operatorname{Ric}}^{*}\left(\Lambda_{3}, \Lambda_{1}\right)=0, \operatorname{Ric}^{*}\left(\Lambda_{3}, \Lambda_{2}\right)=0, \operatorname{Ric}^{*}\left(\Lambda_{3}, \Lambda_{3}\right)=0 .
\end{align*}
$$

Furthermore, from the definition of the statistical curvature tensor, (82) and (83), we can obtain the components of the statistical curvature tensor as

$$
\begin{align*}
& \tilde{R}^{S}\left(\Lambda_{1}, \Lambda_{2}\right) \Lambda_{1}=\Lambda_{2}, \tilde{R}^{S}\left(\Lambda_{1}, \Lambda_{2}\right) \Lambda_{2}=-\Lambda_{1}, \tilde{R}^{S}\left(\Lambda_{1}, \Lambda_{2}\right) \Lambda_{3}=0, \\
& \tilde{R}^{S}\left(\Lambda_{1}, \Lambda_{3}\right) \Lambda_{1}=\Lambda_{3}, \tilde{R}^{S}\left(\Lambda_{1}, \Lambda_{3}\right) \Lambda_{2}=0, \tilde{R}^{S}\left(\Lambda_{1}, \Lambda_{3}\right) \Lambda_{3}=-\Lambda_{1},  \tag{86}\\
& \tilde{R}^{S}\left(\Lambda_{2}, \Lambda_{3}\right) \Lambda_{1}=0, \tilde{R}^{S}\left(\Lambda_{2}, \Lambda_{3}\right) \Lambda_{2}=\Lambda_{3}, \tilde{R}^{S}\left(\Lambda_{2}, \Lambda_{3}\right) \Lambda_{3}=-\Lambda_{2}
\end{align*}
$$

and from (86), we get the Ricci tensors of the statistical curvature tensor as

$$
\begin{align*}
& \widetilde{\operatorname{Ric}}^{S}\left(\Lambda_{1}, \Lambda_{1}\right)=-2, \widetilde{\operatorname{Ric}}^{S}\left(\Lambda_{1}, \Lambda_{2}\right)=0, \widetilde{\operatorname{Ric}}^{S}\left(\Lambda_{1}, \Lambda_{3}\right)=0, \\
& \widetilde{\operatorname{Ric}}^{S}\left(\Lambda_{2}, \Lambda_{1}\right)=0, \widetilde{\operatorname{Ric}}^{S}\left(\Lambda_{2}, \Lambda_{2}\right)=-2, \widetilde{\operatorname{Ric}}^{S}\left(\Lambda_{2}, \Lambda_{3}\right)=0,  \tag{87}\\
& \widetilde{\operatorname{Ric}}^{S}\left(\Lambda_{3}, \Lambda_{1}\right)=0, \widetilde{\operatorname{Ric}}^{S}\left(\Lambda_{3}, \Lambda_{2}\right)=0, \widetilde{\operatorname{Ric}}^{S}\left(\Lambda_{3}, \Lambda_{3}\right)=-2 .
\end{align*}
$$

## 5. SOME CHARACTERIZATIONS FOR THESE MANIFOLDS

In this section, we investigate some special curvature conditions for a PS-statistical manifold. For this, firstly we study on Ricci semi-symmetric and Ricci pseudo-symmetric PS-statistical manifolds and after we give some results for $\zeta$-projectively flat, projectively flat and $\Psi$-projectively semi-symmetric PS-statistical manifolds.

### 5.1. Ricci Semi-Symmetric and Ricci Pseudo-Symmetric PS-Statistical Manifolds

We know that, if $(M, h)$ is a connected $n$-dimensional, $n \geq 3$, semi-Riemannian manifold of class $C^{\infty}$, then for a ( $0, k$ )-tensor field $T$ on $M, k \geq 1$, the ( $0, k+2$ )-tensors $\mathcal{R} \cdot T$ and $Q(h, T)$ are defined by

$$
\begin{align*}
(\mathcal{R} \cdot T)\left(X_{1}, \ldots, X_{k} ; \Omega_{1}, \Omega_{2}\right) & =\left(R\left(\Omega_{1}, \Omega_{2}\right) \cdot T\right)\left(X_{1}, \ldots, X_{k}\right) \\
& =-T\left(R\left(\Omega_{1}, \Omega_{2}\right) X_{1}, X_{2}, \ldots, X_{k}\right) \\
& -\ldots-T\left(X_{1}, \ldots, X_{k-1}, R\left(\Omega_{1}, \Omega_{2}\right) X_{k}\right) \tag{88}
\end{align*}
$$

and

$$
\begin{align*}
Q(h, T)\left(X_{1}, \ldots, X_{k} ; \Omega_{1}, \Omega_{2}\right) & =\left(\left(\Omega_{1} \wedge_{h} \Omega_{2}\right) \cdot T\right)\left(X_{1}, \ldots, X_{k}\right) \\
& =-T\left(\left(\Omega_{1} \wedge_{h} \Omega_{2}\right) X_{1}, X_{2}, \ldots, X_{k}\right) \\
& -\ldots-T\left(X_{1}, \ldots, X_{k-1},\left(\Omega_{1} \wedge_{h} \Omega_{2}\right) X_{k}\right) \tag{89}
\end{align*}
$$

respectively, for all $X_{1}, \ldots, X_{k}, \Omega_{1}, \Omega_{2} \in \Gamma\left(T M^{(1,0)}\right)$. Here $R$ is the Riemannian curvature tensor field of $M$ and $\mathcal{R}$ is the Riemannian Christoffel tensor field given by $\mathcal{R}\left(\Omega_{1}, \Omega_{2}, \Omega_{3}, \Omega_{4}\right)=h\left(R\left(\Omega_{1}, \Omega_{2}\right) \Omega_{3}, \Omega_{4}\right)$. Also, the endomorphisms are defined by

$$
\begin{equation*}
R\left(\Omega_{1}, \Omega_{2}\right) \Omega_{3}=\left[D_{\Omega_{1}}, D_{\Omega_{2}}\right] \Omega_{3}-D_{\left[\Omega_{1}, \Omega_{2}\right]} \Omega_{3} \tag{90}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\Omega_{1} \wedge_{h} \Omega_{2}\right) \Omega_{3}=h\left(\Omega_{2}, \Omega_{3}\right) \Omega_{1}-h\left(\Omega_{1}, \Omega_{3}\right) \Omega_{2} \tag{91}
\end{equation*}
$$

So, we can give the following definition for PS-statistical manifolds:
Definition 5.1. Let $M$ be an n-dimensional PS-statistical manifold. Then, $M$ is called Ricci pseudo-symmetric with respect to $R^{S}$ if at every point of $M$ the tensor $\mathcal{R}^{S} \cdot \operatorname{Ric}^{S}$ and $Q\left(h, \operatorname{Ric}^{S}\right)$ are linearly dependent. This is equivalent to the fact that the equality

$$
\begin{equation*}
\mathcal{R}^{S} \cdot R i c^{S}=L_{R i c^{S}} Q\left(h, R i c^{S}\right), \tag{92}
\end{equation*}
$$

hold the set $U_{R i c^{s}}=\left\{x \in M: Q\left(h\right.\right.$, Ric $\left.\left.^{S}\right) \neq 0\right\}$, for some function $L_{R i c^{s}}$ on $U_{R i c^{s}}$, where Ric ${ }^{S}$ is the Ricci tensor of $R^{S}$. Also, if $L_{R i c}=0$ holds in (92), i.e.,

$$
\begin{equation*}
\mathcal{R}^{S} \cdot \operatorname{Ric}^{S}=0 \tag{93}
\end{equation*}
$$

holds, then $M$ is called Ricci semi-symmetric with respect to $R^{S}$.

Firstly let us assume that $M$ is Ricci semi-symmetric with respect to $R^{S}$. Then, we can write

$$
\begin{align*}
\left(\mathcal{R}^{S} \cdot \operatorname{Ric}^{S}\right)\left(U, V ; \Omega_{1}, \Omega_{2}\right) & =\left(R^{S}\left(\Omega_{1}, \Omega_{2}\right) \cdot \operatorname{Ric}^{S}\right)(U, V) \\
& =-\operatorname{Ric}^{S}\left(R^{S}\left(\Omega_{1}, \Omega_{2}\right) U, V\right)-\operatorname{Ric}^{S}\left(U, R^{S}\left(\Omega_{1}, \Omega_{2}\right) V\right) . \tag{94}
\end{align*}
$$

Using (93) in (94), we have

$$
\begin{equation*}
\operatorname{Ric}^{S}\left(R^{S}\left(\Omega_{1}, \Omega_{2}\right) U, V\right)+\operatorname{Ric}^{S}\left(U, R^{S}\left(\Omega_{1}, \Omega_{2}\right) V\right)=0 \tag{95}
\end{equation*}
$$

Putting $\Omega_{2}=V=\zeta$ in (95) and using (61), we get

$$
\begin{align*}
& -w(U) \operatorname{Ric}^{S}\left(\Omega_{1}, \zeta\right)+h\left(\Omega_{1}, U\right) \operatorname{Ric}^{S}(\zeta, \zeta)-\operatorname{Ric}^{S}\left(\kappa\left(\zeta, \kappa\left(\Omega_{1}, U\right)\right), \zeta\right)+\operatorname{Ric}^{S}\left(\kappa\left(\Omega_{1}, \kappa(\zeta, U)\right), \zeta\right) \\
& +w\left(\Omega_{1}\right) \operatorname{Ric}^{S}(U, \zeta)-\operatorname{Ric}^{S}\left(U, \Omega_{1}\right)=0 \tag{96}
\end{align*}
$$

Using (56) and (73) in (96), we have

$$
\operatorname{Ric}^{S}\left(U, \Omega_{1}\right)=(1-n) h\left(U, \Omega_{1}\right)
$$

Hence, we can state the following Theorem:
Theorem 5.2. Let $M$ be a PS-statistical manifold with PS-statistical structure ( $D, h, \Psi, w, \zeta$ ). If $M$ is Ricci semisymmetric with respect to statistical curvature $R^{S}$, then $M$ is Einstein with respect to Ricci tensor of $R^{S}$.

Now, let us assume that $M$ is Ricci pseudo-symmetric with respect to $R^{S}$. Then, from (92) we can write

$$
\begin{equation*}
\left(R^{S}\left(\Omega_{1}, \Omega_{2}\right) \cdot \operatorname{Ric}^{S}\right)(U, V)=-L_{R i c^{S}}\left\{\operatorname{Ric}^{S}\left(\left(\Omega_{1} \wedge_{h} \Omega_{2}\right) U, V\right)+\operatorname{Ric}^{S}\left(U,\left(\Omega_{1} \wedge_{h} \Omega_{2}\right) V\right)\right\} \tag{97}
\end{equation*}
$$

for all $\Omega_{1}, \Omega_{2}, U, V \in \Gamma\left(T M^{(1,0)}\right)$. Using (91) in (97), we get

$$
-\operatorname{Ric}^{S}\left(R^{S}\left(\Omega_{1}, \Omega_{2}\right) U, V\right)-\operatorname{Ric}^{S}\left(U, R^{S}\left(\Omega_{1}, \Omega_{2}\right) V\right)=-L_{\operatorname{Ric}^{S}}\left\{\begin{array}{c}
\operatorname{Ric}^{S}\left(\Omega_{1}, V\right) h\left(\Omega_{2}, U\right)-\operatorname{Ric}^{S}\left(\Omega_{2}, V\right) h\left(\Omega_{1}, U\right)  \tag{98}\\
+\operatorname{Ric}^{S}\left(U, \Omega_{1}\right) h\left(\Omega_{2}, V\right)-\operatorname{Ric}^{S}\left(U, \Omega_{2}\right) h\left(\Omega_{1}, V\right)
\end{array}\right\}
$$

Putting $\Omega_{2}=V=\zeta$ in (98) and using (56), (61) and (73), we get

$$
\operatorname{Ric}^{S}\left(U, \Omega_{1}\right)=(1-n) h\left(U, \Omega_{1}\right)
$$

So, we can give the following Theorem:
Theorem 5.3. Let $M$ be a PS-statistical manifold with PS-statistical structure ( $D, h, \Psi, w, \zeta$ ). If $M$ is Ricci pseudosymmetric with respect to statistical curvature $R^{S}$, then $M$ is Einstein with respect to Ricci tensor of $R^{S}$.

### 5.2. Projectively Flat and $\Psi$-Projectively Semi-Symmetric PS-Statistical Manifolds

Let $M$ be an $n$-dimensional PS-statistical manifold. Then, the projective curvature tensor $P^{S}$ of $M$ with respect to the statistical curvature $R^{S}$ is defined by

$$
\begin{equation*}
P^{S}\left(\Omega_{1}, \Omega_{2}\right) \Omega_{3}=R^{S}\left(\Omega_{1}, \Omega_{2}\right) \Omega_{3}-\frac{1}{n-1}\left\{\operatorname{Ric}^{S}\left(\Omega_{2}, \Omega_{3}\right) \Omega_{1}-\operatorname{Ric}^{S}\left(\Omega_{1}, \Omega_{3}\right) \Omega_{2}\right\} \tag{99}
\end{equation*}
$$

for all $\Omega_{1}, \Omega_{2}, \Omega_{3} \in \Gamma\left(T M^{(1,0)}\right)$.
Definition 5.4. A PS-statistical manifold is called projectively flat with respect to the statistical curvature $R^{S}$, if the projective curvature tensor $P^{S}$ vanishes at each point of the manifold. Also, a PS-statistical manifold is called $\zeta$-projectively flat with respect to the statistical curvature $R^{S}$, if $P^{S}\left(\Omega_{1}, \Omega_{2}\right) \zeta=0$ holds for all $\Omega_{1}, \Omega_{2} \in \Gamma\left(T M^{(1,0)}\right)$.

Theorem 5.5. Let $M$ be a PS-statistical manifold with PS-statistical structure $(D, h, \Psi, w, \zeta)$. Then, $M$ is $\zeta$ projectively flat with respect to the statistical curvature $R^{S}$.

Proof. It is obvious from (60), (73) and (99).
Now, let us suppose that $M$ is projectively flat with respect to the statistical curvature $R^{S}$. Then, since $P^{S}=0$, from (99) we can write

$$
\begin{equation*}
R^{S}\left(\Omega_{1}, \Omega_{2}\right) \Omega_{3}=\frac{1}{n-1}\left\{\operatorname{Ric}^{S}\left(\Omega_{2}, \Omega_{3}\right) \Omega_{1}-\operatorname{Ric}^{S}\left(\Omega_{1}, \Omega_{3}\right) \Omega_{2}\right\} \tag{100}
\end{equation*}
$$

Taking $\Omega_{1}=\zeta$ in (100) and using (61), we have

$$
\begin{equation*}
w\left(\Omega_{3}\right) \Omega_{2}-h\left(\Omega_{2}, \Omega_{3}\right) \zeta+\kappa\left(\zeta, \kappa\left(\Omega_{2}, \Omega_{3}\right)\right)-\kappa\left(\Omega_{2}, \kappa\left(\zeta, \Omega_{3}\right)\right)=\frac{1}{n-1}\left\{\operatorname{Ric}^{S}\left(\Omega_{2}, \Omega_{3}\right) \zeta-(1-n) w\left(\Omega_{3}\right) \Omega_{2}\right\} \tag{101}
\end{equation*}
$$

Applying $w$ to (101), from (56) we get

$$
\operatorname{Ric}^{S}\left(\Omega_{2}, \Omega_{3}\right)=(1-n) h\left(\Omega_{2}, \Omega_{3}\right)
$$

Thus, we have
Theorem 5.6. Let $M$ be a PS-statistical manifold with PS-statistical structure ( $D, h, \Psi, w, \zeta$ ). If $M$ is projectively flat with respect to statistical curvature $R^{S}$, then $M$ is Einstein with respect to Ricci tensor of $R^{S}$.

Definition 5.7. A PS-statistical manifold is called $\Psi$-projectively semi-symmetric with respect to the statistical curvature $R^{S}$, if it satisfies $\left(P^{S}\left(\Omega_{1}, \Omega_{2}\right) \Psi\right) \Omega_{3}=0$ holds for all $\Omega_{1}, \Omega_{2}, \Omega_{3} \in \Gamma\left(T M^{(1,0)}\right)$.

Finally, let us assume that $M$ is $\Psi$-projectively semi-symmetric with respect to the statistical curvature $R^{S}$. So, from $\left(P^{S}\left(\Omega_{1}, \Omega_{2}\right) \Psi\right) \Omega_{3}=0$ we can write

$$
\begin{equation*}
P^{S}\left(\Omega_{1}, \Omega_{2}\right) \Psi \Omega_{3}-\Psi P^{S}\left(\Omega_{1}, \Omega_{2}\right) \Omega_{3}=0 \tag{102}
\end{equation*}
$$

Using (99) in (102) and taking $\Omega_{1}=\zeta$, from (61) and (74) we have
$-h\left(\Omega_{2}, \Psi \Omega_{3}\right) \zeta+\kappa\left(\zeta, \kappa\left(\Omega_{2}, \Psi \Omega_{3}\right)\right)-\kappa\left(\Omega_{2}, \kappa\left(\zeta, \Psi \Omega_{3}\right)\right)-\frac{1}{n-1} \operatorname{Ric}^{S}\left(\Omega_{2}, \Psi \Omega_{3}\right) \zeta-\Psi \kappa\left(\zeta, \kappa\left(\Omega_{2}, \Omega_{3}\right)\right)+\Psi \kappa\left(\Omega_{2}, \kappa\left(\zeta, \Omega_{3}\right)\right)=0$.
Applying $w$ to (103), from (56) we get

$$
\begin{equation*}
\operatorname{Ric}^{S}\left(\Omega_{2}, \Psi \Omega_{3}\right)=(1-n) h\left(\Omega_{2}, \Psi \Omega_{3}\right) . \tag{104}
\end{equation*}
$$

Taking $\Psi \Omega_{2}$ instead of $\Omega_{2}$ and using (9), (29), (56) and (72), we obtain

$$
\begin{equation*}
\operatorname{Ric}^{S}\left(\Omega_{2}, \Omega_{3}\right)+2 \sum_{i=1}^{n}\left\{-h\left(\kappa\left(\Omega_{2}, \kappa\left(\Lambda_{i}, \Lambda_{i}\right)\right), \Omega_{3}\right)+w\left(\kappa\left(\Omega_{2}, \kappa\left(\Lambda_{i}, \Lambda_{i}\right)\right)\right) w\left(\Omega_{3}\right)\right\}=(1-n) h\left(\Omega_{2}, \Omega_{3}\right) \tag{105}
\end{equation*}
$$

Hence, we can give the following Theorem:
Theorem 5.8. Let $M$ be a PS-statistical manifold with PS-statistical structure ( $D, h, \Psi, w, \zeta$ ). If $M$ is $\Psi$-projectively semi-symmetric with respect to statistical curvature $R^{S}$ and

$$
\sum_{i=1}^{n}\left\{h\left(\kappa\left(\Omega_{2}, \kappa\left(\Lambda_{i}, \Lambda_{i}\right)\right), \Omega_{3}\right)-w\left(\kappa\left(\Omega_{2}, \kappa\left(\Lambda_{i}, \Lambda_{i}\right)\right)\right) w\left(\Omega_{3}\right)\right\}=0
$$

holds for all $\Omega_{2}, \Omega_{3} \in \Gamma\left(T M^{(1,0)}\right)$, then $M$ is Einstein with respect to Ricci tensor of $R^{S}$.

## 6. CONCLUSION

One of the fundamental concept in information theory is that of the Fisher-Rao Information Matrix, which provides us with another measure of the distance between two different probability distributions. Such a measure endows the statistical manifold with a Riemannian structure. In fact, while the relative entropy does not define a real distance between distributions (for example, it is not symmetric), it can be shown that the Fisher-Rao Information Matrix arises as the Hessian of the relative entropy over a stationary point. The entries of such a matrix are in correspondence with the components of the metric tensor over the manifold of probability distributions [4].

On the other hand, the role played by differential geometry in statistics was not fully acknowledged until 1975 when Efron first introduced the concept of statistical curvature for one-parameter models and emphasized its importance in the theory of statistical estimation. Efron pointed out how any regular parametric family could be approximated locally by a curved exponential family and that the curvature of these models measures their departure from exponentiality. It turned out that this concept was intimately related to Fisher's theory of information loss. Efron's formal theory did not use all the bells and whistles of differential geometry. The first step to an elegant geometric theory was done by Dawid, who introduced a connection on the space of all positive probability distributions and showed that Efron's statistical curvature is induced by this connection. The use of differential geometry in its elegant splendor for the elaboration of previous ideas was systematically achieved by Amari, who studied the informational geometric properties of a manifold with a Fisher metric on it. This is the reason why sometimes this is also called the Fisher-Efron-Amari theory [5]. In the light of these studies, we focused on the curvature tensors of para-Sasakian (PS) statistical manifolds in terms of differential geometry. We started building this with Theorem 1, which we have used connections while doing it. In the context of PS geometry there is another connection of geometric significance which is parallel with respect to the metric and the other tensors defining the contactmetric strucuture. We have given our results using the connections $\nabla$ and $\nabla^{*}$ on statistical manifolds. We have also studied the Ricci tensor of the statistical curvature and studied the cases of the manifold being Einstein under certain conditions in Theorem 3, Theorem 4 and Theorem 6. We have proved the projective flatness of the PS-statistical manifold. We believe that the concepts investigated in this work can be also studied in some new settings. The submanifolds of this subject can be examined as well as the inequality situation.
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#### Abstract

In this study, we get over the challenge of recovering unknown space dependent coefficient in space-time fractional diffusion equations by means of fractional scaling transformations method. Fractional differential equation is given in the sense of the conformable fractional derivative having substantial properties. By these properties and fractional scaling transformations method the fractional problem is reduced into integer order problem which allows us to tackle the problem better. Then we establish the solution and unknown coefficient of the reduced problem. Later, by employing inverse transformation, the solution and unknown coefficient of the fractional problem are obtained. Finally, some examples are presented to illustrate the implementation and effectiveness of the method.


## 1. Introduction

Last couple of decades fractional differential equations play a significant role in modelling of various processes. As a result, they attract growing attention of many scientists in diverse branches of sciences such as engineering, mathematics, chemistry and physics [1-8]. Consequently, numerous analytical and numerical methods have been utilized to construct solutions of mathematical problems including fractional differential equations [9-15].
Therefore, identification of unknown coefficients in fractional differential equations with or without additional measured data becomes one of the trend challenges in inverse problems [16-18]. Hence, many researchers in various research areas have been developing new methods to tackle with this kind of inverse problems including fractional derivatives [16-20].
In this research, our focus is on establishing space dependent diffusivity coefficient and the solution of the mathematical problem including space-time fractional diffusion equation by means of fractional scaling transformation methods. The main advantage of this method is that it turns fractional order differential equations into integer order differential equations which makes the problem easier to tackle with. We remark that this method works out for the fractional differential equations in the sense of conformable fractional derivative. The main goal in this article is to reveal the unknown coefficient of the following

[^6]governing space-time fractional diffusion equation:
\[

$$
\begin{equation*}
D_{t}^{\alpha} u(x, t)=D_{x}^{\beta}\left(k(x) D_{x}^{\beta} u(x, t)\right)+f(x, t), 0<x<x_{1}, 0<t<t_{1}, 0<\alpha, \beta \leqslant 1 \tag{1}
\end{equation*}
$$

\]

where $u(x, t)$ and $k(x)>0$ represent the temperature and thermal diffusivity, respectively. Associated to (1) the prescribed initial condition is

$$
\begin{equation*}
u(x, 0)=\varphi(x), 0 \leqslant x \leqslant x_{1} \tag{2}
\end{equation*}
$$

and the prescribed Dirichlet boundary conditions are

$$
\begin{align*}
& D_{x}^{\beta} u(0, t)=0,0<t \leqslant t_{1}  \tag{3}\\
& u\left(x_{1}, t\right)=g(t), 0<t \leqslant t_{1} \tag{4}
\end{align*}
$$

with additional condition

$$
\begin{equation*}
u\left(x, t_{1}\right)=E(x), 0<x \leqslant x_{1} . \tag{5}
\end{equation*}
$$

Having the condition $k(x)>0$ makes the problem (1)-(5) well-posed.

## 2. Preliminaries

Definition 1. [21] Given a function $f:[0, \infty) \rightarrow R$. Then the conformable fractional derivative of $f$ of order $\alpha$ is defined by

$$
\begin{equation*}
T_{t}^{\alpha}(f)(t)=\lim _{\varepsilon \rightarrow 0} \frac{f\left(t+\varepsilon t^{1-\alpha}\right)-f(t)}{\varepsilon}, \tag{6}
\end{equation*}
$$

for all $t>0, \alpha \in(0,1)$.
Theorem 2. [21] Let $\alpha \epsilon(0,1]$ and $f$ be $\alpha$-differentiable at a point $t>0$. Then $T_{t}^{\alpha} f(t)=t^{1-\alpha} f^{\prime}(t)$.
Theorem 3. [21] Let $\alpha \epsilon(0,1]$ and $f, g$ be $\alpha$-differentiable at a point $t>0$. Then,
i) $T^{\alpha}(a f+b g)=a T^{\alpha}(f)+b T^{\alpha}(g)$ for all real constant $a, b$,
ii) $T^{\alpha}\left(t^{p}\right)=p t^{p-\alpha}$ for all $p \in R$,
iii) $T^{\alpha}(f g)=f T^{\alpha}(g)+g T^{\alpha}(f)$,
iv) $T^{\alpha}\left(\frac{f}{g}\right)=\frac{g T^{\alpha}(f)-f T^{\alpha}(g)}{g^{2}}$,
v) $T^{\alpha}(\lambda)=0$, for all constant functions $f(t)=\lambda$.

Definition 4. [21] Let $\alpha \epsilon(n, n+1], n \epsilon N$ and $f$ be an $\alpha$-differentiable at $t$ where $t>0$, then the conformable fractional derivative of $f$ of order $\alpha$ is defined as

$$
\begin{equation*}
T_{t}^{\alpha}(f)(t)=\lim _{\varepsilon \rightarrow 0} \frac{f^{(n)}\left(t+\varepsilon t^{n+1-\alpha}\right)-f^{(n)}(t)}{\varepsilon} \tag{7}
\end{equation*}
$$

where $f$ is $n$-differentiable at $t>0$.
Definition 5. [21] The conformable $\alpha$-fractional integral of a function $f$ is defined by

$$
\begin{equation*}
I_{t}^{\alpha}(f)(t)=\int_{0}^{t} \frac{f(x)}{x^{1-\alpha}} d x, \alpha \epsilon(0,1) \tag{8}
\end{equation*}
$$

Theorem 6. [21,22] Let $a \geqslant 0$ and $\alpha \in(0,1)$. Also, let $f:(a, b) \rightarrow R$ be a continuous function such that $I_{\alpha}$ exist, then for all $t>a$, we have

$$
\begin{align*}
T_{t}^{\alpha}\left(I_{t}^{\alpha}(f)(t)\right) & =f(t), t \geq 0  \tag{9}\\
I_{t}^{\alpha}\left(T_{t}^{\alpha}(f)(t)\right) & =f(t)-f(a) \tag{10}
\end{align*}
$$

## 3. Analysis of the new fractional derivative

By means of the following fractional scaling transformations

$$
\begin{equation*}
X=\frac{x^{\beta}}{\beta}, T=\frac{t^{\alpha}}{\alpha}, u(x, t)=V(X, T) \tag{11}
\end{equation*}
$$

the problem (1)-(5) is converted to into the following integer order problem

$$
\begin{equation*}
V_{T}=\left(k(X) V_{X}\right)_{X}+\bar{f}(X, T), 0<X<\frac{x_{1}^{\beta}}{\beta}, 0<T<\frac{t_{1}^{\alpha}}{\alpha} \tag{12}
\end{equation*}
$$

with initial conditions

$$
\begin{equation*}
V(X, 0)=\bar{\varphi}(X), 0<X \leqslant \frac{x_{1}^{\beta}}{\beta} \tag{13}
\end{equation*}
$$

and the prescribed Dirichlet boundary conditions are

$$
\begin{gather*}
V_{X}(0, T)=0,0<T \leqslant \frac{t_{1}^{\alpha}}{\alpha}  \tag{14}\\
V\left(\frac{x_{1}^{\beta}}{\beta}, T\right)=\bar{g}(T), 0<T \leqslant \frac{t_{1}^{\alpha}}{\alpha}, \tag{15}
\end{gather*}
$$

and additional condition

$$
\begin{equation*}
V\left(X, \frac{t_{1}^{\alpha}}{\alpha}\right)=\bar{E}(X), 0<X \leqslant \frac{x_{1}^{\beta}}{\beta} \tag{16}
\end{equation*}
$$

After establishing the solution and unknown coefficient of problem (12)-(16), by employing inverse transformation we obtain the solution $u(x, t)$ and an unknown diffusivity coefficient $k(x)$.

## 4. Illustrative Examples

In this section, we illustrate three examples of inverse problems about determination of unknown space dependent coefficient.
Example 1. Consider the inverse coefficient problem involving space-time fractional differential equations [23, 24]:

$$
\begin{gather*}
D_{t}^{\alpha} u(x, t)=D_{x}^{\beta}\left(k(x) D_{x}^{\beta} u(x, t)\right), 0<x<\beta^{\frac{1}{\beta}}, 0<t<\alpha^{\frac{1}{\alpha}},  \tag{17}\\
u(x, 0)=\frac{x^{3 \beta}}{\beta^{3}}, 0 \leqslant x \leqslant \beta^{\frac{1}{\beta}},  \tag{18}\\
D_{x}^{\beta} u(0, t)=0,0<t \leqslant \alpha^{\frac{1}{\alpha}}  \tag{19}\\
u\left(\beta^{\frac{1}{3}}, t\right)=\exp (t), 0<t \leqslant \alpha^{\frac{1}{\alpha}}  \tag{20}\\
u\left(x, \alpha^{\frac{1}{\alpha}}\right)=\frac{x^{3 \beta}}{\beta^{3}} \exp (1), 0 \leqslant x \leqslant \beta^{\frac{1}{\beta}} . \tag{21}
\end{gather*}
$$

By taking fractional scaling transformation methods into account the problem (17)-(21) turns into following integer order problem:

$$
\begin{equation*}
V_{T}=\left(k(X) V_{X}\right)_{X}, 0<X<1,0<T<1, \tag{22}
\end{equation*}
$$

with initial conditions

$$
\begin{equation*}
V(X, 0)=X^{3}, 0<X \leqslant 1 \tag{23}
\end{equation*}
$$

and the prescribed Dirichlet boundary conditions are

$$
\begin{gather*}
V_{X}(0, T)=0,0<T \leqslant 1  \tag{24}\\
V(1, T)=\exp (T), 0<T \leqslant 1 \tag{25}
\end{gather*}
$$

and additional condition

$$
\begin{equation*}
V(X, 1)=X^{3} \exp (1), 0<X \leqslant 1 \tag{26}
\end{equation*}
$$

This inverse problem have the solution $V(X, T)=X^{3} \exp (T)$ and unknown diffusivity coefficient becomes $k(X)=\frac{1}{12} X^{2}$. As seen from Figs.1-4, by means of inverse transformation the solution of problem (17)-(21) and unknown diffusivity coefficient are obtained in the following form respectively.

$$
\begin{equation*}
u(x, t)=\frac{x^{3 \beta}}{\beta^{3}} \exp \left(\frac{t^{\alpha}}{\alpha}\right) \tag{27}
\end{equation*}
$$

and

$$
\begin{equation*}
k(x)=\frac{1}{12} \frac{x^{2 \beta}}{\beta^{2}} . \tag{28}
\end{equation*}
$$

Moreover, the values of exact and approximate solutions of problem (17)-(21) at $t=0.8$ for different values of orders of $\alpha$ and $\beta$ are presented in Table 1.

Table 1: The table of exact and approximate solutions of Ex. 1 at $t=0.8$.

|  |  | $\alpha=1$ | $\alpha=0.9$ | $\alpha=0.8$ | $\alpha=1$ | $\alpha=0.9$ | $\alpha=0.8$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x$ | Exact | $\beta=1$ | $\beta=1$ | $\beta=1$ | $\beta=0.9$ | $\beta=0.9$ | $\beta=0.9$ |
| 0.2 | 0.01780 | 0.01780 | 0.01780 | 0.02276 | 0.03958 | 0.04414 | 0.05060 |
| 0.4 | 0.14243 | 0.14243 | 0.15883 | 0.18209 | 0.25720 | 0.28680 | 0.32881 |
| 0.6 | 0.48072 | 0.48072 | 0.53605 | 0.61457 | 0.76863 | 0.85710 | 0.98264 |
| 0.8 | 1.13948 | 1.13948 | 1.27063 | 1.45675 | 1.67129 | 1.86366 | 2.13664 |
| 1 | 2.22554 | 2.22554 | 2.48171 | 2.84522 | 3.05287 | 3.40426 | 3.90290 |

Figure 1: The graphics of exact and approximate solution for $k(x)$ in Ex. 1.


Figure 2: The graphics of exact solution for $u(x, t)$ in Ex. 1.


Figure 3: The graphics of approximate solution for $u(x, t)$ with $\alpha=1$ and $\beta=1$ in Ex. 1 .


Figure 4: The graphics of approximate solution for $u(x, t)$ with $\alpha=0.9$ and $\beta=0.9$ in Ex. 1 .


Example 2. Consider the inverse coefficient problem involving space-time fractional differential equations [23, 24]:

$$
\begin{gather*}
D_{t}^{\alpha} u(x, t)=D_{x}^{\beta}\left(k(x) D_{x}^{\beta} u(x, t)\right), 0<x<\beta^{\frac{1}{\beta}}, 0<t<\alpha^{\frac{1}{\alpha}}  \tag{29}\\
u(x, 0)=\frac{x^{2 \beta}}{\beta^{2}} \exp \left(\frac{x^{\beta}}{\beta}\right), 0 \leqslant x \leqslant \beta^{\frac{1}{\beta}},  \tag{30}\\
D_{x}^{\beta} u(0, t)=0,0<t \leqslant \alpha^{\frac{1}{\alpha}},  \tag{31}\\
u\left(\beta^{\frac{1}{\beta}}, t\right)=\exp \left(1+\frac{t^{\alpha}}{\alpha}\right), 0<t \leqslant \alpha^{\frac{1}{\alpha}}  \tag{32}\\
u\left(x, \alpha^{\frac{1}{\alpha}}\right)=\frac{x^{2 \beta}}{\beta^{2}} \exp \left(\frac{x^{\beta}}{\beta}+1\right), 0 \leqslant x \leqslant \beta^{\frac{1}{\beta}} . \tag{33}
\end{gather*}
$$

By taking fractional scaling transformation methods into account the problem (29)-(33) turns into following integer order problem:

$$
\begin{equation*}
V_{T}=\left(k(X) V_{X}\right)_{X}, 0<X<1,0<T<1 \tag{34}
\end{equation*}
$$

with initial conditions

$$
\begin{equation*}
V(X, 0)=X^{2} \exp (X), 0<X \leqslant 1 \tag{35}
\end{equation*}
$$

and the prescribed Dirichlet boundary conditions are

$$
\begin{gather*}
V_{X}(0, T)=0,0<T \leqslant 1  \tag{36}\\
V(1, T)=\exp (1+T), 0<T \leqslant 1 \tag{37}
\end{gather*}
$$

and additional condition

$$
\begin{equation*}
V(X, 1)=X^{2} \exp (X+1), 0<X \leqslant 1 \tag{38}
\end{equation*}
$$

This inverse problem have the solution $V(X, T)=X^{2} \exp (X+T)$ and unknown diffusivity coefficient becomes $k(X)=\frac{X^{2}-2 X+2}{X^{2}+2 X}$. As seen from Figs.5-8, by means of inverse transformation the solution of problem (34)-(38) and unknown diffusivity coefficient are obtained in the following form respectively.

$$
\begin{equation*}
u(x, t)=\frac{x^{2 \beta}}{\beta^{2}} \exp \left(\frac{x^{\beta}}{\beta}+\frac{t^{\alpha}}{\alpha}\right) \tag{39}
\end{equation*}
$$

and

$$
\begin{equation*}
k(x)=\frac{x^{2 \beta}-2 \beta x^{\beta}+2 \beta^{2}}{x^{2 \beta}+2 \beta x^{\beta}} \tag{40}
\end{equation*}
$$

Moreover, the values of exact and approximate solutions of problem (28)-(32) at $t=0.8$ for different values of orders of $\alpha$ and $\beta$ are presented in Table 2.

Table 2: The table of exact and approximate solutions of Ex. 2 at $t=0.8$.

|  |  | $\alpha=1$ | $\alpha=0.9$ | $\alpha=0.8$ | $\alpha=1$ | $\alpha=0.9$ | $\alpha=0.8$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x$ | Exact | $\beta=1$ | $\beta=1$ | $\beta=1$ | $\beta=0.9$ | $\beta=0.9$ | $\beta=0.9$ |
| 0.2 | 0.10873 | 0.10873 | 0.12125 | 0.13901 | 0.19686 | 0.21952 | 0.25168 |
| 0.4 | 0.53122 | 0.53122 | 0.59236 | 0.67913 | 0.85941 | 0.95833 | 1.09870 |
| 0.6 | 1.45987 | 1.45987 | 1.62791 | 1.86636 | 2.20967 | 2.46401 | 2.82492 |
| 0.8 | 3.16994 | 3.16994 | 3.53481 | 4.05257 | 4.56313 | 5.08836 | 5.83369 |
| 1 | 6.04965 | 6.04965 | 6.74598 | 7.73410 | 8.34642 | 9.30711 | 10.67038 |

Figure 5: The graphics of exact and approximate solution for $k(x)$ in Ex. 2.


Figure 6: The graphics of exact solution for $u(x, t)$ in Ex. 2 .


Figure 7: The graphics of approximate solution for $u(x, t)$ with $\alpha=1$ and $\beta=1$ in Ex. 2.


Figure 8: The graphics of approximate solution for $u(x, t)$ with $\alpha=0.9$ and $\beta=0.9$ in Ex. 2.


Example 3. Consider the inverse coefficient problem involving space-time fractional differential equations [23, 24]:

$$
\begin{gather*}
D_{t}^{\alpha} u(x, t)=D_{x}^{\beta}\left(k(x) D_{x}^{\beta} u(x, t)\right)+\left(x^{2}-4 x\right) \exp (t), \\
0<x<\beta^{\frac{1}{\beta}}, 0<t<\alpha^{\frac{1}{\alpha}},  \tag{41}\\
u(x, 0)=\frac{x^{2 \beta}}{\beta^{2}}, 0 \leqslant x \leqslant \beta^{\frac{1}{\beta}},  \tag{42}\\
D_{x}^{\beta} u(0, t)=0,0<t \leqslant \alpha^{\frac{1}{\alpha}},  \tag{43}\\
u\left(\beta^{\frac{1}{\bar{\beta}}}, t\right)=\exp (t), 0<t \leqslant \alpha^{\frac{1}{\alpha}},  \tag{44}\\
u\left(x, \alpha^{\frac{1}{\alpha}}\right)=\frac{x^{2 \beta}}{\beta^{2}} \exp (1), 0<x \leqslant \beta^{\frac{1}{\beta}} . \tag{45}
\end{gather*}
$$

By taking fractional scaling transformation methods into account the problem (41)-(45) turns into following integer order problem:

$$
\begin{equation*}
V_{T}=\left(k(X) V_{X}\right)_{X}, 0<X<1,0<T<1, \tag{46}
\end{equation*}
$$

with initial conditions

$$
\begin{equation*}
V(X, 0)=X^{2}, 0<X \leqslant 1 \tag{47}
\end{equation*}
$$

and the prescribed Dirichlet boundary conditions are

$$
\begin{gather*}
V_{X}(0, T)=0,0<T \leqslant 1  \tag{48}\\
V(1, T)=\exp (T), 0<T \leqslant 1,  \tag{49}\\
V(X, 1)=X^{2} \exp (1), 0<X \leqslant 1, \tag{50}
\end{gather*}
$$

This inverse problem have the solution $V(X, T)=X^{2} \exp (T)$ and unknown diffusivity coefficient becomes $k(X)=X$. As seen from Figs.9-12, by means of inverse transformation the solution of problem (34)-(38) and unknown diffusivity coefficient are obtained in the following form respectively

$$
\begin{equation*}
u(x, t)=\frac{x^{2 \beta}}{\beta^{2}} \exp \left(\frac{t^{\alpha}}{\alpha}\right) \tag{51}
\end{equation*}
$$

and

$$
\begin{equation*}
k(x)=\frac{x^{\beta}}{\beta} . \tag{52}
\end{equation*}
$$

Moreover, the values of exact and approximate solutions of problem (41)-(45) at $t=0.8$ for different values of orders of $\alpha$ and $\beta$ are presented in Table 3.

Table 3: The table of exact and approximate solutions of Ex. 3 at $t=0.8$.

|  |  | $\alpha=1$ | $\alpha=0.9$ | $\alpha=0.8$ | $\alpha=1$ | $\alpha=0.9$ | $\alpha=0.8$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x$ | Exact | $\beta=1$ | $\beta=1$ | $\beta=1$ | $\beta=0.9$ | $\beta=0.9$ | $\beta=0.9$ |
| 0.2 | 0.08902 | 0.08902 | 0.09927 | 0.11381 | 0.15164 | 0.16909 | 0.19386 |
| 0.4 | 0.35609 | 0.35609 | 0.39707 | 0.45523 | 0.52803 | 0.58881 | 0.67505 |
| 0.6 | 0.80119 | 0.80119 | 0.89341 | 1.02428 | 1.09553 | 1.22162 | 1.40056 |
| 0.8 | 1.42435 | 1.42435 | 1.58829 | 1.82094 | 1.83871 | 2.05035 | 2.35067 |
| 1 | 2.22554 | 2.22554 | 2.48171 | 2.84522 | 2.74758 | 2.05035 | 3.51261 |

Figure 9: The graphics of exact and approximate solution for $k(x)$ in Ex. 3.


Figure 10: The graphics of exact solution for $u(x, t)$ in Ex. 3 .


Figure 11: The graphics of approximate solution for $u(x, t)$ with $\alpha=1$ and $\beta=1$ in Ex. 3 .


Figure 12: The graphics of approximate solution for $u(x, t)$ with $\beta=0.9$ in Ex. 3 .


## 5. Conclusion

In this study, we tackle with the challenge of constructing the solution and unknown space dependent coefficient of space-time fractional diffusion equations by utilizing fractional scaling transformation method. This method enable us to reduce the problem into integer order inverse problem which gives us the opportunity to cope with easier problem. Then, taking the inverse transformation into account, the solution and the unknown coefficient are recovered. The outcomes illustrate that this method works better for the fractional problems in the sense of conformable fractional derivative. Future work will be concerned with the construction of the unknown parameter in space-time fractional differential equations with various boundary conditions.
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