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Aortic Regeneration is Promoted by Intermittent Fasting in Aged Rats 
 

 

 

Hikmet Taner TEKER1 , Taha CEYLANİ*2  

 

Abstract 

 

Intermittent fasting (IF) plays important role in health. The regeneration that starts at the cellular 

level is reflected in all tissues and organs. In this study, molecular changes in the aortic tissue 

of 12-month-old male Wistar rats that underwent intermittent fasting for 18 hours a day for 35 

days were determined by spectrochemical analysis and machine learning algoritm. While IF 

did not significantly affect body weights or blood glucose levels, it led to increased food and 

water consumption. Spectrochemical analysis revealed significant differences in the forms of 

DNA, specifically an increase in the A-DNA form in aortic samples. This form of DNA plays 

an essential role in cellular defense systems and biological processes. There was also an 

increase in the Amid I band, providing information about hydration status and lipid molecule 

interactions. Notably, a significant decrease was observed in protein phosphorylation markers, 

which could impact a wide range of cellular activities. IF also led to reductions in protein 

carbonylation, a marker of oxidative damage, and changes in the acyl chain length of fatty acids, 

impacting membrane fluidity. These findings suggest that IF may offer several health benefits, 

including improved membrane dynamics, reduced oxidative stress, and potential cellular 

regeneration through autophagy. Further research is needed to confirm these observations and 

understand their implications for human health. 

 

Keywords: Intermittent fasting, aorta, ATR-FTIR, wistar rat, support vector machine 

 

1. INTRODUCTION 

 

Cardiovascular diseases are one of the leading 

causes of morbidity and mortality worldwide 

[1]. The key pathophysiology for 

cardiovascular diseases is atherosclerosis, 

which is characterized by lipid and 

cholesterol metabolic abnormalities and 

chronic inflammation. Atherosclerotic 

plaques can form, worsen, and eventually 

burst due to a number of different reasons. 

One of the most important of these variables 
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is hypercholesterolemia, and specifically an 

elevated low-density lipoprotein cholesterol 

level [2]. Also the aging promote the 

development of atherosclerotic lesions and 

calcifications. The aorta is the largest artery in 

the human body and arguably one of the most 

important it receives oxygen-rich blood from 

the left ventricle of the heart and supplies it to 

the body via the systemic circulation [3]. 

Aortic atherosclerosis is well recognized as a 

significant risk factor for atheroembolic 
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events, particularly stroke, following cardiac 

surgery [4]. 

 

Intermittent fasting (IF) is an essential non-

pharmaceutical technique for overweight and 

obese patients. Alternate-day fasting, 

modified fasting regimens, and time-

restricted feeding (TRF) are three types of IF 

approaches that have been used to reduce 

body weight in people and rodent models [5]. 

Standard intermittent fasting, often known as 

TRF (consisting of 16 hours of fasting and 8 

hours of eating), is beneficial for both the 

maintenance of physical fitness and the 

amelioration of metabolic disorders [6].  

Recently, it was observed that intermittent 

fasting for 18 hours a day for 35 days 

increased the species diversity in the gut 

microbiota, changed the presence of these 

species towards healthy microbiota criteria, 

and played a role in the recovery of the 

dysbiotic structure [7]. When the molecular 

profiles of the colon, ileum and liver tissues 

of the rats belonging to the same application 

were evaluated, it was seen that the 

intermittent fasting program provided 

significant rejuvenation in these tissues [8]. 

Significant molecular improvements were 

also determined in the study with heart tissue 

[9]. 

 

With its ability to detect molecular vibrations 

and generate molecular spectral bands in the 

mid-infrared region, Fourier Transform 

Infrared (FTIR) Spectroscopy is a useful tool 

in biological investigations because it can 

collect broad-spectrum data rapidly, easily, 

and without causing any damage to the 

sample [10]. The FTIR spectroscopic mode of 

attenuated total reflection (ATR) is effective 

for examining biological substances [11]. 

Chemometrics is a discipline of chemistry 

that deals with computer-assisted chemical 

data processing as well as statistics and 

mathematics. Chemometric techniques 

(machine learning approaches) are used to 

analyze data from a wide range of analytical 

processes in fields like analytical chemistry, 

clinical and forensic medicine, biology, and 

archaeology [12]. In this study, significant 

changes in the aortic tissue at the molecular 

level after intermittent fasting for 18 hours a 

day for 35 days were determined by ATR-

FTIR. Using the FTIR data collected, it was 

also evaluated with the machine learning-

based Support Vector Machine learning 

algorithm. 

 

2. MATERIAL METHOD 

 

2.1. Animal Studies 

 

In the study, the male Wistar rat (12-month-

old) was used. For 35 days, rats (n = 7) in the 

study's experimental group were subjected to 

intermittent fasting. While the rats in the 

experimental group could always drink water, 

their access to food was limited for 18 hours, 

and they could only feed for 6 hours. The 

experimental group's meal access period was 

determined to be between 9:00 a.m. and 3:00 

p.m. For 24 hours, the control group (n = 7) 

had access to water and food. Ad libitum, the 

mice were fed a conventional rat diet [13]. For 

35 days, the animals' body weight, feed, and 

water consumption were tracked. When the 

application process was complete, blood 

glucose levels were also assessed. One day 

after the end of the 35-day intermittent fasting 

program, the rats in the experimental and 

control groups were lightly stunned with 

ether, then sacrificed, and aortic tissues were 

removed. The excised aorta tissues were 

shocked on dry ice and stored in a -80oC deep 

freezer until further study. Aorta samples 

from the descending aorta were used. All of 

the animals were kept in conventional animal 

care conditions.  

 

2.2. Attenuated Total Reflectance Fourier 

Transform Infrared (ATR-FTIR) 

Spectroscopy for Sample Analysis 

 

To examine the aorta samples, an ATR-FTIR 

spectrometer (PerkinElmer) was used, with a 

resolution of 4 cm-1 and a scan number of 32, 

after compressing all of the samples 

(2x24=48) on the Zn/Se crystal of the ATR 

unit. The spectra were obtained from 4000-
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650 cm-1 using a Spectrum One 

(PerkinElmer). [5]. 

 

2.3.  Studies of Prediction Utilizing a 

Variety of Machine Learning Techniques, 

All Driven by Massive Amounts of Spectral 

Data 

 

Pattern recognition uses spectral data. For the 

most unbiased results from the FTIR 

spectrometers, spectra were preprocessed 

using The Unscrambler® X 10.3 (CAMO 

Software AS, Norway) by applying a baseline 

offset transformation in the 4000-650 cm1 

region to each spectrum. Spectra were 

initially submitted to unsupervised Principal 

Component Analysis (PCA). Standard 

deviation normalization and leverage or full-

cross random validation passed spectra. The 

spectra were then studied in lipid (3000-2700 

cm-1), protein (1700-1500 cm-1), nucleic 

acid (1200-650 cm1), and complete (4000-

650 cm-1) areas [5]. 

 

Support Vector Machine (SVM) is a popular 

machine learning approach. The 

Unscrambler® X 10.3 (CAMO Software AS, 

Norway) performed SVM classification. 

After preprocessing all spectra, distinct 

sample categories were utilized to create a 

training set. Nu-SVC was chosen as SVM 

type with a linear Kernel. Nu=0.5, 

weights=1.00. Training and cross-validation 

accuracies employed 9 cross-validation 

segments. The training dataset was used to all 

sample datasets to create an SVM 

classification model. [5]. 

 

2.4. FTIR Spectral Band Quantification 

Studies 

 

OPUS 5.5 (Bruker) program analyzed 

spectral data. Before band quantification 

analysis, each sample's average spectrum was 

baseline adjusted using 128 baseline points. 

In thorough band studies, the bands with the 

greatest absorbance values in different 

spectral areas were picked and their beginning 

and ending frequencies were calculated. 

Using OPUS 5.5 (Bruker) software, the 

integral regions of biomolecule-specific 

frequency ranges were investigated. A virtual 

line was created from the band's midway to its 

top, and its length was measured with a virtual 

ruler. Bandwidth values were then calculated 

by drawing a horizontal line down the band at 

the location where 0.75 times the length of the 

line corresponded with the line [5]. 

 

2.5. Statistics 

 

GraphPad Prism 6.01 was used for all 

statistical analyses and graphical 

representation of the findings (GraphPad, 

USA). Statistical significance was determined 

using an unpaired t-test, and results were 

indicated as P ≤  0.05 *. The results are shown 

as a mean standard error of the mean 

(standard error of the mean). 

 

3. RESULTS AND DISCUSSION 

 

IF didn't affect rats' body weights (p ≤ 

0.7950). However, rats in the control group 

significantly gained weight (p ≤ 0.001). Also 

significant (p ≤ 0.0001) was the difference 

between the experimental and control groups. 

Additionally, there was a significant 

difference in food consumption (p ≤0.0001) 

and water (p ≤ 0.0001).  In the days following 

the application, the rats in the experimental 

group tended to consume more food and 

water. There was no significant difference in 

blood glucose (p ≤  0.250). [5]. 

 

Changes in various spectrochemical bands, 

each linked with different functional groups 

of biomolecules, are clearly apparent in the 

average spectra (whole infrared range /4000-

650 cm-1) of aorta samples from the control 

and IF groups. A comparable classification 

was obtained with the SVM method with 

100% accuracy, for the whole content of aorta 

tissues (Table 1). The PO2 antisymmetric 

band from the absorbance spectrum located in 

between 1242–1238 cm−1 that is assigned to 

total nucleic acids [14]. The absorbance of the 

main B and A-forms of DNA are located at 

1221 cm−1 and 1240 cm−1, respectively [15].  

It is seen that intermittent fasting caused a 
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significant increase in A-DNA form in 

samples taken from the aorta Figure 1a. 

Double-stranded DNA may have many forms, 

including A-, B-, and Z-DNA. Despite the 

fact that the B-form DNA is the most often 

seen structure in solution under physiological 

settings, the A-form DNA serves an important 

biological function in the context of cellular  

defense systems under hard conditions [16].  

 
Table 1 Intermittent fasting modifies the gross 

biomolecules in rat aorta tissues. Support Vector 

Machine classification for aorta samples in full 

(4000-650 cm-1) infrared spectral region. CA 

(control rats), FA (rats on intermittent fasting). 

Support Vector Machine type: Classification (nu-

SVC). Method: Linear. 

Accuracy (%) 100 

Classification 

Samples  Class 

CA1 1 CA 

CA2 2 CA 

CA3 3 CA 

CA4 4 CA 

CA5 5 CA 

CA6 6 CA 

FA1 7 FA 

FA2 8 FA 

FA3 9 FA 

FA4 10 FA 

FA5 11 FA 

FA6 12 FA 

FA7 13 FA 

FA8 14 FA 

 

The A-form of DNA is not only involved in 

cellular defense systems, but also has a 

striking presence in many other biological 

processes. For certain proteins to bind to 

DNA, the sugar phosphate backbone of the 

DNA must be unprotected so that direct 

recognition processes may take place. Local 

B-DNA to A-DNA transition is triggered by 

proteins like polymerases, endonucleases, 

etc., which execute cutting and sealing 

actions. The B-A transition widens the main 

groove and narrows the minor groove, 

exposing previously inaccessible regions of 

DNA. During transcription, some 

transcription factors use an indirect readout 

method by looking for an A-form in the 

genome to bind to  [17]. Keeping A-DNA 

"hydrated" is another benefit of local B-A 

transition, which occurs when water 

molecules establish bridges between the 

different hydrophilic atoms of DNA bases in 

the A-form [18]. 

 

 
Figure 1 The changes in the FTIR spectral band 

areas for aorta samples. The area values of a) PO2 

antisymmetric (1242 cm-1), b) Amide I (1649 cm-

1), c) protein phosphorylation (A1242/A2966), 

and d) protein carbonylation (A1743/A1540). CA 

(control rats), FA (rats on intermittent fasting). 
 

There was also a significant increase in the 

Amid I band in aortic tissue samples after 

intermittent fasting Figure 1b. Amide Ι (1649 

cm−1) which associated with C=O stretching 

The SVM method revealed 100% training and 

100% cross-validation accuracies for the 

whole content of aorta tissue vibration [19]. 

This is a particularly useful band for 

evaluating environmental changes, hydrogen 

bonding of lipid molecules, and 

differentiating ligand interactions [20]. As a 

result, the location and intensity of the 

carbonyl band provide useful information 

about the hydration status of lipid molecules 
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near the water interface. Water content varies 

as lipid density changes. As the lipid layer 

thickens, the headgroup becomes less 

hydrated, causing the carbonyl bands to shift 

to higher wavenumbers [21]. 

 

Phosphorylation of proteins is the most 

significant post-translational modification, 

with effects on a wide range of cellular 

activities including gene expression, 

metabolism, cell cycle control, 

differentiation, and death [22]. In this study, 

after intermittent fasting, there was a 

significant decrease in the bands area ratio 

A1242/A2966 that is markers of protein 

phosphorylation in the aortic tissue Figure 1c. 

Proteins serve diverse purposes depending on 

the specific alteration state they are in, such as 

after acetylation, methylation, or 

phosphorylation. A protein's function may 

respond quite differently to the same change 

made at two distinct locations. Some protein 

phosphorylation sites may activate the 

protein's activities, whereas other 

phosphorylation sites can inhibit them. So, the 

functional regulation of a protein can be 

changed in many ways, such as by adding or 

removing residues in certain places [23]. 

 

Protein oxidation plays a crucial role in the 

pathophysiology of aging and the regulation 

of physiological processes, limiting tissue 

injury. According to the oxidative stress 

hypothesis of aging, senescence is primarily 

governed by an advanced accumulation of 

oxidized molecules that disrupt biotic 

homeostasis and cause a functional 

deterioration in cellular physiology. High 

amounts of protein carbonylation, known as a 

marker of protein oxidative damage [24]. The 

protein carbonylation bands area ratio 

A1743/A1540 was also significantly reduced 

after intermittent fasting Figure 1d. With the 

application of intermittent fasting, damage to 

age-related oxidative stress mechanisms may 

be improved. However, recent proteomic 

studies revealed opposite findings on the key 

doctrine of oxidative stress theory were 

identified in the soluble cell portions from the 

exceptionally long-living rodent (naked-mole 

rats) compared to short-living mice [25]. 

 

The acyl chain length of fatty acids can be 

calculated by band area ratio A2922/A2966. In 

this study, it was observed that there was a 

significant decrease in the acyl chain length 

band area ratio after intermittent fasting 

Figure 2a. The length of the fatty acid tail 

influences membrane fluidity. This is due to 

the intermolecular interactions of the 

phospholipid tails, which provide membrane 

rigidity. Longer phospholipid tails allow for 

tail-to-tail interactions while decreasing 

membrane fluidity. At physiological 

temperatures, saturated lipid acyl chains tend 

to produce non-fluid, closely packed gel 

phases, while unsaturated lipid acyl chains 

fluidize the bilayer [26]. When the stiffness of 

the aorta and other blood vessels due to age is 

taken into account, it is clear that intermittent 

fasting can help get rid of this problem. 

Membranes, which are composed of lipids 

and proteins, are very complex structures that 

perform several functions in living organisms. 

By separating cells and cell compartments 

from their environment, they serve as an 

effective barrier against a variety of 

chemicals. The membranes, on the other 

hand, must permit contact with the same 

environment by actively or passively 

transporting things into and out of the cell. 

The cell surface receives external signals, and 

the membranes' role is to transfer them to the 

cell's internal machinery. Cells may adapt to 

their constantly changing surroundings by 

doing so. To execute all of these functions, a 

biological membrane must maintain dynamic 

equilibrium between its components and with 

their surroundings [27]. The band area ratio 

A2922/2966 of membrane dynamics increased 

significantly after intermittent fasting Figure 

2b. One of the most important features of 

intermittent fasting applications exceeding 16 

hours is that they provide regeneration at the 

cellular level by activating autophagy 

mechanisms [28]. A  significant increase in 

membrane dynamics may indicate this 

renewal. 
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Figure 2 The changes in the FTIR spectral band 

areas for aorta samples. The area values of a) 

Acyl chain lenght (A2922/A2966), b) Membrane 

dynamics (A2922/A2966). CA (control rats), FA 

(rats on intermittent fasting). 

 

3. CONCLUSIONS 

  

In this study, the effects of intermittent fasting 

on aortic tissue were evaluated with ATR-

FTIR spectroscopy. The practice of 

intermittent fasting caused significant 

molecular changes. When the significant 

increase in membrane dynamics was 

evaluated together with the other results 

obtained, it was determined that the 

application of intermittent fasting supported 

the regeneration of the aortic tissue. In this 

respect, intermittent fasting may be 

considered an effective therapeutic approach 

for age-related aortic deformations. 
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Application of Classical Fenton Process and Advanced Photo Electro 

Fenton Process for the Degradation of COD from Wood Processing 

Wastewater: A Comparative Study 

 

 

Murat SOLAK*1   

 

 

Abstract 

 

In this study, Chemical Oxygen Demand (COD) removal efficiency from wood processing 

wastewaters by Fenton Process (FP) and Photo Electro Fenton Process (PEFP) were examined. 

Important operating parameters such as pH, Fe+2 concentration/(amper for PEFP), H2O2 

concentration and reaction time were optimized. Optimum operation conditions of the FP were 

pH 3.5, 1.4 gr/L Fe2+ concentration and 50 gr/L H2O2 concentration and 150 min. reaction time 

while they were pH 3.00, 9.99 mA/cm2 current density and 70 gr/L H2O2 concentration and 150 

min reaction time in PEFP. At the optimum conditions, COD removal efficiency of FP and 

PEFP was 91% and 99%, respectively. Sludge production of FP was 20% higher than PEFP at 

the optimum conditions. 

 

Keywords: Wood processing wastewater, Fenton process, photo electro Fenton process 

 

1. INTRODUCTION 

 

Depending on rapid developments in organic 

material demand due to the increasing 

demands in home usages, the number of the 

wood processing industries has increased in 

recent years. The amount of wastewater 

generated by this sector, which uses high 

amounts of water in production processes, has 

also increased. In the process of 

manufacturing wood products, trees brought 

to the factory as billets are peeled from their 

shells. It is then processed by immersing in 

water at high temperatures. The wood is held 

in water at high temperature for about one 

day. This process is the source of wastewater. 
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Finally, the logs are converted into smaller 

wood products by various processes. This 

wastewater generated in production processes 

has high organic pollutant as COD, BOD and 

colour. In the treatment of these kind of 

wastewaters conventional methods such as 

coagulation-flocculation are not enough. 

Therefore, it would be more appropriate to 

apply advanced treatment techniques as 

oxidation [1], membrane filtration [2], 

biological processes [3] to such wastewaters. 

The Fenton oxidation process is one of the 

processes where the organic pollutants are 

effectivley removed from wastewaters at low 

pH values with Fe(II) reagent and H2O2 

oxidant [4]. The formation of the 
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homogeneous hydroxyl radicals (OH) is the 

main reaction for the Fenton processes and 

hydroxyl radicals play important role in this 

process, oxidizing the organic pollutants into 

CO2, H2O and inorganic ions by 

dehydrogenating or hydroxylating reaction 

Eq. (5) or Eq. (6), respectively. Fenton 

reactions are given in Equation 1 to 7 [5]. 

 

Fe2+ + H2O2 → Fe
3+ + OH− + OH∙          (1) 

 

Fe (II) is oxidized to Fe (III) by another 

reaction of hydroxyl radicals in the 

environment. 

 

OH∙ + Fe2+ → OH− + Fe3+           (2) 

 

Fe3+ decomposes H2O2 with a mechanism that 

involves hydroxyl and hydroperoxyl radicals. 

 

Fe+3 + H2O2 ↔ Fe − OOH2+ + H+         (3) 

 

Fe − OOH2+ → HO2
∙ + Fe2+           (4) 

 

Fe2+ + HO2
∙ → Fe+3 + HO2

−            (5) 

 

Fe+3 + HO2
∙ → Fe2+ + H+ + O2           (6) 

 

OH∙ + H2O2 → H2O + HO2
∙                 (7) 

 

Photo Electro Fenton process is an advanced 

Fenton process which is used in a wide scope 

of wastewaters as landfill leachate [6], coking 

industry [7], dairy industry [8], dye 

production industry [9]. The difference of the 

Fenton process from the electro-Fenton 

process is the method of addition of Fe(II) to 

the wastewater. In the Fenton process, Fe(II) 

is added externally, but in Electro-Fenton 

process Fe(II) ions are produced by 

electrolysis. In addition, to enhance the 

effectiveness of electro Fenton process, and to 

oxidize the organic materials effectively a UV 

lamp can be added to this process. Photo 

Electro Fenton process, is the wastewater 

treatment technique that UV and electro 

Fenton processes are used together [10], [11]. 

The Photo Electro Fenton process takes place 

in two ways. i) production of hydroxyl 

radicals by photo reduction of Fe(OH)2+ (Eq. 

(8)) and (ii) production of Fe (II) by 

photolysis of Fe (III) (Eq.(9)).  

 

Fe(OH)
2+h𝓋(k4)
→      Fe2+ + OH∙                           (8) 

 

R(CO2) − Fe(III) + h𝓋 → R( CO2
∙ ) +

Fe(II) → R∙ + CO2                                 (9) 

 

In the present study, the performance of 

Fenton process (FP) and photo electro-Fenton 

(PEF) process for the removal of high COD 

from wood processing wastewater was 

compared. The effects of operating 

parameters such as pH, Fe2+ 

concentration/current, H2O2 concentration 

and reaction time on COD removal were 

investigated. 

 

2. MATERIALS AND METHODS 

 

2.1 Wastewater samples 

 

Characterization of wood processing 

wastewater is given in Table 1. Raw 

wastewater is supplied from a wood 

processing company that produces wood 

products in Düzce, Türkiye. 

 
Table 1 Raw wastewater characterization 

Parameter Value/Concentration 

pH 5.52 ± 0,21 

Conductivity 4.16 ± 0,1 mS/cm 

COD 3850 ± 150 mg/L 

SS 1500 ± 120 mg/L 

TDS 2.07 ± 0.02 g/L 

Colour  

460nm 12 m-1 

525nm 15 m-1 

620nm 17 m-1 

 

2.2 FP experiments 

 

Fenton process experiments were performed 

with a volume of 400 mL wood processing 

wastewater by Jar Tests (Fig. 1). FeSO4.7H2O 

(Ferrous sulfate - heptahydrate) as a Fe2+ 

source and H2O2 (hydrogen peroxide, 50% 

W/W) as an oxidant were used in the 

experiments. Since Fenton process is efficient 
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at low pH, pH was adjusted by adding H2SO4, 

FeSO4.7H2O was initially added to the pH-

adjusted sample, and H2O2 was added in the 

second step. After the addition of 

FeSO4.7H2O and H2O2, the samples were 

mixed at 150 rpm with rapid mixing for 5 

minutes and at 50 rpm with slow mixing for 

45 minutes. When the determined reaction 

times were completed, the pH of the 

wastewater sample was increased to 7.5-8.0. 

Then the pollutants in the wastewater were 

allowed to settle for 1 hour. The supernatants 

were filtered with using 0.45 μm filter papers 

and soluble COD and colour analysis were 

conducted. pH adjustment was done by using 

1 N H2SO4 and 1 N NaOH solutions. 

 

 
Figure 1 Jar test 

 

2.3 PEFP experiments 

 

PEFP experiments were performed with a 

volume of 750 mL of wood processing 

wastewater by the PEF reactor (Fig. 2). 

Reactor dimensions were as 20 cm x 10 cm x 

10 cm (HxLxB). 40 W (254 nm) UV lamp 

was used for the UV light source in PEFP. 10 

iron electrodes with dimensions of 1 cm x 20 

cm were used for the electro Fenton process 

in the reactor (Fig. 3). 10 mL H2O2 oxidant 

was added as soon as the electrolysis process 

was started in the reactor. Then the oxidant 

was added to the reactor with an interval of 10 

min. 3A-30V DC Power Supply was used to 

give an electricity to the electrodes. 

 

 
Figure 2 PEFP experimental design 

 

 
Figure 3 PEFP reactor 

 

2.4 Analytical methods 

 

In experimental studies, Standard Method 

(5220 D) was used for the determination of 

COD concentrations in inlet and outlet water 

samples. pH measurements were performed 

by electrometric method with Hanna HI 2211 

pH meter, conductivity and TDS 

measurements were performed by 

electrometric method with Hach 

Conductivity-TDS meter [12].  

 

3. RESULTS AND DISCUSSION 

 

3.1 Effect of pH on FP and amper on 

PEFP 

 

pH is one of the most important parameters 

affecting the efficiency of Fenton processes. 

Especially, the wastewater medium should be 

acidic for removing organic contaminants 
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such as COD, BOD and color [13]. Because, 

at higher pH values, free iron species ferric 

oxyhydroxide decreases due to precipitation 

[14], while efficiency of the electro Fenton 

decreases under pH 3 through complex 

formation of H2O2 and Fe3+ [15].  

 

In the experimental conditions, where Fe2+ 

concentration was 0.8 g/L, H2O2 

concentration was 40 g/L and reaction time 

was 75 minutes, optimum pH was determined 

as 3.0, COD removal efficiency was 59% and 

sludge volume was 3.45 kg/m3 in Fenton 

process (Fig. 4.). A similar result for the effect 

of pH was observed in a study by Çetinkaya 

et al. In PEFP, in the conditions of 1.25 A of 

current, 40 g/L of H2O2, 75 min of reaction 

time, optimum pH was determined as 3.5, 

COD removal efficiency was determined as 

74% and sludge volume was 0.48 kg/m3. 

Also, low pH value was effective on removal 

of COD by Fenton processes. Sludge volume 

was decreased while pH increased in all 

Fenton processes in the study. Similar results 

were observed in the study of Su et al. 2019 

[16]. In FP, sludge volume was 14 times 

larger, and COD removal efficiency was 

approximately 15 % less than PEFP, in 

optimum pH values.  

 

EF processes have been preferred over other 

electrochemical and oxidation other methods 

due to the high mineralization rates and 

treatment efficiency of organic pollutants. 

This high efficiency is partly due to the 

continuous regeneration of Fe2+ at the 

cathode. EF process thus avoids Fe3+ 

accumulation in the medium and minimizes 

the production of iron sludge [17, 18] At the 

same time another reason why the sludge 

volume is less than the classical Fenton 

process is that ultraviolet light can increase 

the catalytic capacity of the catalysts, 

increasing the degradation efficiency of 

organic pollutants and reducing iron sludge 

production [19, 18].

 

 
Figure 4 Effect of pH parameter on FP and PEFP 

(FP: Fe2+ =0.8 g/L, H2O2 = 40 g/L, Reaction Time= 75 min), 

(PEFP: I=1.25A-8.33 mA/cm2, H2O2 = 40 g/L, Electrolysis Time= 75 min) 

 

3.2 Effect of Fe2+ concentration on FP and 

amper on PEFP 

 

Ferrous ion is an important parameter which 

influences the Fenton processes. Because 

while the concentration of Fe2+ increases, 

more hydroxyl radicals produces in the 

solution [20]. In the study same trends were 

observed. At the conditions of pH 3.5, H2O2  

40 g/L, reaction time 75 min, optimum Fe+2 

concentration was determined as 1.4 g/L, 

COD removal efficiency was determined as 

75%, and sludge volume was 4.5 kg/m3, in 

Fenton process. At the conditions of pH 3, 40 
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g/L of H2O2, 75 min of reaction time, 

optimum current was determined as 1.5 A-

9.99 mA/cm2, COD removal efficiency was 

determined as 88% and sludge volume was 

0.88 kg/m3, in PEFP (Fig. 5.). At the optimum 

conditions, sludge volume was 4 times larger, 

and COD removal efficiency was 

approximately 13% less than PEFP. 

Increasing of the Fe+2 concentration from 0.6 

to 1.4 g/L, COD removal efficiency was 

enhanced from 28% to 75%. When current 

increased from 1 to 2 A, the COD removal 

efficiency was increased from 73% to 89% in 

PEFP. 

 

 
Figure 5 Effect of Fe2+ Concentration on FP and Effect of Amper on PEFP 

(FP: pH 3.5, H2O2 = 40 g/L, Reaction Time= 75 min)  

(PEFP: pH 3, H2O2 = 40 g/L, Electrolysis Time= 75 min 

(1A-6.66mA/cm2, 1.25A-8.33 mA/cm2, 1.5A-9.99 mA/cm2, 1.75A-11.66 mA/cm2, 2A-13.32 mA/cm2) 

 

3.3 Effect of H2O2 concentration on FP 

and PEFP 

 

H2O2 is a main parameter affecting the 

degradation efficiency of organic pollutants. 

Because of that in order to determine the 

maximum removal efficiency of organic 

pollutants, the optimal H2O2 concentration 

should be examined. Generally, the removal 

efficiency of organic pollutants increases with 

the increasing of H2O2 concentration [21, 22]. 

However, H2O2 has to be given in an optimal 

dose, otherwise, the excessive H2O2 not only 

increases the operating costs, but also 

increases the scavenging effect of OH by 

H2O2 [23, 24], which has a negative effect on 

the degradation of organic pollutants. At the 

conditions of pH 3.5, 1.4 g/L of Fe+2, 75 min 

of reaction time, optimum H2O2 concentration 

was determined as 50 g/L, COD removal 

efficiency was determined as 82%, and sludge 

volume was 3.3 kg/m3, in FP. At the 

conditions of pH 3, 1.5 A of current, 75 min 

of reaction time, optimum H2O2 concentration 

was determined as 70 g/L, COD removal 

efficiency was determined as 95% and sludge 

volume was 2.96 kg/m3, in PEFP (Fig. 6.). In 

optimum conditions, sludge volume of FP 

was 1.1 times larger, and COD removal 

efficiency was approximately 13% less than 

PEFP. 

 

Increasing of H2O2 concentration from 30 to 

60 g/L, COD removal efficiency was 

enhanced from 36% to 82% in FP. Increasing 

of H2O2 concentration from 30 to 70 g/L, 

COD removal efficiency was enhanced from 

79% to 95% in PEFP. 
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Figure 6 Effect of H2O2 concentration on FP and PEFP 

(FP: pH 3.5, Fe2+ =1.4 g/L, Reaction Time= 75 min) 

(PEFP: pH 3, I=1.5A-9.99 mA/cm2, Electrolysis Time= 75 min) 

 

3.4 Effect of reaction time on FP and 

PEFP 

 

In Fenton processes, the reaction time has to 

be optimized for effective COD removal. 

While iron ions are added at the beginning of 

the reaction in the Fenton process, the 

reaction begins with the dissolution of the 

iron electrodes in the electrochemical Fenton 

process. For this reason, reaction time and 

optimization of the electrochemical Fenton 

process is more important than the classical 

Fenton process. At the conditions of pH 3.5, 

1.4 g/L of Fe+2, 50 g/L of H2O2, optimum 

reaction time was determined as 150 min, 

COD removal efficiency was determined as 

91 %, and sludge volume was 10 kg/m3, in FP. 

In the conditions of 3 of pH, 1.5 A of current, 

75 min of reaction time, optimum H2O2 

concentration was determined as 1.5 A, COD 

removal efficiency was determined as 99 % 

and sludge volume was 8.3 kg/m3, in PEFP 

(Fig. 7.). At the optimum conditions, sludge 

volume of FP was 1.1 times higher, and COD 

removal efficiency was approximately 13% 

less than PEFP. In a study, COD removal 

efficiency was determined as 97% in an initial 

concentration of 2000 mg/L from landfill 

leachate wastewater by photo electro Fenton 

process [6]. 

 

Fenton reaction is seen in Eq. 10. Fe2+ 

oxidizes to Fe3+ to formation of hydroxyl 

radicals [10]. 

 

Fe2+ + H2O2 → Fe
3+ + OH− + OH∙       (10) 

 

This reaction is propagated by ferrous ion 

regeneration, which is mainly due to the 

reduction of the produced ferric species with 

hydrogen peroxide. 

 

H2O2+Fe
3+ → Fe2+ + H2O

. + H+        (11) 

 

The rate constant of Eq. (1) varies between 63 

and 76 L mol−1s−1 whereas the rate constant of 

Eq. (2) is in the order of 0.01–0.02 L mol−1s−1 

[25-26-11]. This means that the consumption 

of ferrous ions is more rapid than the 

regeneration. This results in the formation of 

large amount of ferric hydroxide sludge 

during the process, which occurs additional 

sludge disposal problems [27, 28, 11]. In the 

study FP was produced more sludge than 

PEFP. It is thought that sufficient iron 

dissolution in the electrochemical Fenton 

process and also the support of this process 

with UV causes less sludge formation 

compared to the FP. 
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Figure 7 Effect of reaction time on FP and PEFP 

(FP: pH 3.5, Fe2+ =1.2 g/L, H2O2 = 50 g/L) 

(PEFP: pH 3, I=1.5A-9.99 mA/cm2, H2O2 = 70 g/L) 

 

Raw wood processing wastewater, sludge 

occurred in PEFP after neutralization (after 60 

min) and sludge occurred in FP after 

neutralization (after 60 min) was given in Fig. 

8a, 8b and 8c., respectively. The obtained 

sludge of Fenton processes is seen as a 

reddish-brown color. 

 

   
a) b) c) 

Figure 8 a) Raw wood processing wastewater, b) Sludge occurred in PEFP after 

neutralization (after 60 min), c) Sludge occurred in FP after neutralization (after 60 min) 

 

In the neutralization phase ferric hydroxide 

occurs as the main chemical in Fenton sludge. 

In pH 3.7-7.0 ferrihydrite occurs and in high 

pH values as >7.0 the Fenton sludge was 

transformed to goethite. The chemical 

compounds formed in the precipitate can be 

explained in Eq. 10-11 [16]. Since the 

precipitation process was carried out at the pH 

of 7.5-8 range in the study, it is thought that 

the fenton sludge obtained may be goethite. 

 

i) Schwertmannite 

Fe8O8(OH)8−2x(SO4)x + 2XOH
− →

8FeOOH + xSO4
2−          (10) 

ii) Ferrihydrite 

Fe5HO8. 4H2O → 5FeOOH + 2H2O        (11) 

 

3.5 Reaction kinetics of FP and PEFP 

 

The oxidation of organic pollutants by Fenton 

procesess are commonly considered as a 

single-stage process that conforms to pseudo 

first-order kinetics [29]. In this study, all of 

the Fenton processes showed the same trend. 

R2 values of  0, 1. and 2. order reaction 

kinetics of FP and PEFP processes are given 

in Table 2 and Equations are given in Figure 
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9. It was determined that FP and PEFP were 

compatible with the 1st order kinetic. 

 

 

 

Table 2 R2 values of the kinetic models 

Process 0. 1st 2nd  

FP 0.80 0.95 0.72 

PEFP 0.78 0.96 0.95 

 

 
Figure 9 1st order kinetic model of EF and PEFP 

 

4. CONCLUSION 

 

Fenton and Photo Electro Fenton Processes 

have high removal efficiency in the removal 

of COD from wood processing industry. In 

acidic medium conditions all Fenton 

processes are effective. Optimum values for 

FP were determined as 1.4 mg/L of Fe 

concentration, 50 g/L of H2O2 concentration 

and 150 min of reaction time; for PEFP were 

determined as 1.5 A of amper, 70 g/L of H2O2 

concentration and 150 min of reaction time. 

At the optimum conditions, Fenton process 

and electro-photo-Fenton process discharge 

COD concentration was 360 mg/L and 40 

mg/L, respectively. And sludge production of 

Fenton process was 20% greater than PEFP.  

 

PEFP can be an effective approach improving 

the wastewater quality for recovery and/or 

reuse of the wood processing wastewater due 

to its higher COD removal efficiency and 

lower discharge COD concentration and 

sludge volume when compared to FP. 
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Comparison of Essential Oils and Secretion Structures of Rosa damascena 

Mill. Grown in Iğdır and Isparta (Turkey) 

 

 

 Hafize YUCA1 , Enes TEKMAN2 , Ayşe CİVAŞ3 , Songül KARAKAYA2* , 

Gözde ÖZTÜRK4 , Betül DEMİRCİ4 , Allahverdi KARACA5 ,                              

Zühal GÜVENALP1  

 

 

Abstract 

 

The paper aims to compare the chemical compositions of essential oils and anatomical 

properties of secretory structures differences between R. damascena which is cultivated in Iğdır 

and Isparta (EOI1, EOI2, and EOIg). GC/ MS and GC-FID were utilized for essential oils 

analysis. Nonadecane (31.0%), heneicosane (21.1%), citronellol (16.8%), and 1-nonadecene 

(6.2%) were primal constituents of EOI1. Nonadecane (29.3%), heneicosane (17.6%), 

citronellol (18.6%), 1- and nonadecene (5.4%) were primal constituents of EOI2. Heneicosane 

(15.2%), nonadecane (14.1%), γ-muurolene (13.0%), citronellol (7.8%), and tricosane (8.5%) 

were primal constituents of EOIg. Both Isparta and Iğdır sepal cross-section anatomies 

glandular and non-glandular trichomes were observed.  

 

Keywords: Rosa damascena, Iğdır, Isparta, essential oil, anatomy  

 

1. INTRODUCTION 

 

Rosa L. species is known as one of the most 

popular types of ornamental plants with its 

pleasant smell and beautiful appearance, 

belonging to the Rosoideae subfamily, which 

is in the Rosaceae family. The genus Rosa has 

200 species and more than 18,000 varieties. 

The rose plant is one of the most cultivated 
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ornamental plants in the world today. The 

history of the rose, which is considered the 

queen of flowers, dates back to prehistoric 

times. Rose is an important ornamental plant 

with economic, cultural and symbolic value. 

In addition to being used as a garden plant, 

roses also have economic importance in terms 

of their petals, which are a natural source of 

fragrance, colour and sweetener. The rose 

Sakarya University Journal of Science 27(3), 523-529, 2023

mailto:songul.karakaya@atauni.edu.tr
https://orcid.org/0000-0002-3268-721X
https://orcid.org/0000-0003-2343-746X
https://orcid.org/0000-0002-7708-3583
https://orcid.org/0000-0002-0857-4776
https://orcid.org/0000-0002-1226-7218
https://orcid.org/0000-0002-8838-3856
https://orcid.org/0000-0002-3268-721X
https://orcid.org/0000-0002-3998-8859
https://orcid.org/0000-0003-2343-746X
https://orcid.org/0000-0002-7708-3583
https://orcid.org/0000-0002-8803-8147


plant originated mostly in Western Asia and 

partly in Europe. It is widely seen in European 

and Middle Eastern countries, especially Iran, 

Afghanistan and Turkey. It is grown in 

Bulgaria, Russia, Egypt, France, India and 

Morocco. It has been reported by many 

botanists that around 200 rose species have 

been described in the world. The most 

important and most used of these rose species 

are Isparta rose (Rosa damascena Mill.) and 

rosehip (Rosa canina L.) [1]. 

 

The natural distribution area of R. damascena, 

whose homeland is Iran, is the Northern 

Hemisphere, and it is cultivated in France, 

Lebanon, India, Russia, China, Morocco, 

Mexico, Italy and other European countries, 

especially in Turkey and Bulgaria. R. 

damascena is a plant with very thorny, and 

pink flowers, which is formed by the 

hybridization of R. gallica L. and R. phoenicia 

Boiss. [2]. 

 

R. damascena (Rosaceae) is known as "Yağ 

gülü, Yağlık gül, Isparta gülü, Reçellik gül, 

Pembe gül, Katmer gül, Yalınkat gül, Şam 

gülü, Güla Muhammedi, Peygamber kokusu, 

Ölü gülü, Kazanlık gül” in Turkey. It is the 

only type of rose cultivated for industrial 

purposes. It is accepted that rose oil helps to 

relieve the pain, sadness and stress caused by 

mental problems, helps to provide mental 

balance and facilitates the birth 

psychologically during childbirth. In the 

Ottoman period, the essential oil obtained by 

fermenting (sourcing) different rose flowers 

by steam distillation (retort system) was called 

“sega oil” and this oil was used as an elixir in 

the treatment of many diseases (pharyngitis, 

tonsillitis, etc. in the treatment of throat and 

respiratory tract diseases). It is known that the 

scent of rose is used in the treatment of 

psychiatric and neurological disorders 

through aromatherapy. In the research, it has 

been determined that the child of the mother 

who has used rose oil since birth is more 

advanced than her peers in distinguishing 

odours. Memory-enhancing effects in other 

living things it has been experienced. It is 

believed that those who are busy with roses 

strengthen their memories. Rose oil has been 

used for solving skin problems since it is 

known as an accelerator of new tissue 

formation and wound healing since ancient 

times. Massage can be done by adding rose oil 

to fixed oils. It is added to the water in the 

aroma diffuser as one drop per square meter 

of room area in the aromatherapy lamp and 

can be used by inhalation [3]. 

 

Approximately 15.000 tons of rose flowers 

are produced annually worldwide, and Turkey 

ranks first among the essential countries 

producing rose flowers. According to the 

2014 Rose Flower Report data, it has been 

determined that Turkey's rose flower planted 

area is 2.200 ha, its production is 6.750 tons 

and its yield is 4.250 kg ha-1. The report also 

states that Turkey exported 3.443 kg of rose 

oil with a total return of $13.961,163 in 2014 

is reported. 50% of the world's rose oil 

demand is met by Turkey, 40% by Bulgaria 

and the remaining 10% from other countries 

such as Iran, India, Morocco and Afghanistan 

[4]. 

 

The paper aims to compare the chemical 

compositions of essential oils and anatomical 

properties of secretory structures differences 

between R. damascena which is cultivated in 

Iğdır and Isparta. 

 

2. MATERIALS AND METHODS 

 

2.1. Plant materials and obtaining essential 

oils 

Isparta samples were collected in May 2022 

and they were identified by authors Assoc. 

Prof. Dr Songul Karakaya (Department of 

Pharmaceutical Botany) and Asst. Prof. Dr 

Hafize Yuca (Department of 

Pharmacognosy). Fresh flowers of Rosa 

damascena were obtained from two different 

regions of Isparta. The crushed dried flowers 

(300 g and 300 g) of R. damascena from 

Isparta (EOI1 and EOI2) were placed in 

hydrodistillation for 3 h through a Clevenger-

type apparatus in reference to the method 

suggested at the European Pharmacopoeia.  
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In November 2020, 1500 red rose (qızıl gül) 

seedlings grown in gardens in Iğdır were 

planted in the field. The roses grown in the 

field at the foot of Mount Ağrı (850 m, 

Karakoyunlu district, Zülfikar village, 

latitude: 39.9849, longitude: 44.1597) were 

collected in May 2022. The crushed fresh 

flowers (750 kg) of Rosa damascena from 

Iğdır (EOIg) were placed in a copper boiler 

and hydrodistillated for 2 h. 60 mL of rose oil 

and 1125 L rose water were obtained in 

reference to the method suggested at the 

European Pharmacopoeia. Voucher 

specimens have been stored at Atatürk 

University, Biodiversity Application and 

Research Center with the numbers of EOI1, 

EOI2, and EOIg AUEF 1397, 1398, and 1399, 

respectively 

 

Isparta roses were taken from two different 

regions to fully understand the difference or 

similarity of the content of the rose grown in 

Iğdır with Isparta roses. 

 

Obtained oils were dried over anhydrous 

sodium sulfate and held in sealed vials at +4°C 

temperature in the dark up to the analysis. 

 

2.2. GC-FID and GC-MS analyses of 

essential oils 

 

GC/MS and GC analysis were established 

with Agilent 5975 GC-MSD and Agilent 

6890N GC systems, in turn. An Innowax FSC 

column (60 m x 0.25 mm, 0.25 µm film 

thickness) in helium (0.8 mL/min) was taken 

as the carrier gas. The GC oven temperature 

for 10 minutes was 60°C and programmed to 

220°C at a rate of 4°C/min and was 220°C for 

10 minutes at a rate of 240°C at a rate of 

1°C/min. The division proportion was set to 

40:1. The injector temperature was 250°C. 

Mass spectra were enlisted at 70 eV and the 

mass range was m/z 35 to 450. The FID 

detector temperature was 300°C. To get the 

same elution order as GC/MS, a 

contemporaneous automated injection was 

carried on a replicate of the same column, 

applying the same operating conditions. 

Relative percent sums of partitioned 

compounds were calculated from the FID 

chromatograms. 

 

2.3. Microscopic Analysis 

 

For anatomical properties of secretory 

structures, sections were made manually from 

the flower of Rosa damascena from Isparta 

and Iğdır (EOI1, EOI2, and EOIg). Plants 

materials were fixed in 70% alcohol.  Sartur 

and tusche reagents were used.  Images were 

registered with a Zeiss 51425 camera engaged 

to a light microscope (Zeiss 415500-1800-

000, Carl Zeiss Microscopy, GmbH 

Konigsallee 9-21, 37081 Gottingen 

GERMANY). An average of 8-12 samples 

were used for the sections. In this study, only 

where the essential oils are produced in the 

plant and their chemical similarities and 

differences were tried to be revealed. 

 

3. RESULTS 

 

The colour of the EOI1, EOI2, and EOIg were 

yellow, yellow and greenish and the essential 

oil % yields were 0.001, 0.001, and 0.008 w/v, 

respectively. A total of 33, 26, and 32 

compounds found 99.1%, 97.5%, and 87.6% 

of the essential oils were identified in the 

EOI1, EOI2, and EOIg. Nonadecane (31.0%), 

heneicosane (21.1%), citronellol (16.8%), 1-

nonadecene (6.2%), and tricosane (5.2%) 

were the main constituents of the EOI1. 

Nonadecane (29.3%), heneicosane (17.6%), 

citronellol (18.6%), 1-nonadecene (5.4%), 

and tricosane (4.1%) were the main 

constituents of the EOI2. Heneicosane 

(15.2%), nonadecane (14.1%), γ-muurolene 

(13.0%), citronellol (7.8%), tricosane (8.5%), 

and (2E,6Z)-farnesol (5.5%) were the main 

constituents of the EOIg. The chemical 

compositions of essential oils were given in 

Table 1. 
 

Both Isparta and Iğdır sepal cross-section 

anatomies glandular and non-glandular 

trichomes were observed (Figures 1-2).  
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Table 1 The chemical compositions of essential oils 

RRI Component EOI1 

% 

EOI2 

% 

EOIg  

% 

1362 cis-Rose oxide - 0.3 - 

1377 trans-Rose oxide - 0.1 - 

1500 Pentadecane 0.1 0.2 0.5 

1544 α-Guaijane 0.3 0.9 - 

1600 Hexadecane tr tr 0.1 

1612 β-Caryophyllene 0.6 1.5 2.3 

1661 Alloaromadendrene - - 0.4 

1668 Citronellyl acetate tr 0.3 1.2 

1687 α-Humulene 0.4 0.8 1.0 

1700 Heptadecane - - 1.7 

1704 γ-Muurolene - - 13.0 

1726 Germacrene D 3.4 2.5 - 

1730 δ- Guaijane 1.3 4.0 - 

1772 Citronellol 16.8 18.6 7.8 

1808 Nerol tr tr 1.3 

1857 Geraniol 0.4 0.5 2.0 

1800 Octadecane 0.9 1.0 0.7 

1852 1-Octadecene - - tr 

1900 Nonadecane 31.0 29.3 14.1 

1915 1-Nonadecene 6.2 5.4 1.4 

1937 Phenylethyl alcohol - tr - 

1973 1-Dodecanol - - 0.2 

2000 Eicosane 5.0 3.0 3.0 

2016 9-Eicosene 0.4 2.1 tr 

2050 (E)-Nerolidol  tr 0.1 

2071 Humulene epoxide  II - 0.4 - 

2096 Elemol - - tr 

2100 Heneicosane 21.1 17.6 15.2 

2185 β- Eudesmol - - 0.2 

2200 Docosane 0.9 - 0.5 

2209 Citronellyl caprylate tr tr - 

2214 Phenylethy tiglate  0.7 - 

2250 γ-Eudesmol  - 0.4 

2278 (2E,6E)-Farnesal - - tr 

2300 Tricosane 5.2 4.1 8.5 

2330 (2E,6Z)-Farnesol - - 5.5 

2337 9- Tricosene 0.7 0.5 - 

2369 (2E,6E)-Farnesol - - 4.3 

2396 Citronellyl nonanoate 0.5 0.4 - 

2400 Tetracosane 0.4 0.3 0.4 

2500 Pentacosane 1.7 1.2 1.8 

2512 Citronellyl benzoate 0.4 0.3 - 

2600 Hexacosane - 0.5 - 

2700 Heptacosane 1.4 - tr 

2931 Hexadecanoic acid - 1.0 tr 

 Total 99.1 97.5 87.6 

 
RRI Relative retention indices calculated against n-alkanes 

 % calculated from FID data, tr for Trace (< 0.1 %)
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Figure 1 Rosa damascena (Isparta) sepal cross-

section anatomy; gt: glandular trichome, ngt: non-

glandular trichome with Sartur reagent 

 

 
Figure 2 Rosa damascena (Iğdır) sepal cross-

section anatomy; t: trichome, gt: glandular 

trichome, ngt: non-glandular trichome with 

Sartur reagent 

 

Secretory structures were found in Isparta and 

Iğdır petal adaxial surface anatomies (Figures 

3-4). The presence of essential oils in papillae 

was also seen in Isparta and Iğdır petal adaxial 

surface anatomies with tusche reagent 

(Figures 3-4). 

 

 
Figure 3 Rosa damascena (Isparta) petal adaxial 

surface anatomy; ss: secretory structure, eop: 

essential oil in papillae with Sartur and tusche 

reagents-glandular trichome with Sartur reagent 

 

 
Figure 4 Rosa damascena (Iğdır) petal adaxial 

surface anatomy; ss: secretory structure, eop: 

essential oil in papillae with Sartur and tusche 

reagents 

 

4. DISCUSSION 

 

The rose oil's basic character is dependent on 

geraniol (9 to 24%) and citronellol (31 to 

44%). It is changed by nerol (5 to 11%) and 

farnesol (0.2 to 1.4%). If farnesol content is 

higher, it causes to the potent floral character. 

Nerol adds both rosaceous character and 

freshness. In cases when the geraniol content 

is low, the freshness of nerol manifests itself 

as a bit citrusy. However, when geraniol 

content is high, the mixture of geraniol, 

farnesol, citronellol, and nerol results in a 

potent, sweet, fresh, and floral character. The 

rose oil's other characteristic constituents are 

geranyl acetate, citronellyl formate, nonanal, 

eugenol, methyl eugenol, cis-rose oxide, 

citronellyl acetate, α-terpineol, linalool, and 

phenylethyl alcohol. The other natural 

compounds of rose oil are stearoptenes 

(mainly nonadecane). If they are present, they 

cause the solidification of rose oil at room 

temperature and when cooled [5]. In our 

study, the geraniol content of EOIg (2.0%) 

was higher than others while the citronellol 

content of EOI2 is the highest one (18.6%). 

Farnesol and nerol had only been found in 

EOIg. Therefore, the floral, rosaceous and 

fresh scents are more dominant in this sample. 

The nonadecane contents were higher in 

Isparta samples (EOI1 and EOI2), so they can 

solidify more easily than the  Iğdır sample  

(EOIg).  
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There are many studies on the essential oil the 

content of Rosa damascena. In a study about 

content of rose oil obtained from roses 

cultivated in Turkey, citronellol (30.9 to 

43.9%), geraniol (9.3 to 14.1%), nonadecane 

(8.3 to 14.7%), and nerol (5.2 to 7.6%) were 

found as major compounds [6]. For Bulgarian 

two rose oil samples, the main compounds 

were found as citronellol (30.24-31.15%), 

geraniol (20.62-21.24%), n-heneicosane 

(8.79-9.05%), and n-nonadecane (8.51-

8.77%) [7]. For Iranian rose oil, according to 

the GC-MS results, citronellol (14.5-47.5%), 

nonadecane (10.5-40.5%), geraniol (5.5-

18%), and henicosane (7-14%) were the 

major compounds [8]. Our research when 

compared to the previous studies, the major 

compounds were similar, but the nonadecane 

and heneicosane were found as higher than 

geraniol and citronellol in all samples.  

 

When previous anatomy studies were 

evaluated, as, in our study, glandular and non-

glandular trichomes were observed in sepals 

[9, 10]. The glandular trichomes in the Isparta 

samples were more numerous than in the Iğdır 

sample (Figures 1, and 2). In other studies, it 

was observed that papillae from the adaxial 

surface of the petals had residue of dried 

secretion as in our study [11, 12, 13]. To our 

knowledge, it is the first time that the 

secretory structures were shown clearly in all 

samples. Additionally, they were figured on 

the Iğdır sample more than others (Figures 3, 

and 4). 

 

5. CONCLUSION 

 

The results of original comparable research 

on essential oils components of Isparta and 

Iğdır samples. Their secretory structures are 

not different, they differ only in their size and 

number. The essential oil is also similar in 

content, but there is variation in quantities. 

These essential oils could be used in 

cosmetics, perfumery, pharmacy and industry 

owing to their chemical compositions. 
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Facile Synthesis and Characterization of gCN, gCN-Zn and gCN-Fe Binary 

Nanocomposite and Its Application as Photocatalyst for Methylene Blue 

Degradation 
 

 

Mustafa KAVGACI *1,3 , Hasan ESKALEN 2,3  

 

 

Abstract 

 

The combustion method to obtain for pure graphitic carbon nitride (gCN) and two binary 

nanocomposites, gCN-Zn - gCN-Fe have been used in the present study. The structural, 

morphological, thermal and optical characterizations of the syhtesized samples were 

characterized with X-ray diffraction, scanning electron microscopy, thermogravimetric analysis 

(TGA) and UV-Vis spectroscopy. The intensity of characteristic gCN peak at (002) crystalline 

plane decrease with formation of binary nanocomposites was observed. The EDX spectra 

supports presents of Zn and Fe element in binary nanocomposites. The bandgap of pristine gCN 

is calculated as 2.75 eV and it decreases to 2.58 eV and 2.50 eV for Zn and Fe addition. The 

degradation capacity of pristine gCN and synthesized binary nanocomposites showed an 

enhanced photodegradation performance for binary composite relative to pristine gCN was 

observed. The maximum degradation performance was observed at gCN-Zn binary composite. 

The obtained composites with this simple synthesis method and cost effective raw materials 

used for the photodegradation of methylene blue dye detail.  

 

Keywords: Degradation, Zn, Fe, methylene blue (MB), graphitic carbon nitride (gCN) 

 

1. INTRODUCTION 

 

Environmental pollution is one of the 

significant problems for humans and other 

living organisms. Unfortunately, pollution 

increases in parallel to industrialization, 

which might result in pollution of water 

sources and unhealthy drinking water. To 

overcome this problem, some scientists 

focused on water treatment, especially 
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pollution originating from dyestuff. Since the 

wastewater from dye can contaminate not 

only freshwater sources but also sands, that 

may magnify the risk [1–5]. Some of the 

organics dyes are toxic, carcinogenic, and 

have mutagenic potential [6]. Considering the 

current situation of dyes, especially their 

types (more than 100,000 varied structured) 

and different application areas (textile, 

medicine, pharmaceutic, cosmetics, food, 
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printing), the importance of treatment of 

wastewater originating from dyes may 

become more evident [7–9]. Different 

methods have been utilized to degrade 

wastewater, including physiochemical and 

biological approaches; photodegradation has 

massive potential for dealing with wastewater 

since its a clean and cost-effective method 

[10–12]. 

 

Graphitic carbon nitride (gCN) is defined as 

nitrogen substituted graphane with 

anisotropic 2D geometry, and aromatic 

conjugate structure [13]. gCN has been 

considered as a promotion material due to its 

original preparation methods, high stability, 

band gap and low cost [14–16]. Moreover, the 

earth abundant nature, suitable electronic 

band position, nontoxic characteristic, 

outstanding physicochemical stability and 

admirable optical properties has considered as 

novel specifications of the gCN [17, 18]. 

Triurea, melamine, cyanamide, urea, 

ammonium thiocyanate and dicyandiamide 

are some examples of gCN precursors that are 

inexpensive and high nitrogen content 

generally used in synthesis of gCN [17]. Fast 

charge carrier recombination, small particle 

size and poor absorption coefficient of the 

gCN negatively affect the photoactivity of 

pure gCN [19–21]. Different methods have 

been utilized to overcome this shortcoming 

like fabricating nano/mesoporous structures, 

coupling with other semiconductors, noble 

metal deposition and impurity doping [22–

24]. Among them doping different elements 

like metal, metal oxide and nonmetals to the 

bulk structure results in a decrease in band 

gap and lead to enhancement of absorption of 

visible light [25]. Flower like copper/zinc 

bedecked gCN composite (gCN-CuO/ZnO) 

was fabricated and methylene blue dye (MB) 

degradation was investigated. The 

enhancement of the photocatalytic activity of 

gCN-CuO/ZnO relative to pure gCN has been 

observed [26]. H2 release of P doped gCN -

TiO2 catalyst was used for hydrogen (H2) 

release from the sodium borohydride 

(NaBH4) methanolysis [27]. The 

photocatalytic degradation of Rhodamine B 

dye of gCN/nano zero valent iron doped 

bismuth ferrite nanoparticle composite 

demonstrated the degradation performance 

better than previously reported BiFeO3 

composite [28]. The photocatalytic 

performance of silver iodide- gCN 

nanocomposite was exhibited better behavior 

than pristine silver iodide and gCN over 

rhodamine B and methyl orange dye was 

reported [29]. Enhanced photocatalytic 

behavior observed with the addition of 

reduced graphene oxide and gCN to zinc 

oxide over methylene blue dye was 

investigated [30].  

 

The present work has employed the 

combustion method to obtain two binary 

nanocomposites, gCN-Zn and gCN-Fe. The 

structural, morphological, thermal and optical 

characterizations were performed in detailly. 

The degradation capacity of pristine gCN and 

synthesized binary nanocomposites showed 

an enhanced photodegradation performance 

for binary composite relative to pristine gCN 

was observed. The obtained composites with 

this simple synthesis method and cost 

effective raw materials used for the 

photodegradation of methylene blue dye 

detail. 

 

2. MATERIALS AND METHOD  

 

2. 1. Materials 

 

Ultra pure water was used in the studies. Ultra 

pure water was obtained from 

Kahramanmaras Sutcu Imam University 

University-Industry-Public Cooperation 

Development Application and Research 

Center (USKIM). All chemicals were used in 

tests and syntheses without purification. 

Thiourea (98%) was purchased from Merck, 

zinc nitrate (98%) was from Acros Organics, 

and iron nitrate (99%) was from Sigma 

Aldrich. 
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2. 2. Synthesis of gCN, gCN-Fe and gCN-

Zn 

 

gCN was produced using a the combustion 

method. Thiourea (10 g) in a ceramic crucible 

was heated to 550 °C at a heating rate of 10 

°C/min in an muffle furnace. It was then 

calcined at 550 °C for 5 hours. gCN-Fe and 

gCN-Zn were synthesized under the same 

conditions. Briefly, 10 g of thiorue was 

dissolved in 50 mL of ultra water. Iron nitrate 

and zinc nitrate were then added to this 

solution in a weight ratio of 0.25:10. It was 

mixed on a magnetic stirrer for 1 hour. It was 

then dried at 90 °C for 48 hours. The obtained 

powder sample was heated to 550 °C at a 

heating rate of 5 °C/min and calcined at the 

same temperature for 5 hours. The 

synthesized samples were ground in a mortar 

for experiments. The graphitic carbon nitride 

gCN synthesized in a weight ratio of 0.25:10 

was named as iron-doped graphitic carbon 

nitride gCN-Fe and zinc-doped graphitic 

carbon nitride gCN-Zn. Figure 1 shows a 

graphical representation of the gCN samples 

synthesis. 

 

 
Figure 1 Scheme showing synthesis of gCN, 

gCN-Fe and gCN-Zn samples 

 

2.3.Characterization 

 

The X-ray diffraction (XRD) pattern of the 

gCN samples was obtained using a Philips 

brand X'Pert PRO model XRD instrument 

with Cu Ka radiation (λ=0.154056 nm, 40 kV 

and 30 mA). Scanning Electron Microscope 

(SEM) images and EDX measurements were 

taken with the FEI brand Quanta 650 Field 

Emission SEM model electron microscope 

available at Çukurova University Central 

Research Laboratory (CUMERLAB). 

Thermogravimetric analysis (TGA) was 

performed using a thermal analyzer (Perkin-

Elmer Diamond) in a nitrogen atmosphere 

with a heating rate of 20 °C/min in the 

temperature range of 20 to 750 °C. FT-IR 

spectrum measurements were taken with the 

Perkin Elmer Spectrum 400 device in the 

range of 4000–400 cm-1. UV–Vis absorption 

measurements were obtained with a 

Shimadzu-1800 UV spectrometer. XRD, 

TGA, FTIR and UV measurements were 

obtained in the USKIM laboratory. 

 

2.4. Photocatalytic test 

 

The photocatalytic performance of the 

produced gCN, gCN-Fe and gCN-Zn 

structures was tested with methylene blue 

(MB) dye. 20 mg of the photocatalyst gCN, 5 

ppm was dropped into 50 mL MB solution 

(with water). First of all, the solutions to 

which the catalyst was added were kept in the 

dark for 30 minutes, taking into account the 

absorption-desorption balance. It was then 

tested by irradiation under a Xeon lamp light 

source (300 W Luzchem). Photocatalytic 

performances of the samples were 

investigated with a Shimadzu UV1800 

spectrometer in 10-minute time [. 

 

3. RESULTS AND DISCUSSION 

 

Graphically showing the XRD patterns of 

gCN, gCN-Fe and gCN-Zn are presented 

(Figure 2). Two characteristic peaks of pure 

gCN appear prominently at 12.8° and 27.3° 

both (100) and (002) peaks can be attributed 

to interplanetary structural stacking of 

conjugated aromatic systems indexed for 

graphite materials. These peaks are consistent 

with the XRD data of the reported studies 

available in the literature for the gCN 

structure [31, 32]. It is clearly seen in the 

XRD graph that the intensity of the (002) peak 

decreases with the doping of Zn and Fe. This 

suggests that adding Zn and Fe can limit the 

crystal growth of gCN. The decrease in peak 

intensity can be attributed to an interaction 

between Zn/Fe and gCN. This effect deforms 

the nitride pore structure and changes the 

distance between the holes [33]. In addition, 
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the decrease in crystallinity in the (002) 

crystal planes can be attributed to the effects 

of Fe and Zn additions on the thermal 

condensation of urea/thiourea [34]. When the 

XRD graph was examined, no diffraction 

peak was observed for Zn and Fe structures. 

 

 
Figure 2 XRD pattern of gCN, gCN-Fe and 

gCN-Zn 

 

SEM images illuminating the SEM surface 

morphologies of gCN, gCN-Fe and gCN-Zn 

are given in Figure 3. Characteristic plate-like 

structures are seen and the construction of 

pronounced 2D layered bulk sheets that 

remain grouped together is celarly seen from 

this figure. Fe and Zn additives did not affect 

gCN morphology [35]. This demonstrates that 

introducing Fe to gCN does not modify its 

sheet structure. According to result of similar 

research related to 5% Fe doped gCN that 

obtained composite not contain any iron 

nanoparticles, proving that Fe was ionically 

added to the gCN framework [36]. The 

addition of Fe to the carbon nitride structure 

does not alter the stacking of chain layers, 

implying that Fe-gCN preserves the original 

crystal structure of gCN [37]. The 

morphology of ZnO incorporated gCN was 

observed by SEM and the images reveal its 2-

D layered nanosheet structures without much 

variation in its morphology upon 

incorporating zinc metal into gCN. 

 

 
Figure 3 SEM images of gCN (a) gCn-Fe (b) and 

gCN-Zn (c) 

 

EDX analysis was performed to determine the 

chemical composition of gCN, gCN-Fe and 

gCN-Zn nanocatalysts (Figure 4). The EDX 

spectra of the samples confirm the presence of 

C, N, O, Fe and Zn elements. 

 

Optical band gap energies of the synthesized 

samples were determined by using optical 

absorption spectra. Optical band gaps were 

obtained with the Tauc plot. (αhν)2 for 

samples as a function of photon energy is 

plotted graphically in Figure 5. The band gap 

energy for gCN was found to be 2.75 eV. In 

the literature, some researchers found the 

same result for gCN [38, 39]. The addition of 

Zn and Fe decreased the band gap energy. 

Band gap energies for gCN-Zn and gCN-Fe 
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were found to be 2.58 eV and 2.50 eV, 

respectively. The results found are in 

agreement with previous studies. In the 

literature, some studies found that the 

forbidden energy gap decreases with the 

addition of Zn and Fe to gCN [33, 40, 41]. 

 

 
Figure 4 EDX spectra of gCN (a) gCn-Fe (b) and 

gCN-Zn (c) 

 

  
Figure 5 Bandgap graph gCN, gCN-Fe and gCN-

Zn 

 

The TGA pattern of gCN, gCN-Fe and gCN-

Zn are presented in Figure 6. It is observed 

that the remarkable thermal decomposition of 

the samples starts around 400 °C. It is clearly 

seen that the samples show a tendency to 

decompose at temperatures higher than 600 

°C. This result indicates that thermally gCN 

structures are one of the highly stable organic 

materials [42]. The degree of condensation 

seriously affects thermal stability. Complete 

degradation of the synthesized gCN sample 

takes place at 620 °C and no material remains. 

However, complete degradation does not 

occur in Zn and Fe doped gCN samples. 

 

 
Figure 6 TG thermograms for the gCN, gCN-Fe 

and gCN-Zn 

 

FTIR spectroscopy is used to detect tensile 

and bending vibrational bands of synthesized 

gCN structures and to examine the functional 

groups and types of chemical bonds of gCN 

structures. Figure 7 shows the FT-IR spectra 

of the synthesized gCN constructs. 

Measurements in the range of 450–4000 cm-1 

were taken for the FTIR analysis. The broad 

absorption peak centered at 3150 cm-1 is 

attributed to the tensile vibration of the N–H 

group. The peaks seen in the 1000-1750 cm-1 

range indicate the characteristic stretching 

modes of C-N heterocycles. The sharp peak 

observed at 805 cm-1 can be assigned to the 

respiratory mode typical of triazine units [43, 

44].  As a result of the addition of Zn and Fe, 

the intensity of the peaks observed between 

3150 cm-1 and 1000-1750 cm-1 decreased. 

This indicates that the crystallization of Fe 

and Zn can affect the thermal polymerization 

of Thiourea. It is consistent with the result of 

the XRD analysis, which shows that the 

addition of Fe and Zn can lead to the 

deterioration of the graphite structure of gCN 

[33]. 
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Figure 7 FTIR pattern of obtained samples 

 

Optical absorptions of synthesized gCN 

samples were measured between 450-750 nm 

wavelengths using UV-vis spectroscopy. All 

samples were kept in the dark for 30 minutes 

and then measurements were taken with a 

UV-Vis spectrophotometer every 10 minutes 

for 60 minutes. The photocatalytic 

degradation of the catalyst-free and gCN-

catalyzed dyestuff solutions with respect to 

time was investigated under normal 

conditions under 300 W Xenon light. In 

Figure 8, absorption graphs of gCN, gCN-Fe 

and gCN-Zn samples are given. The 

maximum peak in the UV-Vis absorption 

spectra of the dyestuffs was determined as 

664 nm for methylene blue. 50 ml of 5 ppm 

methylene blue solution was taken and kept 

under xenon and room light for 60 minutes 

without a catalyst. The degradation rates 

under room conditions (called day in Figure 

9) and under a xenon lamp (called sim in 

Figure 9) were determined as 2.7% and 5.4%, 

respectively (Figure 9). 

 

 
Figure 8 UV-visible absorption spectra for MB 

in a) gCN, b) gCN-Fe and c) gCN-Zn 

 

In Figure 9, the graph of the decay rates with 

respect to time is given. In Figure 9, the 

degradation rates of gCN samples on MB 

after 60 minutes were determined as 92.7% 

for gCN, 93.3% for gCN-Fe and 98.4% for 

gCN-Zn. 

 

 
Figure 9 The degradation graph of MB in all 

samples 
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It was observed that the synthesized Zn-doped 

gCN sample was more effective on MB. 

Figure 10 presents the graph of ln (C0/Ct) 

versus time. k (min-1) rate constants (pseudo-

first order) were calculated using the slope of 

the graphs [45]. As can be seen from the 

graph, the gCN-Zn sample with the highest 

degradation rate has the largest k value 

(k=0,06839 min-1). 

 

 
Figure 10 Graph of ln(C0/Ct) to time gCN, gCN-

Fe and gCn-Zn 

 

Photocatalytic evaluation of prepared gCN, 

gCN-Fe and gCN-Zn samples was 

investigated through the degradation of MB. 

gCN-Fe and gCN-Zn were found to exhibit 

better photocatalytic activity compared to 

pure gCN. The primary factors of 

photocatalytic activity are light-absorption 

capacity, surface composition, and 

photogenerated charge-separation efficiency 

[46]. The improvement in photocatalytic 

activity of gCN-Fe and gCN-Zn composites 

can be attributed to (i) gCN-Fe and gNC-Zn 

have a well-developed synergistic interaction 

in the obtained structure, (ii) a reduction in the 

bandgap energy of a binary composite can 

increase the transfer of photo-induced 

electrons while decreasing electron-hole pair 

recombination [47, 48]. Zinc oxide absorbe 

more light quanta than iron oxide and this 

may the reason of the syhtesized gNC-Zn 

shows better performance than the gCN-Fe 

sample [49]. This can increase photocatalytic 

activity. In addition, the development of 

photocatalytic activity can be attributed to the 

promotion of hydroxyl radical formation [40, 

41, 50–52]. 

 

4. CONCLUSION 

 

In summary, the prisitne gCN, gCN-Zn and 

gCN-Fe structures were successfully 

synthesized by the combustion method. The 

structural properties of the obtained samples 

were detailly characterized with X-Ray 

diffraction, SEM-EDX, FTIR and UV-Vis 

spectroscopy. The bandgap value of pure 

gCN was found as 2.75 eV and the band gap 

values of gCN-Zn and gCN-Fe syhtesized 

binary composites decrease to 2.58 eV and 

2.50 eV respectively. The results of the 

elemental analysis show the apparent 

differences between the pure forms of gCN, 

gCN-Zn, and gCN-Fe indicating that 

syhtesized binary composites have different 

composition. The obtained FTIR results are 

comparable with the XRD study, which 

reveals that the addition of Fe and Zn can 

cause the graphite structure of gCN to 

deteriorate. The photocatalytic performances 

of the synthesized materials were 

investigated. The degradation effect of 

synthesized nanocomposites on MB was 

enhanced with metal ion doping. The 

obtained results also demonstrated that 

adding a zinc and iron elements increased the 

photocatalytic activity remarkably. Among 

the samples examined, gCN-Zn exhibited the 

highest photocatalytic performance. The 

degradation effect of gCN-Zn sample on MB 

was found to be 98.4% after 60 minutes. The 

results showed strong photocatalytic effects 

of Fe and Zn doped gCN structures. 

Therefore, the prepared gCN-Zn 

nanocomposite has significant potential and a 

promising candidate for the destruction of 

environmental pollutants. 

 

Funding 

This work was financially supported by 

Kahramanmaraş Sütçü İmam University, 
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Some Spectral Properties of Schrödinger Operators on Semi Axis  
 

 

İbrahim ERDAL *1  

 

 

Abstract 

 

The main aim of this work is to investigate some spectral properties of Schrödinger operators 

on semi axis. We first present the Schrödinger equation with a piecewise continuous potential 

function 𝒒 so that the problem differs from the classical Schrödinger problems. Then, we get 

the Wronskian of two specific solution of the given equation which helps us to create the sets 

of eigenvalues and spectral singularities. The rest of the paper deals with eigenvalues and 

spectral singularities. By the help of the analytical properties of Jost solutions and resolvent 

operator of the Schrödinger operators, we provide sufficient conditions guarenteeing finiteness 

of eigenvalues and spectral singularities  with finite multiplicities. 

 

Keywords: Schrödinger operators, eigenvalues, spectral singularities, resolvent operator  

 

1. INTRODUCTION 

 

In this study, we take into consideration the 

following one dimensional time independent 

Schrödinger equation on the semi axis  

 

−𝑦′′ + 𝑞(𝑥)𝑦 = 𝜆2𝑦,   0 ≤ 𝑥 < ∞            (1) 

 

with boundary condition  

 

𝑦(0) = 0,                                                          (2) 

 

where 𝜆 is a spectral parameter and 𝑞 is a 

complex valued potential function. 

 

Before starting to examine our problem, let us 

briefly give an outline about the studies in the 

literature on the spectral theory of differential 

operators without any discontinuity. The 

spectral analysis of Schrödinger operators or 

differential operators were introduced by 
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 Content of this journal is licensed under a Creative Commons Attribution-Non Commercial No Derivatives 4.0 International License. 

Naimark [1]. He showed that some poles of 

the kernel of resolvent operator of 

Schrödinger operator are not the eigenvalues 

of the operator. Naimark proved that these 

poles are a mathematical obstacle for the 

completeness of the eigenvectors and are 

imbedded in the continuous spectrum as well. 

These poles which are called spectral 

singularities by Schwartz [2] are very 

significant in physics and mathematics 

especially in quantum theory and applied 

mathematics. 

 

Another technique for the treatment of the 

spectral theory of Schrödinger operator was 

presented by Marchenko [3]. He exposed that 

equation (1) has a bounded solution fulfilling 

the condition  

 

lim
𝑥→∞

𝑒(𝑥, 𝜆)𝑒−𝑖𝜆𝑥 = 1, 
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where  

 

𝜆 ∈ ℂ+ ≔ {𝜆 ∈ ℂ: 𝐼𝑚𝜆 ≥ 0}. 
 

𝑒(𝑥, 𝜆) is called the Jost solution of 

Schrödinger equation (1) and it has an image  

 

𝑒(𝑥, 𝜆) = 𝑒𝑖𝜆𝑥 + ∫ 𝐾(𝑥, 𝑡)𝑒𝑖𝜆𝑡𝑑𝑡,
∞

𝑥
𝜆 ∈ ℂ+       (3) 

 

under the condition 

 

∫ 𝑥|𝑞(𝑥)|𝑑𝑥 < ∞,
∞

0
                                              (4) 

 

where 𝐾(𝑥, 𝑡) is identified by the potential 

function 𝑞 [3, 4]. Also 𝐾(𝑥, 𝑡) satisfies  

 

|𝐾(𝑥, 𝑡)| ≤ 𝑐𝜎 (
𝑥+𝑡

2
),                                        (5) 

 

|𝐾𝑥(𝑥, 𝑡)| ≤
1

4
|𝑞 (

𝑥+𝑡

2
)| + 𝑐𝜎 (

𝑥+𝑡

2
),             (6) 

 

where 𝑐 > 0 is a constant and  

 

𝜎(𝑥) = ∫ |𝑞(𝑡)|𝑑𝑡.

∞

0

 

 

Up to the present, a wide range of problems 

connected to the spectral theory of 

Schrödinger and Sturm-Liouville operators 

with spectral singularities have been 

examined [5-12].  

 

On the other hand, spectral theory of 

Schrödinger and Sturm-Liouville operators 

with discontinuities inside an interval, namely 

impulsive operators were studied in detail 

recently [13-16].  However, in all studies, the 

discontinuity point is not releated to the 

potential function or coefficient of the 

operator, is related to the interval in which the 

operator is defined. 

 

In light of  the advancements on this theory, in 

this work, we present a second-order one 

dimensional time independent Schrödinger 

operator on the semi axis with piecewise 

continuous complex valued potential 

function. Since the potential function 𝑞 

behaves as an impulsive condition, the 

spectral analysis of Schrödinger operator 

getting more diffucult. Nevertheless, by 

specifying the resolvent of mentioned 

operator, we can give some useful spectral 

results. 

 

2. STATEMENT OF THE PROBLEM 

 

Let 𝐿 denote the one dimensional time 

independent  Schrödinger operator on the 

semi axis in 𝐿2[0, ∞) by the equation  

 

−𝑦′′ + 𝑞(𝑥)𝑦 = 𝜆2𝑦,   0 ≤ 𝑥 < ∞              (7)          

 

with the  boundary condition  

 

𝑦(0) = 0                                                                    (8) 

 

and piecewise continuous potential function  

 

𝑞(𝑥) = {
0, 0 ≤ 𝑥 ≤ 1

𝑣(𝑥), 1 < 𝑥 < ∞
 

 

where 𝜆 is a spectral parameter and 𝑣 ≠ 0 is a 

complex valued function and satisfies the 

condition 

 

∫ 𝑥|𝑣(𝑥)|𝑑𝑥 < ∞
∞

1
.                                       (9) 

 

It can be easily seen that 𝑐𝑜𝑠𝜆𝑥 and 𝑠𝑖𝑛𝜆𝑥 are 

the linearly independent solutions of equation 

(7) for 0 ≤ 𝑥 ≤ 1.  

 

On the other part, (7) accepts another solution  

 

�̂�(𝑥, 𝜆) = 𝑒−𝑖𝜆𝑥 +        

                 +
1

2𝑖𝜆
∫ 𝑒𝑖(𝑥−𝑡)𝜆𝑞(𝑡)�̂�(𝑡, 𝜆)𝑑𝑡

𝑥

𝑥0
 

          +
1

2𝑖𝜆
∫ 𝑒𝑖(𝑥−𝑡)𝜆𝑞(𝑡)�̂�(𝑡, 𝜆)𝑑𝑡

∞

𝑥
          (10) 

 

for 𝜆 ∈ ℂ+  in (1, ∞) fulfilling the condition  

 

lim
𝑥→∞

�̂�(𝑥, 𝜆)𝑒𝑖𝜆𝑥 = 1,  

 

where  𝑥0 is a positive real number. From (3) 

and (10), it is easy to see that  

 

𝑊[𝑒(𝑥, 𝜆), �̂�(𝑥, 𝜆)] = −2𝑖𝜆,   𝜆 ∈ ℂ+, 
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where 𝑊[𝑦1, 𝑦2] denotes the Wronskian of the 

solutions 𝑦1 and 𝑦2 of equation (7).  

 

By means of linearly independent solutions 

cosλx, sinλx and e(x,λ), �̂�(𝑥, 𝜆) of (7) in the 

intervals [0,1] and (1, ∞) respectively, we can 

state two solutions of  boundary value 

problem (7)-(8) as 

 

𝐸(𝑥, 𝜆)

= {
𝐴(𝜆)𝑐𝑜𝑠𝜆𝑥 + 𝐵(𝜆)𝑠𝑖𝑛𝜆𝑥, 𝑥 ∈ [0,1]

𝑒(𝑥, 𝜆), 𝑥 ∈ (1, ∞)
 

 

and 

 

𝐹(𝑥, 𝜆) =

        {
𝑠𝑖𝑛𝜆𝑥, 𝑥 ∈ [0,1]

𝐶(𝜆)𝑒(𝑥, 𝜆) + 𝐷(𝜆)�̂�(𝑥, 𝜆), 𝑥 ∈ (1, ∞)
        

 

for 𝜆 ∈ ℂ+ and 𝜆 dependent arbitrary 

coefficients 𝐴, 𝐵, 𝐶, 𝐷. Using the continuity of 

the solutions  𝐸(𝑥, 𝜆) and 𝐹(𝑥, 𝜆) during the 

semi axis, we get uniquely 

 

𝐴(𝜆) = cos 𝜆 𝑒(1, 𝜆) −
𝑠𝑖𝑛𝜆

𝜆
𝑒′(1, 𝜆)          (11) 

 

𝐵(𝜆) = 𝑠𝑖𝑛𝜆𝑒(1, 𝜆) +
𝑐𝑜𝑠𝜆

𝜆
𝑒′(1, 𝜆)           (12) 

 

𝐶(𝜆) = −
1

2𝑖𝜆
[𝑠𝑖𝑛𝜆�̂�′(1, 𝜆) −

                                       −𝜆𝑐𝑜𝑠𝜆�̂�(1, 𝜆)]        (13) 

 

𝐷(𝜆) =
1

2𝑖𝜆
[𝑠𝑖𝑛𝜆𝑒′(1, 𝜆) − 𝜆𝑐𝑜𝑠𝜆𝑒(1, 𝜆)      (14) 

           

for all 𝜆 ∈ ℂ+. With the help of solutions 

𝐸(𝑥, 𝜆), 𝐹(𝑥, 𝜆) and (11)-(14), we can 

introduce the following Lemma and Theorem. 

 

Lemma 1. The following equations are valid 

for all 𝜆 ∈ ℂ+:  

 

𝑊[𝐸, 𝐹](𝑥, 𝜆) = 𝜆𝐴(𝜆),    𝑥 → ∞, 

 

𝑊[𝐸, 𝐹](𝑥, 𝜆) = 𝜆𝐴(𝜆),    𝑥 → 0. 

 

Proof. Using the definition of Wronskian of 

two solutions 𝐸 and 𝐹, for 𝑥 ∈ (1, ∝), we 

obtain 

 
𝑊[𝐸, 𝐹](𝑥, 𝜆) =

= 𝑒(𝑥, 𝜆)[𝐶(𝜆)𝑒′(𝑥, 𝜆) + 𝐷(𝜆)�̂�′(𝑥, 𝜆)]

−𝑒′(𝑥, 𝜆)[𝐶(𝜆)𝑒(𝑥, 𝜆) + 𝐷(𝜆)�̂�(𝑥, 𝜆)]
 

= 𝐷(𝜆)𝑊[𝑒(𝑥, 𝜆), �̂�(𝑥, 𝜆)]

= −2𝑖𝜆𝐷(𝜆)

= 𝜆𝐴(𝜆).
 

 

Similarly, for 𝑥 ∈ [0,1], we get 

 

𝑊[𝐸, 𝐹](𝑥, 𝜆) = 𝜆𝐴(𝜆). 
 

Theorem 2. The resolvent operator of 𝐿 has 

the representation  

 

ℜ𝜆2(𝐿)𝜑(𝑥) = ∫ 𝐺(𝑥, 𝑡; 𝜆)𝜑(𝑡)𝑑𝑡

∞

0

, 

 

for  𝜑 ∈ 𝐿2[0, ∞) where  

 

𝐺(𝑥, 𝑡; 𝜆) = {

𝐹(𝑡,𝜆)𝐸(𝑥,𝜆)

𝑊[𝐸,𝐹](𝑥,𝜆)
, 0 ≤ 𝑡 ≤ 𝑥

𝐹(𝑥,𝜆)𝐸(𝑡,𝜆)

𝑊[𝐸,𝐹](𝑥,𝜆)
, 𝑥 < 𝑡 < ∞

   

is the Green function for 𝜆 ∈ ℂ+.  

 

Proof. Let us take into account the following 

nonhomogeneous Schrödinger equation: 

 

 −𝑦′′ + 𝑞(𝑥)𝑦 − 𝜆2𝑦 = 𝜑(𝑥), 𝑥 ∈ [0, ∞)     (15) 

 

Take the advantage of  two linearly 

independent solutions of homogeneous part 

of Schrödinger equation (15), the general 

solution of (15) can be written as 

 

𝑦(𝑥, 𝜆) = 𝑐1(𝑥)𝐸(𝑥, 𝜆) + 𝑐2(𝑥)𝐹(𝑥, 𝜆). 
 

By means of variation of constants, we arrive 

at   

 

𝑐1(𝑥) = 𝛼1 + ∫
𝜑(𝑡)𝐹(𝑡, 𝜆)

𝑊[𝐸, 𝐹](𝑥, 𝜆)
𝑑𝑡

𝑥

0

 

 

and 
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𝑐2(𝑥) = 𝛼2 + ∫
𝜑(𝑡)𝐸(𝑡, 𝜆)

𝑊[𝐸, 𝐹](𝑥, 𝜆)
𝑑𝑡

∞

𝑥

.   

 

The rest of the proof is clear. 

 

Theorem 3. Under the condition (9), the 

function 𝐴(𝜆) fulfills the following 

asymptotic equation 

 

𝐴(𝜆) = 1 + 𝑜(1), 𝜆 ∈ ℂ+, |𝜆| → ∞.      (16) 

 

Proof.  It is obtained from  (11) that 

 

𝐴(𝜆)   = (𝑐𝑜𝑠𝜆𝑒𝑖𝜆)(𝑒(1, 𝜆)𝑒−𝑖𝜆)

− (𝑠𝑖𝑛𝜆𝑒𝑖𝜆) (
𝑒′(1, 𝜆)𝑒−𝑖𝜆

𝜆
) 

= 𝑒𝑖𝜆(𝑐𝑜𝑠𝜆 − 𝑖𝑠𝑖𝑛𝜆) + 𝑜(1) 

            = 1 + 𝑜(1),   
 

for , 𝜆 ∈ ℂ+, |𝜆| → ∞. 

                         

3. EIGENVALUES AND SPECTRAL 

SINGULARITIES 

 

This section contains the primary results for 

the spectral analysis of Schrodinger operator 

𝐿. Firstly, we introduce the sets of eigenvalues 

and spectral singularities of Schrödinger 

operator 𝐿 as  

 

𝜎𝑑(𝐿) = {𝜇 = 𝜆2: 𝐼𝑚𝜆 > 0,   𝐴(𝜆) = 0} 

 

and 

 

𝜎𝑠𝑠(𝐿) = {𝜇 = 𝜆2: 𝐼𝑚𝜆 = 0, 𝜆 ≠ 0, 𝐴(𝜆) = 0}, 

 

respectively.  

 

At present, we describe the sets 

 

𝑃1 = {𝜆: 𝜆 ∈ ℂ+, 𝐴(𝜆) = 0} 

 

and 

 

𝑃2 = {𝜆: 𝜆 ∈ ℝ ∖ {0}, 𝐴(𝜆) = 0}. 

 

Hence, we can write again these sets  

 

𝜎𝑑(𝐿) = {𝜇:  𝜇 = 𝜆2, 𝜆 ∈ 𝑃1}  

 

and  

 

𝜎𝑠𝑠(𝐿) = {𝜇:  𝜇 = 𝜆2, 𝜆 ∈ 𝑃2}. 

 

Lemma 4. Assume (9). 

 

(i) The set 𝑃1 has at most countable number of 

elements and 𝑃1 is bounded. If the limit points 

of this set exist, they are only in a bounded 

subinterval of the real axis. 

 

(ii) Linear Lebesgue measure of  the set 𝑃2 is  

zero and  𝑃2 is compact. 

 

Proof. Asymptotic equation (16) shows that 

𝐴(𝜆) can not equal to zero for adequately 

large 𝜆 ∈ ℂ+. Hence, the boundedness of  𝑃1 

and 𝑃2 comes from (16). Since 𝐴(𝜆) is 

analytic in ℂ+,  the set 𝑃1 has at most 

countably many elements and limit points of   

𝑃1  are only in a bounded subinterval of the 

real axis. Finally, by means of the uniqueness 

theorem of the analytic functions [17], we 

obtain that linear Lebesgue measure of the the 

set 𝑃2 is  zero and  𝑃2 is a closed set. 

 

The following Theorem is a straight 

conclusion of Lemma 4. 

 

Theorem 5. Under condition (9), 

 

(i) The set of eigenvalues of 𝐿 has finite 

number of elements and it is bounded. If the 

limit points of this set exist, they are only in a 

bounded subinterval of the real axis. 

 

(ii) The set of spectral singularities of 𝐿 is 

compact and its linear Lebesgue measure is 

zero. 

 

Proof. The proof is obtained similarly to the 

proof of Lemma 4. 

 

At the moment, we continue by imposing the 

extra stipulation  
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∫ exp (휀𝑥)
∞

1
|𝑣(𝑥)|𝑑𝑥 < ∞                         (17) 

 

on  function 𝑣 to ensure the finiteness of the 

sets of spectral singularities and eigenvalues. 

 

Theorem 6. If the inequality (17) is satisfied 

for some 휀 > 0, then the Schrödinger operator 

𝐿 has a finite number of spectral singularities 

and eigenvalues, and each of them has finite 

multiplicity. 

 

Proof. Using (5),(6) and (17), we obtain that 

 

|𝐾(1, 𝑡)| ≤ 𝑐1𝑒𝑥𝑝 (−휀
1 + 𝑡

2
) ,  𝑐1 > 0 

 

and  

 

|∫ 𝐾𝑥(1, 𝑡)𝑒𝑖𝜆𝑡𝑑𝑡

∞

1

|

≤ 2𝑒𝐼𝑚𝜆 ∫ |𝑣(𝑢)|

∞

1

𝑒 𝑢𝑒−𝑢( +2𝐼𝑚𝜆)𝑑𝑢 + 

       +𝑐2 ∫ 𝑒− 2⁄ 𝑒−𝑡( 2⁄ +𝐼𝑚𝜆)𝑑𝑡

∞

1

, 

 

where 𝑐1, 𝑐2 are arbitrary constants and  

𝑢 =
1+𝑡

2
.  From the last inequality and (17), we 

arrive at |∫ 𝐾𝑥(1, 𝑡)𝑒𝑖𝜆𝑡𝑑𝑡
∞

1
| < ∞ for  

𝐼𝑚𝜆 > −
2
.  Thus, 𝐴(𝜆) has an analytic 

continuation from the real axis to the lower 

half plane 𝐼𝑚𝜆 > −
2
.  Hence the sets 𝜎𝑑(𝐿) 

and 𝜎𝑠𝑠(𝐿) don’t have any limit points on the 

real axis. With the help of  Theorem 5, we see 

that this sets are bounded and have at most 

countable number of elements. Moreover,  the 

uniqueness theorem of the analytic functions 

[17] give us, all roots of 𝐴(𝜆) in ℂ+ are of 

finite multiplicities. 

 

Now, let us specify the all limit points of 𝑃1 

and 𝑃2 by 𝑃3 and 𝑃4, respectively. Also the set 

of all roots of 𝐴(𝜆) with infinite multiplicity 

in ℂ+ is denoted by 𝑃5.  

 

By the help of uniqueness theorem, we can 

present the following Lemma. 

 

Lemma 7. (i) 𝑃3 ⊂ 𝑃2, 𝑃4 ⊂ 𝑃2, 𝑃5 ⊂ 𝑃2,  
𝑃3 ⊂ 𝑃5, 𝑃4 ⊂ 𝑃5. 

 

(ii) 𝜇(𝑃3) = 𝜇(𝑃4) = 𝜇(𝑃5) = 0, 
 

where 𝜇 is linear Lebesgue measure. 

 

Proof.  Proof of Lemma is clear from the 

boundary uniqueness theorem of analytic 

functions in [17]. 

 

 

Theorem 8. If 

 

∫ 𝑒 𝑥𝛿∞

1
|𝑣(𝑥)|𝑑𝑥 < ∞,                                  (18) 

 

for some 휀 > 0 and 
1

2
≤ 𝛿 < 1, then 𝑃5 = ∅. 

 

Proof. From (11), we get 

 

𝐴(𝜆) = (𝑐𝑜𝑠𝜆𝑒𝑖𝜆)(𝑒(1, 𝜆)𝑒−𝑖𝜆) −

                    − (
𝑠𝑖𝑛𝜆

𝜆
𝑒𝑖𝜆) (𝑒′(1, 𝜆)𝑒−𝑖𝜆)    (19) 

 

where 𝐽1(𝜆) = 𝑒(1, 𝜆)𝑒−𝑖𝜆, 

𝐽3(𝜆) = 𝑐𝑜𝑠𝜆𝑒𝑖𝜆, 𝐽2(𝜆) =  𝑒′(1, 𝜆)𝑒−𝑖𝜆 and 

𝐽4(𝜆) =
𝑠𝑖𝑛𝜆

𝜆
𝑒𝑖𝜆. 

It follows from (5),(6) and (18) that  

 

|
𝑑𝑚

𝑑𝜆𝑚
𝐽1(𝜆)| ≤ 𝑐3 ∫ 𝑡𝑚𝑒− (𝑡 2)⁄ 𝛿

𝑑𝑡
∞

1
,           (20) 

 

|
𝑑𝑚

𝑑𝜆𝑚
𝐽2(𝜆)| ≤ 𝑐4 ∫ 𝑡𝑚𝑒− (𝑡 2)⁄ 𝛿

𝑑𝑡
∞

1
,           (21) 

 

|
𝑑𝑚

𝑑𝜆𝑚
𝐽3(𝜆)| ≤ 𝑐52𝑚,                                    (22)  

 

|
𝑑𝑚

𝑑𝜆𝑚 𝐽4(𝜆)| ≤ 𝑐62𝑚,                                        (23) 

 

where  𝑐3, 𝑐4, 𝑐5, 𝑐6 are arbitrary constants. 

Using (19)-(23), we see that  

 

|
𝑑𝑚

𝑑𝜆𝑚
𝐴(𝜆)| ≤ ∑ (

𝑚
𝑠

)

𝑚

𝑠=0

|
𝑑𝑚−𝑠

𝑑𝜆𝑚−𝑠
𝐽1| |

𝑑𝑠

𝑑𝜆𝑠
𝐽3| 
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                     + ∑ (
𝑚
𝑠

)𝑚
𝑠=0 |

𝑑𝑚−𝑠

𝑑𝜆𝑚−𝑠 𝐽2| |
𝑑𝑠

𝑑𝜆𝑠 𝐽3| 

 

                     ≤ 𝑐72𝑚 ∫ 𝑡𝑚𝑒− (𝑡 2)⁄ 𝛿

𝑑𝑡
∞

1
,     (24) 

 

for 𝑚 = 1,2, … , where 𝑐7 is arbitrary 

constant. 

 

Now, we can write 

 

|
𝑑𝑚

𝑑𝜆𝑚 𝐴(𝜆)| ≤ 𝐴𝑚  

 

for 𝑚 = 1,2, … and  𝜆 ∈ ℂ+, |𝜆| < 𝑁, where  

 

𝐴𝑚 = 𝑐72𝑚 ∫ 𝑡𝑚𝑒− (𝑡 2)⁄ 𝛿

𝑑𝑡

∞

1

. 

 

Since 𝐴(𝜆) can’t be zero, Pavlov’s theorem 

[18] gives that 

 

∫ ln Z(𝑠) 𝑑𝜇(𝑃5, 𝑠) > −∞,
𝑘

0
                       (25) 

 

where Z(𝑠) = 𝑖𝑛𝑓 {
𝐴𝑚𝑠𝑚

𝑚!
: 𝑚 = 0,1,2, … } 

and 𝜇(𝑃5, 𝑠) is the linear Lebesgue measure of 

the 𝑠 −neighbourhood of 𝑃5. Using the 

definition of gamma function, we can express 

 

𝐴𝑚 ≤ 𝐾𝛼𝑚𝑚
𝑚(1−𝛿)

𝛿 𝑚!, 
 

where 𝐾 is a constant. Thus, we get 

 

Z(𝑠) ≤ 𝐾𝛼𝑒𝑥𝑝 {−
1 − 𝛿

𝛿
𝑒−1𝛼−

𝛿

1−𝛿𝑠−
𝛿

1−𝛿}. 

 

From the last equality and (25), we obtain 

 

∫ 𝑠−𝛿/(1−𝛿)𝑘

0
 𝑑𝜇(𝑃5, 𝑠) < ∞.                          

 

Since 𝛿/(1 − 𝛿) ≥ 1, the previous inequality 

gives that 𝑃5 = ∅. 

 

Since 𝑃5 = ∅, it is easy to get the following 

Theorem. 

 

Theorem9. Assume (18). Then the 

Schrödinger operator 𝐿 has  countably many 

number of spectral singularities and 

eigenvalues  and each of them has finite 

multiplicity. 

 

4. CONCLUSIONS  

 

In this work, we discussed some primary 

spectral problems of one dimensional time 

independent Schrödinger operators on the 

semi axis. In particular, we presented the 

solutions of Schrödinger equations and found 

the resolvent of Schrödinger operators. In the 

last part, we investigated the structure and 

finiteness of spectral singularities and 

eigenvalues with the help of uniqueness 

theorems.    

 

Funding 

The author (s) has no received any financial 

support for the research, authorship or 

publication of this study.  

 

Authors' Contribution  

The authors contributed equally to the study. 

 

The Declaration of Conflict of Interest/ 

Common Interest  

No conflict of interest or common interest has 

been declared by the authors.  

 

The Declaration of Ethics Committee 

Approval 

This study does not require ethics committee 

permission or any special permission. 

 

The Declaration of Research and 

Publication Ethics  

The authors of the paper declare that they 

comply with the scientific, ethical and 

quotation rules of SAUJS in all processes of 

the paper and that they do not make any 

falsification on the data collected. In addition, 

they declare that Sakarya University Journal 

of Science and its editorial board have no 

responsibility for any ethical violations that 

may be encountered, and that this study has 

not been evaluated in any academic 

publication environment other than Sakarya 

University Journal of Science. 

 

İbrahim ERDAL

Some Spectral Properties of Schrödinger Operators on Semi Axis

Sakarya University Journal of Science 27(3), 542-549, 2023 547



   

 

REFERENCES 

 

[1] M. A. Naimark, “Investigation of the 

spectrum and the expansion in 

eigenfunctions of a non-selfadjoint 

operators of second order on a semi-

axis,” American Mathematical Society 

Translations: Series 2. vol. 2, no.16, pp. 

103-193, 1960. 

 

[2] J. T. Schwartz, “Some non-selfadjoint 

operators,” Communications on Pure 

and Applied Mathematics, vol. 13, pp. 

609-639, 1960.  

 

[3] V. A. Marchenko, “Sturm-Liouville 

Operators and Applications Operator 

Theory: Advances and Applications,” 

vol. 22, Birkhauser, Basel 1986. 

 

[4] B. M. Levitan, I. S. Sargsjan, “Sturm-

Liouville and Dirac Operators,” Kluwer 

Academic Publishers, 1991. 

 

[5] E. Bairamov, A. O. Celebi, “Spectral 

analysis of nonselfadjoint Schrödinger 

operators with spectral parameter in 

boundary conditions,” Facta 

Universitatis, Series: Mathematics and 

Informatics, vol. 13, pp. 79-94, 1998. 

 

[6] E. Bairamov, O. Cakar, A. M. Krall, 

“An eigenfunction expansion for a 

quadratic pencil of a Schrödinger 

operator with spectral singularities,” 

Journal of Differential Equations, vol. 

151, pp. 268-289, 1999. 

 

[7] M. Adıvar, E. Bairamov, “ Spectral 

singularities of the nonhomogeneous 

Sturm-Liouville equations,” Applied 

Mathematics Letters, vol. 15, no.7, pp. 

825-832, 2002.  

 

[8] E. Bairamov, E. Kir, ”Spectral 

properties of a finite system of Sturm-

Liouville differential operators,” Indian 

Journal of Pure and Applied 

Mathematics, vol. 35, no.2, pp. 249-

256, 2004. 

 

[9] G. Sh. Guseinov, “On the concept of 

spectral singularities,”  Pramana-

Journal of Physics, vol. 73, no.3, pp. 

587-603, 2009. 

 

[10] A. M. Krall, E. Bairamov, O. Cakar, 

“Spectrum and spectral singularities of 

a quadratic pencil of a Schrödinger 

operator with a general boundary 

condition,” Journal of Differential 

Equations, vol. 151, no.2, pp. 252-267, 

1999. 

 

[11] A. Mostafazadeh, “Optical spectral 

singularities as treshold resonances,” 

Physical Review A Third Series-

83:045801, 2011. 

 

[12] E. Bairamov, S. Cebesoy, “Spectral 

singularities of the matrix Schrödinger 

equations,” Hacettepe Journal of 

Mathematics and Statistics, vol. 45, 

no.4, pp. 1007-1014, 2016. 

 

[13] S. Cebesoy, “Examination of 

eigenvalues and spectral singularities of 

a discrete Dirac operator with an 

interaction point,” Turkish Journal of 

Mathematics, vol. 46, no.1, pp. 157-

166, 2022. 

 

[14] Ş. Yardımcı, İ. Erdal, “Investigation of 

an impulsive Sturm-Liouville operator 

on semi axis,” Hacettepe Journal of 

Mathematics and Statistics, vol. 48, 

no.5, pp. 1409-1416, 2019. 

 

[15] Y. Aygar, G. G. Özbey, “Scattering 

analysis of a quantum impulsive 

boundary value problem with spectral 

parameter,” Hacettepe Journal of 

Mathematics and Statistics, vol. 51, 

no.1, pp. 142-155, 2022. 

 

[16] T. Köprübaşi, Y. Aygar 

Küçükevcilioğlu, “Discrete impulsive 

Sturm-Liouville equation with 

hyperbolic eigenparameter,” Turkish 

İbrahim ERDAL

Some Spectral Properties of Schrödinger Operators on Semi Axis

Sakarya University Journal of Science 27(3), 542-549, 2023 548



Journal of Mathematics, vol. 46, no.2, 

pp. 387-396, 2022. 

[17] E. P. Dolzhenko, “Boundary value 

uniqueness theorems for analytic 

functions,” Mathematical Notes, vol. 

26, pp. 437-442, 1979. 

 

[18]  B. S. Pavlov, “The non-selfadjoint 

Schrödinger operators,” Mathematical 

Physics, vol. 1, pp. 87-114, 1967. 

 

 

 

İbrahim ERDAL

Some Spectral Properties of Schrödinger Operators on Semi Axis

Sakarya University Journal of Science 27(3), 542-549, 2023 549



Sakarya University Journal of Science
SAUJS

ISSN 1301-4048 e-ISSN 2147-835X Period Bimonthly Founded 1997 Publisher Sakarya University
http://www.saujs.sakarya.edu.tr/

Title: Detection and Localization of Glioma and Meningioma Tumors in Brain MR Images
using Deep Learning

Authors: Emine CENGİL, Yeşim EROĞLU,Ahmet ÇINAR, Muhammed YILDIRIM

Recieved: 2022-02-02 00:00:00

Accepted: 2023-03-02 00:00:00

Article Type: Research Article

Volume: 27
Issue: 3
Month: June
Year: 2023
Pages: 550-563

How to cite
Emine CENGİL, Yeşim EROĞLU,Ahmet ÇINAR, Muhammed YILDIRIM; (2023), Detection and
Localization of Glioma and Meningioma Tumors in Brain MR Images using Deep
Learning. Sakarya University Journal of Science, 27(3), 550-563, DOI:
10.16984/saufenbilder.1067061
Access link
https://dergipark.org.tr/en/pub/saufenbilder/issue/78131/1067061

New submission to SAUJS
http://dergipark.gov.tr/journal/1115/submission/start



 

 

 

 

 

 

 

Detection and Localization of Glioma and Meningioma Tumors in Brain MR 

Images using Deep Learning 
 

 

Emine CENGİL*1 , Yeşim EROĞLU2 , Ahmet ÇINAR3 , Muhammed YILDIRIM4  

 

 

Abstract 

 

Brain tumors are common tumors arising from parenchymal cells in the brain and the 

membranes that surround the brain. The most common brain tumors are glioma and 

meningioma. They can be benign or malignant. Treatment modalities such as surgery and 

radiotherapy are applied in malignant tumors. Tumors may be very small in the early stages 

and may be missed by showing findings similar to normal brain parenchyma. The correct 

determination of the localization of the tumor and its neighborhood with the surrounding vital 

tissues contributes to the determination of the treatment algorithm. In this paper, we aim to 

determine the classification and localization of gliomas originating from the parenchymal cells 

of the brain and meningiomas originating from the membranes surrounding the brain in brain 

magnetic resonance images using artificial intelligence methods. At first, the two classes of 

meningioma and glioma tumors of interest are selected in a public dataset. Relevant tumors are 

then labeled with the object labeling tool. The resulting labeled data is passed through the 

EfficientNet for feature extraction. Then Path Aggregation Network (PANet) is examined to 

generate the feature pyramid. Finally, object detection is performed using the detection layer 

of the You Only Look Once (YOLO) algorithm. The performance of the suggested method is 

shown with precision, recall and mean Average Precision (mAP) performance metrics. The 

values obtained are 0.885, 1.0, and 0.856, respectively. In the presented study, meningioma, 

and glioma, are automatically detected. The results demonstrate that using the proposed 

method will benefit medical people. 
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1. INTRODUCTION 

 

Brain tumors are tumors with high morbidity 

and mortality, the frequency of which 

increases with age. They are masses of cells 

that proliferate abnormally and uncontrollably 

in the brain. Primary brain tumors develop 

from the parenchymal components of the 

brain, or the membranes that surround the 

brain called the meninges. The most common 

primary brain tumors are gliomas originating 

from neuroepithelial cells and meningiomas 

originating from the membranes surrounding 

the brain. Gliomas are the most usual brain 

tumors that develop from neuroglial cells such 

as astrocytes, oligodendrocytes, and 

ependymal cells, and they can be benign or 

malignant [1, 2]. Meningiomas are mostly 

benign and constitute approximately 20% of 

brain tumors. They are extra-axial tumors 

because they arise from the membranes 

surrounding the brain [3]. Gliomas are more 

common in men and meningiomas in women. 

The main imaging modalities used in the 

identification of brain tumors are computed 

tomography (CT) and magnetic resonance 

imaging (MRI). The advantages of magnetic 

resonance imaging are its high soft-tissue 

resolution, noninvasiveness, and no radiation. 

Computed tomography is especially used in 

emergent pathologies such as bleeding, 

hydrocephalus, herniation, and for the 

determination of tumor calcification [4, 5]. 

With conventional MRI of the brain, the 

localization, borders and spread of the tumor 

are determined and treatment is planned. 

However, sometimes the imaging findings of 

tumors do not allow adequate anatomical 

detailing and it may be difficult to detect the 

tumor [6, 7].  

 

The brain tumor is a common tumor with 

serious consequences. In this respect, it should 

be determined correctly. Routinely, 

radiologists and clinicians may encounter 

some difficulties when performing this 

procedure. In addition, the lack of experience 

of doctors may increase the rate of error. 

Therefore, the use of computer-assisted 

technology has become necessary to 

overcome these limitations. In this study, an 

expert system using artificial intelligence-

based deep learning architecture, which 

detects the presence and localization of the 

tumor region on brain MR images, has been 

studied. 

 

The study aims to determine the type of 

glioma and meningioma, which are the most 

common brain tumors, and in which regions 

they are located on MR images. A public 

dataset is labeled by an expert radiologist with 

ten years of experience [8]. Although the 

classification of brain tumors is widely 

studied, the studies determining the type and 

location of the tumor are not common. The 

knowledge of the location of the relevant 

region also provides convenience to the 

doctors.  

 

Figure 1 shows the draft of the proposed 

model. Using the applied method, the two 

types of brain tumors are found with high 

accuracy. The performance of the method is 

evaluated according to performance metrics 

such as precision, recall, and mAP. 

 

 
Figure 1 Draft diagram of the proposed model 

 

The organization of the work is as follows. In 

section 2, artificial intelligence-based 

methods for the detection of brain tumors are 

given. In the third section, the dataset used and 

the proposed method are presented. The 

fourth section includes the experimental 
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results of the method. Finally, the results of 

the study are evaluated in section 5. 

 

2. LITERATURE 

 

Brain tumor classification, segmentation, and 

detection are the most studied topics in 

medical image processing. G. Garg et al. [9] 

intend to determine the tumor region's area 

and identify brain tumors as benign or 

malignant. For this, a hybrid ensemble method 

based on the Majority Voting Method is 

proposed, which employs Random Forest, K-

Nearest Neighbor, and Decision Tree. First, 

Otsu's Threshold method is used to segment 

the data. The Stationary Wavelet Transform, 

Principal Component Analysis, and Gray 

Level Co-occurrence Matrix are used to 

extract thirteen features for classification. The 

hybrid ensemble classifier (KNN-RFDT) is 

used for classification, which is based on the 

majority voting method. In general, it is 

intended to improve traditional classifier 

performance rather than going deep learning. 

In the dataset of 2556 images, the proposed 

method had an accuracy of 97.305 percent.  

 

V. V. Kumar and P. G. K. Prince [10] use 

Deep belief network and Quadratic Logit 

BoostClassifier (DBNQLBC) technique for 

brain tumor detection. The proposed 

technique includes differen types of layers 

such as input layer, hidden layers and output 

layer. The method yielded 70.83% Specificity 

on 250 MRI images The RCNN technique was 

proposed by N. Kesav and M.G. Jibukumar 

[11] for brain tumor classification and tumor-

type object detection. Two publicly available 

datasets were used to analyze the architecture. 

First, Dual Channel CNN, a low-complexity 

architecture, is used to distinguish between 

glioma and meningioma tumor MRI samples. 

The same structure is then used as a feature 

extractor of an RCNN to detect tumor regions 

in the previously classified Glioma MRI 

sample. Bounding boxes are utilized to define 

the tumor region. The methodology yielded a 

confidence level of 98.83 percent on average. 

M. F. Khan, et al. [12] used AdaBoost and 

random forest algorithms to classify brain 

tumors. In the related dataset, 95% accuracy 

was obtained for the AdaBoost algorithm, 

while 89% accuracy was obtained for the 

Random Forest algorithm. 

 

In [13], the Whale Harris Hawks optimization 

(WHHO) method is proposed for detecting 

brain tumors using MR images. Cellular 

automata and rough set theory are used for 

segmentation. Tumor size, Local Optically 

Oriented Pattern, Mean, and Variance are 

extracted from segments. A deep 

convolutional neural network is utilized to 

detect brain tumors, with training using the 

recommended WHHO. The proposed WHO is 

created by combining the Whale optimization 

algorithm (WOA) and the Harris hawk 

optimization algorithm (HHO). The WHO-

based DeepCNN has a maximum accuracy of 

81.6%, a maximum specificity of 79.1%, and 

a maximum sensitivity of 97.4%. 

 

The authors in [14] offer a method for 

identifying brain tumors that relies on a deep 

autoencoder and spectral data augmentation. 

Brain images were subjected to 

morphological cropping in order to downsize 

and decrease noise. The data space problem 

with feature reduction is then resolved using 

the discrete wavelet transform (DWT). For 

easier feature extraction and categorization of 

images of brain tumors, a dense layer is lastly 

proposed. The proposed algorithm gave 97% 

accuracy and 99.46% AUC ROC score. 

 

Q. Chuandong, et al. [15] proposed a shared 

memory-based parallel optimization approach 

to resolve the SVM classifier for brain tumor 

identification. First, the wavelet transform 

method is utilized to compare the features of 

the extracted brain tumor MR image using the 

HOG algorithm. After, SVM was used as a 

classifier. Finally, the classifier solution is 

proposed and applied using the SMP-SGD, 

SMP-Momentum, SMP-Adagrad, and SMP-

Adam algorithms. According to experimental 
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findings, the HOG algorithm extracts MRI 

features of brain tumors more successfully 

than the discrete wavelet transform technique. 

The SMP-SGD method that was suggested 

offered 96% accuracy. 

 

S. Sangeeta and H. Nagendra [16] aimed to 

classify brain tumors as meningiomas, 

gliomas, and pituitary. For this purpose, K 

means and Fuzzy C-Means Clustering (FCM) 

algorithms were used. In the study where the 

two methods were compared, both reached 

80% accuracy. In addition, K means 

performed better in terms of processing time. 

 

M. Arif et al. [17] classify the brain glioma 

tumor or a meningioma tumor. In the paper, a 

deep learning classifier and Berkeley's 

wavelet transform (BWT)-based technique 

are suggested. Using the gray level co-

occurrence matrix (GLCM) method, 

significant features are retrieved from each 

segmented tissue, and then those features are 

optimized using a genetic algorithm. The 

method achieved 98.5% accuracy on MRI 

brain images (normal, abnormal) from 66 

patients. 

 

G. Ramkumar et al. [18] suggested a novel 

method and strategy based on the Deep CNN 

Algorithm (DCNNA). A fuzzy-based strategy 

is also inserted to the suggested segmentation 

processing steps in brain tumor 

classifications, increasing the accuracy of the 

proposed DCNNA approach. 

 

In [19], human brain images are classified as 

normal, benign, and malignant tumors. 

Preprocessing and Segmentation, Feature 

Reduction, and Feature Extraction and 

Classification are the four stages of the 

system. The Threshold function is used to 

process preprocessing and segmentation in the 

first stage. The features associated with MR 

images are obtained in the second step by 

employing the discrete wavelet transform. 

The third step includes of Principal 

component analysis, which is used to reduce 

the MRI features to more essential features. 

The final stage is the classification, in which a 

classifier KSVM is used to classify the site of 

infection in the brain tumor. The method 

obtained an accuracy of around 90%. 

 

M. Jian et al. [20] proposed a tumor detection 

method for MRI brain images based on 

salience modeling. First, to overcome the 

skull effect, the morphological method was 

used to strip the skull of MRI brain images. 

Next, a basic local contrast-based salience 

detection method is introduced to enhance 

foreground regions that make it easier to 

obtain the lesion site. Eventually, noise 

removal, segmentation, and morphological 

methods are utilized to improve the results. 

 

M. K. Islam et al. [21] proposes a brain tumor 

detection scheme based on the superpixel, 

template-based K-means algorithm, and PCA. 

At first, basic features are extracted using 

PCA. The image is then enhanced using a 

filter that helps enhance accuracy. Lastly, 

segmentation to detect brain tumors is 

performed via the TK-vehicle clustering 

algorithm. The proposed detection scheme 

showed 95% success for detecting brain 

tumors on MR images. 

 

There are numerous papers in the literature on 

the detection of brain tumors. A large part of 

these studies focuses only on the presence of 

the tumor. Some classify tumors according to 

their types but are not concerned with the 

knowledge of where the tumor is.  Our 

motivation is to suggest an artificial 

intelligence-based system to assist doctors. 

For this purpose, the type and localization of 

the two most common tumors are determined. 

 

3. METHODOLOGY 

 

In this section, information about the data set 

utilized and the proposed method are detailed. 
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3.1. Data Set 

 

In the presented study, we use a dataset 

consisting of a total of 4 classes containing 

brain MRI images [22]. In the classes, images 

of the normal brain, images of glioma tumors 

originating from neuroepithelial cells, images 

of meningioma tumors originating from the 

membranes of the brain, and images of 

pituitary tumors originating from the sellar 

region are available, respectively. 

The dataset was examined by a specialist 

radiologist. The class with normal brain MR 

images and the class with pituitary tumors in 

the sellar region were excluded from the 

study. Images of glioma and meningioma, the 

two most common classes of brain tumors, 

were also analyzed, and postoperative MR 

images and images with poor image quality 

and artifacts were excluded from the dataset. 

Some examples of such images are given in 

Figure 2. As a result, the dataset to be applied 

to the method consists of 602 glioma and 818 

meningioma images. The images to be used 

are labeled with the labelImg [23]. Examples 

of original and labeled images of the dataset 

are given in Figure 3.  

 

 
Figure 2 Samples of images extracted from the 

dataset 

 

 

 
Figure 3 Samples of original and labelled images of the data set. 

 

3.2. Convolutional Neural Network (CNN) 

 

CNN are multi-layer architectures based on 

deep learning, which is a popular technique of 

recent times. CNN provides classification by 

extracting the characteristics of the labeled 

training data. CNN models are frequently 

used in image processing in academic and 

scientific areas. CNN architecture has 

convolution, pooling, and fully connected 

layers, etc. The convolution function is 

presented in equation (1) [24]. 

 
(𝑎 ∗ 𝑘)(𝑥) = ∑ 𝑎(𝑚)𝑘(𝑥 − 𝑚)+∞

𝑚=−∞      (1)  
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where, 𝑎: input image, 𝑘: kernel, 𝑥: variable 

representing range of shifting and, 𝑚: shifting 

against 𝑥. The mathematical operation aids in 

calculating the similarity of the two signals. 

The depth of the network is increased by 

applying filters to the entered data, with the 

goal of producing more accurate results [25]. 

 

Activation layers are often used in CNN 

architectures. The most common activation 

functions are Tanh, Sigmoid, Relu, and Leaky 

ReLU [26]. 

 

The Fully Connected layer is another popular 

layer in CNN architectures [27]. The feature 

maps are fed into the fully connected layer. 

These feature maps are being prepared for 

classification. Also, multidimensional feature 

maps are converted to a single dimension. 

 

The first step in object-finding problems is to 

extract distinctive attributes from the image. 

The success of the method is largely parallel 

to the success of this stage. Convolutional 

neural networks have models that have proven 

themselves in this field. Some of the popular 

ones are AlexNet [28], VGG [29], ResNet 

[30], and EfficientNet [31]. In the 

EfficientNet model, all three of the depth, 

width, and resolution are scaled to make the 

model smaller. The EfficientNet group 

includes of 8 models from B0 to B7, and the 

larger the number, the higher the number of 

calculated parameters and the accuracy. 

EfficientNet is frequently used in image 

processing applications in the medical field 

and achieves successful results [32-34]. For 

this reasons, the EfficientNet network is 

preferred in the feature extraction step. 

                                

3.3. Proposed Method 

 

Artificial intelligence is present in many fields 

today. The rapid progress of technology 

necessitates the use of artificial intelligence in 

the area of medical image processing, as in 

most areas. The graphical depiction of the 

model is as in Figure 4. 

 

 
Figure 4 Graphical depiction of proposed model 

 

In the study, a dataset containing two types of 

tumors labeled by the expert radiologist with 

the labelImg tool is used as input. In 

YOLOv5, CSPDarkNet is used as a backbone. 
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In the proposed method, features are provided 

with the EfficientNet model from the input 

images. Then PANet [35] is used to generate 

the feature pyramid. The utilization of 

accurate localization signals in the lower 

layers is improved by PANet, which can 

obviously increase the object's position 

accuracy. Finally, object finding is performed 

using the detection layer used in versions 3-4 

and 5 [36, 37] of the YOLO object detection 

algorithm. The Yolo layer generates feature 

maps in 3 different sizes (18×18, 36×36, 

72×72) to obtain a multi-scale prediction. In 

this way, it is ensured that Small, Medium, 

and Big Scale tumors in MR images. 

 

4. EXPERIMENTAL RESULTS 

 

This study was carried out with the python 

language. While 70% of the images in the 

dataset were used for training, 15% were used 

for validation and 15% were used for testing. 

The training parameters used are important for 

the performance of the model. In the model, 

the initial learning rate is 0.01 and the 

momentum is 0.937. Other training 

parameters are given in Table 1. System 

requirements for the experiment; Windows 10 

operating system is 16GB RAM, NVIDIA 

GeForce 950M GPU, and Intel(R) Core(TM) 

i7-7500U CPU. 

 
Table 1 Train Parameter of model 

Momentum 0.937 

Learning Rate 0.01 

Weight Decay 0.0005 

Epoch 20 

Batch size 2 

Opt. Alg. SGD/Adam 

Library PyTorch 

 

The method is run under the same conditions 

as SGD and Adam optimization algorithms. In 

terms of training time, model training is 

completed in 4.409 hours with SGD. On the 

other hand, when Adam is used, the training is 

completed in 4,143 hours. In terms of 

accuracy criteria, 0.775 mAP is provided with 

SGD, while 0.856 mAP is provided with 

Adam. Therefore, it was decided to conduct 

model training and testing with Adam 

optimization, which provided advantages in 

terms of both speed and accuracy criteria. The 

confusion matrix acquired after the training 

with the prepared dataset is as in Figure 5. 

 

The training set includes 482 gliomas and 654 

meningioma tumors. The validation set 

includes 120 gliomas and 164 meningiomas. 

Precision and recall curves obtained as a result 

of applying these images with the suggested 

method are as in Figure 6. Precision is 

obtained by dividing the number of objects 

found as True Positive (TP) by the sum of the 

number of TP and FP objects. The precision 

of all classes is 0.885. Recall TP is obtained 

by dividing the samples by the sum of the TP 

and FN samples [38]. The confusion matrix in 

Figure 5 shows that the FN value is 0. There 

is no object as FN in the dataset. Therefore, 

the recall metric was obtained as 1. 

 

The mAP is often used to measure the 

performance of object detection problems. 

The Precision-Recall curve of the model is 

demonstrated in Figure 7. The AP value of the 

glioma class is 0.786, and the AP value of the 

meningioma class is 0.926. The mAP value of 

the two classes is provided as 0.856. 

 

Studies done in the literature are given in 

section 2. Information about some of these 

studies is also given in Table 2 as a 

comparison table. 
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Figure 5 Confusion matrix of the model 

 

 

 
Figure 7 Precision-Recall curve of the model 

 

The test process was carried out with the best-

weighted model obtained as a result of the 

training. A total of 215 images are used. Some 

of the results obtained as a result of the test are 

as in Figure 8.  

 

 

Figure 6 (a) Precision and, (b) recall curve of 

the model 
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Table 2 Studies on classification, segmentation and detection of brain tumor 
Ref No./ 

Year 

Dataset Method Performance 

metrics 

Classes/Task 

[9]/2021 2556 images Hybrid Ensemble 

Model 

97.305 % Acc. Benign, Malignant/ 

Classification 

[10]/2023 

 

250 MR images  DBNQLBC 70.83 % 

Specificity 

94% Acc. 

Normal, Abnormal/ 

 Classification 

[11[/2021 Two public datasets RCNN & Two 

channel CNN 

98.83 average 

confidence 

Meningioma, Glioma, Pituitory/ 

Classification and detection 

[12]/2021 Brain MRI Dataset Adaboost 

Random Forest 

95 % Acc. 

89 % Sensitivity 

Meningioma, Glioma, No tumor/ 

Classification 

[14]/2022 Brain Tumor Detection  

MRI 

Autoencoder+ DWT 97% Acc. 

 

No, Yes/ 

Classification 

[15]/2023 3064 MR Images SMP-SGD 96% Acc. Meningioma, Glioma, Pituitory/ 

Classification 

[16]/2022 3680 MR Images K means 

FCM 

80% Acc. 

80% Acc. 

 

Meningioma, Glioma, Pituitory/ 

Classification 

[17]/2022 150 MRI brain images GLCM+BWT+CNN 98.5 % acc. Normal, 

Abnormal/Classification 

[18]/2021 BRATS dataset DCNNA 95 % Acc. Glioma tumor/ Segmentation 

[19]/2021 MR Image Dataset KPCA+ KSVM 90% Acc. Normal, Benign, Malignant/ 

Segmentation 

[20]/2020 100 MRI brain images saliency 

computational 

modeling 

0.8255 Precision 

0.8206 Recall 

0.8244 F-Measure 

Brain tumor/ Segmentation 

[21]/2021 40 MR images PCA &TK-means 95% Acc. Brain tumor/ Segmentation 

Proposed 

model 

Brain tumor detection 

dataset 

EfficientNet& 

PANet& YOLO 

0.885 Precision, 

1.0 Recall 

0.856 mAP 

Glioma, Meningioma/ 

Detection 

 

 
Figure 8 Samples of test results 
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5. DISCUSSIONS 

 

The glioma and meningioma classes in our 

study can be differentiated from each other by 

some imaging findings in MRI. These tumors 

can be benign or malignant. Gliomas can be 

malignant more often, while meningiomas are 

more often benign. Gliomas are intra-axial 

tumors as they arise from the parenchymal 

cells of the brain. On MRI, especially 

malignant gliomas are more heterogeneous, 

irregularly circumscribed, and peripherally 

enhanced. There is edema around it [39]. 

Meningiomas, on the other hand, are extra-

axial tumors because they arise from the 

membranes surrounding the brain. Therefore, 

they are meninges-based, more homogeneous, 

and well-circumscribed tumors on MRI. 

There is usually no edema around them [40].  

 

However, there may be differences in imaging 

findings of some atypical tumors or variants. 

Therefore, they may not always be easily 

distinguished radiological and may be 

confused with each other. 

Some images that the proposed method finds 

incorrect are given in Figure 9. In the axial 

contrast-enhanced MR image in Figure 9 (a), 

the localization of the glioma-class lesion in 

the left posterior parietal was correctly 

determined by our model. However, the type 

of the lesion was determined as meningioma 

and mistyped. Since the lesion is based on 

interhemispheric fissure, we think that our 

model included it in the class of meningioma, 

thinking that the lesion originates from the 

membranes surrounding the brain. In Figure 9 

(b), the localization of the left frontal glioma-

class lesion in the axial contrast-enhanced MR 

image was correctly determined by our model. 

However, the type of lesion was mistyped as 

meningioma. We think that our model 

included it in the class of meningioma because 

the lesion is located in the periphery of the 

cerebral hemisphere, there is no edema around 

it, and it is more homogeneous and well-

circumscribed. 

 

In the axial contrast-enhanced MR image in 

Figure 9 (c), the type of meningioma 

extending from the lobe to the orbit in the right 

temporal lobe was correctly determined by 

our model. However, the lesion is partially 

localized. We think that the inability to 

localize the part of the lesion extending to the 

orbit may be due to the complex anatomy of 

this region. In the coronal contrast-enhanced 

MR image in Figure 8(d), the localization of 

the glioma class lesion crossing the midline 

frontally from right to left was correctly 

determined by our model. However, the type 

of lesion was misclassified as meningioma. 

We think that since the lesion is of relatively 

homogeneous intensity and closer to the 

midline, it was misclassified as an extra-axial 

lesion. 

 

6. CONCLUSIONS 

 

Brain tumors constitute a significant portion 

of cancer-related deaths. Brain MRI images 

constitute a significant part of the daily 

workload of medical imaging. Knowing the 

location of brain tumors as well as the type is 

important in determining the treatment of 

patients. Therefore, the need to use artificial 

intelligence methods to determine the type 

and localization of brain tumors is increasing.  

 

In our study, two common types of brain 

tumors were detected using the method 

consisting of EfficientNet architecture, PANet 

architecture, and YOLO algorithm. The 

resulting values showed that the method 

would be useful for detecting brain tumors. 
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Figure 9 Some images found wrong by the proposed method 
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Lateral Buckling of Glare for Aerospace Application 

 

 

Burak ŞAHİN *1 , Eyüp YETER1  

 
 

Abstract 

 

Glare (Glass Reinforced Aluminium) which consists of fibre metal laminate composite 

consisting of aluminium and glass is used aerospace structures are supposed to buckling and 

impact loads. Lateral buckling analyses were made to determine critical buckling loads, and 

results were compared to Al 2024-T3 in this paper. Weight and load carrying capacity of Glare 

grades were taken into consideration and the importance of weight to critical load was stated. 

Numerical works were carried out by starting with Glass and Aluminum then continued for 

Glare Grades of Glare 2A, Glare 2B, Glare 3A, Glare 3B, Glare 4A, Glare 4B, Glare 5A, Glare 

5B, Glare 6A and Glare 6B to estimate buckling load values. Several comparisons were 

presented for Glare grades based on Al 2024-T3 through paper. Glare 2A, 2B, 3A, 3B, 6A and 

6B Grades have lower weight and buckling load values compared to Al 2024-T3.  Lower weight 

is essential for aerospace applications. But optimum weight and load carrying capacity can be 

selected for intended applications by taking weight and load into consideration at same time. 

Although Glare grades of 4A 2-1, 4B 2-1, 5A 2-1 and 5B 2-1 having closer weight (17.60g, 

17.60g, 19.13g and 19.13g respectively) to Al 2024-T3 (17.31g), higher buckling loads were 

determined for Glare grades numerically. The best choice for Glare as an alternative to Al 2024-

T3 under lateral buckling loading can be decided for point of views of less weight to critical 

load ratio.   

 

Keywords: Glare, lateral buckling, load carrying capacity, aerospace applications 
 

1. INTRODUCTION 

 

As it is well known, mechanical components 

fail by material failure and structural 

instability. The second one is also called as 

buckling. Machine elements and mechanical 

components  can buckle under compressive 

loads.  

 

Lateral buckling occurs because of bending 

on beams. Translational and rotational 

movement of beam section due to 

deformation are defined as lateral bucking. 
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Fibre metal laminates (FMLs) were 

developed as a hybrid material owing to need 

of light weight and high-performance 

structure [1]. In industries of aerospace and 

construction, fibre-reinforced composites 

have been extensively used in recent years 

(Figure 1).  

 

Banat et al investigated thin-walled members 

of seven layers Glare which are supposed to 

axial compression. FML are hybrid 

composites consisting of alternating thin 
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aluminium sheet layers and fibre-reinforced 

epoxy prepreg of glass fibres [2].   

 

Glare (Glass Reinforced Aluminium) is a 

fibre metal laminate composite consisting of 

aluminium and glass (Figure 2).  

 

 
Figure 1. Glare deployment in the Airbus A380 

[1] 
 

 

 
Figure 2. Lay-up Configuration of 7-layered 

Composite [2] 

 

Aerospace structures are supposed to hail, 

bird strike, collision of service car, cargo or 

structure and maintenance damage owing to 

dropped tools so they require good impact 

properties [3].  

 

Because of its superior damage tolerance 

properties, Glare is widely used for aerospace 

structures which are exposed to impact 

damages.  

 

Airbus A-380 is very well-known example for 

Glare usage in aircrafts (Figure 1). Glare is 

used in the main fuselage skin and the leading 

edges of the horizontal and vertical tail planes 

of Airbus A380 [4]. 

 

Glare has superior properties of excellent 

impact characteristics and flame-resistant 

capability. So it is used for fire walls and 

cargo-liners. In addition, cockpit crown, 

forward bulkheads and leading edge are usage 

areas of Glare [4]. 

 

Glare provides 10% reduction in weight 

compared to monolithic aluminium. It has 

advantages over carbon fibre reinforced 

polymers owing to improved impact, fire and 

corrosion resistance, and increased damage 

tolerance. It takes place for application of the 

Airbus A380 fuselage, the Learjet 45, floor 

panels for the Boeing 737 and the cargo doors 

of the Boeing C-17 Globemaster III [5].  

 

Glare has main advantages of low weight, 

longer fatigue life, low weight, high impact 

resistance and corrosion resistance. Glare 

structure has improved strength and stiffness 

over traditional materials on a unit weight.  

 

Mania and York searched the thin-walled 

fibre metal laminates’ buckling behaviour and 

load carrying capacity under axial load in 

compression analytically and experimentally 

[6]. 

 

Banat and Mania conducted a numerical and 

experimental study to determine stability of 

open cross section top hat and Z shaped 

sections under axial compression load [7].  

 

Eglitis et al conducted numerical and 

experimental works on the buckling of 

composite cylinders under concentric and 

eccentric compressive loads [8]. 

 

Bikasis et al studied on the elastic buckling of 

Glare under different support types exposed 

to shear stress by finite element and 

eigenvalue buckling analysis [9]. 

 

Muddappa et al made an investigation for the 

Glare with different thickness and boundary 

conditions under various loading and stress 

distribution by applying dynamic approach to 

determine buckling behavior [10]. 

 

Banat et al investigated buckling behaviour of 

thin-walled fibre metal laminate profiles for 

various composite arrangements and Z-

shaped and channel shaped geometries by 

finite element method and experimentally 

[11]. 
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Wu and Yang investigated mechanical 

behaviour of fibre reinforced metal laminates, 

especially Glare for aerospace structures 

under tensile and compressive loadings. They 

stated that the importance of Glare for 

aerospace applications such as Airbus A380 

with wings leading edge and tails [3]. 

 

The high demand on weight reduction and 

high level of damage tolerance necessitates 

fibre metal laminates. From this point of 

view, Glare is a unique material for 

applications of aerospace industry especially 

for fuselage skin structures for new aircrafts 

[12]. 

 

Erklig et al investigated the impacts of 

triangular, circular, square, rectangular and 

elliptical cutouts on the lateral buckling 

behaviour of composite beams 

experimentally [13]. 

 

Erklig and Yeter studied the effects of cutouts 

on buckling behaviour of polymer matrix 

composites numerically for different 

boundary conditions [14]. 

 

Yeter et al investigated the effect of 

hybridization on lateral buckling behavior of 

composite beams with different ply 

orientations, different cutouts and 

length/thickness ratio [15]. 

 

Erklig and Yeter studied the effects of 

circular, triangular, elliptical and square 

cutouts on composite plates buckling 

behaviour by conducting finite element 

analyses [16].  

 

In consideration of literature works, there is 

obviously good reason to investigate the 

buckling behaviour of Glare grades because 

of superior properties and its usage in 

aerospace industry.  

 

Structural elements such as ribs and spars of 

aircraft wings are exposed to lateral buckling 

loads during their service life [1]. 

 

Due to these reasons, this paper is primarily 

intended for lateral buckling analysis of 

Glare. 

 

2. BUCKLING ANALYSIS 

 

Finite element analyses were conducted to 

determine critical buckling loads for different 

Glare grades which have different 

combinations of glass fibres and thin layer 

sheets of Al 2024-T3 in different thickness 

values (Table 1). These combinations directly 

affect weight (Table 1) and load bearing 

capacity (Table 2) of Glare.  

 

Before starting lateral buckling analysis, 

critical buckling load values of Al 2024-T3 

under axial load were determined for fixed-

free, fixed-fixed, fixed-pin and pin-pin 

theoretically and by finite element analyses. 

Results are presented in Table 3.  

 

Boundary and loading conditions for fixed-

free and fixed-pin are given in Figure 3, 4, 5 

and 6 respectively. Axial buckling load values 

which were determined theoretically and by 

finite element method are very close to each 

other for different constraints. The smallest 

difference is 1.69% for pin-pin whereas the 

biggest one is 6.56% for fix-fix situation. 

 

After completing axial buckling load 

determination, lateral buckling analysis of 

Glare 2A, Glare  2B, Glare 3A, Glare 3B, 

Glare 4A, Glare 4B, Glare 5A, Glare 5B, 

Glare 6A, Glare 6B and Al 2024-T3 have 

been carried out to determine the critical load 

values for buckling under specific boundary 

and loading conditions (Figure 7-8) for width 

of 50 mm and length of 100 mm (overall 

thickness values are presented in Table 1). 

 

One end of beam was fixed and load was 

applied at the other end to make buckling 

analysis. Finite element analyses were 

conducted to determine buckling loads for Al 

2024-T3, glass and Glare grades (Table 2).  

 

 

 

Burak ŞAHİN, Eyüp YETER

Lateral Buckling of Glare for Aerospace Application 

Sakarya University Journal of Science 27(3), 564-571, 2023 566



  

 

  

 

Table 1. Material Thickness and Weight Values 

Material Thickness (mm) Weight (g) 

Al 2024-T3 1.250 17.31 

Glare 2A 1.250 16.08 

Glare 2B 1.250 16.08 

Glare 3A 1.250 16.08 

Glare 3B 1.250 16.08 

Glare 6A 1.250 16.08 

Glare 6B 1.250 16.08 

Glass (0°) 1.250 15.25 

Glass (0° 90°) 1.250 15.25 

Glass (90° 0°) 1.250 15.25 

Glass (90°) 1.250 15.25 

Glare 4A 2-1 1.375 17.60 

Glare 4A 3-2 2.250 28.27 

Glare 4A  4-3 3.125 38.95 

Glare 4B 2-1 1.375 17.60 

Glare 4B 3-2 2.250 28.27 

Glare 4B 4-3 3.125 38.95 

Glare 5A 2-1 1.500 19.13 

Glare 5A 3-2 2.500 31.33 

Glare 5A 4-3 3.500 43.53 

Glare 5B 2-1 1.500 19.13 

Glare 5B 3-2 2.500 31.33 

Glare 5B 4-3 3.500 43.53 

 
Table 2 Lateral Buckling Load Values 

Material Buckling Load (N) 

Al 2024-T3 265.59 

Glare 2A 261.4 

Glare 2B 260.3 

Glare 3A 260.81 

Glare 3B 260.81 

Glare 6A 261.1 

Glare 6B 261.09 

Glass (0°) 68.165 

Glass (0° 90°) 60.859 

Glass (90° 0°) 60.861 

Glass (90°) 38.704 

Glare 4A 2-1 342.55 

Glare 4A 3-2 1320 

Glare 4A  4-3 3253.5 

Glare 4B 2-1 341.02 

Glare 4B 3-2 1302.6 

Glare 4B 4-3 3195 

Glare 5A 2-1 436.54 

Glare 5A 3-2 1711 

Glare 5A 4-3 4229.3 

Glare 5B 2-1 434.5 

Glare 5B 3-2 1707.4 

Glare 5B 4-3 4224.6 

 

 

Table 3. Critical Buckling Load Values of Al 

2024-T3 under axial load for different boundary 

conditions 

 Numerical 

(N) 

Theoretical 

(N) 

Diff. % 

pin-pin 587.1 597.2 1.69 

fix-free 146.8 153.1 4.14 

fix-pin 1198.2 1251.9 4.29 

fix-fix 2348.5 2513.3 6.56 

 

 
 

Figure 3. Boundary and Loading Conditions for 

Axial Buckling (fixed- fixed) 

 

 
Figure 4. Boundary and Loading Conditions for 

Axial Buckling (fixed-pin) 

 

 
Figure 5. Boundary and Loading Conditions for 

Axial Buckling (fixed-free) 

 

Figure 6. Boundary and Loading Conditions for 

Axial Buckling (pin-pin) 
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Figure 7. Boundary and Loading Conditions-1 

 

 
Figure 8. Boundary and Loading Conditions-2 

 

3. RESULTS AND DISCUSSION 

 

As expected, glass with different orientation 

(0°, 90°, 0°90° and 90°0°) has the lowest 

values of weight and critical buckling load 

compared to Al 2024-T3 and Glare. Glare 2A, 

2B, 3A and 3B have greater weight in 

comparison with glass. 

 

Weight is very significant for many 

applications especially for aerospace 

industry.  

In addition, critical buckling load play a vital 

role for wings and fuselage. Therefore, 

critical buckling load must be taken into 

consideration. Although increase of 0.83 

gram (5.44%) for selected specimen 

dimensions was obtained for Glare 2A, 2B, 

3A and 3B compared to glass (Table 1), 

allowable buckling load increased four times 

more (Table 2).  
 

This comparison is valuable but not enough 

because of rare usage of glass in mechanical 

systems which are subjected to different 

loading types such as tension, compression, 

shear, bending and combination of them. 

Comparison of change in weight and buckling 

load of Glare grades with Al 2024-T3 gives 

exact information. 

 

Glare 2A, 2B, 3A and 3B have lower weight 

(7.65%) compared to Aluminum alloy for 

same specimen sizes (Table 1). Additionally, 

there is a drop in buckling load compared to 

Al (Table 2). Glare 2A, 2B, 3A and 3B have 

almost 2% lower buckling load than Al. 

 

Weight and buckling load and values of Glare 

grades of 4A, 4B, 5A and 5B increase by 

depending on thickness increase (Table 1, 2 

and Figure 9-16).  

 

Though Glare 4A 2-1 and 4B 2-1 have almost 

same weight (17.60 gr) with Aluminum 

(17.31 gr), buckling load values of these glare 

grades are higher than that of Al 2024-T3.  

 

Glare 4A/4B 3-2 and 4A/4B 4-3 have 28.27g 

and 38.95g weight values respectively (higher 

than Al) (Figure 10 and 12). Buckling loads 

of 4A 3-2, 4B 3-2, 4A 4-3 and 4B 4-3 are 

1320, 3253.5, 1302.6, 3195N by turns (Figure 

9 and 11). 

 

Glare 4A 3-2 and 4B 3-2 have almost 39% 

more weight while corresponding increase in 

buckling load is almost 80% compared to Al 

(Figure 10-12). When similar comparison is 

made for Glare 4A 4-3, 4B 4-3 and Al 2024-

T3, it is seen that weight and buckling load 

increase are 55% and over 90% respectively 

based on values of Al 2024-T3. Glare 5 grades 

have higher weight and buckling load values 

(Figure 13, 14, 15 and 16) compared to 

reference values (values of Al 2024-T3). 
 

 
Figure 9. Buckling Load of Glare 4A Grades and 

Al 2024-T3 
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Figure 10. Weight of Glare 4A Grades and Al 

2024-T3 

 

 
Figure 11. Buckling Load of Glare 4B Grades 

and Al 2024-T3 

 

 
Figure 12. Weight of Glare 4B Grades and Al 

2024-T3 

 

 
Figure 13. Buckling Load of Glare 5A Grades 

and Al 2024-T3 

 

 
Figure 14. Weight of Glare 5A Grades and Al 

2024-T3 

 

 
Figure 15. Buckling Load of Glare 5B Grades 

and Al 2024-T3 

 

 
Figure 16. Weight of Glare 5B Grades and Al 

2024-T3 

 

Figure 17. Weight of Glare 2A, 2B, 3A, 3B, 6A, 

6B Grades and Al 2024-T3 
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Figure 18. Buckling Load of Glare 2A, 2B, 3A, 

3B, 6A, 6B Grades and Al 2024-T3 

 

4. CONCLUSION 

 

As it is known, increasing thickness of 

material yields in higher critical buckling 

load. This situation is intended for structures 

such as wings and fuselage which are exposed 

to lateral buckling. Conversely, weight 

increase is undesirable because lightness is 

very essential for aerospace structures.  

 

Several comparisons were carried out for 

Glare grades based on Al 2024-T3 above 

sections of this paper. Glare 2A, 2B, 3A, 3B, 

6A and 6B Grades have lower weight 

compared to Al 2024-T3 (Figure 17). Lower 

weight is essential for many applications 

especially aerospace ones. On the other hand, 

load carrying capacity must be at required 

level. Critical buckling load values of 

mentioned grades are lower than Al 2024-T3 

(Figure 18). Optimum weight and load 

carrying capacity can be selected for intended 

applications by taking weight and load into 

consideration. 

 

One more comparison of lateral buckling load 

can be performed here based on Glare grades 

of 4A 2-1, 4B 2-1, 5A 2-1 and 5B 2-1 having 

closer weight (17.60g, 17.60g, 19.13g and 

19.13g respectively) to Al 2024-T3 (17.31g). 

Whereas these Glare grades have closer 

weight values to Al 2024-T3, higher buckling 

loads are determined for Glare grades 

numerically. 

 

The best choice for Glare as an alternative to 

Al 2024-T3 under lateral buckling loading 

can be decided for point of views of less 

weight to critical load ratio.   

Experimental works are intended for axial and 

lateral buckling load determination of Glare 

with different  grades and fiber metal 

laminates (FMLs) as a future work.  
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Effect of Various Cross-Sections on the Flexural Behaviour of Composite 

Beams 
 

 

Ece YİGİT *1,2 , Nursen SAKLAKOGLU2  

 

 

Abstract 

 

This study investigated the influence of various cross-sections on the flexural properties of 

composite beams. Within the first stage of the paper, a finite element model represented the 

standard three-point bending test of a composite beam was developed. The model was correlated 

by mesh dependency analysis and a three-point bending test. After model correlation was 

completed, composite beam models with 6 cross-sections were generated as CAD data and 

imported to the correlated finite element model. As a result of the studies, it has been determined 

that the F profile is the most unstable profile compared to other sections, and the D profile is the 

most durable profile. 

 

Keywords: Composite materials, different cross-section, finite element analysis (FEA), three-point 

bending 

 

1. INTRODUCTION 

 

The rapid progress of technology necessitates 

the use of new materials with advanced 

properties as an alternative to classical 

materials. Thus, studies on composite materials 

have gained great importance [1, 2]. 

 

Glass fiber used in this study is a widely used 

reinforcing element in polymeric matrix 

composites. Glass fiber has high tensile 

strength, high corrosion resistance and very 

good insulation properties. The disadvantages 
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are low modulus of elasticity, high specific 

gravity compared to other commercial fibers, 

low wear resistance, low fatigue strength and 

high hardness [3]. 

 

Mechanical properties define the strength of the 

material and changes of shape that occur in the 

material under force. These effects are usually 

in the form of either deformation or fracture. 

Objects first deform under increasing external 

impacts, then they brake by losing their 

strength. Geometrical change in the cross-

section profile of the materials is one of the 
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important factors affecting the strength of the 

material. Esendemir et al. obtained analytical, 

experimental and numerical maximum 

deflection values for different beam lengths, 

widths and loads of a lattice glass-epoxy 

prepreg composite beam supported on both 

sides and subjected to a single load from its 

mid-point. Experimental, analytical and 

numerical solutions were found to correlate 

with each other [4]. Vanam et al. made a static 

analysis of an isotropic rectangular plate with 

various boundary conditions and various types 

of load applications. In this paper, finite 

element analysis has been carried out for an 

isotropic rectangular plate by considering the 

master element as a four-noded quadrilateral 

element. They confirmed the analysis results 

with the analytical results [5]. Salih et al., in 

their study, investigated the amount of 

deflection and bending stresses that occur in 

beams with different profiles that can be used 

in steel construction structures. Deflection and 

bending stress levels for the same dimensions 

and different cross-section profiles were 

obtained using ANSYS Workbench, the 

software. They presented by comparing with 

theoretical and numerical calculations [6]. 

Azzam and Li investigated the behavior of a 

composite laminate structure under a three-

point bending load by subjecting two types of 

stacking sequences of a composite laminate 

structure by performing a flexural test [7]. 

Ansari and Cho in their study, they researched 

the bending and resonance frequencies of 

rectangular, triangular and step profile 

microcysts exposed to surface stress with 

computer -aided structural analysis program 

[8]. Evran investigated the bending stress in the 

axial functional-graded layered beams with a 

built-in-free limit conditions [9]. 

 

Present studies are generally emphasizing the 

influence of cross-section profiles on the 

mechanical properties of metallic materials as 

aforementioned. However, to the best of our 

knowledge, there is no study examining the 

effect of cross-section profiles load on the 

flexural properties of composite material. The 

aim of this study is to observe the effect of 

cross-sectional change on stress in composite 

materials. The research mainly presents the 

results of computational studies. As a part of the 

study, a glass fiber epoxy composite plate was 

fabricated using the prepreg compression 

molding method, and a three-point bending test 

was performed. The three-point bending test 

was used to model correlation. In order to reach 

the force and displacement values obtained as a 

result of the experiment, mesh dependency 

analysis was performed. A material correlation 

was provided as a result of the analysis. 6 

various cross-section profiles with the same 

outer dimensions were designed from the Catia 

V5 CAD software. Generated models were 

divided into small parts for the simulation to be 

carried out in the Hypermesh software. 

Calculations were made separately for each 

design in the CAE environment [10]. 

 

2. MATERIALS AND METHODS 

 

2.1. Material  

 

Glass fiber-reinforced epoxy composite was 

used in the experimental section. 5 layers of 

unidirectional glass fiber reinforced epoxy 

prepreg were cured via compression molding 

process to obtain a glass fiber reinforced epoxy 

plate. The test plate was cut with a water-jet 

method according to the related test standard to 

obtain three-point bending test coupons. Three-

point bending test coupon was illustrated in 

Figure 1.  

 

Figure 1 Three-point bending test sample 
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2.2. Three-Point Bending Test 

 

Three-point bending tests were carried out on 

the composite test coupons according to the 

ASTM D790 test standard in order to use in 

model correlation. Shimadzu universal testing 

machine with a 250 kN load cell was used. Test 

rate was determined 1 mm/min. 5 specimen was 

tested to avoid scattering on the test results. The 

three-point bending test setup is shown in 

Figure 2.  

 

 

Figure 2 a) Three-point bending test set-up,  

b) schematical view of the test setup. 

 

2.3. Design of Cross-Section Profiles  

 

Three-point bending test setup and schematical 

view of the test setup are given in Figure 2. The 

sample dimensions are 14.9 x 2.84 x 90 mm. 

 

Test sample and 6 various cross-section profiles 

with the same dimensions were designed from 

the Catia V5 solid model design program 

shown in Figure 3. 
 

 
Figure 3 Design of various cross-section profiles 

 

3. RESULT AND DISCUSSION 

 

3.1. Model Correlation 

 

Three-point bending test results were utilized 

for model correlation.  The force-displacement 

curve of a specimen was shown in Figure 4 as a 

representative illustration. 
 

 
Figure 4 Force-displacement curves of three-point 

bending test sample 
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During the three-point bending test, deflection 

in the middle of the sample is measured as the 

function of force (F). Deflection values were 

measured at the midpoint of the sample where 

the highest deflection and bending moment 

occur for the entire sample. The image of the 

damaged sample as a result of the experiment is 

given in Figure 5. The maximum bending stress 

occurs at the bottom of the sample (Fig. 6). 

Maximum deflection measured from the three-

point bending tests was imported to the finite 

element model and stress distribution on the 

composite beam was obtained shown in Figure 

7.  

 

 

Figure 5 As a result of the bending test, the sample 

 

 

Figure 6 Maximum bending stress region of the 

specimen 

 

 

Figure 7 Maximum bending stress of the part when 

maximum deflection is applied 

 

In order to converge to the force and 

displacement values obtained as a result of the 

three-point bending test with finite element 

model mesh dependence analysis was used. 

Finite element models were generated with 

various mesh sizes to find optimum meshing.  

 

Figure 8 shows the 1st mesh iteration into the 

rectangular sample. The dimensions of the 

mesh are given. As a result of the analysis, it is 

seen in Figure 9 that the model is not correlated 

with the test results. 
 

 

Figure 8 1st Mesh image (2.13mm-0.57mm-

1.8mm) 
 

 

Figure 9 1st Mesh Force-displacement curves 

(2.13mm-0.57mm-1.8mm) 
 

Figure 10 shows the 2nd meshing iteration. 

Mesh dimensions are 0.99mm-0.57mm-1mm. 

The results converged as the mesh size was 

reduced, as shown in Figure 11. 
 

 
Figure 10 2nd Mesh image (0.99mm-0.57mm-

1mm) 
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Figure 11 2nd Mesh force-displacement curves 

(0.99 mm-0.57mm-1mm) 
 

The model with a mesh size of 0.99mm-

0.57mm-1mm, it is aimed to improve the results 

by reducing the mesh sizes one step further 

(Figure 12). Mesh dimensions have been 

updated to 0.49mm-0.57mm-0.5mm. Force-

displacement curves for dimensions 0.49mm-

0.57mm-0.5mm are shown in Figure 13. 
 

 
Figure 12 3rd Mesh image (0.49mm-0.57mm-

0.5mm) 
 

 

 Figure 13 3rd Mesh force-displacement curves 

(0.49mm-0.57mm-0.5mm) 
 

In Figure 14, while the mesh sizes are 0.99mm-

0.57mm-1mm and the mesh sizes are 0.49mm-

0.57mm-0.5mm, there are minor differences 

between them. The results are shown when the 

mesh size is 0.49mm-0.57mm-0.5mm was 

observed to converge better. 
 

 

Figure 14 Force-displacement curves 
 

As a result of the analysis, it was determined 

that the optimum mesh size was 0.49mm-

0.57mm-0.5mm in the analysis in correlation 

with test results. 

 

3.2. Analysis Results and Discussions 

 

In this study, the stress and deflection levels 

that occur on different cross-section profiles 

were analyzed by the computer-aided structural 

analysis software Abaqus. For the finite 

element model, the mesh sizes are 0.49-0.57-

0.5mm and the mesh type is Hexa Dominant. A 

load of 1000 N was applied to each section 

profile to be analyzed. The running parts are 

shown in Figures 15, 16, 17, 18, 19, 20, and 21.  
 

 

Figure 15 Bending stress resolved for rectangular 

profile 
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Figure 16 Bending stress resolved for A profile 
 

 

Figure 17 Bending stress resolved for B profile 

 

 

Figure 18 Bending stress resolved for C profile 

 

 

Figure 19 Bending stress resolved for D profile 

 

 

Figure 20 Bending stress resolved for E profile 

 

 

Figure 21 Bending stress resolved for F profile 
 

The deflection and maximum bending stresses 

given in Table 1 have been examined section 

concerning the rectangular sample. 

 
Table 1 Deflection and bending stresses 

determined with the help of numerical calculations 

of different section profiles 
Section 

Profile 

Cross-

Section

al Area 

Maximu

m 

Bending 

Stress 

 

Force 

 

Deflectio

n 

(𝑚𝑚2) (σ-MPa) (N)  (𝑚𝑚) 

Rectangle 

(Test 

Sample) 
42.32 577.8 1000 1.22444 

A 40.24 630.7 1000 1.33772 

B 36.33 859 1000 1.84013 

C 33.98 1129 1000 2.55304 

D 37.66 639.1 1000 1.39696 

E 39.55 721.5 1000 1.5832 

F 29.94 1677 1000 3.37653 

 

When the rectangular section profile is 

excluded, Table 1 shows that the profile section 

with the least deflection behavior is the A 

profile with 1.337 mm, and the section profile 

with the highest deflection behavior is the F 

profile with 3.376 mm. When examined in 

terms of maximum bending stress, the 

minimum stress belongs to the A profile with 

630.7, and the highest bending stress belongs to 

the F profile with 1677 MPa. Profiles showing 

the least deflection behavior were calculated as 

A profile, E profile, D profile, B profile, C 

profile, and F profile, respectively. The profiles 

with the least bending stress were found as the 

A profile, D profile, E profile, B profile, C 

profile, and F profile, respectively. 
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Table 2 Results of different section profiles 

according to rectangular section (%) 
Section 

Profile 

Cross-Sectional 

Area 

Maximum 

Bending Stress 

Decreasing  

(%) 

Increasing (%) 

A 5 9 

B 14 49 

C 20 95 

D 11 11 

E 7 25 

F 29 190 

 

4. CONCLUSION 

 

For the A-section, the cross-sectional area 

decreased by 5%, while the maximum bending 

stress increased by 9%. For the B section, the 

cross-sectional area decreased by 14%, while 

the maximum bending stress increased by 49%. 

For the C section, while the cross-sectional area 

decreased by 20%, the maximum bending stress 

increased by 95%. The reason for the stress of 

the C section to be excessive is the local stress 

concentrations that occur due to the loading 

conditions. For the D section, the cross-

sectional area decreased by 11%, while the 

maximum bending stress increased by 11%. For 

the E section, while the cross-sectional area 

decreased by 7%, the maximum bending stress 

increased by 25%. For the F section, the cross-

sectional area decreased by 29%, while the 

maximum bending stress increased by 190% 

(Table 2). This shows that the F profile is the 

weakest compared to other sections. In terms of 

area reduction and stress increase, it was 

determined that the best result was the D section 

profile. D section profile may be preferred for 

materials to be produced from composite in the 

future. In this way, while there is no loss in 

material strength, cost savings are achieved as 

the area is reduced. 
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Estimating the Strength and Deformation Properties of the End Milling Process Using 

Numerical Analysis Methods 
 

 

Yasin Furkan GÖRGÜLÜ *1 , Murat AYDIN1  

 

 

Abstract 

 

In the study, the end mill made of titanium material and having a unique design with a 4-flute 

was simulated during the milling of the workpiece with a geometry of a rectangular prism made 

of aluminum material. Ansys Explicit Dynamics was used in the study. Modeling and 

simulation of the milling process were made with finite element analysis for the estimation of 

the strength properties. The end mill is chosen as a titanium alloy, while the milled workpiece 

is aluminum. All parameters were kept constant and only the depth of cut was examined in three 

scenarios 3, 6, and 9 mm. The simulations were carried out by taking the spindle speed of 4000 

RPM and the feeding rate of 3350 mm/s. One of the conveniences provided by Explicit 

Dynamics is that it can be solved in very small time intervals, and for this reason, the time step 

in the analysis is solved by taking 0.001 seconds. While hexahedral mesh is applied to the tool, 

a tetrahedral mesh is applied to the workpiece. The generated mesh has 8,012 nodes and 17,052 

mesh elements. Average deformations for both tool and workpiece are 36.92, 38.10, and 38.29 

mm, respectively. Strain also shows a similar trend to the total deformation and the average 

values for all three scenarios were found to be 2.84 x 10-3, 4.43 x 10-3 and 3.99 x 10-3 mm/mm. 

Also, the stress values were obtained as 78.23, 76.83, and 77.99 MPa. 

 

Keywords: Ansys, deformation, end mill, explicit dynamics, stress and strain. 

 

1. INTRODUCTION 

 

In industrial applications, machining can be 

done in several ways such as turning, drilling, 

grinding, milling and so on. But, there are 

some challenges such as stress formation that 

milling (a trustable way of production of 

structures or parts) has to defy [1]. In milling 

operation, cutters are the essential elements of 

material processing and have different 

geometries or profiles.  There are plenty of 

studies that evaluated milling experimentally 
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and/or numerically. The following studies are 

focused on the finite element modeling and 

analysis of the end milling applications using 

different tools and materials.  

It was verified the cutting tool forces and 

stresses for milling Titanium alloy Ti-6Al-4V 

cut by a tungsten carbide end mill [2]. It was  

calculated the temperature fields in the tool 

and workpiece [3]. It was predicted the 

milling forces on the processing of aluminum 

alloy 7050 [4]. There are studies that evaluate 

the influence of cryogenic cooling on the 
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cutting temperature, forces, and chip 

formation on the micro-milling of Ti6Al4V 

[5]. Kumar and Srinivas evaluated the burr 

formation while small-milling of an Al6061-

T6 by flat end mill with small cutters and 

varying geometry of the tools [6].  

 

Praven and Elaya predicted the delamination 

behavior of Glass Fiber Reinforced Plastics 

(GFRP) while milling using a K10 end mill 

(carbide tool coated with Titanium nitride 

having four flutes each with square ends) and 

stated that the finite element analysis (FEA) 

provided close results to the experimental 

ones [7]. It was evaluated the cutting forces 

and tool tip displacement for end milling 

processes [8]. Prasad and Sreedhar  predicted 

deformation and stress properties of the 

Tungsten Carbide tool while slow, medium, 

and high-speed cutting of aluminum alloy 

Al6061-T6 [9].  

 

There are also studies evaluate the stress 

value and tool displacement in the cutting tool 

(TiAlN) during hard end milling of heat-

treated low alloy steel (42CrMo4) [10]. It was 

evaluated the surface properties of thin-wall 

workpieces due to thermo-mechanical 

deflection while machining. Karidkar and 

Patankar [11] evaluated the machining of thin 

wall machining of Al8011 and stated that 

experimental deformation values can be well 

predicted (from 1.8 to 12.8% diffractions, 

6.2% avg.) by FEM&A. Işık and Öztürk [12] 

predicted the influences of cutting speed and 

feed rate on the cutting forces (total 

deformation and von Mises stresses) while 

drilling holes on AISI 140 using TiAIN-

coated hard carbide cutting tool. Kumar and 

Mall [13] evaluated the vibration behavior of 

high speed steel (UNST11302) single point 

cutting tool in turning operation. Rajpoot and 

Siddique [1] predicted the stress formation on 

the end mill cutters with varying geometry 

during the milling operation of AlSi 1045. It 

was studied the tool particle interaction and 

stress distribution in particles along, above, 

and below the cutting path under different 

cutting speeds and constant depth of cut while 

machining discontinuously reinforced 

aluminum composites made of 6061 

aluminum alloy and 25 micron silicon carbide 

particles [14]. It was modeled an end mill with 

a damper for reducing the vibration while 

high-speed milling application [15].  

 

Mustapha and Zhong  analyzed the transverse 

vibration behavior of a micro end mill [16]. It 

was evaluated the depth of feed on the stress 

of the end mill [17]. It was evaluated the 

deformation of a four-flute mill [18]. Tandon 

and Khan [19] modeled a flat end mill (A 

four-fluted M42 high-speed steel with a 30° 

helix angle) and predicted stress distribution 

(von Mises stress), translational 

displacement, and deformation values. Yang 

and Zheng [20] used deform three-

dimensional FEA for simulation of ball-end 

milling of hardened (42HRC, 52HRC, and 

62HRC) workpieces (Cr12MoV) and 

evaluated the milling forces and stress and 

temperature distributions.  

 

It was designed an end mill to optimize the 

structure of a variable pitch end mill for 

achieving better vibration and stability 

performances [21]. It was evaluated the 

influence of spindle speed and cutter length 

on the stress and strain values of the micro-

milling cutter (2 flutes) [22]. It was predicted 

the cutting force while end milling of 

42CrMo4 steel (40HM) [23]. When the 

literature was reviewed, it was seen that 

influence of cutting depth on the total 

deformation, strain, and stress of the cutter is 

not dynamically evaluated by explicit 

dynamics. Indeed, the most essential 

parameters that influence the stress value and 

tool displacement during the machining in 

entire machining conditions are cutting speed 

and depth, and machining time [10]. 

Therefore, this study tried to figure out this 

issue by numerical analysis using a unique 

design cutter with four-helix flutes. 
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2. MATERIALS AND METHODS 

 

2.1. Tool-workpiece Design 

 

In the study, an end mill made of titanium 

material [24] with 4 helical flutes was 

selected and designed. The total length of the 

end mill is 92 mm, and the diameter of the 

cutting edge, and the shank are 16 mm. The 

usable cutting length with a specified number 

of teeth is designed as 38 mm. It also has a 

helix angle of 25° for general machining 

purposes [25]. Tool material has a density of 

4510 kg/m3 and a specific heat value of 500 

J/kg.°C. It starts the cutting process by face 

milling and outside the workpiece as shown 

in figure 1. The workpiece is Al 1100-O 

material with a density of 2707 kg/m3 and a 

specific heat of 884 j/kg.°C [24]. The end mill 

was chosen as a brittle material, while the 

workpiece was chosen as a ductile material. 

The dimensions of the workpiece are 

designed as 28, 50, and 20 mm in width, 

length, and height, respectively. 

 

  
Figure 1 The three-dimensional end mill and 

workpiece models with dimensions. 

 

2.2. Finite Element Analysis Using Explicit 

Dynamics 

 

The mathematical description of a physical 

system that includes a part or assembly, 

material characteristics, and boundary 

conditions are called FEA. It is not always 

possible to estimate product behavior in the 

actual world using straightforward 

calculations. By precisely describing physical 

processes using partial differential equations, 

a generic methodology like FEA offers an 

easy way to express complex behaviors. 

Design engineers and professionals can 

utilize FEA now that it has developed and 

become more accessible [26]. FEA was 

carried out using the Explicit Dynamics tool 

of the Ansys software. Explicit dynamics, 

which is a branch of the finite element 

method, was used in the study. Here, the chip 

removal process of the end mill cutter from 

the workpiece was simulated. 

 

The end mill cutter and workpiece modeling 

were made using a commercial computer-

aided design (CAD) program called 

SolidWorks. Afterward, CAD designs were 

transferred to the Explicit Dynamics section 

under Ansys Workbench. One of the 

distinguishing differences between Explicit 

Dynamics and Implicit Dynamics is that they 

can analyze very small time intervals [27]. 

The time interval of the analysis made in the 

study was resolved as 0.001 seconds. A 

hexahedral mesh structure was created on the 

end mill and a tetrahedral mesh structure on 

the workpiece. The mesh has a total of 17052 

mesh elements, 8012 nodes and it is 

demonstrated in Figure 2. Mesh quality is an 

important factor in terms of the accuracy of 

results in FEA studies. For this reason, 

skewness, orthogonal quality, and aspect 

ratio, which are 3 parameters that are 

important in mesh quality, were checked.  

 

 
Figure 2 The mesh structure of the end mill 

and workpiece. 

 

The average skewness of the generated mesh 

is 0.2014. Mesh quality in the range of 0 to 

0.25 on the scale shared by Ansys is defined 

as “Excellent” [28–32]. The average 

orthogonal quality, which is the second 

quality indicator, is 0.79728. This ratio 

between 0.70 and 0.95 is defined as “Very 

Yasin Furkan GÖRGÜLÜ, Murat AYDIN

Estimating the Strength and Deformation Properties of the End Milling Process Using Numerical Analysi...

Sakarya University Journal of Science 27(3), 580-589, 2023 582



Good”. The third parameter, aspect ratio, is 

recommended to be less than 20 and it is 

1.6918 in the analysis. The aforementioned 

skewness and orthogonal quality ratios are 

given in tables 1 and 2. 
 

Separate displacements have been defined for 

the tool and the workpiece. While the end mill 

rotates clockwise with 4000 RPM, the 

workpiece advances towards the end mill at 

3350 mm/s (see figure 1.). After the start of 

the cutting process, the end mill cutter rotates 

to cut the workpiece along its length. The 

quality scale of these two parameters is given 

in Tables 1 and 2 [28–32].  

 
Table 1 The skewness mesh quality metrics spectrum. 

Excellent Very good Good Acceptable Bad Inacceptable 

0.00-0.25 0.25-0.50 0.50-0.80 0.80-0.94 0.95-0.97 0.98-1.00 

 

Table 2 The orthogonal quality mesh metrics spectrum. 
Inacceptable Bad Acceptable Good Very good Excellent 

0.000-0.001 0.001-0.100 0.100-0.200 0.200-0.690 0.700-0.950 0.950-1.000 

 

The study done can be categorized as groove 

cutting and side cutting. Formulas used in end 

milling calculations are as follows [33–36]: 

 

𝑣𝐶 =
𝜋×𝐷𝐶×𝑛 

1000
    (1) 

   

Where: 

vC: cutting speed 

DC: end mill diameter 

n: spindle speed 

 

𝑣𝑓 = 𝑛 × 𝑓     (2) 

 

Where: 

vf: feed rate 

f: feed rate per tooth 

 

3. RESULTS AND DISCUSSION 

 

In the study, it was simulated that a 4-flute 

end mill cuts the workpiece from one end to 

another at different depths of cut. As a result 

of the simulation, the total deformation, 

strain, and stress ratios were examined and 

these were graphed comparatively. Graphs of 

these parameters are shown for end mill and 

workpiece (figures 3.-5.), end mill only 

(figures 6.-8.), and workpiece only. In figures 

3.-5., the visuals have been strengthened with 

the simulation images of the tool and the 

workpiece. The 0.001-second simulation was 

divided into 20 equal time steps and the time 

steps after the end mill has completely cut the 

workpiece are excluded from the charts. Thus, 

after the 0.00055th second, it is not shown in 

the graphics.  

 

 
Figure 3 Total deformation amounts and scene 

images according to 3, 6, and 9 mm cutting 

depths, respectively. 

 

A gradual increase in total deformation is 

observed for every 3 depths of cut up to the 

0.00050th second (figure 3). In this and the 

next time step, there is an increase in depths 

of cut of 6 mm and 9 mm. As a result, it is 

seen that the average total deformation 

amount reaches 36.92 mm for 3 mm depth of 

cut, 38.10 mm for 6 mm depth of cut, and 

38.29 mm for 9 mm depth of cut. The 

maximum deformation data appears to be 

very high and this is because some of the 

removed chips splash around and reach far. 
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Figure 4 Strain amounts and scene images 

according to 3, 6, and 9 mm cutting depths, 

respectively. 

 

The equivalent elastic strain graph for the tool 

and workpiece is illustrated in figure 4. 

Elastic strain rates appear relatively low but 

are normal since the process is geared towards 

plastic strain. Elastic deformation peaks in the 

middle of the cutting process and approaches 

approximately 15 mm/mm. After the peak, a 

regular decrease is observed. Very small 

strains occur in the 0.00050th and 0.00055th 

seconds. It is observed that all strains are very 

close to each other regardless of the depths of 

cut. 

 

 
Figure 5 Von Mises stress amounts and scene 

images according to 3, 6, and 9 mm cutting 

depths, respectively. 

 

Von Mises stresses in the tool and workpiece 

are depicted in figure 5 in the MPa unit. 

Equivalent stress follows the same trend as 

the graph showing the total amount of 

deformation for the tool and the workpiece. It 

shows an increase at the end of the cutting 

process and the amount of stress increases 

considerably, especially in the simulation 

with a cutting depth of 9 mm. 

 

 
Figure 6 The total amount of deformation, strain 

and stress occur only in the milling cutter 

according to the depths of cut of 3, 6, and 9 mm. 

 

Especially the superiority of titanium material 

over aluminum in the cutting process is seen 

in figure 6. The 4-flute end mill used in the 

simulation is not defined as rigid, but is 

defined as flexible to approach real-life 

applications. Even if it is small, total 

deformations in the cutting edge occur 

especially towards the end of the cutting 

process. 

 

The strains that occur in the end mill 

according to different depths of cut are 

demonstrated in figure 6. Although the strain 

occurs at very low rates, it follows a 

fluctuating trend. It is noteworthy that the 

strain rates of all three scenarios are very 

close to each other. The reason for the 

fluctuation is thought to be related to 

heterogeneous cutting and serrated chip 

formation.  
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In the titanium end mill, the greatest stresses 

occur towards the end of the cut. In the 

previous time steps, the stress ratios are not 

visible on the chart because they are much 

smaller than 1. The greatest stresses occur at 

the end mill with a depth of cut of 9 mm (see 

figure 6). 

 

 
Figure 7 The total amount of deformation, strain 

and stress occurs only in the workpiece 

according to the depths of the cut of 3, 6, and 9 

mm. 

 

The total deformation of the workpiece is 

given in figure 7. When the total deformation 

rates of the workpiece are examined, 

fluctuating and close to each other rates are 

observed. Except for the 0.00010th and 

0.00050th seconds, the deformation data 

appear to be almost very close according to 

the cutting depths. 

 

Figure 7 also shows the strain of the 

workpiece, but is similar to the general image 

of figure 6. Minor changes are observed at the 

0.00010th, 0.00020th, and 0.00050th-time steps 

compared to the other time steps.  

 

A constant transition is observed in the von 

Mises stresses of the workpiece, except for 

two time steps. While the stresses are around 

100 MPa in the 0.00005th second, the stress 

levels approximately double after the end mill 

is fully inserted into the part and continue to 

be constant. In the scenario with a depth of cut 

of 9 mm at 0.00050 seconds, an extreme 

increase appears. The reason for this is 

thought to be due to the formation of serrated 

chips and the inability of the end mill to cut 

the workpiece properly. 

 

It should be taken into consideration that 

almost all performed milling trials will adopt 

dry cutting to prevent the effects of cutting 

fluid or coolant, which are hard to bear in 

mind while simulating by FEA [4]. In this 

study, neither fluid nor a coolant was applied 

but contrary to this expression, they 

performed FEA using cryogenic cooling and 

stated that tool life, dimensional accuracy, 

and roughness values can be advanced by 

cryogenic utilization [5]. 

 

Cutting depth is one of the most influencing 

parameters in milling applications. According 

to FEA results, it was reported that a decrease 

in cutting depth causes an increase in stress 

value due to a decrease in the contact zone 

between the tool and chip [10]. The authors 

also approved that FEA can be well enough to 

forecast the stress value and displacement of 

the cutting tool. As can be seen in the figures 

5, 6, and 7, the total amount of deformation 

and von Mises Stress values were increased 

with the increase in cutting depth which is 

opposed to the conclusion of a study [10].    

 

Işık and Öztürk [12] stated that cutting forces 

increase with the increase in cutting speed and 

feed rate while removing chips. According to 

the authors, not only there is a direct 

interaction between the cutting forces and 
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total deformation of the tool, but also the von 

Mises stresses. In this study, speed and feed 

rate were constant, but should be considered 

by a future study for comparison. 

 

4. CONCLUSIONS 

 

The simulation of a 16 mm diameter end mill 

made of titanium material with 4 flutes, which 

is the cutting tool, cutting the workpiece made 

of aluminum material was performed using 

Ansys Explicit Dynamics. As a result of the 

simulation, the total deformation, strain, and 

stress values were created according to 

different depths of cut for all three scenarios. 

In all three scenarios: 

• Serrated chips on the workpiece are 

noticeable after the milling process. Even 

if the type and size of the end mill, 

material kind, and processing parameters 

such as feed rate and spindle speed were 

not the evaluated factors, it is thought that 

these variables have to be optimized for 

proper milling.  

• The average deformations occurring in 

both the tool and the workpiece were 

found to be 36.92 mm for 3 mm cutting 

depth, 38.10 mm for 6 mm, and 38.29 mm 

for 9 mm.  

• Considering the average total elastic 

strains, values are 2.84 x 10-3 mm/mm, 

4.43 x 10-3 mm/mm, and 3.99 x 10-3 

mm/mm respectively. 

• When the average von Mises stresses are 

evaluated, it reaches 78.23 MPa for the 3 

mm depth of cut scenario, 76.83 for 6 mm, 

and 77.99 MPa for 9 mm. 

• Considering the resulting stresses, the 

cutting depth of 6 mm, which is the 

second of the three scenarios, can be 

stated as the most successful scenario 

since it has the lowest stress values. 
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Abstract 

 

Sensing data from the environment is a basic process for the nano-sensors on the network. This 

sensitive data need to be transmitted to the base station for data processing. In Wireless Nano-

Sensor Networks (WNSNs), nano-routers undertake the task of gathering data from the nano-

sensors and transmitting it to the nano-gateways. When the number of nano-routers is not 

enough on the network, the data need to be transmitted by multi-hop routing. Therefore, there 

should be more nano-routers placed on the network for efficient direct data transmission to 

avoid multi-hop routing problems such as high energy consumption and network traffic. In this 

paper, a machine learning-supported nano-router localization algorithm for WNSNs is 

proposed. The algorithm aims to predict the number of required nano-routers depending on the 

network size for the maximum node coverage in order to ensure direct data transmission by 

estimating the best virtual coordinates of these nano-routers. According to the results, the 

proposed algorithm successfully places required nano-routers to the best virtual coordinates on 

the network which increases the node coverage by up to 98.03% on average and provides high 

accuracy for efficient direct data transmission. 
 

Keywords: Wireless nano-sensor networks, IoNT, machine learning, nano-router localization 

 

1. INTRODUCTION 

 

Wireless Nano-Sensor Networks (WNSNs) 

consist of a large group of energy-limited 

nano-machines running in the Terahertz 

(THz) band which are distributedly placed on 

the nano-domain used in smart healthcare, 

environmental monitoring, robotics, food 

industry, security, medicine, military and 

agriculture applications [1-3]. 

 

In WNSN architecture, the network is formed 

by the nano-devices. These devices are tiny 

machines that are running on WNSNs for 

Internet of Nano-Things (IoNT) applications 
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[4]. To be more specific, they are divided into 

sub-categories according to their types. These 

devices are called nano-sensors, nano-routers, 

nano-interfaces and nano-gateways [5]. 

 

The basic nano-device on the network is the 

nano-sensor that is responsible for sensing the 

data from the environment at the molecular 

level such as temperature, pressure, glucose 

concentration, chemicals, oxygen levels, 

heartbeats and such values [3]. 

 

In a WNSN, the data sensed from the nano-

sensors need to be transmitted eventually to 

the base station for data processing. In 
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WNSNs, this task is undertaken by the nano-

routers. A nano-router transmits the data from 

nano-nodes to the nano-interfaces. The nano-

interface also transmits data from nano-

routers to nano-gateways. 

 

A nano-gateway is a nano-device that gathers 

data from nano-routers on a WNSN and sends 

it to the base station for data processing over 

the Internet. The nano-gateways are typical 

devices such as wristbands, wound bands, 

smartwatches and smartphones.  

 

The illustration of hierarchical WNSN 

architecture running on IoNT applications is 

given in Figure 1. In an example WNSN 

shown in the figure, there are 2 nano-routers 

placed on the network that gather data from 

the nano-sensors which are represented by 

green nodes. These nano-routers transmit data 

to the nano-interface and then it transmits to 

the nano-gateway. Finally, the data is 

transmitted to the base station for data 

processing. The transmission processes are 

executed over nano-links. 

 

 
Figure 1 An illustration of a WNSN architecture 

 

The communication range of nano-devices in 

a WNSN is very limited therefore, multi-hop 

routing protocols are used in order to provide 

data transmission from nano-sensors to nano-

routers [6]. Although multi-hop routing is a 

basic routing scheme for WNSNs, the packet 

transmission process consumes more energy 

than direct transmission. On the other hand, 

network traffic is a critical problem to be 

solved in multi-hop routing. While the 

packets are transmitting to a nano-router over 

hops, the network load should be balanced for 

lossless communication. 

 

According to the study of Gulec (2022) [2], a 

nano-sensor node consumes 0.88 nJ while 

receiving a packet having 22 kB size, and 8.8 

nJ while transmitting a packet in a WNSN. 

Therefore, in multi-hop routing, it takes 9.68 

nJ in total for transmitting a packet. Assuming 

the nano-router is 5 hops further from a nano-

sensor node on average, it takes 48.4 nJ in 

total. This means more energy consumption 

on a multi-hop routing scheme despite 

sending a packet to a nano-router directly. 

 

Hence, in this paper, a localization algorithm 

is proposed for WNSNs that finds the 

required nano-routers and estimates their 

virtual coordinates ensuring direct data 

transmission from a nano-sensor to these 

nano-routers and avoiding higher energy 

consumption and packet loss by using multi-

hop routing. 

 

Due to the nano-sensor nodes not having a 

GPS module, they can not determine their real 

coordinates on the network as in traditional 

sensor networks. According to the work of 

Zhou et al. (2017) [7], the nano-sensor node 

distances can be calculated using 

electromagnetic pulse durations. Pierobon et 

al. (2014) [8] proposed an energy harvesting 

routing framework for WNSNs in THz band 

by using the distances and the coordinates of 

the nano-nodes. Therefore, the location 

information mentioned in this study is the 

relative positions of the nodes to each other 

on the network which is specified as their 

virtual coordinates. 

 

In order to estimate the numbers and their 

virtual coordinates of these required nano-

routers, a machine learning technique – the k-

means clustering method is used. According 

to the network size, the k parameter is 

predicted and the cluster heads are chosen as 

nano-routers. For measuring the efficiency 

and the accuracy of the proposed algorithm, 

the results are compared with the hierarchical 

clustering method which is another 
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unsupervised machine learning approach. To 

the best of our knowledge, there exists no 

machine learning-supported nano-router 

localization algorithm for WNSNs of IoNT 

applications in the literature. 

 

The main contribution of this paper is 

summarized as follows. 

 

• The proposed algorithm estimates the 

number of required nano-routers on a 

WNSN and the best coordinates to 

locate them by machine learning 

method that can connect with many 

nano-sensors. Therefore, the nano-

sensors can easily transmit the data 

they sense from the environment to 

these nano-routers directly despite 

transmitting it to the uttermost nano-

router by multi-hop routing. 

• The proposed algorithm increases the 

node coverage by the estimated nano-

routers therefore, any nano-node can 

easily find the nearest nano-router. 

• The proposed algorithm saves the 

energy of the nodes on the network 

which prolongs the network lifetime. 

• The proposed model prevents the 

nano-network from problems caused 

by multi-hop routing. 

 

The rest of the paper is organized as follows. 

Related works on node localization, machine 

learning models on sensor networks and 

WNSN applications are summarized in 

Section 2. The methodology and the proposed 

algorithm of the current study are given in 

Section 3. The simulation and the results are 

given in Section 4. Finally, 

Section 5 concludes the study. 

 

2. RELATED WORKS 

 

Node localization is one of the critical issues 

that should be taken into account in Wireless 

Sensor Networks (WSNs) related to network 

design and topology which causes faults, low 

performance, scalability, latency and 

coverage problems [9]. 

To this end, Nain et al. (2022) [10] proposed 

a range-based model for underwater WSNs 

using both particle swarm optimization and 

crow search optimization which reduces 

localization latency and provides accuracy. 

Yu et al. (2023) [11] proposed a quantum 

annealing bat algorithm to improve 

localization accuracy and applicability for 

WSNs.  

 

Similarly, a node localization model is 

developed using the salp swarm algorithm for 

WSNs in Kanoosh et al. (2019) [12] which 

outperforms the other localization algorithms 

in terms of computing time, the number of 

nodes and localization error. Sekhar et al. 

(2021) [13] proposed a metaheuristics-based 

node localization technique for WSNs that 

aims to find the coordinates of unknown 

nodes by the anchor nodes with minimum 

error and maximum accuracy. Javed et al. 

(2022) [14] proposed a mobile node 

localization algorithm for WSNs that 

improves positioning accuracy. Aroba et al. 

(2023) [15] proposed an algorithm to address 

the problem of determining sensor node 

localization with the minimum error when the 

data is transmitted over the wireless channel. 

 

In the literature, machine learning-based 

methods also have been developed for WSNs 

in several areas. Thereby, Galal and 

Hesselbach (2020) [4] analyzed and classified 

nano-network traffic using five supervised 

machine learning models. Dampage et al. 

(2022) [16] proposed a system to detect forest 

fires at the initial stage using WSNs and a 

machine learning regression model. Bacanin 

et al. (2022) [17] proposed a deep learning-

based model to predict air quality using 

Dragonfly optimization for node localization 

in WSNs. Esmaeili et al. (2022) [18] designed 

a combined model for WSNs using 

metaheuristics and machine learning methods 

for clustering-based network routing. 

 

A k-means clustering-based node localization 

algorithm for WSNs is proposed by Khediri et 

al. (2020) [19] where single-hop 

communication is used in intra-clusters and 
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multi-hop communication is used in inter-

clusters. Mahmood et al. (2022) [20] designed 

a fault detection and energy-efficient routing 

system for WSNs using routing-based 

reinforcement learning. Li et al. (2022) [21] 

proposed a model using k-means clustering 

for routing in underwater wireless sensor 

networks (UWSNs). Sathyamoorthy et al. 

(2022) [22] proposed a Q-learning-based 

clustering and load-balancing technique using 

k-means for WSNs that maximizes 

throughput, packet delivery ratio and 

minimizes end-to-end delay and energy 

consumption. 

 

Recently, several methods have been 

developed for WNSNs problems in many 

fields. Xu et al. (2021) [23] developed a 

multi-hop routing protocol for intra-body 

WNSNs which estimates link states. Gulec 

and Sahin (2023) [24] proposed a Red Deer 

Algorithm based nano-sensor node clustering 

method for WNSNs. Garcia-Sanchez et al. 

(2023) [25] proposed a multi-hop routing 

scheme using reinforcement learning in body 

WNSNs. 

 

3. METHODOLOGY 

 

3.1. The Machine Learning Method 

 

Node localization is one of the most difficult 

challenges for sensor networks to achieve due 

to the harsh or dangerous environment in 

which the nodes are deployed. To find the 

accurate location of the nodes, machine 

learning approaches can be helpful [26]. 

 

For this purpose, in the proposed model the 

prediction of the number of required nano-

routers depending on WNSN size and their 

best coordinates is predicted with the k-means 

clustering method which is one of the most 

known unsupervised machine learning 

models that gives the center points (centroids) 

of the clusters [27, 28]. 

 

The k-means clustering model divides the 

points into k clusters therefore, it is important 

to find the optimal k number. The model finds 

centroids that cover the points close to them 

and include the points in the proper clusters. 

These points are located in these clusters by 

using Euclidean distance. This machine 

learning model iteratively computes the mean 

of the clusters until the minimum number of 

optimal centroids is found [26]. 

 

In this paper, k-means clustering as a machine 

learning model is used for clustering the 

nano-nodes in order to find optimal centroids 

as the nano-routers that should be placed on 

the network for ensuring efficient direct data 

transmission on WNSNs. 

 

3.2. The Proposed Algorithm 

 

In the proposed model, first of all, the initial 

nano-router (R0) is placed in the coordinate [0, 

0] on the network. In a 0.0015 meters 

transmission range, many of the nano-sensor 

nodes on the network can not communicate to 

this nano-router directly. Therefore, new 

nano-routers need to be placed at suitable 

coordinates on the network to ensure direct 

data transmission. 

 

When the proposed algorithm is initialized, it 

is assumed that the nano-sensor nodes know 

their IDs and virtual coordinates. The nano-

sensor nodes first broadcast NEIGHBOUR 

messages to know their neighbour nodes. 

When a nano-sensor node receives this 

message, adds the sender node to its 

neighbourhood list (Γm). This operation is 

repeated several times until all nano-sensor 

nodes know their neighbours. Finally, the 

nano-sensors send NEIGHBOUR_DONE 

message to the initial nano-router. 

 

Then the initial nano-router (R0) broadcasts 

CALCULATE message including its 

coordinates to collect the distances of the 

nano-sensor nodes. When a nano-sensor node 

receives this message, calculates its distance 

by the Euclidean distance given in Equation 1 

where 𝑥𝑚 is its x-coordinate, 𝑦𝑚 is its y-

coordinate, 𝑥𝑟 is the nano-router’s x-

coordinate and 𝑦𝑟 is the nano-router’s y-

Ömer GÜLEÇ

Machine Learning Supported Nano-Router Localization in WNSNs

Sakarya University Journal of Science 27(3), 590-602, 2023 593



   

 

coordinate. After calculating this value, it 

sends back to R0. 

 

𝑑 = √(𝑥𝑚 −  𝑥𝑟)2 +  (𝑦𝑚 − 𝑦𝑟)2          (1) 

 

The initial nano-router receives all the 

distance values from all nano-sensor nodes on 

the network and then sends these values to the 

nano-gateway (NG). The nano-gateway 

calculates the k value for the k-means 

clustering method. In this step, NG finds the k 

value by the elbow technique of the k-means 

clustering method. Then it sends the cluster 

information to R0 by CLUSTER message. 

 

As an example, the graph of an elbow 

technique on a sample WNSN having 500 

nodes for finding the optimal cluster number 

on the network is given in Figure 2. 

According to the figure, the optimal cluster 

number is calculated as 4. 

 
Figure 2 The elbow technique for calculating 

optimal cluster number on a sample WNSN 

 

In the first iteration of placing new nano-

routers on the network, the proposed 

algorithm finds the optimal coordinates on 

each cluster and directs new nano-routers to 

these coordinates. Unfortunately, the nano-

routers have a 0.002 meters transmission 

range. Therefore, in this step, the node 

coverage may not be ensured yet. In other 

words, these new nano-routers may not cover 

all of the nano-sensor nodes. 

 

Hence, the proposed algorithm checks if there 

exists any nano-sensor node that has no direct 

connection to any nano-router. Thus, the 

nano-routers broadcast COVERAGE 

messages including their information on the 

medium. A nano-sensor node that receives 

this message, adds this nano-router to its 

router list (Γmr) and sends COVERED 

message including its information to the 

sender nano-router (Ri). If a nano-node is 

covered by several clusters, it adds all nano-

routers having a direct connection to its router 

list (Γmr). 

 

If there exists any nano-sensor node that is not 

covered yet by checkCoverage() function, the 

nano-gateway executes another k-means 

clustering method for a cluster by calculating 

the distances between the nano-sensor nodes 

and the relevant cluster heads to place more 

nano-routers instead of the previous ones and 

finds their best coordinates to ensure more 

node coverage. 

In the last step of the algorithm, all of the new 

nano-routers are placed on the network that 

they cover almost all nano-sensor nodes. If 

the node coverage conditions are satisfied, 

then the algorithm terminates. The first part of 

the proposed algorithm which is executed by 

nano-sensors is given in Algorithm 1, the 

second part which is executed by nano-routers 

is given in Algorithm 2 and the last part of the 

proposed algorithm executed by the nano-

gateway is given in Algorithm 3, respectively. 

 
Algorithm 1 Nano-sensor part 

1. data: 

2.   𝛤𝑚 ← neighbour list of nano-sensor node 𝑚 
3.   𝛤𝑚r ← nano-router list of node 𝑚 
4:   R0 ← initial nano-router placed at [0, 0] 

5:   dm ← the distance between node m and R0 

6: initially: 

7.    𝛤𝑚 ← ∅,  𝛤𝑚r ← ∅ 

8. upon the algorithm started: 

9.    broadcast NEIGHBOUR msg to 𝛤𝑚 

10. upon receiving NEIGHBOUR msg from 

node n: 

11:   add node n to 𝛤𝑚 

12:   send NEIGHBOUR_DONE msg to R0 

13: upon receiving CALCULATE msg from 

R0 or node n: 

14:   calculate dm 

15:   send dm  to R0 

16: upon receiving COVERAGE msg from Ri : 

17:   add Ri  to Γmr 

18:   send COVERED msg to Ri 
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Algorithm 2 Nano-router part 

1. data: 

2:    NG ← nano-gateway 

3: upon the algorithm started: 

4:   wait until nano-sensors finish the first process  

5: upon receiving NEIGHBOUR_DONE msg 

from node n: 

6:   broadcast CALCULATE msg 
7: upon receiving dn values from ∀n: 

8:   send ∀dn values to NG 

9: upon receiving CLUSTER msg from NG: 

10:  send [xi, yi] ∈ Ri to ni   by COVERAGE msg 

 

Algorithm 3 Nano-gateway part 

1. data: 

2:   finished ← true if the algorithm terminates 

3: initially: 

4:   finished ← false 

5. upon receiving dn values from R0: 

6:   estimate the number of required Ri 

7:   cluster nodes by dn using k-means 

8:   send [xi, yi] ∈ Ri to R0 by CLUSTER msg 

9: if checkCoverage() == FALSE: 

10:   repeat clustering nodes by du using k-means 

11:   send [xj, yj] ∈ Rj to R0 by CLUSTER msg 

12: else: 

13:   finished ← true 

 

4. SIMULATIONS AND RESULTS 

 

In order to estimate the number of required 

nano-routers and their virtual coordinates on 

the network, NS-3 [29] simulation tool and 

Nano-Sim [30] framework are both used for 

the simulations. In NS-3 simulator, basically, 

a nano-network is formed by the nano-nodes, 

the nano-routers, nano-interfaces and the 

nano-gateway. To illustrate all of the nano-

devices and the network, Python packages, 

Networkx [31] and Matplotlib [32] are also 

used in the simulations. 

 

Besides, different network topologies have 

been generated in different network sizes for 

the simulations. Therefore, the proposed 

algorithm was conducted 100 times on these 

topologies having 500, 750, 1000 and 2000 

nano-nodes. The size of the network area is 

0.01 ×  0.01 meters, the transmission range 

of nano-sensors is 0.0015 meters and the 

transmission range of nano-routers is 0.002 

meters. All of the simulation parameters are 

given in Table 1. 

 
Table 1 Simulation parameters 

Simulator NS-3, Nano-Sim 

Python Package Networkx, Matplotlib 

Network Area 0.01 x 0.01 m2 

Transmission Range 

of Nano-Nodes 

0.0015 m 

Table 1 Simulation parameters (continue) 

Transmission Range 

of Nano-Routers 

0.002 m 

Packet Size 22 kB 

Topologies 100 on each simulation 

Number of Nano-

Sensor Nodes 

500, 750, 1000, 2000 

 

A sample nano-network having 250 nodes is 

illustrated in Figure 3. According to the 

figure, the rest of the nano-sensor nodes are 

given that are not in the transmission range of 

the initial nano-router which is placed in [0, 

0]. These nano-sensor nodes are clustered 

according to the distances to the initial nano-

router by the k-means clustering method. In 

the figure, for this sample network, there are 

3 clusters having nano-sensor nodes that are 

colored red, green and blue. 

 

After clustering these nano-sensor nodes, the 

optimal centroids/cluster heads are placed in 

each cluster as nano-routers which are colored 

orange. These nano-routers have 0.002 meters 

transmission range, hence, they do not cover 

all of the nano-sensor nodes in their own 

clusters. According to Figure 3, it is clearly 

seen that placing a nano-router in each cluster 

is not enough to ensure node coverage. 

Therefore, the k-means clustering method is 

executed once more on each cluster for 

placing new nano-routers instead of the 

centroid cluster heads due to the transmission 

range of nano-routers.
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Figure 3 The first iteration of nano-router localization by the proposed algorithm on a sample WNSN 

 

In Figure 4 and Figure 5, it is shown that there 

are more nano-routers that are placed on the 

network for each cluster. In Figure 6, the final 

network topology of a sample WNSN having 

250 nano-nodes and 7 nano-routers is 

illustrated. Similarly, another WNSN having 

2000 nano-nodes and 17 nano-routers that are 

placed by the proposed algorithm is given in 

Figure 7.

 
Figure 4 The second iteration of nano-router localization algorithm for red-colored clusters 
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Figure 5 The second iteration of nano-router localization algorithm for blue-colored clusters 

 

 
Figure 6 The final nano-router localization using the proposed algorithm on a sample WNSN 
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Figure 7 The nano-routers placed by the proposed algorithm on another WNSN

 

According to the average simulation results of 

the proposed algorithm given in Table 2, 

when a nano-network has 500 nodes, the 

nano-router localization takes 0.096 seconds 

while 461.43 nano-nodes are covered having 

92.28% coverage percentage on average. 

When a nano-network has 750 nano-sensor 

nodes, the nano-router localization process 

takes 0.103 seconds while 695.2 nodes are 

covered having 92.66% percentage of 

coverage on average. If the WNSN has 1000 

nano-nodes, the time spent for nano-router 

localization is 0.13 seconds, 980.31 nodes are 

covered while the node coverage is 98.03% 

on average.  If a WNSN consists of 2000 

nano-nodes, it takes 0.175 seconds to find 

new nano-routers while 1953.41 nodes are 

covered as 97.67% percentage on average.  

 
Table 2 Average simulation results 

Node 

Count 

Total 

Time (s) 

Covered 

Node 

Count 

Coverage 

(%) 

500 0.096 461.43 92.28 

750 0.103 695.2 92.66 

1000 0.13 980.31 98.03 

2000 0.175 1953.41 97.67 

 

According to the average simulation results of 

the hierarchical clustering method given in 

Table 3, when a nano-network has 500 nodes, 

the nano-router localization takes 0.113 

seconds while 394.29 nano-nodes are covered 

having 78.85% coverage percentage on 

average. When a nano-network has 750 nano-

sensor nodes, the nano-router localization 

process takes 0.124 seconds while 587.08 

nodes are covered having 78.27% percentage 

of coverage on average. If the WNSN has 

1000 nano-nodes, the time spent for nano-

router localization is 0.157 seconds, 818.84 

nodes are covered while the node coverage is 

81.88% on average.  If a WNSN consists of 

2000 nano-nodes, it takes 0.224 seconds to 

find new nano-routers while 1640.29 nodes 

are covered as 82.01% percentage on average. 

 
Table 3 Average hierarchical clustering results 

Node 

Count 

Total 

Time (s) 

Covered 

Node 

Count 

Coverage 

(%) 

500 0.113 394.29 78.85 

750 0.124 587.08 78.27 

1000 0.157 818.84 81.88 

2000 0.224 1640.29 82.01 
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In brief, the proposed algorithm achieves 

13.43% more coverage over 500 nodes, 

14.39% more coverage over 750 nodes, 

16.15% more coverage over 1000 nodes and 

15.66% more coverage over 2000 nodes on 

average by placing the proper nano-routers on 

WNSNs according to the comparison results 

given in Figure 8. 

 

 
 

Figure 8 The coverage percentage results of the 

proposed algorithm and hierarchical clustering 

 

5. CONCLUSION 

 

In this paper, a machine learning-supported 

nano-router localization algorithm is 

proposed for providing direct communication 

between nano-sensor nodes and nano-routers 

on WNSNs running on IoNT applications. 

For finding the optimal nano-routers, k-means 

clustering is used as a machine learning 

method iteratively for providing maximum 

node coverage. 

 

The proposed algorithm has been developed 

and tested in NS-3 simulator and Nano-Sim 

framework under different network 

topologies having different network sizes. 

Each simulation is conducted 100 times with 

different simulation setups for obtaining 

average results. For the illustration of the 

networks, Python packages, Networkx and 

Matplotlib are also used. The obtained 

simulation results of the proposed algorithm 

have been compared with the hierarchical 

clustering method which is another 

unsupervised machine learning approach. 

 

According to the simulation results, the 

proposed algorithm successfully predicts the 

required number of nano-routers and 

estimates their optimal virtual coordinates 

that ensure higher node coverage on a WNSN 

for providing direct communication between 

nano-sensor nodes and the nano-routers. The 

proposed algorithm increases node coverage 

up to 98.03% by placing new nano-routers on 

the network. Besides, the proposed algorithm 

avoids higher energy consumption of the 

nano-sensor nodes for transmitting the data 

packets on multi-hop routing to the available 

nano-router.  

 

Node localization is a critical problem to be 

considered in all types of sensor networks. 

For a better solution to the localization 

problem in WNSNs, mobile nano-routers may 

be used for redirecting the estimated 

coordinates by the nano-gateways for future 

studies. 

 

Energy-efficient multi-hop routing 

algorithms may be used on WNSNs in cases 

where there are not enough nano-routers can 

be placed on the network. Therefore, both 

nano-router localization and multi-hop 

routing hybrid algorithms will be developed 

for future studies. 
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Analyses of Chemical and Physical Egg Quality Parameters of Laying Hens 

Housed in Different Conditions in Turkey 
 

 

Reyhan Selin UYSAL AFACAN*1  

 

 

Abstract 

 

The aim of the present study is to determine the content of chemical and physical quality 

parameters of hen eggs (liquid whole egg (LWE), liquid egg yolk (LEY), and liquid egg white 

(LEW)) produced for different housing and feeding conditions in Turkey. Chemical quality 

parameters (protein, lipid, and moisture) and physical quality parameters (total soluble solid 

(°Brix), pH, conductivity, and yolk:white ratio) were analyzed using different egg samples. 

Kjeldahl, wet ashing, and oven-drying official methods were used for the protein, total lipid, 

and moisture analyses of egg samples. The highest protein content in the LEY and LEW 

samples were found to be 19.0% and 15.13%, respectively for the tenth sample having fortified 

feeding (selenium+DHA) parameters. For LWE samples, it was also obtained 15.65% with the 

second sample having a not fortified feeding parameter. The highest total lipid content for LWE 

samples was determined as 10.43% for the seventh sample which housed under cage free 

conditions and fed with organic (omega3+EPA+DHA) fortifiers, while it was found with a 

value 25.7% for the second and third LEY samples possessing a not fortified feeding 

parameters. The highest moisture content was determined as 78.37%, 54.64%, and 89.11 for 

thirty-first LWE sample (with not fortified feeding), third LEY sample (with not fortified 

feeding) and sixth LEW sample (having cage free and organic parameters), respectively. As a 

result, the minimum, average, and maximum contents of the chemical and physical quality 

parameters were determined for laying hen eggs raised in several housing and feeding 

conditions in Turkey. 
 

Keywords: Liquid egg, egg quality, egg component, egg analysis, laying hen
  

1. INTRODUCTION 

 

Egg is one of the essential food in human diet 

due to its high nutrient (protein, essential 

lipids, vitamins and minerals) content [1]. 

Besides of its high nutritional values, it is one 

of the fundamental ingredients used in the 

products because of its multifunctional 

properties including emulsifying, foaming, 
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 Content of this journal is licensed under a Creative Commons Attribution-Non Commercial No Derivatives 4.0 International License. 

gelling, thickening, and flavoring all of which 

provide the texture and sensory qualifications 

of food products [2].  

 

In food industry, liquid egg products (whole 

egg, egg yolk, and egg white) usually are 

preferred by manufacturers instead of shell 

eggs because of its ease of use and microbial 

reliability [3]. In this point, it is crucial for the 
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manufacturers to know that the quality 

parameters of the liquid egg products are 

within the expected values. The quality of egg 

has been determined by analyzing some 

interior physical (egg weight, albumen height, 

Haugh units, and yolk color, etc.) and 

chemical (contents of protein, lipid, and total 

solid, etc.) quality parameters [4, 5].  

 

On the other hand, breeding conditions and 

age of hens could affect the level of egg 

components and the quality parameters of egg 

[6]. Therefore, it is critical for the 

manufacturers to know that the change in the 

level of the egg quality parameters according 

to the breeding conditions (such as feeding 

and housing) of hen. Hens have been breeding 

in different housing conditions such as 

conventional cage, free range, and barn [7]. In 

addition to this housing system, they have 

been feeding supplemented with several 

nutrients (such as chia, fish oil, and flaxseed) 

to improve the nutrition level (such as omega 

3 fatty acids) of the egg [8]. While the housing 

and feeding conditions are the major factors 

affecting the chemical composition of egg, 

hen age and egg size are also one of the minor 

factors affecting the quality parameters of egg 

[9].  

 

In these concepts, many studies have been 

performed in the literature results. Total fat 

and fatty acid contents were analyzed  for 

different brands and housed in different 

systems of hen egg [10]. Effects of special 

dietary feeding of hen on mineral, vitamin, 

and albumen protein contents were 

investigated [11]. In another study with a 

special feeding, the effects of dietary Turkish 

propolis and vitamin C supplementation in 

diets were investigated on feed intake, body 

weight, body weight gain, feed conversion 

rate, digestibility, and on egg production and 

qualities in laying hens [12].  

 

Fatty acid compositions were analyzed for 

hen egg housed in cage and cage free 

conditions [13]. Cholesterol, vitamins, and 

fatty acid compositions in egg were compared 

between the hen housed in conventional cage 

and range [14]. Chemical composition 

(protein and fat) and quality traits were tested 

for eggs yolk and  from different production 

systems in Serbian [15]. In another study, 

laying performance, egg quality parameters, 

and yolk fatty acid profile of two Turkish 

layer genotypes were evaluated and their 

suitability for organic poultry production was 

investigated [16]. According to the above-

mentioned research, the effect of different 

housing and feeding systems of hen on some 

chemical and quality parameters of eggs have 

been studied. However, in Turkey, the effect 

of several housing and feeding conditions of 

laying hen both on physical and chemical 

quality parameters of liquid whole egg 

(LWE), liquid egg yolk (LEY), and liquid egg 

white (LEW) has not been studied 

comprehensively in the literature.  

 

The objective of the present study was to 

determine the content (the level of maximum, 

minimum, and average points) of chemical 

(protein, lipid, and moisture) and physical 

(yolk:white ratio, °Brix, pH, and 

conductivity) quality parameters of eggs 

(LWE, LEY, and LEW samples) produced in 

Turkey in different feeding and housing 

conditions such as cage, cage free, organic, 

fed with enriched dietary (omega 3, 

eicosapentaenoic acid (EPA), and 

docosahexaenoic acid (DHA), and selenium). 

 

2. MATERIAL AND METHOD 

 

2.1. Materials 

 

A set of fresh shell egg samples (n=34) were 

purchased from the local markets in Turkey, 

housed and fed under a variety of parameters, 

including caged, cage free, and organic and 

enriched with omega 3, EPA, DHA, and 

selenium. In terms of the freshness of the egg 

samples, attention was paid to purchase only 

those whose production date was within the 

first week. Only medium-sized eggs were 

used in the analysis. In addition, egg samples 

were also classified according to whether the 

hen was young or not. Housing, feeding, and 

hen age parameters of LWE, LEY, and LEW 
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samples are listed in Table 1. As can be seen 

in the table; these parameters can be 

categorized as cage (n=19), cage-free (n=15), 

and organic (n=11) housing systems; various 

feeding systems fortified with omega 3, 

(omega3 + EPA + DHA), and (selenium + 

DHA) or not and hen ages young or not. 

Table 1 Housing and feeding parameters of liquid egg samples 
No Cage Cage 

free 

Organic Fortified 

(Omega3) 

Fortified 

(Omega3+EPA+DHA

) 

Fortified 

(Selenium+DHA) 

Hen age 

(Young) 

1¶ X       

2¶ X       

3¶ X      X 

4¶ X      X 

5¶  X X    X 

6¶  X X     

7¶  X X  X   

8¶ X       

9¶ X   X    

10¶ X     X  

11¶  X X     

12¶  X      

13¶  X X     

14  X      

15  X      

16  X      

17 X       

18  X X     

19 X      X 

20  X X     

21  X X     

22 X       

23 X       

24 X      X 

25 X      X 

26  X X     

27 X       

28 X       

29 X      X 

30  X X     

31 X       

32 X       

33  X X     

34 X       
¶ The bold numbers indicate shell egg samples whose liquid whole egg, liquid egg yolk, and liquid egg white were 

analysed.

All samples of LWE (n=34), LEY (n=13) and 

LEW (n=13) were prepared using shell eggs 

at laboratory scale. LEY and LEW samples 

were prepared manually, shell egg was 

broken and separated as white and yolk. Then 

the white and yolk samples were 

homogenized (IKA T-18 Ultra Turrax Digital 

Homogenizer, IKA Company, Deutschland, 

Germany) separately at 615×g for 3 minutes. 

The LWE egg samples were also manually 

broken as a whole egg and homogenized at 

615×g for 3 minutes. Yolk:white ratio of 

LWE samples were determined by weighing 

their weight (yolk and white) separately and 

then calculated the ratio of yolk:white as 

percentage. The quality of liquid egg samples 
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was evaluated by analyzing chemical 

parameters such as the content of protein, 

total lipid, and moisture and by measuring of 

physical parameters that are °Brix, pH, and 

conductivity.     

 

2.2. Chemical analyses of liquid egg 

samples 

 

LWE, LEY, LEW samples were prepared for 

the protein, total lipid, and moisture analyses. 

Kjeldahl analysis was performed to measure 

the protein content in accordance with the 

method proposed by AOAC. Moisture 

content of the egg samples was also 

determined by AOAC method [17]. The 

percentage of nitrogen is multiplied by a 

conversion factor of 6.25 to calculate the 

percentage of protein in the egg samples. 

Total lipid content of the egg samples was 

detected as defined in the Official Methods of 

Analysis of AOAC [18]. 

 

2.3. Physical measurements of liquid egg 

samples 

 

Total soluble solid (TSS, °Brix), pH, and 

electrical conductivity values of liquid egg 

samples were measured. The pH values of 

LWE, LEY, and LEW samples were 

measured by using pH meter (Mettler-Toledo, 

Columbus, USA) at the ambition temperature. 

TSS contents of LWE, LEY and LEW 

samples were measured with an optical 

refractometer (RFM 330, Bellinghma + 

Stanley Ltd, UK). 1 mL was poured into the 

refractometer glass prism, and the 

measurements were taken at 25°C. Then, the 

measured data were recorded as °Brix value 

of the sample. Conductivity measurements of 

LWE samples were also taken using a 

handheld conductivity meter (HI8734, Hanna 

Instruments, Melbourne, Australia). Then, the 

reading was recorded as conductivity value of 

the sample.  

 

3. CONCLUSIONS AND DISCUSSION 

 

For liquid whole egg (LWE) samples, the 

chemical parameter values with protein, lipid, 

moisture, and physical parameter values, TSS 

(°Brix), pH, conductivity, and yolk:white 

ratio are presented in Table 2. As can be seen 

from the table, yolk:white ratios of egg are 

observed between 25.7:74.3 and 36.1:63.9. 

The average yolk:white ratio of LWE was 

calculated as 31:69 that value seems to be 

compatible with the literature results [19, 20]. 

As can be given in Table 2, protein values of 

the LWE samples were observed in the range 

from 11.59% to 15.65%. The average protein 

value of these samples is obtained as 12.84%. 

When detected values were compared to with 

the findings in the literature, proteins of LWE 

was found consistent with the reported results 

[21].  

 

The average total lipid values of LWE 

samples were obtained 7.71%. The total lipid 

values were observed between in the range of 

5.47–10.43%. The range of the lipid values 

were consistent with the literature results 

[22]. It can be seen in Table 2 that feeding 

with (omega3 + EPA + DHA) fortifiers 

affected to increase in lipid value of egg such 

as seventh sample (10.43%) which is the 

highest lipid value among the samples. Then, 

usage of fortifiers (omega 3) and (selenium + 

DHA) also led to increment in lipid values as 

9.93% (ninth) and 9.01% (tenth sample). 

Huang, et al. [23] reported that feeding with 

dietary fish oil affected on omega-3 fatty acid 

levels (EPA and DHA) in hen egg.  
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Table 2 Values of chemical and physical parameters of liquid whole egg samples 

 

Enrichment of eggs with omega 3 sources is 

an applied method to increase and improve 

the fatty acid profiles in hen eggs [24]. The 

moisture level of LWE samples were obtained 

in the range from 74.94% to 78.58%. The 

average level of moisture was calculated as 

76.64%. The moisture range was found 

compatible with another studies. Besides 

chemical parameters of egg, value, TSS 

content (°Brix) was also measured for LWE 

samples. TSS content of LWE samples were 

obtained within the range of 22.2–28.0 °Brix. 

The average TSS content of LWE samples 

were calculated as 25.57 °Brix. Average value 

of TSS content with 26.03 °Brix was found in 

consistent with the literature results.  

 

Another physical parameter of egg, pH value 

was also controlled. The pH value of LWE 

egg was observed between these values of 

No Protein 

(%) 

Lipid (%) Moisture 

(%) 

°Brix pH Conductivity 

(m/S) 

Yolk:White 

Ratio (w:w, %) 

1 14.08±0.57 7.98±0.69 78.06±0.03 22.5 7.59 5.92 30.5:69.5 

2 15.65±0.66 8.39±0.58 77.91±0.01 22.2 7.20 6.48 28.7:71.3 

3 15.18±0.17 7.07±0.26 76.88±0.03 22.5 7.41 6.22 34.5:65.5 

4 15.15±0.16 9.36±0.40 76.16±0.01 25.4 7.45 6.36 29.7:70.3 

5 13.20±0.05 6.99±0.40 76.23±0.03 25.1 7.40 6.22 32.3:67.7 

6 13.61±0.31 8.55±0.90 76.38±0.02 24.6 7.38 5.11 33.2:66.8 

7 14.87±0.35 10.43±0.45 76.62±0.03 22.2 7.41 5.13 36.1:63.9 

8 14.62±0.27 7.87±0.88 77.64±0.05 22.5 7.56 6.42 32.6:67.4 

9 13.64±0.30 9.93±0.50 75.11±0.02 26.3 7.60 6.37 31.1:68.9 

10 13.98±0.03 9.01±0.30 77.12±0.07 23.6 7.59 6.37 32.6:67.4 

11 15.21±0.74 7.78±0.28 76.31±0.19 25.5 7.55 6.50 29.8:70.2 

12 13.98±0.65 7.67±0.91 76.83±0.27 24.4 7.59 6.21 33.4:66.6 

13 13.80±0.29 6.29±0.34 78.58±0.09 23.0 7.70 6.22 27.0:73.0 

14 13.96±0.25 6.75±0.21 76.18±0.02 26.9 7.12 6.50 28.0:72.0 

15 13.13±0.21 6.32±0.25 76.43±0.01 25.6 7.34 6.55 30.0:70.0 

16 14.58±0.27 7.03±0.32 75.82±0.01 27.6 7.25 6.10 29.5:70.5 

17 14.12±0.10 6.95±0.52 77.94±0.02 24.8 7.61 6.52 25.7:74.3 

18 13.84±0.35 7.80±0.30 77.48±0.00 26.3 7.54 6.49 29.6:70.4 

19 14.04±0.44 5.50±0.21 76.54±0.01 25.9 7.43 6.34 30.1:69.9 

20 13.49±0.17 8.15±0.65 75.77±0.01 28.0 7.39 6.21 32.9:67.1 

21 14.73±0.15 7.35±0.47 75.87±0.01 24.9 7.67 6.36 29.3:70.7 

22 15.22±0.19 6.90±0.80 75.68±0.01 28.0 7.55 6.40 29.0:71.0 

23 13.72±0.07 7.02±0.55 74.94±0.01 27.3 7.17 6.50 35.5:64.5 

24 13.72±0.29 7.05±0.22 76.17±0.02 27.0 7.39 6.20 31.4:68.6 

25 12.08±0.07 8.10±0.32 76.59±0.01 26.2 7.53 5.70 33.2:66.8 

26 12.31±0.30 8.14±0.78 75.89±0.02 27.2 7.38 5.10 30.5:69.5 

27 12.22±0.18 6.77±0.57 76.89±0.01 25.9 7.63 6.10 28.5:71.5 

28 12.50±0.03 6.81±0.86 76.88±0.03 26.2 7.58 5.60 34.6:65.4 

29 12.35±0.36 5.47±0.19 77.30±0.02 25.7 7.60 5.90 29.9:70.1 

30 13.73±0.34 7.21±0.09 76.67±0.01 26.8 7.81 6.20 27.2:72.8 

31 11.59±0.59 6.82±0.15 78.37±0.00 24.5 7.68 6.50 31.3:68.7 

32 12.06±0.04 7.31±0.86 76.82±0.01 26.6 7.58 6.20 33.2:66.8 

33 12.92±0.06 8.70±0.26 76.08±0.00 26.5 7.69 6.10 30.7:69.3 

34 12.46±0.11 7.39±0.05 76.01±0.00 27.5 7.55 6.40 30.4:69.6 
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7.12–7.81. the average value of pH 

measurements of LWE samples was obtained 

as 7.5. In another study, pH value of LWE 

was measured as 7.67 that is consistent with 

the result of present study [25]. pH 

measurement has an important role to indicate 

the fresh of shell egg. Storage can affect some 

characteristics of egg such as loss of carbon 

dioxide that causes to increase in the pH of the 

albumen albumen [26]. The last analysis from 

physical measurements was electrical 

conductivity of LWE samples. Electrical 

conductivity of egg is one of the main 

characteristics of egg that changes according 

to storage time. Measurement of electrical  

conductivity uses to check the physical 

change during storage period of egg [27]. In 

the present study, results of conductivity 

measurements of LWE were obtained in the 

range from 5.10–6.55 m/S. The average value 

of electrical conductivity of egg was 

calculated as 6.16 m/S.  

 

For liquid egg yolk (LEY) and white (LEW) 

samples, physical and chemical analyses were 

also performed. Using a set of 13 egg 

samples, values of protein, lipid, moisture, 

TSS (°Brix), and pH were analyzed. The 

housing and feeding properties of the egg 

samples are also presented in Table 1. As can 

be seen in the table, the differences between 

the samples include several housing and 

feeding systems, organic egg, and hen ages. 

Protein values of LEY and LEW samples are 

shown in Figure 1.  

 

As can be seen in Figure 1, protein values 

were in the range of 16.74–19.0% and 10.69–

15.13% for LEY and LEW samples, 

respectively. The average protein values of 

LEY and LEW samples were 17.89% and 

12.57%. Obtained values were found 

consistent with the literature results. Among 

yolk components, proteins are the main 

molecules, which compose 64% of yolk 

granules on a moisture-free basis. Most yolk 

protein structure exists in lipoprotein 

structure such as low-density lipoprotein 

(LDL) and high-density lipoprotein (HDL). 

The other proteins are available as 

apoproteins (phosvitin and livetin) [28].  

 

 
Figure 1 The protein contents (%) of liquid egg 

yolk (LEY) and liquid egg white (LEW) samples 

 

Egg white (albumen) is approximately 10% 

aqueous solution of various proteins that 

mainly comprises of ovalbumin (54%), 

conalbumin (12%), ovomucoid (11%), 

ovomucin (3.5%) [29]. Lipid values of LEY 

and LEW samples are presented in Figure 2.  

 

 
Figure 2 The total lipid contents (%) of liquid 

egg yolk (LEY) samples 
 

As expected, for LEY samples, high lipid 

values were obtained between 19.17–25.7%. 

The average lipid value was calculated as 

23.35%. On the other hand, the lipid content 

of LEW was relatively low and obtained as 

<0.1%. Thus, this value can be neglected in 

the LEW samples. Consequently, the 

measured values were compared with the 

findings in another studies, lipid values of 

LEY and LEW were found consistent with the 

reported results. 
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Moisture contents of LEY and LEW samples 

are demonstrated in Figure 3. Moisture 

contents were found between 49.26–54.64% 

and 86.54–89.11% for LEY and LEW 

samples, respectively. The average moisture 

values of LEY and LEW samples were 

51.85% and 87.51%.  As lipid and protein 

contents are high in LEY, dry matter content 

in LEY is lower compared to the LEW 

samples. Moisture results of the LEY and 

LEW samples were found consistent with the 

literature results [30].  

 

 
Figure 3 The moisture contents (%) of liquid egg 

yolk (LEY) and liquid egg white (LEW) samples 

 

°Brix measurement, one of the physical 

analyses of egg samples, was performed to 

determine TSS content of the LEY and LEW 

samples. The TSS contents of LEY and LEW 

samples are shown in Figure 4. The TSS 

contents of the LEY and LEW samples were 

obtained in the range of 45.6–48.4 °Brix and 

13.5–19.2 °Brix, respectively. Average TSS 

contents of the LEY and LEW samples were 

calculated as 46.6 and 16.2 °Brix, 

respectively. °Brix measurement can be used 

in the quality control analysis of eggs. As can 

be seen in Figures 3 and 4, moisture and TSS 

values of the LEY and LEW samples seem 

compatible when these values are compared 

to each other.  

 

 
Figure 4 The total soluble solid contents (°Brix) 

of liquid egg yolk (LEY) and liquid egg white 

(LEW) samples 

 

The last measurements of LEY and LEW 

samples were pH analysis. pH values of these 

samples are demonstrated in Figure 5. While 

pH values of the LEY samples were observed 

between 6.08–6.37, the LEW samples were 

between 8.84–9.04. The average pH values of 

the LEY and LEW samples were calculated as 

6.2 and 8.9.  
 

 
Figure 5 The values of pH measurements of 

liquid egg yolk (LEY) and liquid egg white 

(LEW) samples 

 

In a study, the mean pH value of egg albumen 

was detected as 8.8 [31]. pH measurements 

are associated with the freshness and storage 

of egg albumen. As can be mentioned in the 

above, storage can affect the pH value of egg 

albumen due to loss of carbon dioxide that 

causes to increase in the pH of the albumen 

[32]. In another study, pH values of fresh egg 

albumen (the first day) were measured as 

about 7.9 then, it increased to the value of 8.9 

during the egg storage (within about five 
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days). In another work, pH value of albumen 

increased from 7.4 to 8.6 in daily storage. 

Then, in the second day of storage, it raised 

up to 9.0 [33].  

 

These results show that pH of albumen is very 

sensitive to the storage of egg. In the 

experiments, it was tried to use fresh eggs 

(within the first week of production date). 

However, the egg samples were purchased 

from the market, getting a daily egg has been 

difficult. Thus, used eggs in the experiments 

might be a few days old. Consequently, the 

maximum, minimum, and average values of 

protein, lipid, moisture, TSS (°Brix), 

conductivity, and pH analyses of liquid egg 

samples, which were produced under several 

housing and breeding parameters of hen egg 

in Turkey, were presented and evaluated with 

the literature results. In conclusion, these 

results will provide important contributions to 

the the literature and the food industry 

regarding egg quality parameters. 

 

4. CONCLUSION 

 

The present study provides measurements of 

chemical and physical parameters of eggs 

with a wide range of samples. Analyses were 

performed for the LWE, LEY, and LEW 

samples. The average yolk:white ratio of the 

egg samples was obtained as 31:69. The 

protein values of LWE, LEY, and LEW 

samples were found in the range of 11.59–

15.65%, 16.74–19.00%, and 10.69–15.13%, 

respectively. The highest lipid value was 

analyzed for the LEY samples. These values 

of the egg samples, LWE, LEY, and LEW, 

were obtained between 5.47–10.43%, 19.17–

25.7%, and <0.1%, respectively. The least 

moisture level was also found for the LEY 

samples due to the high value of lipid and 

protein. The moisture levels of the samples 

were observed in the range from 74.94 to 

78.58%, 49.26 to 54.64%, and 86.54 to 

89.11%. On the other hand, TSS values were 

measured proportional to the total solid 

contents of the samples (LWE, LEY, and 

LEW) such as, 22.2–28.0 °Brix, 45.6–48.4 

°Brix, and 13.5–19.2 °Brix. The average pH 

level of the LEW, LEY, and LEW samples 

were measured as 7.67, 6.2 and 8.9. At last, 

conductivity measurements of the LWE 

samples were resulted as the average value of 

6.16 m/S. 
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Abstract 
 

Graphene and carbon-based materials are widely used in daily life applications. The richness 

of optical and electronic properties has made them rapidly rising materials on the horizon of 

material science and condensed matter physics. Having the sheets of atoms stacked in 

disorganized manner makes activated carbon different from other forms of graphitic structures. 

The research about the shielding properties of reduced graphene oxide (RGO) and activated 

carbon for gamma-rays are very rare and active domain of study. Since the use of radioactive 

sources in different fields (nuclear industry, shielding materials, radiation biophysics and space 

research application, etc.) has been increasing expeditiously, the photon interactions with matter 

have gained importance in the world of material science technology. In this work, we review 

the basics of the impregnated activated carbon (AC) and RGO, as well as the relationship 

between the structures and the gamma shielding properties in terms of both quality and 

efficiency. XCom software and EGSnrc simulation code were used to obtain the theoretical 

values of various shielding parameters which are significantly important to be able to 

understand the shielding properties of AC and RGO for gamma-rays. We report the mass 

attenuation coefficients (μm), the half value layer (HVL), the tenth value layer (TVL), and the 

mean free path (MFP) values and compare them with other commonly used shielding materials 

like lead, borosilicate, concrete, and vermiculite. The calculated data showed that AC is very 

appropriate and consistent to be one of the candidates for shielding materials of gamma-rays 

even though the graphene is seen as inconsistent for such purpose. 

 

Keywords: Activated carbon, graphene, absorption, shielding materials, gamma-rays 

 

1. INTRODUCTION 

 

The use of radiation sources has been 

increasing in various technological and 
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industrial domains. Considering the potential 

health risks of ionizing radiation, shielding 

becomes an important issue in all these 

applications.  For this reason, research on 
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radiation shielding material for protection 

radiation have become important [1]. In the 

field of radiation shielding, studies are 

continuing to develop light, durable, 

economical, and non-toxic  [2, 3] materials. In 

this context Carbon-based materials 

constitute an important candidate [4-9]. 

 

Carbon is a strange special material having s[ 

low dimensional structures such as activated 

carbon (AC), graphite, graphene, and carbon 

nanotubes. The graphene has excellent 

mechanical, thermal, electrical and optical  

properties coming from its two-dimensional 

structure [10] for various applications [11, 12] 

(supercapacitors, batteries, solar cells, 

biosensors etc.).The activated carbon 

structures are similar to graphite, but it is an 

amorphous carbon structure primarily 

containing six-membered rings with sp2 

hybridized carbons and is one the first 

materials applied as absorbent [13] for 

filtering purposes. AC has been widely used 

for water treatment, chemical industry, food 

industry, etc .[14] Recently it has been 

demonstrated that AC impregnated with 

various metal atoms (copper, silver, 

chromium, etc.) which usually exists in the 

form of an oxide crystallite can be effective 

for gamma ray shielding  [9]. This form of 

carbon is called impregnated activated carbon 

(AC). 

 

The purpose of this work is to search the 

shielding features of graphene along with AC 

for gamma-ray absorption. The important 

shielding parameters like the the half-value 

layer (HVL), mean free path (MFP), mass 

attenuation coefficients (μm), and the tenth 

value layer (TVL) were calculated for 

reduced graphene oxide (RGO) and AC. 

These values were compared with the data 

from vermiculite, borosilicate glass, lead, and 

concrete samples. The obtained results show 

that AC can be thought to be one of the 

candidates for shielding materials of gamma-

rays, but graphene can not be. 

 

 

2. EXPERIMENTAL AND 

THEORETICAL DETAILS 

 

2.1. Materials 

 

The reduced graphene oxide (RGO) which is 

also called as graphene was used in the 

present work and was essentially carried out 

by the process having two steps. So, in the 

first step, the graphene oxide (GO) is obtained 

by oxidation of graphene and then it was 

reduced via the agents to form RGO as a 

second step. The experimental details related 

to the study was presented in our previous 

work [15, 16]. The AC (obtained by the shell 

of coconut having the particle size about 8~16 

mesh) was supplied by Norit Company, in 

which such materials composing of 5 % wt of 

triethylenediamine TEDA [17, 18]. 

 

2.2. Methods 

 

2.2.1 SEM/EDS analysis 

 

The physical morphology of the surface was 

analyzed, and the elemental analysis of RGO 

and AC samples was conducted by scanning 

electron microscopy (JEOL 6510-LV JSM 

SEM by TUBITAK). The sample properties 

of AC and RGO on EDS are summarized in 

Table 1. EDS results show that, RGO sample 

contains 78.99 %C, 16.04 %O, 2.98 %S, 0.98 

%H, 1.01 %N whereas AC has 3.84 % Mo, 

79.88 %C, 0.55% K, 1.95 % Zn, 6% Cu, 7.65 

%O and 0.13% Si.   

 

 
Figure 1 Comparing of  (a) SEM image of RGO 

and (b) SEM image of AC [9]. 
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It can be seen from Table 1 that graphene 

(RGO) gives the higher density 1.91 g/cm3 

when compared to AC (0.54 g/cm3). 

 
Table 1 The weight percentages of different 

elements forming the surfaces (%) of RGO, and 

AC samples based on EDS. 

Elements Weight percentages of 

surface elements 

Graphene (RGO) AC 

C 78.99 79.88 

O 16.04 7.65 

S 2.98 - 

H 0.98 - 

N 1.01 - 

Zn - 1.95 

Cu - 6.0 

Mo - 3.84 

Si - 0.13 

K - 0.55 

Density g/cm3 1.91 0.54 

 

SEM images of RGO and AC are given in 

Figure 1. (a-b). Figure 1. (a) shows SEM 

image of RGO with little wrinkles on the 

surface and some folds at the edges. It can be 

shown from Figure 1. (b) that AC has grains 

and cracks of various sizes hosting micro 

holes in its structure. EDS analysis is 

performed with the current images coming 

from SEM. So, such images enable 

assessment of the surface of a sample as well 

as individual components and targeted 

analysis of the sample.  

 

2.1.1. Calculation Methods of Shielding 

Parameters 

 

Linear attenuation coefficients (µ) is an 

important parameter to explain the gamma 

and X-rays radiation protection properties of 

a material. The linear attenuation coefficients 

(µ) is computed according to Beer-Lambert 

Law [19],  

 

I=I0e
-x           (1) 

 

where I and I0 indicates the attenuated and 

incident radiation intensity and x is the 

thickness of the absorber. The definition of 

mass attenuation coefficient is the ratio of 

linear attenuation coefficient to the material 

density. It is possible to compare materials in 

terms of their mass attenuation coefficient. 

The μm is defined as μ/ρ. The HVL, TVL and 

MFP are important parameters used to 

compare samples for each other to understand 

their gamma shielding features. The HVL is 

defined as the absorber thickness required to 

halve the radiation intensity. To calculate 

HVL, ln 2 is divided by linear attenuation 

coefficient (ln 2/). TVL, is the absorber 

thickness required to absorb 90 % of the 

radiation intensity. TVL is calculated as ln 10/ 

. The values of HVL and TVL depend on the 

linear attenuation coefficient. The mean free 

path (MFP) of photons in matter is defined as 

the thickness of the sample at which 36.8 % 

of the initial radiation intensity can be 

absorbed [20]. The mean free path is equal to 

inverse of linear attenuation coefficient. 

 

2.2.3 Monte Carlo calculation 

 

The Monte Carlo (MC) is a method which is 

widely used in shielding simulation. In this 

study, The Electron Gamma Shower 

(EGSnrc) simulation code and XCom 

software are chosen to calculate the radiation 

shielding parameters. For the MC 

calculations, the material content was first 

created in EGSnrc using the PEGS4 user code 

which is used as software of general-purpose 

device. So, such a simulation of coupled 

electron-photons are set in a random 3D 

geometry with a wide energy range from a 

few keV up to hundreds of GeV [21]. The 

simulation setup is then modeled as having a 

narrow-beam geometry. In this geometry, the 

sample is modeled with infinite dimensions in 

the x-y plane and with appropriate thickness 

in the z plane. The simulated photons were 

directed perpendicular towards the center of 

x-y plane and the photons having the same 

incident energy and direction parallel to +z-

axis were counted. Afterwards, the linear 

attenuation coefficients were calculated for 

different photon energies using Eq. 1. Figure 

2 gives the schematic diagram of geometry of 

the set up used in Monte Carlo simulations.  
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Figure 2 Schematic diagram of geometry of the 

set up used in Monte Carlo simulations. 

 

 The important parameters interested in the 

photon energies, geometry and materials 

definitions were provided and the simulations 

were performed by using 2 x 108 photon 

history to reduce the uncertainty to a value 

less than 1 %. The calculated μm of graphene 

for gamma-rays at photon energies of 1.0 kev-

10.0 MeV were compared with the results of 

AC, vermiculite, borosilicate glass, lead, and 

concrete materials [9, 22]. 

 

3. RESULT AND DISCUSSION 

 

The radiation shielding properties of RGO are 

examined to be able to understand the 

gamma-ray absorption characteristics along 

with those of AC, vermiculite, borosilicate 

glass, lead, and vermiculite. The XCom code 

and EGSnrc software are used for the 

theoretical calculations of the μm values for 

the RGO. The calculated results were 

compared to the previous theoretical [9] and 

experimental [21] results of some known 

shielding materials as AC, vermiculite, 

borosilicate glass, lead, and concrete. Such 

comparisons are clearly seen in the following 

figures in which the μm, the HVL, the TVL 

and MFP are shown as figures 3,4,5 and 6. 
 

 
Figure 3 The comparing of the calculated μm for 

graphene (RGO) is supplied with some previous 

calculated results [9, 22] for AC, vermiculite, 

borosilicate glass, lead, and concrete. 

 

As it is seen from the Figure 3, the μm are 

exponentially decreasing with the increase of 

the photon energy. The mass attenuation 

coefficient of RGO is at the lowest values of 

that of the others, which is showing that it 

isthe weakest candidate of shielding materials 

for gamma radiation when compared to the 

standard materials. In addition, as it is seen 

from the figure, the μm values decreases 

rapidly at the photon energies less than 0.1 

MeV for all materials, since the interaction 

process between the photon and matter is 

more dominant in this energy region. From 

Figure 3, it can easily be seen that there are 

some jumps which are discontinuous for AC 

and lead in the same energy region. The 

reason can be defined by the absorption edges 

in K, L, M... shells of atoms of such elements. 

The μm values reduce slowly in the range of 

energy changing from 0.1 to 2.0 MeV, in 

which the Compton scattering is dominant. At 

photon energies below 0.1 MeV, photon 

absorption properties of materials are more 

prominent, and the photon absorption abilities 

of materials vary strongly with atomic 

number. However, above this energy, since 

the dependence on the atomic number 

decreases, the photon absorption ability of the 

materials begin to converge and decrease 

slowly as the energy increases. For this 

reason, as can be seen from the Figure 3, the 

results obtained at low photon energies for 

low-density materials are more distinctive. 
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Figure 4 The comparing of the HVL values for 

graphene (RGO) is supplied with some 

previously calculated results [9, 22] for AC, 

vermiculite, borosilicate glass, lead, and 

concrete. 

 

 
Figure 5 The comparing of the TVL values for 

graphene (RGO) is supplied with some 

previously calculated results [9, 22] for AC, 

vermiculite, borosilicate glass, lead, and 

concrete. 

 

 

Figure 6 The comparing of the MFP values for 

graphene (RGO) is supplied with some 

previously calculated results  [9, 22] for AC, 

vermiculite, borosilicate glass, lead, and 

concrete. 

 

The calculated HVL, TVL and MFP values of 

graphene (1.91 g/cm3) are given in the figures 

4, 5 and 6 along with the properties of some 

known materials as AC (0.54 g/cm3), 

vermiculite (2.5 g/cm3), borosilicate glass 

(2.2 g/cm3), lead (11.3 g/cm3), concrete (2.4 

g/cm3) and granite (2.7 g/cm3). Those values 

which are produced from the linear 

attenuation coefficient are also directly 

related to their own density. For this reason, 

they may take different values for the 

different densities of such materials.   

 

The AC which is investigated before by the 

authors has better radiation absorption 

property than graphene in low photon energy 

region (<150 keV). This interpretation is 

based on the mass attenuation coefficients 

(μm) given in Figure 3. The μm parameter is 

one of the most studied parameter in radiation 

shielding, because it provides characteristic 

data for materials, regardless of their density. 

For this reason, the mass attenuation 

coefficients are commonly used in 

comparison of radiation shielding materials. 

However, when looking at the HVL, TVL and 

MFP graphs, it is understood AC should be 

higher than graphene because of its lower 

density.  

 

4. CONCLUSIONS 

 

In this study, the gamma-ray absorption 

properties are theoretically analyzed for 

graphene and then they were compared with 

AC, vermiculite, borosilicate glass, lead, and 

concrete. The important shielding parameters 

such as Mean free path (MFP), the mass 

attenuation coefficients (μm), the Tenth value 

layer (TVL), and the Half-value layer (HVL), 

were calculated for graphene and then 

compared with other materials’ values that 

have been previously studied. The calculated 

results show that AC can be thought as one of 

the candidates of gamma shielding materials 

when compared to other known materials. 

The same conclusion about graphene is 

however suspicious due to its weak shielding 

properties. Here, it was also concluded that 

AC gives satisfactory results -however due to 

its low density requires a slightlly higher 

thickness especially in lower energy regime. 

Graphene is a weak radiation absorber due to 

the low atomic number value of Carbon, 

whereas AC is a good radiation absorber due 
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to the absorbent atoms it contains. So as a 

conclusion, the calculated data of such 

investigated samples significantly give 

advantageous ideas about absorbing 

properties of gamma rays, besides they have 

good features as having low density, being 

cheaper and harmless effect on health, also 

being easy and abundant quantities to 

produce. 
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The Effect of Mg Content on the Physical Properties of ZnO Films 

Deposited by Ultrasonic Spray Pyrolysis 
 

 

Emrah SARICA *1  

 

 

Abstract 

 

ZnO is a versatile material and tailoring its physical properties to the field of application is 

technologically crucial. Intentionally doping with a foreign element is the most common and 

useful method for that. In this presented work, ZnO films doped at different Mg concentrations 

(0%, 5%, 10%, and 15%) were deposited onto glass substrates by ultrasonic spray pyrolysis in 

order to investigate the effect of Mg doping. AFM and SEM images captured for the 

morphological investigations revealed that Mg doping deteriorated the surface of the films. The 

structural analysis showed that the Mg doping at 5% enhanced the structural properties, but the 

crystallization level was adversely affected at higher Mg concentrations. Optical band gap and 

Urbach energies increased from 3.30 eV to 3.45 eV and from 79.5 meV to 119.8 meV, 

respectively. The lowest electrical resistivity was noted as 8.72101 cm for Mg-doped ZnO 

films at 5%.   

 

Keywords: Ultrasonic spray pyrolysis, Mg doping, ZnO thin films, optical properties 

 

 

1. INTRODUCTION 

 

One of the most studied metal oxide 

semiconductors, ZnO has unique physical 

properties such as consisting of abundant and 

non-toxic elements, having n-type electrical 

conductivity in its nature due to native defects 

(i.e., oxygen vacancies-VO, zinc interstitials-

Znİ), large band gap (3.3 eV) and high 

exitonic binding energy (60 meV) etc., [1]. 

In particular, the high exciton binding energy 

along with the wide band gap makes ZnO 

well-suited for opto-electronic devices such 

as LEDs [2]. Its high transparency which is 

another feature of ZnO allows transmitting 
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light with very low losses and this makes ZnO 

a favorable material in solar cells as a buffer 

layer or transparent conductive layer in which 

the light penetrates through and reaches the 

active region [3–5]. High carrier mobility 

along with a wide band gap and high optical 

transmittance also makes ZnO an important 

material for thin film transistors to be used in 

future display technologies such as invisible 

electronic devices [6–8]. 

 

However, these superior properties of ZnO 

may still be insufficient to achieve more 

efficient optoelectronic or electronic devices. 

At this point, the effort to tailor the physical 
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properties of ZnO by external doping with 

various elements takes the stage. Substitution 

of Group III (Al, In, Ga etc.) and Group VII 

(F, Cl etc.) elements with Zn and O, 

respectively, increases the free electron 

concentration and hence n-type conductivity 

whereas p-type conductivity can be achieved 

with the substitution of Group II (Li, Na, and 

K) and Group V (N, P, As, and Sb) elements. 

However, it should be noted that obtaining p-

type ZnO requires quite a laborious effort due 

to the compensation of acceptors by donor 

defects such as Zni, VO [9]. 

  

Bandgap engineering is another endeavor to 

get efficient devices. For instance, widening 

in bandgap of ZnO allows transmittance of 

light in the short wavelength region and it 

makes ZnO a preferred material for solar 

blind UV photodetectors, UV-LEDs etc., 

[10]. At this point, Mg doping reveals 

remarkable results due to the fact that the 

bandgap of MgO (7.8 eV) is quite larger than 

that of ZnO [11]. Liu et al. reported that 

doping of Mg into ZnO in nanorod form 

provides a high potential application in UV 

photodetectors due to its high UV/visible 

detection ratio as well as fast rise/fall time 

[12]. Besides, non-toxic ZnO is considered as 

novel buffer layer in thin film solar cells, and 

Mg doping is proposed as an effective way to 

altering conduction band offset at the 

buffer/absorber interface [13]. Törndahl et al. 

experimentally investigated the impact of 

ALD deposited Zn1-xMgxO buffer layer in 

Cu(In,Ga)Se2 solar cells and reported that the 

increasing Mg content till a certain 

concentration lead to enhancement in open 

circuit voltage in CIGS solar cells. They also 

showed that the conduction band offset at 

buffer/absorber interface can be tailored for 

x<0.2, effectively [14]. Similarly, Li et al. 

inserted a Zn1-xMgxO layer between 

ZnO/Sb2Se3 interface and reported that Zn1-

xMgxO layer enables to enhance the efficiency 

by passivating interfacial defects and 

reducing recombination loss at the 

ZnO/Sb2Se3 interface [15]. On the other hand, 

Mg doping into ZnO is not only useful for 

adjusting energy band levels, but can also 

provide functionality to the ZnO. Islam and 

Azam experimentally showed that Mg doping 

into ZnO lattice improves the photocatalytic 

activity by creating localized electronic states 

within the band gap. It was explained that the 

probability of electron-hole recombination 

diminishes due to these localized states that 

behave as traps for the electrons in the 

conduction band and hereby photocatalytic 

activity is enhanced [16]. Okeke et al., on the 

other hand, proved that Mg doping into ZnO 

also allows enhancement in antibacterial 

properties as well as photocatalytic activity 

[17].  

 

All these studies reveal that Mg doping gives 

superior properties to ZnO films. Therefore, 

this study aims to examine the variation in 

physical properties of ZnO thin films due to 

the Mg doping, by ultrasonic spray pyrolysis 

technique. 

 

2. MATERIALS AND METHODS 

 

2.1. Deposition of Thin Films 

 

In the first step of thin film deposition, 

microscope slides used as substrate were 

ultrasonically cleaned in soapy water, 

acetone, methanol and deionized (DI) water 

for 15 min, respectively. Substrates were 

rinsed under running DI water between two 

consecutive steps. At the second stage, spray 

solutions were prepared by mixing of (0.05 

M) Zn(CH3COO)22H2O and (0.05 M) 

MgCl26H2O aqueous solution at certain 

concentrations of 0, 5, 10 and 15 %v/v. 

Finally, the prepared spray solution was 

sprayed by passing through the ultrasonic 

atomizer which operates at 100 kHz onto pre-

heated glass substrates for 25 min by keeping 

the solution flow rate at 4 ml/min. 

Temperature of glass substrates was kept at 

4255C during the deposition and controlled 

by using an PID controller equipped with 

iron-constantan thermocouple. Distance 

between ultrasonic nozzle and substrate was 

maintained at 30 cm. Compressed air at 0.7 

bar pressure was used as carrier gas. 
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2.2. Characterization of Thin Films 

 

Surface morphologies of undoped and Mg-

doped ZnO thin films were evaluated by 

means of atomic force microscope (AFM) and 

scanning electron microscope (SEM) images. 

AFM images were captured by Park Systems 

XE-100 and surface roughness values were 

determined via XEI version 1.7.1 software. 

HITACHI SU5000 Field Emission Scanning 

Electron Microscope was used to get both top 

surface images and cross-sectional view to 

determine the film thickness. In addition to 

that, elemental compositions of all films were 

confirmed by means of energy-dispersive X-

ray spectroscopy (EDS) spectra taken by the 

Oxford X-MaxN 80 detector which is an 

attachment of SEM system. Structural 

investigations of all deposited thin films were 

carried out by means of X-ray diffraction 

pattern taken by x-ray diffractometer 

(PANalytical Empyrean), having CuKα 

radiation (λ= 1.5406 Å) operating at 40 mA 

and 45 kV. A continuous scan mode was used 

to collect 2θ data from 25° to 65° with a step 

of Δ(2θ) = 0.013°. Optical transmittance and 

absorbance spectra belonging to deposited 

films were recorded by Rigol Ultra-3660 

double beam UV-Visible spectrophotometer. 

 

3. RESULTS AND DISCUSSIONS 

 

3.1. Morphological and Elemental 

Investigations 

 

Figure 1 shows the 3D-AFM images of 

undoped and Mg-doped ZnO thin films. 

Bright and dark regions throughout the 

surfaces are related to the hill and valley 

formations, respectively. It indicates the 

presence of randomly distributed particle 

formations with different sizes on the surface. 

Although the ultrasonic nozzle used to spray 

the prepared solution in fine droplets enables 

to get droplets of most frequently 20 m in 

diameter, the size of the droplets obtained 

varies in the range of 10-60 m. This leads to 

formation of hill and valley along the surface 

of thin films and inhibits to get perfectly 

smooth surfaces. Average (Ra) and root mean 

square (Rq) values of surface roughness of all 

films were found to be in the range of 2.02- 

4.39 nm and 2.69-5.68 nm, respectively, and 

listed in Table 1. 

 

As seen from the Table 1, lowest surface 

roughness was obtained for undoped ZnO 

films and roughness increased due to Mg 

doping. This deterioration in the surface 

morphologies is also clearly seen in the SEM 

images given in Figure 2. As seen from Figure 

2, undoped ZnO films consisted of grains with 

a certain geometry but the grain-like 

appearance disappeared for the Mg-doped 

films, gradually. This may also be correlated 

with the deterioration of the crystal structure, 

as will be discussed later. 

 

Meanwhile, the cross-sectional SEM images 

were inserted in Figure 2. Film thicknesses 

were determined as the average of 

measurements taken from ten different 

regions along these images via ImageJ 

software. Thickness of the films were also 

listed in Table 1. 
 

Figure 3 represents the EDS spectra taken for 

the compositional analysis of ZnO:Mg thin 

films. As seen from these spectra strong 

signals were detected belonging to Zn and O 

atoms for all films and whereas Mg signal 

existed for only Mg-doped ZnO films as 

expected. Besides the Zn, O and Mg signal, a 

C peak observed for all films it may have 

come out as surface contamination or 

environmental impurity. Detected atomic 

percentage of Mg is noted as 2.4%, 3.6% and 

5.7% for Mg doped ZnO at 5%, 10% and 15% 

v/v, respectively. Although the Mg ratio in 

EDS spectra was not exactly the same as the 

ratio in the spray solution, the detected Mg 

atomic percent in EDS spectra increased as 

the manganese ratio in the solution increased.
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Figure 1 AFM images of (a) undoped and (b) Mg doped at 5% (c) Mg doped at 10% and (d) Mg doped 

at 15% ZnO thin films 

 

Table 1 Thickness and surface roughness (Ra and Rq are the average and root mean square values of 

roughness) values of all deposited thin films 

Material Thickness (nm) Ra (nm) Rq (nm) 

ZnO 300 2.02 2.69 

ZnO:Mg(5%) 305 4.04 5.16 

ZnO:Mg(10%) 205 3.24 4.05 

ZnO:Mg(15%) 340 4.39 5.68 

 

 
Figure 2 100K magnified surface and cross-sectional (inserted) SEM images of (a) undoped and (b) 

Mg doped at 5% (c) Mg doped at 10% and (d) Mg doped at 15% ZnO thin films 
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Figure 3 EDS spectra of (a) undoped and (b) Mg doped at 5% (c) Mg doped at 10% and (d) Mg doped 

at 15% ZnO thin films 

 

3.2. Structural Investigations 

 

Structural analysis of ZnO:Mg films were 

performed by using XRD patterns given in 

Figure 4. Three diffraction peaks on these 

patterns located at 2 32.1, 34.8 and 36.6 

were observed and indexed to (100), (002) 

and (101) planes of hexagonal ZnO by 

comparing with PDF 00-036-1451 reference 

card. However, Mg-related peaks did not exist 

and it implies that there was no any secondary 

phase of MgxOy or ZnMgO. Some structural 

parameters extracted from the peaks on XRD 

patterns were listed in Table 2. The intensity 

of (100) plane peak was found to be higher 

than peaks of other planes for undoped ZnO 

films, but it decreased gradually with Mg 

content. Moreover, full width half maximum 

(FWHM) values of all peaks exist on XRD 

patterns increased, except for (200) plane of 

Mg doped ZnO at 5%. All these indicate that 

the crystallinity of ZnO films deteriorated by 

Mg doping. 

 

 
Figure 4 XRD patterns of undoped and Mg 

doped ZnO thin films 

 

Diffraction angle (2) and FWHM () are 

determinative on the structural parameters of 

films. Therefore, by using these extracted 

parameters, lattice constants (a and c), unit 

volume cell (V), mean crystallite size (D), and 

micro-strains were calculated by using the 

following relations and listed in Table 2.  

 

Lattice constants (a and c) were calculated by 

following equation [18] 

 
2 2 2

2 2 2

( )

1 4

3hkl

h hk k l

d a c

 + +
= + 

 
          (1) 
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where (hkl) and d are the miller indices and 

interplanar distance ( )2sin
d 


= , 

respectively. Unit cell for hexagonal crystal 

structure [18]; 

 

23

2
V a c=  ( )1 qn =                      (2) 

 

Mean crystallite size was calculated by using 

well-known Scherrer’s equation [18] 

 

coshkl

K
D



 
=              (3) 

 

where K is shape factor (0.94), λ is the 

wavelength of x-ray (λCuKα=0.154 nm), θ is 

the Bragg angle. Micro-strain () values were 

calculated by using following equation [18] 

 

4 tan



=            (4) 

 

Based on these calculations it can be 

concluded that Mg doping adversely affected 

the crystalline level of ZnO thin films. This 

may be due to slight differences between 

ionic radii of Zn2+ (0.74 Å) and Mg2+ (0.71 

Å) which are also known as crystal radii 

described as the physical size of ions in a solid 

by Shannon R.D [19]. Moreover, Mg may 

have also prevented the formation of ZnO as 

reported by others [20–22]. 

 
 

 

Table 2 Peaks position (2) FWHM (), interplanar spacing (d), miller indices (hkl), a-lattice and c-

lattice, c/a ratio, unit cell volume (V), crystallite size (D) and micro-strain values (ε) 

2 ()  () d (Å) (hkl) D (Å) ε×10−3 a (Å) c (Å) c/a V (Å3) 

32.22 0.4131 2.7764 100 209 6.24 

3.2059 5.1553 1.608 45.89 34.78 0.4515 2.5776 002 193 6.29 

36.70 0.4312 2.4471 101 203 5.67 

32.14 0.7632 2.7825 100 113 11.6 

3.2130 5.1557 1.605 46.09 34.77 0.3643 2.5779 002 239 5.08 

36.61 0.6891 2.4524 101 127 9.09 

32.14 0.7566 2.7824 100 114 11.5 

3.2128 5.1454 1.602 45.99 34.84 0.5696 2.5727 002 153 7.92 

36.58 0.6769 2.4547 101 129 8.94 

32.05 0.8284 2.7901 100 104 12.6 

3.2218 5.1480 1.598 46.28 34.83 0.6251 2.5740 002 139 8.70 

36.57 0.7838 2.4554 101 111 10.4 

3.3. Optical Investigations 

 

Optical properties were evaluated by means 

of transmittance and absorbance spectra given 

in Figure 5(a) and (b), respectively. Figure 

5(a) shows that all films exhibit high 

transparency (>90%) in the visible range of 

the electromagnetic spectrum and no 

considerable variation was observed along 

with the Mg doping. On the other hand, the 

absorption edge emerged in the range of 325-

390 nm as seen from Figure 5(b) and shifted 

towards shorter wavelength with the Mg 

doping as clearly seen from the plot given as 

inset in Figure 5(b). In addition to that, the 

absorption edge began to become more 

oblique with the addition of Mg. These 

indicate that band gap of deposited films 

enlarged and band tail fluctuation increased 

with Mg doping.  

 

In order to determine the band gap of all 

deposited thin films, extrapolation of the 

linear portion of the plots of (αhν)2 vs. hν at 

(αhν)2 = 0 was used according to Tauc’s 

method given by Eq (5), and listed in Table 3. 

  

( ) ( )n

gh A h E  = −             (5) 
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where h is the Planck’s constant,  is 

frequency, n is equal to 2 for allowed direct 

transition, A is a constant and Eg is the optical 

band gap. As seen from Table 3, band gap 

increased from 3.30 eV to 3.45 eV along with 

the Mg doping. These values are consistent 

with the previously reported studies and 

increment in band gap with increasing amount 

of doped Mg also reported by others [23–27]. 

In fact, in some reported studies [16, 28–31], 

the increase in the band gap is higher than this 

work. Mostly, the enlargement in band gap is 

attributed to Burstein-Moss effect [16, 25, 26, 

30, 32, 33]. Besides, Etacheri et al. state that 

another important factor affecting the band 

gap of the semiconductors is the lattice 

parameter, and an increase in the band gap 

values is observed along with the decrease of 

the c/a ratio [33]. Also, the electronegativity 

between Zn and Mg has also been suggested 

as the reason for the band gap widening [24, 

28]. In addition to these, a wider band gap of 

MgO (7.8 eV) has compared to ZnO may 

also be the reason for the increase in the band 

gap in the Mg doped ZnO films [20, 34, 35]. 

In this study, as will be discussed in the 

electrical analysis section, there were no 

findings that shows a remarkable 

improvement in electrical properties that 

could indicate an increase in carrier 

concentration with the incorporation of Mg. 

For this reason, it is very hard to explain the 

enlargement in the band gap seen in this study 

by the Burstein-Moss effect. So, the 

enlargement in the band gap might be related 

to the fact that MgO has a wider bandgap than 

ZnO. In order to investigate band tail 

fluctuations, ln vs. h plots given in Figure 

5(d) were constructed and Urbach energy (Eu) 

values for all films extracted from the slope of 

linear portion according to Eq. (6) and listed 

in Table 3. 

0 exp
U

h

E


 

 
=  

 
            (6) 

 

where 0 is a constant. As seen from Table 3, 

Mg doping into ZnO led to increase in Eu from 

79.5 meV to 119.8 meV. This implies that the 

degree of electronic disorder increases by Mg 

doping, in another words, the width of the 

localized states within the forbidden gap 

increases. Structural disorders such as crystal 

defects contributes to band tail states and 

increases the Urbach energy [16, 36].  

 
Figure 5 (a) Transmittance (b) absorbance, (c) hh plots, (d) lnh plots of undoped and Mg 

doped ZnO thin films 
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Table 3 Band gap (Eg), Urbach energy (Eu) and resistivity () values of ZnO:Mg thin films 

Material Eg (eV) Eu (meV)  (cm) 

ZnO 3.30 79.5 1.57102 

ZnO:Mg(5%) 3.38 102.8 8.72101 

ZnO:Mg(10%) 3.42 106.9 4.33102 

ZnO:Mg(15%) 3.45 119.8 3.05104 

The increase in Urbach energies is also 

correlated with the deterioration in the 

crystallization levels of the ZnO:Mg thin 

films deposited in this work. Similar 

deviation in the Urbach energies of ZnO with 

the Mg doping were also reported by Islam 

and Azam [16]. On the other hand, it is known 

that band tails tend to reduce the energy band 

gap of thin films [37, 38]. Therefore, in this 

work, observed increase in the width of band 

tails may have suppressed the enlargement in 

bandgap with Mg doping and inhibited 

getting larger band gaps. 

 

3.4. Electrical Investigations 

 

Electrical investigations were carried out in 

two steps. In the first step electrical 

conductivity type was determined by hot 

point probe techniques and it was noted that 

all films have n-type conductivity. It is very 

well known that point defects (i.e., donor 

defects such as O vacancies and Zn 

interstitials) are the reason for the n-type 

conductivity nature in ZnO films. 

   

In the second step electrical resistivity values 

were measured by means of four-point probe 

technique at room temperature listed in Table 

3. As seen from Table 3, electrical resistivity 

of Mg doped ZnO at 5% is found to be less 

than that of the undoped film. However, Mg 

doping at 10% and 15% led to increasing the 

electrical resistivity, and it was even found to 

be higher than the undoped ZnO films.  As 

known, electrical resistivity is related to 

carrier mobility and carrier concentration 

according to ( )1 qn = . It is reported that 

carrier concentration increases by formation 

of oxygen vacancies through the Mg doping 

due to the difference of electronegativity 

between Mg and Zn [33, 39]. Meanwhile, 

increased oxygen vacancy concentration also 

means a decrease in mobility [40]. Besides, 

Caglar et. al have stated that the substitution 

of Mg2+ and Zn2+ does not yield extra free 

electrons because of their equivalent valence 

state while the interstitial Mg ions donate 

extra electrons [41]. On the other hand, carrier 

mobility is directly dependent on the 

scattering of free carriers, and these 

scatterings implicitly depend on retardation 

by hopping transport, phonon scattering, 

impurity scattering, and grain boundary 

scattering [42, 43]. High carrier concentration 

can be achieved with externally doping, but 

this restricts carrier mobility because it will 

result in a high amount of ionized impurity 

and hence impurity scattering [43–45]. Grain 

boundary scattering, one of the primary 

carrier scattering mechanisms, is directly 

linked with the crystallite size as crystallites 

with small size results in a higher amount of 

grain boundaries, namely, a higher possibility 

of grain boundary scattering. Beyond that, 

segregation of excess Mg ions at the grain 

boundaries gives rise to an electrical barrier 

and thus enhances the effectiveness scattering 

of the carriers [39]. Vinoth et al. also reported 

that the electrical resistance increased with 

the decrease of mobility in Mg-doped ZnO 

films [46]. 

 

In fact, the trend in electrical resistivity 

variations in this work is in harmony with the 

variation of crystallite size of the films, which 

can be associated with grain boundary 

scattering. It can be argued that less electrical 

resistivity for 5% Mg-doped films compared 

to that of the undoped film may have been due 

to the enhancement in crystallite size along 

with the increase in carrier concentration 

resulting from the Mg incorporation. 

However, the relatively high Mg 

concentration (10% and 15 % v/v) in the spray 
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solution may have caused Mg segregation at 

the grain boundaries which may have resulted 

in grain boundary scattering more effective. 

Therefore, increase in the resistivity of 10% 

and 15% Mg-doped films may have been 

predominantly related to carrier mobility 

suffering grain boundary scattering. 

Additionally, as given in the optical analysis 

section, the increase in Urbach energies 

indicates the increase in localized states that 

act as traps for charge carriers [16]. This may 

be another reason for the rise in electrical 

resistivity. 
 

4. CONCLUSION 

 

In this work, Mg-doped ZnO thin films were 

successfully deposited onto glass substrates 

without any crack or void along the surface. 

However, the increase in surface roughness 

with Mg doping indicates that the 

morphology deteriorated. In addition to that, 

high amount of Mg doping led to not only a 

decrease in x-ray diffraction peak intensity 

but also a broadening of them which indicates 

shrinkage in crystallite size. Therefore, it can 

be concluded that Mg doping at these ratios 

has adversely affected both the crystallization 

and morphology of ZnO thin films. 

  

In terms of optical properties, it was found 

that Mg doping is convenient to get a ZnO 

film with a larger bandgap, whereas it causes 

an increase in localized defects within the 

band gap and band fluctuations considering 

the increase in Urbach energies. In addition to 

these, it was determined that electrical 

conductivity can be enhanced by Mg doping 

at 5%, but further doping concentrations 

caused a decrease in conductivity, due to the 

possibility of increased scattering 

mechanisms. 

 

In order to enhance the crystallization level of 

Mg doped ZnO films post-annealing 

treatment can be applied. This may also allow 

for an increase in the electrical conductivity 

by reducing free carrier scattering with the 

enhancement in crystallization level. On the 

other hand, enhancement in crystallization 

level (i.e., reduction in point defects) may also 

make it possible to obtain a wider band gap by 

reducing the tailing of the band edges. 
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The Support Vector Regression with L1 Norm: Application to Weather Radar 

Data in Adjusting Rainfall Errors 

 

 

Arzu ÖZKAYA *1 , Asım Egemen YILMAZ2  

 

 

Abstract 

 

This paper presents the results of the research on radar rainfall estimate errors with the support 

vector regression (SVR) method using the observed rain gauge data. The paper depicts the 

methodological base of the algorithm that covers additive and multiplicative corrections and 

the practical implementations considering the locations of gauge measurements. The 

preliminary results show that the SVR has a location-oriented performance. The multiplicative 

and additive correction factors show decreasing and unstable trends respectively, as the distance 

from the radar location increase. Another particular outcome is that the SVR shows better 

results for almost all stations in decreasing the error in maximum rainfall amounts measured 

with weather radar. 

 

Keywords: Support vector regression, weather radar data, flood, error minimization  

 

1. INTRODUCTION 

 

With the increasing world population, climate 

change, and rapid urbanization, extreme 

weather events are expected to occur with 

growing frequencies. According to World 

Meteorological Organization (WMO), 44% 

of disasters have been associated with floods 

all over the world [1]. This outcome makes 

studies in forecasting floods extremely 

important. Moreover, success in flood 

estimation primarily depends on accurate 

rainfall data [2]. Rain gauge stations, treated 

as ground-truth measurements, are the basic 

source in flood forecasting studies. However, 

rainfall has a dynamic spatio-temporal pattern 

and rain gauge stations, pointwise 
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measurements, are generally too sparse to 

capture this variability [3]. Representation of 

rainfall distribution in ungauged or poorly-

gauged areas, remote sensing products can be 

used because of their wide coverage and fine 

resolutions. In the field of hydrology, weather 

radar products have been used for decades 

with some inaccuracy [4]. The quality of radar 

products can be improved with the 

implementation of methods using ground 

reference data [5]. Although there is a wide 

range of studies to assess and increase the 

performance of radar rainfall data, the 

generalization of the methods for a broader 

area causes a limitation in error reduction [6]. 

And this points out that future analysis should 

focus on working with more radar products.  
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Since rainfall depth is indirectly measured by 

the weather radar systems, uncertainties in the 

products are inevitable. And, errors that come 

from these uncertainties can be alleviated by 

various kinds of methods in the pre-or post-

processing stages of data production. 

Although uncertainties coming from the error 

sources like signal attenuation, ground clutter, 

anomalous propagation, beam blockage, 

miscalibration, vertical air motion, and 

precipitation drift [7] can be reduced by pre-

processing techniques, our knowledge about 

these errors is limited. As for post-processing 

techniques, geostatistical methodologies, 

statistical objective analysis, and deep 

learning models are generally used. In 

statistical analysis, vector norms with 

correction factors like multiplicative and 

additive can also be useful in error 

minimization. And, the recent application 

with Taxicab Norm showed that error 

reduction performed well in the multiplicative 

model but, correction values were dominated 

by location [8]. Since there is a nonlinear 

systematic error in the radar data, error 

generalization with norm methods may not fit 

completely, and obviously, it is not the unique 

way for the solution.  

 

In learning algorithms, the support vector 

regression (SVR) is a famous one based on 

Vapnik’s concept [9]. And, SVR indicates 

powerful results in time series analysis in 

most of the studies [10–13]. Moreover, since 

SVR is based on computational learning 

theory, optimum weights and thresholds for 

the trained network can be found 

conveniently. In searching parameters, 

although SVR has a lack of knowledge 

memory, problems related to inefficiency or 

time consumption do not appear especially for 

the processes that are nonlinear and 

nonstationary [14]. Since atmospheric 

processes have complex interactions, 

especially over complex terrain, hydrologic 

elements exhibit high nonlinearity. Rainfall, 

the driving force in flood studies, is one of the 

important nonlinear variables among 

hydrologic elements. However, an error that 

is the difference between the amount of 

rainfall recorded from the gauge and that 

estimated from the weather radar, can be 

reduced with SVR.The study in this paper is 

motivated by a desire to apply the SVR 

method in error minimization of radar rainfall 

estimates recorded in flood events in Mugla, 

Turkey for 16 flood events. To the best of our 

knowledge, the SVR application using 

weather radar data is the first in Turkey. 

 

The paper is organized as follows. In Section 

II, the study area and datasets are described. 

Section III gives the methodology. In Section 

IV, results are given and the paper ends with 

conclusions in Section V.  

 

2. STUDY AREA AND DATASETS 

 

The study area covers the city of Muğla in 

Turkey (Figure 1). According to the Köppen-

Geiger climate classification, cold-rainy 

winters and Mediterranean hot summer 

climates prevail over the region. Due to its 

climate characteristics, heavy rainfalls and 

floods are observed in late autumn and early 

winter, and this causes loss of lives and 

damage to infrastructures [15]. In the time 

between 2015 and 2019, 16 flood events were 

observed within Muğla province (Table 1). 

For the southwest part of Turkey, the 

spatiotemporal distributed rainfall data can be 

acquired by Muğla weather radar. It is a C-

band Doppler weather radar and has a 120-km 

range with 333.33-m spatial resolution.  

 
 

 

 

 

 

 

 

 

 

 

 

 

 

Arzu OZKAYA, Asım Egemen YILMAZ

The Support Vector Regression with L1 Norm: Application to Weather Radar Data in Adjusting Rainfall E...

Sakarya University Journal of Science 27(3), 634-642, 2023 635



   

 

Table 1 Information about the flood events 

No 

Date  

(dd/mm 

/yyyy) 

Location 

Max. Cum. 

Rainfall 

(Gauge/ 

Radar) 

Max. 

Rainfall 

(Gauge/ 

Radar) 

Stand. Dev. 

(Gauge/ 

Radar) 

data 

(hrs) 

1 11/5/2015 Muğla 60.5/14.9 27.8/3.9 3.9/0.6 71 

2 21/09/2015 Bodrum 211.4/24.1 36.8/5.8 7.9/1.0 71 

3 21/10/2015 Bodrum 109.4/31.5 29.9/6.2 4.6/1.1 71 

4 16/01/2017 Muğla 85.6/82.6 10.2/13.4 2.1/2.9 71 

5 7/2/2017 Bodrum 58.4/26.3 17.6/9.5 3.0/1.5 71 

6 7/3/2017 Marmaris 173.8/69.2 23.2/8.2 3.9/1.5 71 

7 10/3/2017 Ortaca 41.3/43.6 5.3/5.0 1.1/1.1 71 

8 23/10/2017 Muğla 63.0/24.1 14.8/3.7 2.5/0.8 71 

9 13/11/2017 Datça 42.1/28.5 9.8/9.1 1.9/1.6 71 

10 28/12/2017 Fethiye 127.8/69.1 36.2/10.3 4.9/1.8 71 

11 16/11/2018 Bodrum 149.5/71.0 41.0/15.9 7.2/3.0 71 

12 16/07/2019 Muğla 44.4/22.9 16.8/8.8 2.8/1.5 71 

13 23/09/2019 Dalaman 45.7/22.0 21.5/10.2 3.4/1.6 71 

14 4/10/2019 Köyceğiz 101.6/23.3 58.5/12.7 12.3/2.8 31 

15 3/11/2019 Marmaris 185.8/49.0 47.8/11.8 8.7/2.0 71 

16 24/11/2019 Ortaca 126.5/60.4 46.2/13.6 6.0/1.9 71 

Av. - - 101.7/41.4 27.7/9.3 4.8/1.4  

 

 
Figure 1 Study area, locations of rain gauge 

stations, flood events, and weather radar station 

with radar ranges (50 km and 100 km) over 

digital elevation model 
 

For application, the flood data from the 

observational stations and Muğla weather 

radar were provided by the Turkish State 

Meteorological Service (TSMS). The 

locations of flood events and stations over the 

digital elevation model can be seen in Figure 

1. The information about the flood events that 

cover maximum accumulated rainfall 

amounts both gauge and radar datasets for 

each event and corresponding maximum 

hourly rainfall values and standard deviations 

are given in Table 2. Given datasets, the 

length of the data is 71 hrs except for event 

number 14, lasting 31 hours. 

 
Table 2 Station information 

Station No longitude latitude 
Elevation 

(m) 

17290 27.440 37.033 26 

17292 28.367 37.210 646 

17294 28.799 36.772 12 

17296 29.124 36.627 3 

17297 27.692 36.708 28 

17298 28.245 36.840 16 

17886 28.137 37.340 365 

17924 28.687 36.970 24 

18317 28.772 36.826 13 

18048 28.327 37.051 1 

17627 27.260 37.000 6 

 

3. METHOD 

 

The SVR algorithm is a nonlinear 

Generalized Portrait algorithm proposed by 

Vapnik, used for solving classification and 

regression problems. It is based on the 

principle of structural risk minimization 

(SRM). A visualization of the problem is 

depicted in Figure 2. The primary goal of this 

study is to correct radar data with gauge 

measurements by giving tolerated errors, ɛ. 
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As the increase of ɛ, the number of adjusted 

radar data in the ɛ-intensive tube increases, 

therefore evaluation is performed with 

regression parameters variation instead of ɛ. 

 

A simple linear regression problem trained 

using the dataset with k vector size can be 

given as 

 
[(𝑥𝑛−𝑘+1, 𝑦𝑛−𝑘+1), (𝑥𝑛−𝑘+2, 𝑦𝑛−𝑘+2), … ,
(𝑥𝑛−1, 𝑦𝑛−1), (𝑥𝑛, 𝑦𝑛)],           (1) 

 

 
Figure 2 Illustration of an SVR regression 

function 

 

where 𝑥𝑖is the input data, rainfall value 

obtained from radar measurement, and 𝑦𝑖 is 

the corresponding output data, rainfall value 

gathered from gauge observation. By a 

nonlinear function ∅(𝑥), the regression 

function can be defined as 

 

𝑓 = 𝑔(𝑥) = 𝑤𝑇 . ∅(𝑥) + 𝑏,          (2) 

 

where 𝑤 and 𝑏 are the regression function 

parameters. The coefficients (w and b) are 

estimated by minimizing the following 

general function; 

 

𝑟(𝑓) = 𝐶
1

𝑛
∑ 𝐿𝜀(𝑦𝑖) +

1

2
||𝑤||

2𝑛
𝑖=1 ,         (3) 

 

where C and ε are predefined parameters. 

𝐿𝜀(𝑦𝑖) is the ε-insensitive loss function. 

When the adjusted value is within the ε-tube, 

the loss becomes zero. The tolerated errors 

can be stated with penalized loss as 

 
𝐿𝜀(𝑦𝑖) =

{
0,                              𝑓𝑜𝑟  |𝑦𝑖 − [𝑔(𝑥)]| < 𝜀,

|𝑦𝑖 − [𝑔(𝑥)]| − 𝜀, 𝑓𝑜𝑟 |𝑦𝑖 − [𝑔(𝑥)]| ≥ 𝜀.
(4) 

 

The regression problem can be expressed with 

the following optimization problem,  

min
𝑤𝑇,𝑏

∑ ‖𝑔(𝑥𝑖)−𝑦𝑖‖
𝑘
𝑖=1  ,          (5) 

 

where ||…|| is the L1 norm. By these 

definitions 𝑥𝑖 (the rainfall value gathered 

from radar measurement) is corrected as 

𝑔(𝑥𝑖) by means of the support vector 

regression. 

 

For the selection of 𝜀 value, the input noise 

value should be known [16]. However, such 

noise is not generally known nor is this study. 

In the determination of the 𝜀 value, the 

maximum rainfall amount which is 

significant in flood studies due to being of the 

main driving force for the maximum 

streamflow amount is analyzed for all flood 

events (Table 1). The average value of 

maximum observed rainfall is calculated as 

27.7 mm/hr. Since epsilon has a direct effect 

on the results of the SVR, the value selection 

is constrained as 2 mm. C is the other 

parameter that controls the penalty on 

observations. In this study, C is taken as unity, 

1.  

 

4. RESULTS AND DISCUSSIONS 

 

Using the SVR algorithm with L1 norm, 

regression function parameters are 

determined for each station. And, variation of 

averaged regression function parameters for 

each station is evaluated considering the radar 

distance (Figure 3). From the results, it is 

noticed that the multiplicative factors have a 

decreasing trend as radar distance increases 

(Figure 3 (a)), whereas the additive factors 

show an unstable trend in which stations 

located in mid-distance (40 km - 60 km) have 

the highest value (Figure 3 (b)). 

 

In order to determine SVR power, four 

criteria are used in the evaluation. These are 

the difference between gauge and radar data 

that is given as error (e), standard deviation 

(std), the relative error in maximum rainfall 

(re), and root mean square percentage error 

(RMSPE). The equations that represent the 

four criteria are given below, 

 

Gauge 
Measurements 

Radar
Measurements 





Corrected Radar
Measurements 

Corrected and SVR-wise 
Fitted Radar Measurements

Corrected but SVR-wise 
Unfitted Radar Measurement

SVR Based Radar 
Measurement 
Correction/ 
Transformation

xi

g(xi)

yi
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𝑒 =  
1

𝑘
∑ |𝑔(𝑥𝑖)−𝑦𝑖|𝑘

𝑖=1 ,            (6) 

 

𝑠𝑡𝑑 = √
1

𝑘−1
∑ (𝑒𝑖 − 𝑒)2𝑘

𝑖=1  ,           (7) 

 

𝑟𝑒 = (
1

𝑘
∑ |𝑔(𝑥𝑖,𝑚𝑎𝑥)−𝑦𝑖,𝑚𝑎𝑥|𝑘

𝑖=1 /𝑦𝑖,max )100 ,  (8) 

 

𝑅𝑀𝑆𝑃𝐸 = √∑ ((𝑔(𝑥𝑖)−𝑦𝑖)/𝑦𝑖)2𝑘
𝑖=1

𝑘
 ,           (9) 

 

where 𝑔(𝑥), 𝑦 and 𝑒 are averages of corrected 

radar values, gauge rainfall values and mean 

absolute error values, respectively. 𝑔(𝑥𝑖,𝑚𝑎𝑥)  
and  𝑦𝑖,𝑚𝑎𝑥 are the maximum corrected radar 

rainfall data and the maximum gauge rainfall 

data for the ith event. k is the number of data 

pairs used for each flood event. 

 

 
Figure 3 Variation of regression parameters to 

distance between stations and radar location 

The averages of the difference between gauge 

observations and radar measurements 

considering the order of stations from closely 

located stations to further ones are given in 

Figure 4 (a) and (b). Although there is an 

increase in the rainfall differences at all 

stations regardless of proximity to radar 

location, a decrease in the interquartile range 

of the box plots belongs to the stations located 

in mid and long-distance to the radar point 

(17292, 17886, 17297, 17296, 17290, and 

17627) is observed.This outcome is related to 

error increase and can be explained by the fact 

that constraining the radar data in the ɛ-

intensive tube makes an increase in the 

differences. 

 

When the results of standard deviations are 

analyzed it is seen that all median values show 

an improvement with the SVR method 

(Figure 4 (c) and (d)). Moreover, the lengths 

of the whiskers and quartiles decrease (Figure 

4 (d)).  

 

The results for the maximum rainfall amounts 

show that the error in these data decreases 

with the SVR application except for the 

station located in the outermost (Figure 5(a)). 

With RMSPE calculations, it is seen that the 

original dataset (depicted with blue color) 

shows an erorr increase as distance increases 

in general. With SVR, the stations that show 

high RMSPE values achieve a decrease but, 

stations that show low RMSPE values get 

small improvements or increases in the error. 

Furthermore, the number of data pairs that fall 

into the ɛ-intensive tube does not give 

apparent relation between the station 

closeness. The highest three values are 

noticed in the mid-located stations (in the 

range of 40-60 km) (Figure 5 (c)). 

 

5. SUMMARY AND CONCLUSION 

 

To save human lives and properties, accurate 

rainfall forecasting is significant for the areas 

that are prone to flash floods. The rainfall data 

of stations that are located under the umbrella 

of Muğla weather radar show that extreme 

events are likely to be seen in cold seasons. 

This study introduces an SVR technique for 

adjusting weather radar rainfall data 

belonging to 16 flood events. The results 
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reveal that the SVR model with the L1 norm 

is a promising alternative in correcting 

amounts of rainfall data. In the error-adjusting 

process, additive and multiplicative 

correction factors are used simultaneously. 

 

The main conclusions of this study are the 

following: 

 

• Since the data from weather radar is 

based on the scaling law formulation 

that is obtained from raindrop size 

distribution and each event has different 

atmospheric characteristics, the error 

improvement is not the same for all 

stations and shows a location-oriented 

performance. 

 

• The values for the correction factor 

show that as the distance between the 

radar and the station increases, the 

values of the multiplicative factor show 

a decreasing trend and the majority of 

the values are less than one. Meanwhile, 

the values of additive factors indicate a 

variable trend in which stations that are 

located in the mid-range have the 

greatest ones, almost 1.6. Furthermore, 

all stations have additive factors greater 

than the value of 1. These results point 

out that although weather radars 

generally underestimate the rainfall 

amounts, the SVR algorithm with 

defined tolerated error makes a 

variation in additive factor instead of a 

multiplicative one. 

 

 

Figure 4 Error and standard deviation results for 

original and SVR applied datasets ((a) and (c) 

show the statistics related to original data, (b) 

and (d) show the SVR applied data, the order of 

stations in the x-axis is the same as the order of 

radar closeness given in the map) 
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Figure 4 Statistical resultts for original and SVR 

applied (processed) datasets 

 

• In the point of error reduction, it is 

discerned that the SVR has poor results 

independent of location. Contrary to 

this, the standard deviation of the error 

decreases for all stations.  

 

• Since other norms, L2 and L∞ norms are 

not working well most probably owing 

to the non-Gaussian distribution of 

datasets, detailed investigations 

considering the physical properties of 

the topology and time will probably 

present a clearer conclusion. Moreover, 

some other optimization techniques, 

like ant search algorithms, particle 

swarm optimization algorithms, and 

genetic algorithms can be used for 

tuning the SVR parameters. For future 

studies, revealing the performance in 

determining SVR parameters by using 

different optimization techniques will 

be a challenging issue. 
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Application of Soft Computing Techniques in River Flow Modeling 

 

 

Sefa Nur YESILYURT *1 , Huseyin Yildirim DALKILIC1 , Pijush SAMUI2  

 

 

Abstract 

 

Modeling of data is critical in the analysis and evaluation of hydrological behavior. River flow data 

is one of the most important data in explaining hydrology. Management of water resources; It takes 

place in the literature as an area that needs to be investigated in order to provide early warning for 

undesirable situations such as floods and drought. For this reason, it is of important to develop 

different techniques for the estimation and modeling of river flow or to make comparisons between 

techniques. In this study, the flow data of fourteen stations located in the Euphrates-Tigris basin 

between 1981 and 2010 were used. Adaptive Network Based Fuzzy Inference Systems (ANFIS), 

Support Vector Machine (SVM) techniques that are frequently used in the literature, and newly 

introduced Gaussian Process Regression (GPR), Extreme Learning Machine (ELM) and Emotional 

Neural Network (ENN) artificial intelligence techniques are compared. In addition, considering all 

performance indices, it was determined which technique gave better results with rank analysis. 

Although all models worked well, it was seen that the methods were ranked as ELM, GPR, ENN, 

SVM and ANFIS starting from the best. This has shown that ELM, GPR and ENN methods, which 

have been used recently in flow modeling, give better results than traditional methods with complex 

structures. In addition, flow values were used in the whole study and these values were examined 

in 3 different combinations. It was seen that the model structure that gave the best performance 

was the model structure that used the flow data from one, two and three days ago as an estimator. 

The results were analyzed with a Taylor diagram and time series graphs. 

 

Keywords: ANFIS, ELM, ENN, GPR, SVM 

 

1. INTRODUCTION 

 

Water, the main component of life, is an 

indispensable resource used to provide the 

energy required for living things to survive.  In 
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cases such as efficient use of existing water 

resources and development of water structures, 

basin modeling and estimation are required. At 

the same time, the fact that there are many 

unknown factors in the occurrence of 
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hydrological events, instabilities in the work 

field, irregularities in river systems and flow 

data have made it necessary for researchers to 

create models and make estimations for the 

future. These estimations, which can be made 

through some mathematical methods, provide 

more successful results through artificial 

intelligence techniques and fuzzy logic 

methods, and thus, can be modeled within a 

shorter time. When the studies on this subject 

are examined, it is seen that Zhou et al. used 

Genetic Algorithm (GA)- Least Square 

Estimator (GL) and adaptively developed 

Adaptive Network Based Fuzzy Inference 

Systems (ANFIS); R (ANFIS) and R-ANFIS 

(GL) for river flow modeling [1].  

 

It has been observed that the R-ANFIS (GL) 

model gives better results when time series are 

used by Zhou et al. [1]. In another study by He 

et al., Artificial Neural Network (ANN), 

ANFIS and Support Vector Machine (SVM) 

based on three different data were used for river 

flow estimation. It was seen that the SVM 

method gave better results and it was stated that 

these methods could be used in regions with 

complex topography [2].  In their study Yaseen 

et al. improved the Extreme Learning Machine 

(ELM) model (improved ELM) as EELM, 

compared it with SVM, and found that the 

improved ELM model gives much better results 

[3]. According to Yasin et al. Emotional Neural 

Network (ENN), Multivariate Adaptive 

Regression Splines (MARS), Minimax 

Probability Regression (MPMR) and Fitness 

Vector Machine (RVM) methods were used for 

hourly river flow modeling. He also proposed 

the ENN algorithm for the first time for river 

flow modeling. It was also stated that the ELM 

model was found to be far superior to other 

models [4].  

 

Wang et al. analyzed the deterministic and 

stochastic components of the modeling at the 

same time and examined four different station 

data between 1971–2010. They conducted a 

performance comparison between hybrid 

models and found that SETAR (Self-Exciting 

Threshold Autoregressive) model gave better 

results [5]. Sun et al. made river flow 

estimations using Gaussian Process Regression 

(GPR) for MOPEX basins. They observed that 

the GPR model worked well for long-term flow 

data [6]. Yaseen et al. analyzed the artificial 

intelligence models for flow estimations and 

determined the advantages and disadvantages 

of the models. They examined the possible 

applications of artificial intelligence and 

conducted comprehensive literature research 

[7]. Khadangi et al. applied ANFIS and Radial 

Base Function (RBF) methods for daily river 

flow modeling in their study and found that 

ANFIS provided much better performance [8].  

 

The ELM construct created to eliminate the 

need for iterative tuning of hidden neuron 

parameters in traditional models was proposed 

by Huang et al. The model was first used by 

Siqueira et al. for river flow modeling. They 

observed that the model is suitable for hydraulic 

power plants in Brazil and for river flow 

studies. At the same time, the ELM structure 

was developed within time and different ELM 

structures were created for different studies [9, 

10]. Yaseen et al. used ELM and ANFIS to 

estimate river flows in their studies and 

observed that the improved ELM gave better 

results when compared to these techniques. In 

addition, in a study conducted in Iran, a semi-

arid region, Generalized Regression Neural 

Network (GNRR), SVM, and ELM were 

compared and it was concluded that ELM gave 

better results [11].  

 

In another study Adnan et al., in which ELM 

was used as Optimally Pruned ELM (OP-

ELM), ANFIS-PSO (Particle Swarm 

Optimization), MARS, and M5 model tree 

(M5Tree) techniques were compared by cross-

validation and it was concluded that OP-ELM 

method could be used successfully in daily 

stream flow estimation [12]. The ENN 

structure, which takes emotional parameters 

into account in addition to other models that 
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simulate the brain structure in modeling studies, 

was developed by Rumelhart, and was used in 

river flow modeling for the first time by Yaseen 

et al., ENN was used in the study to create an 

hourly river flow model, it was compared with 

other well-structured machine learning 

methods, and it was found that ENN performed 

better. In a study in which SVM, developed by 

Rumelhart, was used for river flow modeling, 

ELM was compared with Artificial Intelligence 

(AI),  

 

Genetic Programming (GP) and SVM and it 

was observed that ELM method gave faster and 

better results in river flow forecasting than the 

other methods [4, 13, 14].  Sun et al. studied the 

monthly estimation of GPR, compared GPR 

with Autoregressive Moving Average with 

Exogenous variables (ARMAX) and multilayer 

perceptron (MLP), used for more than four 

hundred stations in the USA, and concluded 

that GPR performed better [6]. 

 

In this study, conducted for river flow 

forecasting and modeling, which is of great 

importance for water resources engineering, it 

is aimed to find the best results in the shortest 

time in river flow modeling by comparing 

widely used methods such as ANFIS and SVM 

with the rarely used ones such as ELM, GPR 

and ENN methods, to find the membership 

functions in traditional methods by trial and 

error, and to eliminate undesirable conditions. 

 

2. MATERIALS AND METHODS 

 

There are many methods for flow modeling 

which have various advantages and 

disadvantages. In the current study, ANFIS and 

SVM methods, which are known to give good 

results and are frequently used in flow 

modeling, have been compared to more recent 

methods. The advantages and disadvantages of 

these methods have been taken into account. 

Data from fourteen flow observation stations 

located in the Euphrates-Tigris Basin were used 

in the study. ELM, which has good learning 

capacity and generalization performance and is 

much faster than traditional algorithms, ENN, 

which has high application convenience and 

efficiency, and GPR, which can seamlessly 

integrate various machine learning tasks such 

as hyperparameter estimation, model training 

and uncertainty estimation, have been 

preferred. 

 

2.1. Adaptive Neuro-Fuzzy Inference System 

(ANFIS) 

 

ANFIS, based on Takagi-SugenoKang 

inference system, was developed by Jang to 

model nonlinear functions, determine nonlinear 

components in the control system, and predict 

the chaotic time series [15-16]. The fuzzy logic 

inference system evaluated in ANFIS is 

transformed into adaptive networks and the 

most suitable condition is created through a 

learning algorithm. Neural adaptive learning 

techniques develop a model that “learns” the 

related system by using the data set selected for 

the fuzzy modeling.  

 

In other words, ANFIS uses the input/output 

data set and the backpropagation algorithm 

used in artificial neural networks alone or 

together with the least-squares method, and 

thus, by regulating the membership functions 

parameters, creates a Fuzzy İnference System 

(FIS). This regulation allows the fuzzy system 

to learn the relevant system with the help of the 

data that it has modeled. Namely, it 

customizes/adapts itself to the data that will be 

modeled.  Thanks to this structure, ANFIS has 

both used the environmental information about 

the system and gained the ability to update itself 

using the input and output data related to the 

system [17] (Figure 1). 
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Figure 1 ANFIS Structure [18] 

 

While the biggest advantages of the ANFIS 

model can be regarded as its efficiency in 

mathematical analysis, success in adaptation 

and successful conclusion in numerical data, 

too much human intervention can be supposed 

as a disadvantage since the training of ANFIS 

parameters takes quite a long time and the 

model has a structure with many rules [18].   

 

2.2. Extreme Learning Machine (ELM) 

 

ELM is a fully connected artificial neural 

network model developed by Huang et al. and 

consists of an input layer, a hidden layer and an 

output layer [9]. Unlike the commonly used 

gradient-based network structures, ELM, 

whose input weights and threshold values are 

randomly generated but output weights are 

analytically generated, creates an analytical 

equation of the model beyond finding the model 

weights, and thus, it prevents error clogging at 

a local point and removes the problem of 

learning process that takes a long time as in the 

other methods. In this way, it provides better 

performance compared to other methods and 

speeds up the model production process.  

 

At the same time, other learning algorithms 

sometimes have to apply procedures such as 

stopping the training process of the model 

earlier, adding regulation parameters, breaking 

weights or using validity sets as they may 

encounter undesirable situations such as 

improper learning rate, excessive learning and 

memorization, and stuck in local minimums, 

whereas ELM reaches the solution directly 

without any intermediate processing. In 

addition to all these advantages, the structure of 

the ELM method, which offers the possibility 

to use many activation functions which can be 

derivative, underivative or discrete, consists of 

the input layer where the data is read, the output 

layer where the classes are determined and the 

hidden layer where the intermediate operations 

are conducted, as shown in Figure 2. 

 

 
Figure 2 Algorithm of Extreme Learning Machine 

[19] 

 

The ELM structure can calculate the output 

weight with the Moore-Penrose generalized 

inverse latent matrix without any need for 

iterative optimization. If L stands for the hidden 

node, 𝛽𝑗 symbolizes the output neurons, and jth 

is symbolized as the weight value connecting 

the hidden neurons, then the ELM structure can 

be expressed as; 

 

∑ 𝛽𝑗ℎ𝑗(𝑥𝑖) = 𝑦𝑖,        𝑖 = 1, . . . , 𝑁,𝐿
𝑗=1             (1) 

 

Mapping the properties for Jth hidden node 

output ℎ𝑗(𝑥𝑖); is 

 

ℎ𝑗(𝑥𝑖) =
1

1+𝑒𝑥𝑝(−(𝑤𝑗
𝑇𝑥𝑖+𝑏𝑗))

              (2) 

 

wj refers to the weight vector connecting input 

neurons used in this equation, 
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𝑊𝑗 = [𝑊𝑗1, … , 𝑊𝑗𝐷]𝑇 𝜖 ℝ𝐷 and Jht hidden 

neuron, and bj is expressed as trend (deviation) 

term. 

 

𝐻𝛽=y,𝛽 = [𝛽1, . . . , 𝛽𝐿]𝑇   ∈ ℝ𝐿 ,   𝑦 =
[𝑦1, . . . , 𝑦𝑁]𝑇   ∈ ℝ𝑁                                     (3)

                                                             

𝐻(𝑤1, . . . , 𝑤𝐿 , 𝑏1, . . . , 𝑏𝐿 , 𝑥1, . . . , 𝑥𝑁) =

[
ℎ1(𝑥1) . . . ℎ𝐿(𝑥1)

⋮ ⋱ ⋮
ℎ1(𝑥𝑁) . . . ℎ𝐿(𝑥𝑁)

]  ∈  ℝ𝑁∗𝐿  (4)

                         

 

H used in these equations denotes the hidden 

layer output matrix. ELM chooses the case with 

the minimum error and the lowest output 

weight among different traditional learning 

algorithms. Randomly initialized wj hidden 

node parameters and bj is (j = 1; . . .; L) and the 

least squares solution of equation 1 is as 

follows; 

 

𝛽 = 𝐻ϯ     (5) 

 

Here ϯ Moore-Penrose denotes the generalized 

opposite. Decision function to be created to 

write �̂�, which is the new test example of ELM 

structure, can be expressed as [19]; 

 

�̂� = 𝑠𝑖𝑔𝑛 (ℎ(�̂�)𝛽)              (6) 

 

2.3.Emotional Neural Network Algorithm 

(EmNN-ENN) 

 

This section describes the emotional neural 

network algorithm (EmNN). EmNN is based on 

the emotional back-propagation algorithm 

(EmBP- emotional backpropagation), which is 

a modified version of the traditional back-

propagation algorithm (BP-back propagation). 

As stated by David and James, the BP method 

is often preferred because of its simplicity of 

application and its rapid operation, especially 

when it has a sufficient database. EmBP is 

described according to the information flow 

layers of the three-layer EmNN algorithm [20]. 

Layers of the EmNN algorithm are called as 

follows: 

 

𝑖: input layer with neurons 

 

ℎ: hidden layer with neurons  

 

𝑗: output layer with neurons 

 

(Figure 3) shows the process for EmNN feed-

forward calculation [21–22]; 

 

 
Figure 3 Process for EmNN feed-forward 

calculation [21-22] 

 

Emotional parameters are used in conjunction 

with the current learning coefficient (η) and α 

momentum ratio. (μ) is defined as the anxiety 

coefficient and k is defined as the confidence 

coefficient, and it is observed how these two 

parameters act when learning each new task. 

Anxiety level decreases as confidence level 

increases. Both coefficients have normalized 

values between 0 and 1. The level of anxiety 

depends on the mean value of the input pattern 

and the error indicator for each period. The 

average input value used here must always be 

positive because the pixel values are 

normalized to values between 0-1. At the same 

time, the error indication may provide negative 

feedback if an unstable condition exists there. 

In this case, the heuristic network will be 

unreliable and unstable, similar to traditional 

networks. Therefore, three parameters are 

arranged until stable learning is found. These 

three parameters stand for the learning rate, 

momentum ratio and the count of hidden 

neurons. Therefore, as learning progresses, the 
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anxiety rate decreases and the value of the 

confidence coefficient increases [12]. 

 

The anxiety coefficient can be defined as 

follows: 

 

𝜇 = 𝑌𝐴𝑣𝑃𝐴𝑇 + 𝐸    (7) 

 

𝑌𝐴𝑣𝑃𝐴𝑇  is defined as the mean value of the 

patterns presented in the EmNN algorithm. 

If 𝑝 represents the pattern index, 𝑁 is the total 

number of patterns presented in a period, and 𝐸 

is the feedback error, then; 

 

𝑌𝐴𝑣𝑃𝐴𝑇=

∑ 𝑌𝑃𝐴𝑇
𝑁𝑃
𝑝=1

𝑁
                                                    (8) 

 

𝐸 =
∑ (𝑇𝑗−𝑌𝐽𝑗

𝑁𝑗
𝑗=1

)2

𝑁𝑝.𝑁𝑗
    (9) 

 

𝑘 confidence coefficient; 

 

𝑘 = 𝜇0 − 𝜇𝑖               (10) 

 

𝜇0: the value of anxiety coefficient at the end of 

the first iteration 

 

𝜇𝑖 : coefficient of anxiety at the end of 

subsequent iterations 

 

2.4.Support Vector Machine (SVM) 

 

SVM, an algorithm based on optimization, was 

designed by Vapnik as a classification 

algorithm that minimizes the error [23]. Later, 

the algorithm started to be used for regression 

purposes with the name SVR. Since SVM 

depends on core functions, it is considered a 

nonparametric technique. SVM, created by 

including the maximum value in the structure, 

has become more efficient than other regression 

models. When the weight vector in the structure 

is expressed as w and the error value as ε, the 

minimization process is expressed based on the 

following equations;  

min 1/2‖𝑤‖2       

𝑦𝑖 − (𝑤, 𝑥𝑖 + 𝑏) ≤ 𝜀 ,  (𝑤, 𝑥𝑖 + 𝑏) −  𝑦𝑖 ≤ 𝜀 (11) 

 

When x is a point on the hyperplane and b is 

called a bias, then the constraint equation is as 

follows; 

 

𝑓(𝑥) =  𝑦𝑖(𝑤, 𝑥𝑖 + 𝑏)                                          (12) 

 

If the model margin value is wanted to be 

calculated to keep all data in it, minimization is 

used. However, it is not possible to use all 

values in this way. In this case, slack variables 

are used (𝜉𝑖, 𝜉𝑖*). 

 

min 1/2‖𝑤‖2 + 𝐶 ∑ (ξi + ξi∗𝑁
İ=1 )                  (13) 

 

Equation is formed depending on the    𝑦𝑖 −
(𝑤, 𝑥𝑖 + 𝑏) ≤  𝜀 +  ξi  ve (𝑤, 𝑥𝑖 + 𝑏) − 𝑦𝑖 ≤
 𝜀 +  ξi  equations. C>0 constant is used and 

values where equation f is greater than ± ε are 

tolerated as shown in Figure 4 [24-28]. 

 

 
Figure 4 An example for SVM model structure 

[29] 

 

SVM, which is widely preferred due to its ease 

of application and compatibility with both 

linear and nonlinear data, also has 

disadvantages such as difficulties in 

interpreting model parameters and long 

duration of model training [30-31]. 

 

2.5. Gauss Process Regression (GPR) 

 

GPR, a non-parametric model suitable for use 

in solving nonlinear regression problems, is 

based on the conversion of prior functions to 
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posterior functions in Gaussian distribution GP 

describes the probability distribution on 

functions and when M (x) refers to mean, 

K(x,x’) refers to covariance function, then the  

 

𝑓(𝑥)~𝐺𝑃(𝑚(𝑥), 𝐾(𝑥, 𝑥′))                                 (14) 

 

equation is formed. In this equation m(x) and 

K(x,x’) are expressed as follows; 

 

𝑚(𝑥) = 𝔼[𝑓(𝑥)]                                                  (15) 

 

𝐾(𝑥, 𝑥′) = 𝔼[(𝑓(𝑥) − 𝑚(𝑥))((𝑓(𝑥′) −
𝑚(𝑥′))𝑇]                                                            (16) 

 

If  indicates x- scaling (amplitude) and  

indicates y- scaling (length), then the 

covariance function is expressed with the 

equation below [17-26-32-33]; 

 

𝐾 =. 𝜃𝑓
2exp (−

1

𝜃𝑡
2 ‖𝑥 − 𝑥′‖2)                            (17)  

 

The covariance matrix is as follows; 

 

𝐾 = Ӄ((𝑥1, … , 𝑥𝑛), (𝑥1, … , 𝑥𝑛)) =

[

Ӄ (𝑥1, 𝑥1)    Ӄ (𝑥1, 𝑥2) …   Ӄ (𝑥1, 𝑥𝑛)   

Ӄ (𝑥2, 𝑥1)    Ӄ (𝑥2, 𝑥2) …   Ӄ (𝑥2, 𝑥𝑛)  
          ⋮                             ⋮            ⋱           ⋮                  

Ӄ (𝑥𝑛, 𝑥1)    Ӄ (𝑥𝑛, 𝑥2) …   Ӄ (𝑥𝑛, 𝑥𝑛)  

]             

                                                                             

(18) 

 

2.6.Model development-evaluation criteria 

and rank analysis 

 

Four different performance indices were used 

to evaluate the performance of the developed 

models. These indices, called  correlation 

coefficient (R), Root Mean Squared Error 

(RMSE), Mean Squared Error (MSE), Mean 

Absolute Error (MAE),  can be obtained with 

the help of the following equations; 

 

𝑅 = √1 −
∑ (𝑦𝑖−𝑓𝑖)2

𝑖

∑ (𝑦𝑖−�̅�)2
𝑖

            (19) 

𝑅𝑀𝑆𝐸 = √
1

𝑁
∑ (𝑦𝑖 − �̅�)2𝑁

𝑖=1            (20) 

 

𝑀𝑆𝐸 = 𝑅𝑀𝑆𝐸2 =
1

𝑁
∑ (𝑦𝑖 − �̅�)2𝑁

𝑖=1           (21) 

 

𝑀𝐴𝐸 =
1

𝑁
∑ |𝑦𝑖 − 𝑦𝑗|𝑁

𝑗=1            (22) 

 

y refers to the measured value,  refers to the 

average of measured values, and N refers to the 

total number of data. R-value may have the best 

value of 1 and RMSE, MAE and MSE may 

have the best value of 0 [30, 34-36]. The 

performance criteria have been chosen in a way 

that best suits the model structure and data. It 

has been aimed that the results could be easily 

interpreted and the data could be fully handled. 

The failures in the model which may be caused 

by the outlier structure of the data have been 

ignored by the MAE, and the case that the loss 

functions create has been taken into account 

calculating the RMSE and MSE. Considering 

that the data are not linear, rank analysis has 

been applied to evaluate both cases.  

 

Although there are many statistical methods, 

rank analysis has been preferred because of its 

suitability, easy application and interpretation. 

All model evaluation criteria have affected the 

final result and the models have been fully 

evaluated thanks to rank analysis.  Rank 

analysis is a method applied to determine the 

best-performing model among the models by 

considering all evaluation criteria. This method, 

aiming to determine the performance 

evaluation score of the models and to find the 

model that gives the best result, is performed by 

assigning a rank to the models according to 

their proximity to the best value for each data 

set, and collecting and comparing the scores for 

all data sets. If  is represented as the rank 

value in the selected model of each data set and 

n is the number of models, the total rank value 

is determined by the equation that follows [37]. 

 

𝑀𝑜𝑑𝑎𝑙 𝑇𝑜𝑡𝑎𝑙 𝑅𝑎𝑛𝑘𝑒 =  ∑ 𝑅𝑖
𝑛
𝑖=1                 (23) 
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3. STUDY AREA AND DATA 

 

The Euphrates-Tigris basin, consisting of the 

Euphrates and Tigris Rivers in eastern Turkey, 

has a total river basin area of 184,914 km2, of 

which 127,300 km2  of the Euphrates Basin and 

57,614 km2 of the Tigris Basin (Figure 5). 

Examination of this basin, which is  the largest 

drainage area in Turkey and consisting of the 

Euphrates River, the longest river in Western 

Asia, and the Tigris River, the second largest 

river in Western Asia, is of great importance 

since its average annual flow value is 52.94 

km3, its average annual output is 21.4l  sec / km2 

and its annual average energy generation 

potential is 54.7 GWh. At the same time, the 

Euphrates-Tigris basin is also very important 

for the riparian countries. 

 

 
Figure 5 Euphrates-Tigris River Basin bordering 

on Turkey and riparian countries and the part of 

the basin in Turkey (examined in this study) [38] 

Euphrates-Tigris Basin, in addition to these 

important features, has the most complete daily 

stream data of all the basins in Turkey. This is 

crucial for getting better and more reliable 

results with more data. Among the many 

stations, 14 were selected to standardize global 

assessment and climate monitoring studies, and 

the stream data averages, standard deviation 

values, minimum and maximum values of those 

stations between 1981–2010 are shown in a 

Table (Directorate General for S Hydraulic 

Works (dsi) (Turkey) (Table 1) (Figure 6) [39]. 

Intergovernmental Panel on Climate Change–

IPCC projection reference interval has been 

determined to be between 1981–2010. As the 

data after 2010 have been thought to provide 

similar results, the data between the years 1981–

2010 have been selected.  The data have been 

arranged as 70% training, 30% testing, taking 

into account the rates at which the best result 

was achieved in the experiments.   

 

 
Figure 6 Selected stream observation stations in 

the Euphrates-Tigris Basin 
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Table 1 Selected stream stations in the Euphrates-Tigris Basin  

Station 

number 

Name Longitude-latitude Mean 

(flow) 

(m3/sn) 

Max 

(flow) 

(m3/s) 

Min 

(flow) 

(m3/s) 

Standard 

deviation 

(flow) 

2102 Murat Rıver - Palu (39° 56' 22'' E - 38° 41' 49'' N)  179,23 997 12,1 207,606 

2122 Murat Rıver- Tutak (42° 46' 49'' E - 39° 32' 19'' N) 47,48 821 1,97 73,041 

2124 Tohma Bourn - 

Yazıkoy 

(37° 26' 33'' E - 38° 40' 21'' N) 6,605 59,8 0,425 3,855 

2131 Bey Stream - 

Kılayık 

(38° 12' 36'' E - 38° 19' 21'' N) 1,343 38,8 0,11 1,894 

2135 Bulam Stream - 

Fatopasa 

(38° 14' 13'' E - 37° 59' 38'' N) 3,624 27,3 0,844 2,438 

2145 Tohma Bourn - 

Hısarcık 

(37° 41' 08'' E - 38° 28' 32'' N) 20,019 251 5,53 13,285 

2149 Munzur Bourn - 

Mıskısag 

(39° 32' 35'' E - 39° 06' 29'' N) 24,714 274 5,53 23,045 

2151 Fırat Rıver - 

Demirkapı (Sansa ) 

(40° 10' 05'' E - 39° 34' 41'' N) 58,863 712 4,07 74,378 

2156 Karasu - 

Asagıkagdarıc 

(38° 26' 55'' E - 39° 25' 57'' N) 150,9272 980 54,8 116,844 

2158 Bingöl Stream - 

Abdurrahman paşa 

Brıdge 

(41° 29' 14'' E - 39° 06' 30'' N) 18,4965 338 1,3 29,181 

2164 Goynuk Stream - 

Çayagzı 

(40° 33' 17'' E - 38° 48' 06'' N) 32,497 630 0,45 56,143 

2166 Perı Bourn - 

Logmar 

(39° 48' 50'' E - 38° 51' 31'' N) 76,742 967 0,55 96,458 

2610 Bıtlıs Stream - 

Baykan 

(41° 46' 57'' E - 38° 09' 41'' N) 17,969 420 1,95 24,602 

2612 Batman stream - 

Malabadı Brıdge 

(41° 12' 16'' E - 38° 09' 16'' N) 112,848 990 0,015 150,300 

4. RESULTS 

 

For flow data, it was obtained from the Flow 

Observation Yearbooks published as open 

access by the Turkish State Hydraulic Works. 

In this study conducted with the data of 14 

stations in the Euphrates-Tigris Basin, daily 

stream data were divided into two as 70% 

training and 30% testing. While choosing the 

training/testing ratio, the tests conducted with 

limited data had been taken into consideration 

and the most successful ratio has been used. In 

addition, the studies that used a low number of 

variables with a large amount of data were 

examined and it was found that 70% training 

and 30% testing rates were successful [40–43].  

 

 
Figure 7 Normal distribution graph of station 2131 

 

In addition, in order to examine the correlation 

status of the flow data, firstly, the compatibility 
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of the data with the normal distribution was 

examined. It was seen that the data did not fit 

the normal distribution and as an example, the 

distribution graph of station 2151 is given in 

Figure 7. 

 

Since it was seen that the data did not fit the 

normal distribution, input selection was made 

by Spearman's correlation analysis. As an 

example, the correlation matrix of station 2131 

is given in Figure 8. 

  
Figure 8 Correlation matrix of station 2131 

 
Table 2 Model Results of Murat River- Palu (2131) station. 

 TRAIN TEST 

  M RMSE Rn MSE Rn R Rn MAE Rn RMSE Rn MSE Rn R Rn MAE Rn TP TP 

E
L

M
 M1 0,627 4 0,393 4 0,953 4 0,000 5 0,662 1 0,438 1 0,844 1 0,016 5 25 

81 M2 0,620 4 0,384 4 0,957 4 0,000 5 0,640 2 0,410 2 0,856 2 0,020 3 26 

M3 0,631 3 0,398 4 0,951 3 0,000 5 0,639 4 0,408 4 0,861 3 0,019 4 30 

A
N

F
IS

 M1 0,635 3 0,404 3 0,952 3 0,006 4 0,622 5 0,386 5 0,867 4 0,020 3 30 

68 M2 0,683 1 0,466 1 0,942 1 0,013 4 0,613 5 0,375 5 0,873 4 0,035 2 23 

M3 0,767 1 0,589 1 0,931 1 0,011 4 0,658 2 0,433 2 0,850 2 0,042 2 15 

S
V

M
 M1 0,645 1 0,416 1 0,949 2 0,160 2 0,633 3 0,401 3 0,863 3 0,024 2 17 

60 M2 0,646 2 0,418 2 0,949 3 0,160 2 0,639 3 0,409 3 0,864 3 0,018 4 22 

M3 0,640 2 0,410 2 0,949 2 0,157 2 0,642 3 0,412 3 0,862 4 0,023 3 21 

G
P

R
 M1 0,528 5 0,279 5 0,964 5 0,140 3 0,657 2 0,432 2 0,858 2 0,019 4 28 

80 M2 0,249 5 0,062 5 0,990 5 0,068 3 0,678 1 0,460 1 0,842 1 0,011 5 26 

M3 0,177 5 0,031 5 0,995 5 0,042 3 0,683 1 0,466 1 0,846 1 0,012 5 26 

E
N

N
 M1 0,644 2 0,415 2 0,948 1 0,173 1 0,632 4 0,400 4 0,886 5 0,170 1 20 

71 M2 0,633 3 0,401 3 0,950 2 0,167 1 0,625 4 0,390 4 0,888 5 0,167 1 23 

M3 0,624 4 0,390 3 0,951 4 0,165 1 0,634 5 0,402 5 0,884 5 0,167 1 28 

 

The first of these input combinations uses the 

stream data from a month ago  (Q(t-1)) as input, 

and includes the current stream data as output 

(Q(t)), the second combination comprises Q(t-

2)+Q(t-1) input data and Q(t) output data, and 

the third combination contains Q(t-3),Q(t-

2),Q(t-1) input data and Q(t) output data. 

Modeling results of station 2131 made through 

these combinations are given in Table 2. As can 

be seen in the Table, according to the results of 

R, RMSE, MSE and MAE, rank analysis was 

performed both between models and between 

data set combinations, and it was observed that 

the ELM model gave the best results for station 

2131, while the best result among data set 

combinations was found to be input Q(t-

2)+Q(t-1)/ output Q(t) combination (Q (t-i): 

flow data i days ago). Owing to the large 

number of data used in the study, limited data 

sets have been tried first. Experimental models 

have been created with the previous period data 

used annually, monthly and daily. Since daily 

data and combinations used in the study have 

given better results in the experiments, the 
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models have been created with these data. Due 

to different structures of performance 

evaluation criteria and no superiority among 

them, the final decision had been taken by 

considering all performance evaluation indexes 

(Table 2, Table 3). 
 

Table 3  Rank value table for the 14 stations. 

TOTAL RANK (Evaluation According To The Method) 

Statio

n 
Q(t–1) –Q(t) Q(t–1)+Q(t–1) –Q(t) Q(t–1)+Q(t–2)+Q(t–1) –Q(t) 

  ELM ANFIS SVM GPR ENN ELM ANFIS SVM GPR ENN ELM ANFIS SVM GPR ENN 

2102 31 28 19 25 17 32 11 27 29 21 26 12 26 30 26 

2122 27 31 16 25 21 34 14 20 27 25 34 14 20 28 24 

2124 19 31 23 26 21 33 16 26 22 23 26 16 25 23 30 

2131 25 30 17 28 20 26 23 22 26 23 30 15 21 26 28 

2135 24 24 21 30 21 30 21 20 27 22 25 15 27 23 30 

2145 28 26 18 25 23 29 12 26 28 25 27 12 26 28 27 

2149 30 24 18 29 19 33 12 21 28 26 31 12 21 31 25 

2151 24 31 18 25 22 34 12 22 27 25 35 13 19 30 23 

2156 30 21 18 25 26 32 14 22 27 25 33 11 23 28 25 

2158 26 29 20 26 19 35 20 17 26 22 34 11 21 28 26 

2164 31 29 16 26 18 35 22 14 26 23 33 11 21 31 24 

2166 25 29 24 26 16 36 24 18 25 17 34 15 24 26 21 

2610 32 28 17 25 18 34 24 14 26 22 33 13 19 29 26 

2612 24 26 23 25 22 27 24 23 24 22 26 26 22 24 22 

Total 376 387 268 366 283 450 249 292 368 321 427 196 315 385 357 

Comb. 

Total 
Total ELM 1253 

Total 

ANFIS 
832 Total SVM 875 Total GPR 1119 Total ENN 961 

TOTAL RANK (Evaluation by Data Combination) 

Statio

n 
Q(t–1) –Q(t) Q(t–1)+Q(t–1) –Q(t) Q(t–1)+Q(t–2)+Q(t–1) –Q(t) 

2102 73 95 72 

2122 66 83 91 

2124 64 86 90 

2131 75 87 78 

2135 72 79 89 

2145 68 87 85 

2149 63 89 88 

2151 61 75 104 

2156 66 81 93 

2158 67 82 91 

2164 72 72 96 

2166 83 73 84 

2610 67 75 98 

2612 69 81 90 

Total 966 1145 1249 
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In addition, rank values of all stations are given 

in Table 3, out of five points for five methods 

and out of three points for three data 

combinations. 

 

Taking the 14 stations selected for the 

Euphrates-Tigris basin into consideration, it is 

seen that the model performance ranking 

appears to be ELM, GPR, ENN, SVM, ANFIS, 

which proves the eligibility of ELM, GPR and 

ENN techniques, which are rarely used for river 

flow. At the same time, this result shows that 

the problems and uncertainties in commonly 

used ANFIS and SVM models are solved in 

ELM, GPR and ENN models. Moreover, it is 

seen that the best data set combination is the 

one that takes the stream data from 1, 2 and/or 

3 days ago as input and the current stream data 

as output. In order to better understand the 

results, the Taylor diagram of station 2131, 

which is taken as an example, is presented in 

Figure 9.        

 

 

 
Figure 9 Taylor diagram of station 2131 

 

 
Figure 10 Time series graph of station 213 
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When the Taylor diagrams are examined, it is 

seen that the performance values are very close, 

but the ENN, ELM and GPR models give better 

results. When the time series given in Figure 10 

are examined, it is seen that the model outputs 

produce outputs close to the observed data. It is 

also seen that the extreme situations 

experienced in the data can be represented in 

the models. This shows that the models can 

model the flow data with high performance. 

 

5. CONCLUSION 

 

In this study, five different artificial intelligence 

techniques were used for daily river stream 

estimation and it was aimed to find the best 

technique. As the first step of the study; The 

data were analyzed and the distributions and 

correlations of the data were determined. 

Considering the correlation conditions, the 

second stage, the modeling stage, was started. 

In this context, river stream estimations were 

made using ANFIS, ELM, ENN, SVM, GPR 

techniques and daily stream data from the 

climate reference periods between 1981-2010. 

Rank analysis was applied to decide the best 

model and it was observed that the method with 

the highest rank value was ELM. In addition, 

the performance ranking was observed to be 

ELM, GPR, ENN, SVM, and ANFIS 

respectively. These results show that ELM, 

GPR and ENN give much better results when 

compared with traditional artificial intelligence 

techniques such as ANFIS and SVM. This 

shows that these techniques are also reliable 

models for river stream modeling, and the 

problems seen in traditional methods can be 

solved, and these models can be applied more 

quickly. When the evaluation was made on the 

basis of the data combination, it was observed 

that the best combination was the one created 

with Q(t–3), Q(t–2), Q(T–1) inputs and Q(t) 

output. In this way, more than one data set type 

was examined and it was found that the results 

given by the models for different input numbers 

were consistent. 

 

This means that these methods are reliable for 

flow modeling. They are thought to be 

influential in solving the problems such as the 

complex structures in traditional methods, a 

large number of membership functions, the 

increase in the number of rules when the 

number of entries increases, too much human 

intervention, and issues in interpreting model 

parameters. It is also thought that these models 

can be applied faster when compared with the 

models used commonly. The study is expected 

to encourage the use of these uncommon 

methods in river flow modeling. In addition, it 

is hoped that ELM, ENN and GPR methods, 

which are rarely used in hydrology, will lead up 

to hyperparameter optimization or hybrid 

model use in future studies. 
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Investigation of the Effect of Hot Fluid on Deformation in T-Shaped Pipes 

by FSI Method Using Different Material 
 

 

Haydar KEPEKCİ*1 , Erman ASLAN2  
 

 

Abstract 

 

 

In this study, the high-temperature liquid water flow through the cross-section of a T pipe and 

the effect of the temperature of the liquid on the pipe material has been investigated. Pipe 

deformation caused by fluid temperature has been analyzed by the Fluid-structure interaction 

method. The effect of temperature distribution inside the pipe has been considered as thermal 

load in the structural analysis of the pipe body. The finite volume method has been used in the 

study with numerical methods. While 𝒌 − 𝜺 is preferred as the turbulence model, the mesh file 

created to be used in the analysis contains 200,000 grid cells. For all calculations, the Reynolds 

number has been set to 3900 and kept constant. The geometry of the T pipe, the fluid passing 

through the pipe and used the boundary have been constant for the numerical analysis made in 

the study. The pipe material has been determined as the only parameter that changed. As 

different pipe materials magnesium, aluminum, copper, steel, concrete, cast iron, and titanium 

have been used. As a result of the study, thermal strain, total deformation, and directional 

deformation values have been determined. As a result, it has been determined that the greatest 

deformation under thermal load is in magnesium pipes, and the smallest deformation is in 

titanium pipes. It has been observed that the total amount of deformation of the pipe made of 

magnesium is three times higher than that of the titanium pipe. 
 

Keywords: Fluid-structure interaction, computational fluid dynamics, flow and heat transfer, 

T-shaped pipes. 

 

1. INTRODUCTION 

 

With the spread of industrialization, the usage 

area of hydraulic and pneumatic systems has 

also expanded. These systems are used in 

petrochemical plants to energy production 

areas, from thermal heating systems to car 

engines. Energy transmission in hydraulic and 

pneumatic systems is done through pipes. The 
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pipe surface is required to be smooth so that 

the uniformity of the flow in the pipe is not 

disturbed, there is no noise caused by 

vibration and it does not cause undesired 

turbulence during the flow. The 

unpredictability of turbulence during any flow 

means not knowing the characteristics of the 

flow. This means that the wrong components 

are selected in the system design, thus 
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disrupting the energy transmission. In all 

pneumatic and hydraulic systems used, the 

amount and speed of the in-pipe flow are of 

great importance. In order to calculate these 

parameters correctly, it is necessary to know 

the deformity of the pipe surface. However, 

the idea is that the pipes are not deformed. 

Because pipes with increased deformation 

become unusable and need to be replaced. 

There are two main reasons for the 

deformation of pipes. These are the 

mechanical loads caused by the pressure of the 

fluid passing through it and the thermal loads 

caused by the temperature difference between 

the fluid and the pipe surface. Detection of 

deformations occurring during flow and heat 

transfer is important in terms of ensuring 

continuity in production and power transfer 

[1]. 

 

Fluid-Structure Interaction (FSI) is a scientific 

subject that examines the relationship 

between a moving fluid and a solid surface 

that has deformations in its structure. During 

flow fluctuations, such as increasing the flow 

rate or switching a pump on and off, the effect 

of the fluid on the solid surface may increase. 

FSI serves to calculate this incremental effect 

and to examine its consequences [2]. Accurate 

calculations cannot be made without knowing 

the roughness and amount of deformation of 

the solid surface that any flow contacts. For 

this reason, the FSI method should be 

considered to calculate the amount of power 

and energy transmitted by continuous flows. 

The interaction of the fluid with the solid 

surface is one of the topics that has attracted 

attention both academically and in the sector 

recently. There are many studies on this 

subject in the literature. 

 

Xu et al. created a pipe system model 

operating under various boundary conditions 

and examined the effect of fluid motion on the 

solid surface using the fluid-structure 

interaction model. They integrated straight, 

curved, and T-shaped pipe models into a more 

complex system and worked on the overall 

solution of the multi-branch pipe system. 

They carried out their studies both 

numerically and experimentally. As a result, 

they found that the data they obtained were 

compatible with each other [3]. Hös et al. have 

derived mathematical equations for a straight 

pipe connected to the discharge valve of the 

pressure tank, taking into account the fluid 

velocity. They found that the results of the 

simulations they made using the new model 

they obtained and the FSI model were 

compatible with each other [4].  

 

Dongwei et al. investigated the response of 

fluids in hydraulic systems affected by 

external loading. While doing this study, they 

proposed alternative models to the fluid-

structure interaction method that can predict 

pressure values along the pipeline. FSI 

analyses were performed using the CFD 

program to validate the proposed models. As 

a result, they found that the models they 

proposed were successful in pressure 

estimation [5]. Evrim and Lauiren 

investigated the thermal fatigue failure of the 

turbulent mixture inside the T-type pipes used 

in nuclear power plants. They used the Large 

Eddy Simulation method as the turbulence 

method in their work using OpenFoam. As a 

result of their analysis, they determined that 

there are significant temperature fluctuations 

near the mixing zone of the hot and cold fluid 

inside the T-pipe. They obtained similar 

results in their experiments to validate the 

simulations [6]. Yao et al. used CFD-DEM-

FEM and FSI methods to analyze pipe 

vibration when the solid-liquid two-phase 

flow is carried in oil pipes. As a result of their 

research, they found that when the velocity of 

the two-phase flow and the sand ratio 

increase, the accumulation of particles is more 

important where the pipe diameter changes. 

They said that their study will guide the design 

process of the pipes to be used during high-

concentration solid-liquid two-phase flow [7].  

 

Tijsseling has derived a one-dimensional 

mathematical model to study the acoustic 

behavior of thick-walled liquid-filled pipes. 

The basis of this model is the fluid-structure 

interaction (FSI) [8]. Li and He conducted 

investigations using the FSI model to detect 
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the mechanical failure of buried gas pipelines. 

They found relations to calculate pipeline 

deformations and pipeline reliability [9]. 

Zhang and Lu performed analyses using the 

ANSYS program to calculate the thermal 

stress and thermal fatigue of a T-pipe under 

turbulent flow mixing. They used the FSI 

model in their work. They also conducted 

experiments to confirm the results they 

obtained from their analysis. As a result, they 

found that thermal fatigue occurred mostly at 

the T-junction [10]. Espinosa and Garcia 

studied vibrations arising from fluid-structure 

interaction at the junctions of the T-junction 

during flow. As a result of their work with the 

CFD method, they determined that the 

vibrations occurred due to the unstable 

structure of the flow [11].  

 

Jaing et al. carried out studies to examine the 

vibrations caused by the fluid-structure 

interaction in the centrifugal pump. During 

the calculations of their work with the CFD 

method, they neglected the vibrations at the 

blade transition frequencies. During their 

studies, they said that the pipe-valve system 

increased the flow instability of the fittings 

[12]. Zhou et al. carried out experiments to 

investigate the effects of thermal fatigue in the 

regions of T-section pipes close to the weld 

joint during turbulent flow. While the hot fluid 

used during the experiments had a 

temperature of 280 degrees and the cold fluid 

had a temperature of 20 degrees, the pressure 

inside the pipe was chosen as 75 bar. As a 

result of their experiments, they determined 

that the temperature difference change has a 

significant effect on the stability of the 

thermal stratification [13]. 

 

In this study, the effect of the hot fluid passing 

through the T-shaped pipe, which is 

frequently used in hydraulic systems, on the 

pipe deformation has been investigated by the 

FSI method using the CFD program. 

Numerical and visual data obtained as a result 

of numerical analyzes by selecting seven 

different materials have been compared with 

each other and the material most resistant to 

thermal load has been determined. 

2. NUMERICAL METHODS 

 

This study, which examines the deformation 

created by the hot fluid on the pipes through 

which it passes, has been carried out 

numerically using computational fluid 

dynamics software. The reason why CFD 

method studies replace experimental studies 

in both academic and sectoral studies is to 

save cost and time. Because while 

experimental studies correspond to large 

sums, calculations made using computer 

software can be made much cheaper. This 

causes them to be preferred [14]. The first 

thing to consider when performing a study 

using CFD software is to correctly determine 

the boundary conditions. The geometry to be 

worked on is created. The geometry of the T 

pipe drawn to be used in the analysis is shown 

in Figure 1 as measured and the boundary 

conditions used in the analysis are shown in 

Figure 2.  

 

 
Figure 1 Dimensioning of the T-shaped pipe  

 

 

 

 
Figure 2 Boundary conditions of the T-shaped 

pipe  

 

After the geometry is created, it is divided into 

small regions called grids with a process 

called mesh. The higher the mesh number, the 
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higher the accuracy of the analysis. However, 

as the number of meshes increases, the 

solution times of numerical analyzes also 

increase. For this reason, the number of 

meshes should not be kept too high [15]. 

Then, analyses are made using the created 

mesh file. The mesh file used in this study 

consists of 200,000 grid cells. The mesh 

structure consists of hexahedral cells. The 

piece of pipe being worked on is designed 

with minimum dimensions. A large-diameter 

geometry has been not preferred as the 

analysis would take longer as the pipe size 

grew. Since the purpose of this study is to 

compare T pipe materials, geometry size and 

analysis time do not matter in analyzes 

without changing boundary conditions. Mesh 

independence has not been done in this study. 

Instead, a value close to the number of grids 

in the mesh files used for analysis in similar 

studies has been determined. Thus, time is 

saved by not repeating the same process. In 

the mesh file creation process, the y+ value 

has been taken into account in order to keep 

the mesh quality high. The expression y+ 

means the mesh fineness in the area close to 

the wall and indicates the sensitivity of the 

mesh file to be used in the analysis. As the 

sensitivity of the y+ value increases, the 

accuracy of the data obtained from the CFD 

calculations also increases. In this study, the 

y+ value has been determined as 0.8. The view 

of the created mesh geometry is given in 

Figure 3.  

 

 
Figure 3 General view of the mesh structure  

 

In this study, it is necessary to determine the 

turbulence method for the solution. Among 

the turbulence models, the best option to solve 

this problem has been determined as k–ε as a 

result of the research made in the literature 

[15]. The k-epsilon model is one of the most 

widely used turbulence models, but that 
doesn't well perform in cases of large adverse 
pressure gradients [16]. It is a two-equation 
model, which includes two extra transport 
equations to represent the turbulent 
properties of the flow. This allows a two-
equation model to account for historical 
effects like convection and diffusion of 
turbulent energy. The first transported 
variable is turbulent kinetic energy, k.  
 
The second transported variable, in this case, 
is the turbulent dissipation, epsilon. It is the 
variable that determines the scale of the 
turbulence, whereas the first variable, k, 
determine the energy in the turbulence [16]. 
Turbulence kinetic energy and dissipation 
equations are given in Eq. 1 and Eq. 2. 
 
For turbulent kinetic Energy, k; 
 
𝜕(𝜌𝑘)

𝜕𝑡
+

𝜕(𝜌𝑘𝑢𝑖)

𝜕𝑥𝑖
=

𝜕

𝜕𝑥𝑗
[

𝜇𝑡

𝜎𝑘

𝜕𝑘

𝜕𝑥𝑗
] + 2𝜇𝑡𝐸𝑖𝑗𝐸𝑖𝑗 −

𝜌𝜀           …………...                            (1) 
 
For dissipation, 𝜀; 

 
𝜕(𝜌𝜀)

𝜕𝑡
+

𝜕(𝜌𝜀𝑢𝑖)

𝜕𝑥𝑖
=

𝜕

𝜕𝑥𝑗
[

𝜇𝑡

𝜎𝜀

𝜕𝜀

𝜕𝑥𝑗
] +

𝐶1𝜀
𝜀

𝑘
2𝜇𝑡𝐸𝑖𝑗𝐸𝑖𝑗 − 𝐶2𝜀𝜌

𝜀2

𝑘
 …      ………              (2) 

 
In Eq. 1 and Eq. 2 𝑢𝑖 is represents the velocity 

component in the corresponding direction, 𝐸𝑖𝑗 

is represents a component of the rate of 

deformation, and 𝜇𝑡 is represents eddy 

viscosity [16].  At the inlet section velocity 

inlet boundary condition is applied as 0.5m/s, 

and constant temperature is given as 370K. 

The drichlet boundary condition is applied at 

the wall, and constaant temperature is 300K. 

Pressure outlet is given at outlet sections 

(Pgauge =0). The FSI method has been 

preferred to examine the effect of the material 

change of the T pipe on the solid surface. In 

recent studies, it has been determined that 

there is an interaction between the fluid and 

solid surface due to contact, and this situation 

causes deformation. The amount of 
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deformation is estimated using CFD 

programs. Related programs use Eq. 3 and Eq. 

4 to detect deformation on a solid surface; 

 

[𝑀𝑠]{�̈�} + [𝐾𝑠]{𝑈} = [𝐹𝑠] + [𝑅]{𝑃}          (3) 

 

[
𝑀𝑠 0

𝜌𝑅𝑇 𝑀𝑓
] . {�̈� �̈�⁄ } + [

𝐾𝑠 𝑅
0 𝐾𝑓

] . {𝑈 𝑃⁄ } =

𝐹𝑠 𝐹𝑓⁄  …………...….                                  (4) 

 

𝑀𝑠 represents the structural mass matrix, 𝑀𝑓 

liquid mass matrix, 𝐹𝑠 structural force matrix, 

𝐹𝑓 fluid force matrix, 𝑅 represents the 

effective surface area matrix where the fluid 

and solid surface are in contact, 𝜌 represents 

fluid density, 𝑅 static pressure given in Eq. 3 

and 4 [17]. In this study, the deformation of 

the hot fluid passing through the T pipe 

according to the material type has been 

investigated by choosing seven different 

materials. The selected materials are 

magnesium, aluminum, copper, stainless 

steel, concrete, gray cast iron, and titanium. 

The physical properties of these materials are 

given in Table 1. 

 
Table 1 Physical properties of materials used in 

the analysis 

Material Density 

[𝒌𝒈 𝒎𝟑⁄ ] 

Coeffic

ient of 

Therm

al 

Expans

ion 

[𝑲−𝟏] 

Specific 

Heat 

[𝑱 𝒌𝒈. 𝑲⁄ ] 

Magnesiu

m 

1800 2.6E-05 1024 

Aluminum 2770 2.3E-05 875 

Copper 8300 1.8E-05 385 

Stainless 

Steel 

7750 1.7E-05 480 

Concrete 2300 1.4E-05 780 

Gray Cast 

Iron 

7200 1.1E-05 447 

Titanium 4620 9.4E-06 522 

 

In analyses of solid models, there are different 

parameters used in deformation calculations. 

These parameters are Young's modulus, 

Poisson's ratio, and density. Young's modulus 

is a term that expresses a material's elastic 

properties. It is usually represented by the 

symbol "E" and determines how much a 

material can return to its original shape after 

being stretched or bent. Young's modulus is 

equal to the ratio of stress to strain. Young's 

modulus is particularly important for material 

behavior under tensile and compressive forces 

and determines the material's deformation 

capacity. Each material has a unique Young's 

modulus value, and it can be used to compare 

the elastic properties of different materials 

[18].  

 

Poisson's ratio is a material property that 

expresses the transverse deformation ratio that 

occurs with longitudinal stress. It is used to 

determine how deformation occurs in other 

directions when a material is stressed in one 

direction. Poisson's ratio is also known as the 

Poisson coefficient and has a negative value. 

This means that when a material is stressed in 

one direction, it tends to compress in the other 

direction. Poisson's ratio is important for 

understanding a material's elastic behavior 

and is used in structural engineering, material 

science, and many other industries [18].  

Density is a physical property defined as the 

mass of a substance per unit volume. This 

property is used to determine how dense a 

substance is and how much matter it contains 

in a unit volüme [19]. Table 2 provides the 

values for Young's modulus, Poisson's ratio, 

and density for the materials used in this 

study.  

 
Table 2 The other physical properties of materials 

used in the analysis 

Material Young's 

modulus 

[GPa] 

Poisson 

Oranı 

Mass 

density 

[𝒌𝒈 𝒎𝟑⁄ ] 

Magnesium 45 0.29 1738 

Aluminum 70 0.33 2700 

Copper 120 0.34 8960 

Stainless 

Steel 

200 0.30 7930 

Concrete 30 0.15 2300 

Gray Cast 

Iron 

170 0.26 6800 

Titanium 110 0.34 4500 
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The fluid used in the study was water, and its 

properties at a temperature of 370 K are given 

in Table 3. 

 
Table 3 Properties of water at 370 K 

Density 940.8 [kg/m³] 

Viscosity 0.000366 Pa.s] 

Thermal conductivity 0.625 

[W/(m.K)] 

Heat capacity 4182 [J/(kg K)] 

Coefficient of thermal 

expansion 

0.00021 [K-1] 

Surface tension 0.0589 [N/m] 

 

The physical properties of the selected 

materials are completely different from each 

other. As a result of the study, it has been 

desired to determine which physical 

properties of the materials have been more 

effective on the deformation caused by 

thermal effects. "AMD Ryzen 9-5900HX 

CPU@4.6 GHz, 8 cores" gaming notebook 

has been used in the analysis. Calculations 

have been solved in a steady-state manner 

independent of time and numerical analysis is 

stop when converge is done. 

 

3. RESULTS 

 

The temperature and velocity distributions of 

the flow in the pipe with the results of the 

analysis whose solution has been completed 

are given in Figures 4 and 5, respectively. 

 

 
Figure 4 Temperature distribution in the T-

shaped pipe 

 

 

 
Figure 5 Velocity distribution in the T-shaped 

pipe 

 

Since only the pipe material has been 

determined as the variable parameter in the 

analysis, it has been observed that the flow 

velocity and temperature distribution within 

the pipe have been the nearly same in every 

calculation. In Figure 4, it is seen that the fluid 

temperature cools down when it approaches 

the pipe surface.  

 

The reason for this is thought to be heat 

transfer by conduction arising from contact 

with the cold surface. In Figure 5, it is seen 

that the fluid velocity at the outlet of the T 

pipe is lower than the velocity at the inlet. This 

situation is thought to be caused by the 

pressure drop caused by the pipe geometry. 

Visuals of the thermal strain results obtained 

from the analyzes using seven different 

materials for the T pipe are given in Figures 6. 

 

When Figures 6 is examined, it is seen that the 

highest thermal strain amount is in 

magnesium pipe with 0.0010335 mm, and the 

lowest thermal strain amount is in titanium 

pipe with 0.00037363 mm. It has been 

understood that there is a thermal strain 

difference of about three times between these 

materials. Among the materials used in the 

analysis, it has been determined that the most 

heat-resistant material after the magnesium 

pipe is aluminum and its thermal strain is 

0.00091421 mm, close to the strain amount of 

the magnesium pipe. This value is 0.00071547 

mm for copper, 0.00067667 for steel, and 

0.00055648 mm for concrete. 
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(a) magnesium 

 
(b) aluminum 

 
(c) copper 

 

 
(d) stainless steel 

 
(e) concrete 

 
(f) gray cast iron 

 
 

(g) titanium 

 

Figure 6. Thermal strain in the pipe made of 

(a)magnesium, (b) aluminum, (c) copper, (d) 

stainless steel, (e) concrete, (f) gray cast iron, (g) 

titanium 

 

It has been determined that the most heat-

resistant pipe material after titanium is gray 

cast iron. The elongation amount of this 

material due to thermal effects is 0.00043727 

mm from the results obtained from the 

analysis. Thermal strain is not the only reason 

why materials deform. Materials can be 

deformed due to different reasons during 

flow. From the analyzes made, the total 

deformation amounts of the materials used for 

the T pipe design have been also calculated. 

The visuals of the total deformation results 

obtained from the analyzes using seven 

different materials for the T pipe are given in 

Figures 7. 

 

When Figures 7 is examined, it is seen that the 

highest total deformation amount is in the 

magnesium pipe with 0.096304 mm, and the 

lowest total deformation amount is in the 

titanium pipe with 0.034882 mm. Looking at 

the results of the analyzes made using these 

materials, it has been understood that the total 

deformation amount differences have been 

approximately three times. It has been 

determined that aluminum is the most 

unstable material after magnesium in case of 

hot fluid passing through the materials used in 

the analysis. The highest total amount of 

deformation of the aluminum pipe has been 

calculated as 0.08498 mm. This value is very 

close to the total deformation amount of the 

magnesium pipe. In this case, it can be said 

that there is not much difference between 

them. This value is 0.06615 mm for copper, 

0.062661 for stainless steel, and 0.050873 mm 

for concrete. It has been determined that the 

most resistant pipe material to thermal 

deformation after titanium is gray cast iron. It 

is among the results obtained from the 

analyses that the amount of deformation of 

this material due to thermal effects is 

0.040424 mm. The total deformation and 

thermal strain amounts of the materials 

obtained from the analysis are given in Table 

4. 
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(a) magnesium 

 
(b) aluminum 

 
(c) copper 

 

 
(d) stainless steel 

 
(e) concrete 

 
(f) gray cast iron 

 
(g) titanium 

Figure 7 Total deformation in the pipe made of 

(a)magnesium, (b) aluminum, (c) copper, (d) 

stainless steel, (e) concrete, (f) gray cast iron, (g) 

titanium 

 

Table 4 Thermal strain and deformation values of 

different materials obtained from the results of 

the analyzes 

Material Thermal 

Strain [𝒎𝒎] 
Total 

Deformation  

[𝒎𝒎] 
Magnesium 0.0010335 0.096304 

Aluminum 0.00091421 0.08498 

Copper 0.00071547 0.066615 

Stainless 

Steel 

0.00067667 0.062661 

Concrete 0.00055648 0.050873 

Gray Cast 

Iron 

0.00043723 0.040424 

Titanium 0.00037363 0.034882 

 

When Table 4 is examined, it is seen that there 

is a directly proportional relationship between 

thermal strain and total deformation. 

Materials with high thermal strain values also 

have high total deformation values. 

 

4. CONCLUSIONS AND DISCUSSION 

 

In this study, the deformation of the T pipe, 

through which the hot fluid passes, due to 

thermal effects have been investigated. In this 

examination, which has been carried out with 

numerical methods, seven different pipe 

materials have been selected and CFD 

analyzes have been carried out using the FSI 

method. Numerical data and images obtained 

as a result of the analyzes have been compared 

with each other and some inferences have 

been made. The temperature distributions 

inside the pipe have been examined and it has 

been determined that the flow cooled down 

where it approached the pipe walls. This 

situation, which is caused by the heat transfer 

between the hot fluid and the cold surface, has 

been seen in all analyses.  

 

In addition, when the velocity distribution 

inside the pipe is examined, it is seen that the 

velocity at the inlet is greater than the velocity 

at the outlet. This is due to the pipe geometry 

and the axis difference between the inlet and 

outlet directions of the fluid. Since the 

temperature and velocity distribution have 

been obtained in the same way in all analyses, 

it has been understood that the pipe material 
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change did not affect these results. According 

to the data obtained from the FSI solutions, it 

has been determined that the magnesium pipes 

with the highest thermal strain are not suitable 

for systems with the hot fluid transmission. 

The tube with the lowest thermal strain has 

been determined to be made of titanium. 

However, since titanium is a very expensive 

material and it is known that it is generally 

used in the aviation industry, it can be said that 

gray cast iron material, which gives close 

values to it in FSI analyses, is more suitable 

for hydraulic systems with hot fluids. In 

addition, it has been clearly seen from the 

analysis that the region with the highest 

deformation risk in the T pipe is the junction 

point. For this reason, the junction point of the 

T pipes through which hot fluid passes should 

be supported with materials with low thermal 

strain value. Otherwise, the micro-cracks in 

the pipes will grow over time and cause the 

pipes to lose their function. This is of great 

importance for the continuation of the systems 

and the deterioration of the flow 

characteristics. 
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Bi Doped TiO2 as  a Photocatalyst for Enhanced Photocatalytic Activity 

 

 

İlknur ALTIN1*  

 

 

Abstract 

 

This study is based on the preparation of TiO2 and bismuth doped TiO2 (Bi-TiO2) nanoparticles 

by surfactant-assisted sol-gel approach. The physiochemical characteristics of prepared 

samples were examined by X-ray diffraction technique (XRD), Fiel emission scanning electron 

microscopy-energy dispersive analysis (FESEM-EDS), and UV-visible diffuse reflectance 

spectroscopy (UV-vis DRS). The XRD patterns revealed that the anatase crystal phase was only 

formed with high crystallinity. The band gap energies were measured to be of 3.11 eV for TiO2-

2 and 3.02 eV for Bi-TiO2 by ultraviolet (UV)-visible diffuse reflectance spectroscopy, 

revealing that doping Bi improves the efficient interactive relation of the catalyst with visible 

light. Also, EDS results confirm that Bi particles are immobilized on the surface of TiO2 

successfully. The activities of the catalysts were tested by photocatalytic degradation of 

methylene blue (MB) under the visible light. Bi-TiO2 photocatalyst could achieve the best MB 

degradation percentage of 70.2% after 180 min. of visible irradiation. Additionally, effect of 

some experimental parameters such as effect of humic acid (HA) and pH has been evaluated as 

much as reusability of catalyst. The characterization results confirmed the successful and 

desired preparation of the catalysts. The Bi-TiO2 presented significant visible light response 

photocatalytic activity for the degradation of MB. 

 

Keywords: Bi-TiO2, photocatalysis, surfactant assisted sol-gel, visible light  

 

1. INTRODUCTION 

 

Many of organic dyes and their industrial 

effluents are toxic and carcinogenic, possing 

a threat for aquatic ecosystems and human 

health.  Due to their hazard even at low 

concentration levels, it is necessary to 

improve cost effective technologies for the 

removal of these organic pollutants so as to 

minimize contamination risks and ensure the 

safety of environment [1-4]. These effluents 

are treated by many methods such as 

coagulation/flocculation, adsorption, ion-
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exchange and membrane filtration [5, 6]. 

However, these methods cause a secondary 

pollution by transferring the pollutants from 

the liquid phase to the solid phase and require 

further treatment methods [7, 8].  

 

The photodegradation of the organic 

pollutants by catalysts is known as 

photocatalysis. Heterogeneous photocatalysis 

method has attracted much consideration for 

the degradation of dye pollutants due to its 

cost effective, soft reaction conditions and no 

secondary contamination [9, 10]. In 
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photocatalysis, reactive oxygen species 

(ROS) such as .OH, O2
.- and H2O2 are formed 

on the surface of TiO2 by absorbing UV 

radiation. These ROS species are responsible 

for the decomposition of organic compounds, 

including dye pollutants, present in waste 

water [11, 12].  

 

Recently, TiO2 based photocatalysis is the 

most popular candidate for waste water 

treatment, because it is non-toxic material, 

highly efficient and stable photocatalyst 

under UV light irradiation [13-15]. However, 

its photoactivity is relatively insufficient, 

because of the quick recombination of 

electron-hole (e--h+) pairs and large band gap 

energy (~3.2 eV), especially under the visible 

light. Many efforts are being made to develop 

economical and effective methods that work 

in sunlight or visible light for effective 

photocatalytic methods. Several methods 

have been proposed to enhance the 

photocatalytic efficiency of TiO2 [16-21], 

such as modification with metal ions [16], 

non-metals [17], coupling with other 

semiconductors [18, 19] and dye sensitization 

[20, 21]. To increase catalytic activity of 

TiO2, some researchers put their effort in 

doping TiO2 with metals. Doping of TiO2 

photocatalyst can help in tuning the band gap 

energy, extend its photocatalytic reaction 

from the UV light range to visible light range 

and decrease the recombination of charge 

carries [16-21].  

 

Bismuth has d10 electronic configuration. Bi-

doped TiO2 shifts the spectral range of TiO2 

to the visible light region and minimizes 

electron-hole recombination, and therefore it 

is widely used for degradation of organic 

pollutants, antibacterial application and 

photocathode for fuel cell, etc. has been 

extensively studied. However, it is rarely used 

in photocatalytic oxidation reactions due to its 

more complex reaction mechanism [22]. 

According to Ma et al. [22], Bi doped TiO2 

catalyst displays visible light driven 

photoactive properties for oxidation of 

methanol to methyl formate, increasing the 

surface hydroxyls and decreased the band gap 

energy. Li et al. [23] showed that by doping 

Bi into TiO2, TiO2 created a new intermediate 

energy level below its conduction band edge, 

thus prolonging the absorption in the visible 

region and increased their photocatalytic 

efficiency. Xu et al. [24] prepared Bi-doped 

TiO2 nanofibers with different Bi content by 

an electrospinning method. They reported that 

Bi3+ ions were successfully incorporated into 

TiO2 and extended the absorption of TiO2 into 

the visible light region. They evaluated the 

catalytic activity of the Bi-doped TiO2 

nanofibers against the degradation of 

Rhodamine B (RhB, 1× 10−5 M) under visible 

light irradiation of a 500W Xe lamp with a 

420 nm cut-off filter. They indicated that 

almost all of the dye was degraded after 90 

minutes of photocatalytic processing. Sood et 

al. [25] succesfully synthesized Bi doped 

TiO2 photocatalyst by a facile sol-gel process. 

They proved that the incorporation of Bi3+ 

into TiO2 lattice expanding of TiO2 spectral 

response into visible region. The authors 

achieved that more than 80% degradation of 

Alizarin red S dye (ARS) with the prepared 

Bi-doped catalysts under visible light (philips 

bulb 150 W) 

 

To the best of my knowledge, this study is the 

first in which Bi-TiO2 was prepared via a 

surfactant-assisted (CTAB) sol-gel 

procedure. The main importance of this study 

is that the photocatalytic removal of MB was 

achieved with Bi-loaded TiO2 under reduced 

cost and ambient conditions by using a very 

low-energy lamp and higher efficiency was 

obtained compared to the control group.  

Surfactant plays an important role in reducing 

surface tension and keeping particles apart 

during gel treatment, promoting steric and/or 

electrostatic interactions and preventing 

agglomeration. Thus, surfactant assisted sol-

gel method might be used to get better 

photocatalytic activity with TiO2 based 

catalyst [26]. 

 

In this study, TiO2 catalyst was prepared by 

both pure sol gel method (TiO2-1) and the 

surfactant assisted sol gel method (TiO2-2). 

To improve the photocatalytic activity of 
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TiO2-2 for the removal of methylene blue 

under visible light irradiation,  TiO2-2 was 

modified with the combination of Bi doping 

(Bi-TiO2) using surfactant supported sol gel 

procedure. The morphology of 

nanocomposites was characterized by field 

emission scanning electron microscopy (FE-

SEM), energy dispersive spectroscopy (EDS), 

X-ray diffractometry (XRD), UV-vis 

spectroscopy. Finally, the photocatalytic 

performances of synthesized nanoparticles 

were evaluated for removal of the methylene 

blue (MB) by visible light exposure (λ≥400 

nm, 300 µW/cm2) under ambient conditions. 

This photocatalyst displayed good 

performance in photocatalytic removal of MB 

under visible light. Thus, this approach may 

be used an important way for the secondary 

treatment of industrial wastewater. 

 

2. MATERIAL AND METHOD 

 

2.1. Material 

 

Titanium (IV) isopropoxide (99%), 

Bi(NO3)3.5H2O, HCl (36.5%) and 

Cetyltrimethylammonium bromide (CTAB ≥ 

%99) and absolute ethanol were purchased 

from Sigma-Aldrich. Deionized water was 

used for solution preparation and dilution. 

 

2.2. Synthesis of nanoparticles 

 

The pure TiO2 nanoparticles were synthesized 

in two different ways, including both sol-gel 

and surfactant assisted sol-gel method [27]. 

8.4 mL titanium (IV) isopropoxide was added 

into 140 mL absolute ethanol (Solution A). 

After stirring for 2 h, a solution that contained 

0.22 mL HCl (concentrated) and 0.50 mL 

deionized water (Solution B) was added to 

Solution A, and the resulting mixture was 

stirred for 24 h to get a wet gel.  

 

The resulting wet-gel was dried for 24 h at 80 
oC. Finally, the final powder was calcined at 

450 oC for 4 h. The as-prepared catalyst was 

defined as TiO2-1.  

 

The same TiO2 catalyst was synthesized in the 

presence of Cetyltrimethylammonium 

bromide (CTAB). Initially, CTAB was added 

into absolute ethanol then titanium (IV) 

isopropoxide was added and the mixture was 

kept stirring for 2 h. The as-prepared catalyst 

was denoted as TiO2-2. For the synthesis of 

Bismuth doped TiO2 (Bi-TiO2) catalyst in the 

presence of CTAB, absolute ethanol (10 mL) 

containing 0.1787 g Bi(NO3)3.5H2O (which is 

equal to 3% of TiO2 mass) seperately added 

into the above solution under the same 

conditions. Given the photocatalytic results, 

bismuth was loaded on the best yielding TiO2-

2 catalyst. 

 

2.3. Characterization of catalyst 

 

The characteristic properties of the 

photocatalysts were examined by different 

techniques. X-ray diffraction (XRD) patterns 

were obtained by a PANanalytical Empyrean 

diffractometer with CuKα radiation in the 2θ 

range from 20o to 80o. Surface morphologies 

were analyzed by field emission scanning 

electron microscopy (FE-SEM, QUANTA 

400F), UV-vis diffused reflectance spectra 

were recorded on a UV-VIS-NIR 

spectrophotometer (Shimadzu UV-3600 

Plus). 

 

2.4. Photocatalytic experiments 

 

Methylene blue (MB) was prefered as a 

model dye contaminant to determine activity 

of the prepared catalyst in the photocatalytic 

duration. LED lamp (λ≥400 nm, 300 

µW/cm2) was used as the visible light source. 

For photocatalytic degradation, aqueous MB 

(50 mL, 10 mg/L) and 50 mg catalyst were 

added to the reaction cell and stirred first for 

30 min, in the dark, to equilibrate adsorption 

process.  

 

After the time, the reaction cell was then 

illuminated for 180 min of photocatalytic 

degradation. 5 mL of solution was taken from 

the reaction solution, centrifuged and 

analyzed using UV-VIS spectrofotometer 

(λmax = 668 nm). The control tests were 

İlknur ALTIN

Bi Doped TiO2 as a Photocatalyst for Enhanced Photocatalytic Activity 

Sakarya University Journal of Science 27(3), 670-679, 2023 672



performed out in the absence of light or 

without photocatalysts to investigate MB 

photolysis. 

 

To simulate more realistic water, the 

influence of humic acid presence was 

evaluated on the degradation yield. The pH of 

the reaction solution was adjusted with 0.01 

M NaOH or 0.01 M HCl solutions and the 

degradation efficiency was studied.  

 

 

3. RESULTS AND DISCUSSION 

 

3.1. Characterization 

 

XRD pattern TiO2-1 nanoparticles 

synthesized by sol-gel method and TiO2-2 and 

Bi-TiO2 synthesized by surfactant assisted 

sol-gel method is indicated in Figure 1. All 

materials exhibited reflections at 2θ=25.3o, 

37.8o, 48.0o, 54.0o, 55.0o, 62.7o, 68.9o, 70.3o 

and 75.1o characteristic of the (101), (004), 

(200), (105), (211), (204), (116), (220) and 

(211) planes respectively of anatase TiO2 

(JCPDS card No. 21-1272) [25]. There was 

also no observable shift and additional peak 

in any of the titania reflections following Bi 

addition due to the relatively low amount of 

doped Bi.  

 

 
Figure 1 XRD patterns of TiO2-1, TiO2-2 and Bi-

TiO2 photocatalysts 

 

The average crystallite sizes of the prepared 

samples were calculated by Debye Scherrer’s 

formula: 

D = Kλ/βcosθ            (1) 

 

D is the crystallite size, K=0.9 is a correction 

factor which accounts for the particle shape, λ 

is the wavelength of Cu target (0.15406 nm), 

β is the line width at half maximum height, 

and θ is the Bragg’s angle [21]. Found that the 

average crystallite sizes of the TiO2-1, TiO2-2 

and Bi-TiO2 were 17.65, 16.06 and 13.09 nm, 

respectively.   

The diffuse reflectance UV-vis spectra of the 

catalysts are shown in Figure 2. Figure 2 

shows shift in the absorption peak of Bi-TiO2 

compared to TiO2-2, absorption edges are 

found to be 411.1 nm and 398.7 nm 

respectively. The band gap energies can be 

calculated by the following equation 

  

Eg=1240/λg            (2) 

 

Where Eg is the band gap energy, and λg is the 

absorption edge of the catalyst [28]. Hence, 

the band gap was found out to be 3.11 eV for 

TiO2-2, 3.02 eV for Bi-TiO2. This shows that 

by doping Bi the efficient interactive relation 

of the catalyst with visible light is allowed. In 

addition, this reduction in band gap leads to 

the formation of additional energy levels 

induced by Bi-doping above the valence band 

(VB) of TiO2, shifting its absorption into the 

visible region. Compared to TiO2, Bi-TiO2 

shows a red shift in absorption wavelength 

favoring the successful incorporation of Bi 

into the TiO2 lattice. Furthermore, compared 

to pristine TiO2, the absorption in the visible 

region is enhanced for the Bi-TiO2 

photocatalyst. 

 

 
Figure 2 Optical band gap energies of TiO2-2 and 

Bi-TiO2 
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The morphology of the catalysts was studied 

by FESEM. The results are shown in the 

Figure 3 (a-d) shows FE-SEM images both 

Bi-TiO2 and TiO2-2 catalysts which indicates 

irregular oval shapped particles. 

 

 
Figure 3 FE-SEM images of TiO2-2 (a-b) and Bi-

TiO2 (c-d) 

 

Figure 4 and Figure 5 shows the EDS spectra 

of the TiO2-2 and Bi-TiO2, respectively. The 

EDS spectra could also support that Bi was 

succesfully immobilized in the TiO2 catalyst 

because of the presence bismuth, oxygen, and 

titanium signals. Also, the EDS data 

confirmed that catalysts are pure and not 

having any impurities. 

 

 
Figure 4 EDS spectra of TiO2-2 

                      

 
Figure 5 EDS spectra of Bi-TiO2 

 

3.2. Photocatalytic activity 

 

The photocatalytic degradation percentage of 

MB in the presence of the prepared catalysts 

is given in Figure 6. Initially, the efficiency of 

MB degradation, in the absence of 

photocatalyst, only is around 1% after 180 

min visible light irradiation. It can be seen that 

the degradation of MB with Bi-TiO2 (70.2%) 

is higher than that reached with TiO2-1 

(24.3%) or TiO2-2 (32.0%) after 180 min 

irradiation under the visible light. The high 

catalytic of Bi-TiO2 is attributed to presence 

of Bi which provides a synergetic effect on 

MB photodegradation and results in better 

catalytic efficiency. Procedures for improving 

the photocatalytic degradation of MB due to 

the resistance of MB to degradation; (i) the 

use of CTAB as a surfactant in the process is 

to control aggregation, allow the surfactant to 

act as a surface-directing agent, lower the 

surface tension and increase the solubility of 

the reaction mixture, and act as an excellent 

medium for nucleation and crystal growth. 

Thus, the quantum efficiency may be 

increased, (ii) recombination of electron hole 

types can be inhibited by formation the 

heterojunction composition of Bi and TiO2 

together [26,27].  
 

ba

c d
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Figure 6 Photocatalytic degradation of MB under 

visible light irradiation [C0=10 mg/L; Catalyst 

amount= 1g/L; pH 6.12] 

 

As shown in Figure 7, the adsorption removal 

efficiencies of MB over the TiO2-1, TiO2-2 

and Bi-TiO2 (experiments in the without 

light) were 15.2%, 22.1% and 24.5% 

respectively. Although there was no 

significant difference between the adsorption 

removal of the catalysts, Bi-TiO2 exhibited 

better adsorption activity. 

 

 
Figure 7 Adsorption removal of MB in the 

absence of light [C0=10 mg/ L; Catalyst amount= 

1g/L; pH 6.12] 

 

The effect of experimental conditions on the 

degradation of MB such as the presence of 

humic acid (HA) and pH was examined on the 

best photocatalyst (Bi-TiO2). Also, the 

reusability tests of the Bi-TiO2 were 

investigated for the degradation of MB. 

 

As seen from Figure 8, it is clear that the 

removal of MB was significantly reduced at 

acidic pH (3.04). The removal results of MB 

at neutral pH 6.12 did not show a significant 

difference from the removal results at pH 8.02 

or pH 12.06. It is seen as an advantage since 

no additional pH arrangement is required in 

the removal processes of MB [29]. 

 

 
Figure 8 The effect of pH on photocatalytic 

removal [C0=10 mg/ L; Bi-TiO2= 1g/L] 

 

HA, an important natural organic component 

(NOM), is typically surface water and can 

adversely affect the physical and chemical 

properties of water [30]. Humic acid (HA) 

solution was used in this study to simulate the 

reaction solution in real water. Chemical 

degradation reactions can be negatively 

affected due to the interactions of HA with 

ROS (Reactive Oxygen Species), which are 

responsible for the degradation of MB and are 

expected to be generated during 

photocatalysis removal processes. 

 

Considering that HA concentration usually 

ranges from 2 mg/L to 10 mg/L in surface 

natural water, 5 mg/L or 8 mg/L HA was 

added to the reaction solution and its effect on 

the removal of MB was studied. As shown in 

Figure 9, the presence of HA in the reaction 

solution slightly affected the photocatalytic 

degradation of MB. In detail, 5 mg/L HA and 

8 mg/L HA were added to the reaction 

solution and the degradation rate decreased 

from 70.2% to 67.3% and 64.3%, 

respectively.  This slight decrease in activity 

may be due to: (i) competitive adsorption of 

HA with MB on the catalyst surface which 

delays the photocatalytic oxidation process 

interfering with the ROS and, (ii) reduced 

light penetration in suspension. Based on the 

above experimental results involving HA, the 
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degradation of photocatalytic MB is expected 

to be slower in real water samples [27,31,32]. 

 

 
Figure 9 Photocatalytic removal of MB in the 

presence of different concentrations of HA 

[C0=10 mg/ L; Bi-TiO2 = 1g/L; pH 6.12] 

 

The reusability tests of the Bi-TiO2 were 

investigated for the MB. After the first 180 

min. treatment the catalyst was simply 

washed with water and reused in a new 

treatment at the same pollutant concentration. 

Since the amount of catalyst decreased 

slightly before each use, fresh Bi-TiO2 was 

added as much as the decreasing amount. 

 

The degradation percentages obtained after 5 

times usage for MB are shown in Figure 10. 

As shown in Figure 10, Bi-TiO2 activity 

decreased nearly 20% for MB removal after 5 

cycles. It was clear that Bi-TiO2 was still 

effective but dye removal rates were lower. 

The degradation rate may have decreased due 

to the irreversible adsorption of the dye on the 

catalyst surface [29]. 

 

 
Figure 10 The recycling tests of Bi-TiO2 [C0=10 

mg/ L; Bi-TiO2 = 1g/L; pH 6.12] 

 

 

 

4. CONCLUSION 

 

In summary, in this study, bismuth doped 

TiO2 (Bi-TiO2) photocatalyst succesfully 

prepared using a surfactant assisted sol-gel 

method. It was found that Bi-TiO2 catalyst 

had anatase crystal structure with non-

impurity. According to the results of 

photocatalytic studies, Bi-TiO2 catalyst 

presented on improved catalytic activity in 

degradation for MB and showed extention in 

the spectral response range shifted to the 

visible region. MB degradation in the 

presence of Bi-TiO2 after 180 min visible 

light irradiation was reached 70.2%. No 

significant reduction in the MB catalytic 

activity was observed during five cycles in the 

reusability test, showing that the Bi-TiO2 

catalyst remains stable and performance in 

time and can be applied in scale-up processes. 

Also, the presence of HA in the reaction 

solution slightly affected the photocatalytic 

degradation of MB. This study could be a 

hopeful base for applicability of visible or 

solar light water remediation process 

especially those containing dye pollutants.  
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Abstract 

 

Phase-space transforms describe spatial and angular information about light sources where one 

example is the Wigner functions in wave optics. Stokes parameters, on the other hand, supply 

information about the polarization of light beams. The generalized phase space Stokes 

parameters of 2D stochastic electromagnetic beams are already developed. In this article, the 

application of anisotropic light sources in generalized phase space Stokes parameters is 

theoretically investigated and numerically analyzed. There are several different ways of 

studying electromagnetic light beams depending on the spatial domain. But, most measure of 

the polarization of random light fields is carried out within the Stokes parameters context. In 

this account we study the electromagnetism, Stokes parameters, phase space, and the anisotropy 

properties of random light beams at once. We find here that when an anisotropy introduced in 

phase space then the cross terms of the Wigner matrix depart from the diagonal terms, which is 

not the same in configuration space. As a result, anisotropy has a different effect in Phase space, 

i.e. an anisotropic source introduces a phase and a variance change only in the cross terms of 

Wigner matrix. This is due to the use of anisotropy in the shifted kernel of Wigner transform. 

 

Keywords: Optical coherence, phase space, Stokes parameters, Wigner function, physical 

optics 

 

1. INTRODUCTION 
 

A quasi-probability distribution is the Wigner 

distribution function (WDF) which was 

introduced in 1932 [1, 2] to attach quantum 

perspectives to classical statistical mechanics. 

Since then it is applied to many areas 

including optics. WDF has been extensively 

employed in both the classical and quantum 

regimes to characterize the spatial and 

temporal statistics of optical fields. The 

concept of the Wigner distribution function is 

not restricted to deterministic fields, it can be 

applied to stochastic fields as well [2]. The 
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Wigner function has a number of noteworthy 

benefits for optical studies. One of them is its 

use in imaging where one can obtain a 

simplified WDF of image wave field in a 

partially coherent microscope [3]. Another 

one is its utilization in signal processing 

where one can obtain amplitude and phase 

retrieval, signal recognition and such easily 

via Wigner distribution function [4, 5]. 

Additional insight into the Wigner 

distribution can be one can achive wave field 

propagation through graded index media by 

means of Wigner distribution function [6]. In 

an experimental viewpoint, the Wigner 
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distribution function helps in the 

measurements of optical field correlations [7]. 

Thus, the Wigner function is studied in optics 

in detail especially in connection with 

radiometry and partial coherence [8].    
 

On the other hand, the use of random light 

beams can be favourable in graded index 

media where periodicity of the statistical 

properties of beams takes place [9]. As 

another option, it is known that the use of 

random light beams can improve the 

performance of free space laser 

communications across atmospheric 

turbulence [10, 11]. Main reason for these 

applications is the reduction in coherent 

interference, which is found to lower the 

intensity fluctuation (scintillation) at the 

receiver. 

 

This paper focuses on anisotropic random 

light beams of spatially partially coherent, 

and we analyze its phase space through 

Wigner distribution function. The derivations 

pertain to the source plane. Following 

sections represent the organization of this 

paper’s material. First we supply necessary 

information on the beam field and its 

propagation in the phase space context and 

then derive the Wigner transform of 

anisotropic Schell-model Gaussian beam. We 

obtain the generalized phase space Stokes 

parameters of anisotropic Gaussian Schell-

model beam and finally compare it with 

configuration space generalized Stokes 

parameters. 
 

2. MATERIAL AND METHOD 
 

To develop the approach of anisotropic beams 

in phase space, we start with the two-point 

electric correlation matrix of the beam which 

is given in the form [12] 

 

W⃡   (𝐫1, 𝐫2, ω) = (
Wxx(𝐫1, 𝐫2, ω) Wxy(𝐫1, 𝐫2, ω)

Wyx(𝐫1, 𝐫2, ω) Wyy(𝐫1, 𝐫2, ω)
),      (1) 

 

whose elements are Wij(𝐫1, 𝐫2, ω) =

〈Ei
∗(𝐫1, ω)Ej(r2, ω)〉, (i, j = x, y). Ex(𝐫, ω) 

and Ey(𝐫, ω) are the elements of suitably 

constructed stationary, at least in the wide 

sense, statistical ensembles. 𝐫 represents the 

two dimensional position vector on 𝐫𝟏, 𝐫𝟐 

plane, ω is the temporal frequency and 

asterisk indicates the complex conjugate. We 

assume that the component of the electric 

field along z axis is neglected and only the 

two transverse field components Ex,y(𝐫, ω) 

are necessary (and propagating on 𝑧 axis). 
 

The Wigner distribution function depends in 

conjunction on the canonical conjugate phase 

space variables, which for light beams are the 

transverse position vector 𝐫 and the angular 

(spatial frequency) vector 𝐤, and for optical 

pulses are the time variable t and temporal 

frequency ω. The Wigner function which 

depends on both (𝐫, 𝐤, t, ω) can also be 

constructed [5]. We shall describe the Wigner 

phase space matrix by the integral of the 

shifted electric correlation matrix [2] 

 

Fij(𝐫, 𝐤, ω) = ∫ Wij(𝐫 +
𝐫′

2
, 𝐫 −

𝐫′

2
, ω)e−i𝐫′∙𝐤d𝐫′,      (2) 

 

which can be easily written in the matrix 

notation as 

 

F⃡(𝐫, 𝐤, ω) = (
Fxx(𝐫, 𝐤, ω) Fxy(𝐫, 𝐤, ω)

Fyx(𝐫, 𝐤, ω) Fyy(𝐫, 𝐤, ω)
).                   (3) 

 

Equation [2] integrates the shifted electric 

correlation matrix Equation [1]. i throughout 

the paper represents the imaginary unit √−1. 

But in the subscripts i, j = x, y. 

 

In the configuration (or parametric) space, the 

stokes parameters can be constructed by 

linear combinations of the electric correlation 

matrix [12]. In the same manner we build the 

phase space stokes parameters as given [13] 

 

S0(𝐫, 𝐤, ω) = Fxx(𝐫, 𝐤, ω) + Fyy(𝐫, 𝐤, ω),                    (4) 

 

S1(𝐫, 𝐤, ω) = Fxx(𝐫, 𝐤, ω) − Fyy(𝐫, 𝐤, ω),                    (5) 

 

S2(𝐫, 𝐤, ω) = Fxy(𝐫, 𝐤, ω) + Fyx(𝐫, 𝐤, ω),                    (6) 

 

S 3

(𝐫, 𝐤, ω) = i[Fyx(𝐫, 𝐤, ω) − Fxy(𝐫, 𝐤, ω)],           (7) 
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Based on these equations, positional and 

directional intensities of the electromagnetic 

beams are the following (see [2] for scalar 

beams) 

 

Ip(𝐫, 𝐫, ω) = ∫ S0(𝐫, 𝐤, ω)d𝐤,                                           (8) 
 

𝐼𝑑(𝐤, 𝐤, ω) = ∫ S0(𝐫, 𝐤, ω)d𝐫,                                           (9) 

 

noting that they both depend on the first 

stokes parameter S0(𝐫, 𝐤, ω). 
 

We will now consider the paraxial 

propagation of the WDF. The paraxial [2] 

propagation (see [14] for non-paraxial 

propagation), from an incident flat surface to 

a surface at z, corresponds to a linear 

transformation of the wigner function’s initial 

argument, i.e. paraxial propagation reads 

 

𝑆𝑙(𝐫, 𝐤, z, ω) = 𝑆𝑙 (𝐫 −
𝜆𝑧

2𝜋
𝐤, 𝐤, 0, ω),                        (10) 

 

for l ranges from 0 to 3. The constant involved 

is the wavelength 𝜆. Another way of 

propagation analysis can be seen by assuming 

the medium is a first order optical system 

(with its ray transfer matrix), under this 

condition the WDF at plane z becomes [14]: 

 

𝑆𝑙(𝐫, 𝐤, z, ω) = 𝑆𝑙(A𝐫 + B𝐤, C𝐫 + D𝐤, 0, ω),          (11) 

 

where the components of the ray transfer 

matrix ABCD are A, 𝐵, 𝐶, and D, and A = 1, 

B = −
𝜆𝑧

2𝜋
 , C = 0, D = 1 in free space as an 

example. WDF describes optical signals 

concurrently in spatial frequency and space. 

Geometrical optics’ concepts of position and 

angle are analogous to this idea. This 

characteristic allows us to use the ray transfer 

matrix, often known as the ABCD matrix, to 

propagate light in phase space [15]. 

 

For an application of the theory we consider 

the general expression of the well known 

electromagnetic anisotropic Gaussian Schell-

model beam (AGSMB) as given 

 
Wij(𝐫𝟏, 𝐫𝟐, z = 0, ω) =

(AiAj)
1

2Bijexp [−
𝐫1

2

4σi
2] exp [−

𝐫2
2

4σj
2] exp [−

(𝐫𝟐−𝐫𝟏)2

2δij
2 ]    (12) 

In Equation [12] the parameters Ai, Aj, Bij, σi, 

σj, and δij are independent of location but 

they might depend on temporal frequency. 

The magnitudes of the electric field-vector 

components are Ai, Aj. σi
2 , σj

2 are the 

variances of the intensity dispersion through 

the source coordinates and the variances of 

the correlations between the elements of the 

electric field vector are δij
2 . Besides, the 

parameters Bij must satisfy the realizability 

conditions [16]: Bii = Bjj = 1, Bij = Bji
∗ =

Bexp[iθ]. The phase difference between two 

orthogonal electric field components is θ , and 

B is used for the modulus of correlation 

parameter. 

 

Use of Equation [12] as a model beam first in 

Equation [2] then in Equations [4]-[7] 

constructs the phase space stokes parameters 

of anisotropic Gaussian Schell-model beams 

(we dropped the 𝜔 dependence for brevity): 

 

𝑆0(𝐫, 𝐤, 0) = AxBxx
π

Ʌxx
exp [− (

𝐫2

2σx
2 +

𝐤2

4Ʌxx
)] +

AyByy
π

Ʌyy
exp [− (

𝐫2

2σy
2 +

𝐤2

4Ʌyy
)],                                 (13) 

 

𝑆1(𝐫, 𝐤, 0) = AxBxx
π

Ʌxx
exp [− (

𝐫2

2σx
2 +

𝐤2

4Ʌxx
)] −

AyByy
π

Ʌyy
exp [− (

𝐫2

2σy
2 +

𝐤2

4Ʌyy
)],                                 (14) 

 

𝑆2(𝐫, 𝐤, 0) = (AxAy)
1/2

Bxy
π

Ʌxy
exp [− (

𝐫2

Ωxy
+

2i

4Ʌxy
(

1

4σy
2 −

1

4σx
2) 𝐫 ∙ 𝐤 +

𝐤2

4Ʌxy
)] +

(AxAy)
1/2

Byx
π

Ʌyx
exp [− (

𝐫2

Ωyx
+

2i

4Ʌyx
(

1

4σx
2 −

1

4σy
2) 𝐫 ∙

𝐤 +
𝐤2

4Ʌyx
)],                                                                         (15) 

 

𝑆3(𝐫, 𝐤, 0) = i [(AxAy)
1/2

Byx
π

Ʌyx
exp [− (

𝐫2

Ωyx
+

2i

4Ʌyx
(

1

4σx
2 −

1

4σy
2) 𝐫 ∙ 𝐤 +

𝐤2

4Ʌyx
)] −

(AxAy)
1/2

Bxy
π

Ʌxy
exp [− (

𝐫2

Ωxy
+

2i

4Ʌxy
(𝑐 −

1

4σx
2) 𝐫 ∙ 𝐤 +

𝐤2

4Ʌxy
)]],                                                                        (16) 

 

where Ʌij and Ωij are 

 

Ʌij =
1

16σi
2 +

1

16σj
2 +

1

2δij
2 ,                                              (17) 
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1

Ωij
=

1

4σi
2 +

1

4σj
2 − [

1

(4σi
2)

2 +
1

(4σj
2)

2 −
1

8σi
2σj

2]
1

4Ʌij
,      (18) 

 

We note that, for isotropic (𝜎𝑖 = 𝜎𝑗 = 𝜎) 

Gaussian Schell-model beams our Equations 

[13-18] simplify to Equations [14-18] of 

refence [13].  

 

This allows one to investigate the evolution of 

the generalized phase space Stokes vector 

𝑆𝑙(𝐫, 𝐤, z, ω) through out free space.  We 

believe such methodologies developed for 

phase space in the optical coherence theory  

can be adopted to investigate the change of 

the statistical states of light beams in  free 

space and atmospheric scenarios. 
 

The study of the phase space characteristics of 

random electromagnetic beams  is quite 

widespread recently. The statistical condition 

of an electromagnetic  beam has long been 

satisfactorily described using the standard 

Stokes parameters. When used to characterize 

both the coherence and the polarization 

characteristics  of electromagnetic fields, 

recently proposed generalized phase space  

Stokes parameters, which are thought of as a 

two-direction extension of the  typical Stokes 

parameters, can be written in terms of the 

correlations between  electric field 

components at two directions. The acquired 

results make it  easier to handle the phase 

space transformation's propagation behavior. 
 

3. THE RESEARCH FINDINGS AND 

RESULTS 
 

We first notice that Equations [15]-[16] are 

different than Equations [13]-[14] in the sense 

that there is an additional phase introduced. 

And they are different from the parameters 

obtained in [13] for isotropic Gaussian-Schell 

model beams. A similar case is seen in the 

complex Gaussian representation of partially 

coherent sources on propagation [17]. 

Second, this is not the case in the 

configuration space, i.e.  

 

S0(𝐫1, 𝐫2, ω) = Wxx(𝐫1, 𝐫2, ω) + Wyy(𝐫1, 𝐫2, ω),    (20) 

 

S1(𝐫1, 𝐫2, ω) = Wxx(𝐫1, 𝐫2, ω) − Wyy(𝐫1, 𝐫2, ω),    (21) 

 

S2(𝐫1, 𝐫2, ω) = Wxy(𝐫1, 𝐫2, ω) + Wyx(𝐫1, 𝐫2, ω),    (22) 

 

S3(𝐫1, 𝐫2, ω) = i[Wyx(𝐫1, 𝐫2, ω) − Wxy(𝐫1, 𝐫2, ω)],    (23) 
 

are all having the same functional forms 

(form of Equation [12] in this case) and same 

scalings [12]. Thirdly, Equations [15]-[16] 

have modified variances across the position 

vector r only, which is to say the position 

variance is rescaled. As a fourth notice, this 

rescaled variance has the imprint of the 

correlations δij. To compare S0(𝐫, 𝐤, 0)and 

S2(𝐫, 𝐤, 0), we plot Equation [13] and 

Equation [15] in Figure 1.  

 

Since S1 and S3have the similar results their 

figuration is not presented for brevity. In the 

passage from Figure 1 (a) to Figure 1 (b) we 

see that the variance changes in 𝐫 dimension. 

This is not very well pronounced in S2 and S3 

which is because S2 and S3 are more 

symmetric in variances comparing to S0 and 

S1. In the analysis of the parts of Figure 1 we 

see that there is a rise in the variance with 

respect to the increment of anisotropy ratio α. 

In the numerical calculations it is worth 

mentioning that the phase space Stokes 

parameters might take negative values, since 

the Wigner functions are purely real, but they 

are not always positive [18]. The reason of the 

asymmetry between  
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                          (𝑎) S0 for 𝛼 = 1.                                                             (b) S2 for 𝛼 = 1. 

 

 
                          (𝑐) S0 for 𝛼 = 4.                                                             (d) S2 for 𝛼 = 4. 

Figure 1 Changes in the generalized phase space Stokes parameters S0 and S2, calculated from 

Equation 14 and Equation 16, of anisotropic electromagnetic Gaussian Schell-model beams. The 

parameters are taken as: Ax = Ay = 1, Bxx = Byy = 1, Byx = Bxy = 0.8, 𝜃 = 0, 𝜎𝑦 = 1 mm, 

𝜎𝑥 = 𝛼𝜎𝑦 , 𝛿𝑥𝑥 = 𝛿𝑦𝑦 = 1 mm, 𝛿𝑥𝑦 = 𝛿𝑦𝑥 = 1.5 mm. 

 

Equations [13]-[14] and Equations [15]-[16] 

is; we now introduced an anisotropy in the 

kernel (shifted electric correlation matrix) of  

Wigner transform which causes a phase and a 

rescaling in the cross terms Fxy, Fyx and so in 

S2, S3. Lastly, note that the coherence widths 

along x and y directions are taken as equal in 

this study, they can be taken differently as 

well and would be a place of another study. In 

such a case, we would expect an extra 

variance scalings on the direction of seperate 

fields. 
 

4. DISCUSSION 
 

With the help of derived analytics we have 

studied the spectral changes  of anisotropic 

Gaussian Schell-model sources in generalized 

phase space Stokes parameters. On 

comparing Figure 1 (a) and Figure 1 (c) we 

see that the effect of anisotropy ratio on S0 is 

more noticeable, however the comparison of 

Figure 1 (b) and 1 (d) shows us that the effect 

of  anisotropy ratio on S2 is dim. The main 

comparison, i.e., Figure 1 (a) vs Figure 1 (b), 

shows a profound change because of the 

phase and the variance in the obtained 

generalized phase space Stokes parameters.  

Therefore, the results demonstrate that the 

changes in the statistical properties can be 

influenced by the phase space transform. 
 

Consideration of the complete statistics,  i.e. 

amplitude, phase and polarization, is 

necessary for full field description of the light 

field. This is because the first Stokes 
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parameter, S0, is a measure of the total 

intensity of the light incident on the detectors.  

The second and third Stokes parameters, S1 

and S2, provide information about the linear 

polarization state of the incident light. The 

fourth Stokes parameter, S3, provides 

information about the circular polarization 

state of the incident light. 
 

5. CONCLUSION 
 

In this paper, generalized phase space Stokes 

parameters of anisotropic Gaussian Schell-

model sources are derived. Effect of the 

anisotropy ratio 𝛼 is plotted and analyzed. 

The Wigner transform results in different 

ways in the four Stokes parameters because of 

the shift in the transform. Based on the 

formulas obtained we see that the anisotropy 

of the source causes a modified variance in 

the last two Stokes parameters. The 

calculations show that the variance changes in 

r dimension in the Stokes parameters S2 and 

S3. And also, we have found that the modified 

variance has the imprint of correlations. Some 

areas of interest where this theory can be 

efficiently used are partially coherent imaging 

systems [3], optical heterodyne imaging [19], 

and tomography [20]. 
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Tailoring the Porosity and Breathability of Nanofiber Webs with Mesh size 

of the Deposition Material 
 

 

Cigdem AKDUMAN *1 , Nida OĞLAKCIOĞLU2  

 

 

Abstract 

 

Nano and micro-pores of the electrospun webs present good moisture vapor transmission rate, 

while it maintains resistance to pressured air and resistance to liquid for some type of clothing. 

Laminating a nanofiber web to any textile structure could improve the desired resistance to air 

permeability with providing excellent breathability. In the present study, hydrophobic 

thermoplastic polyurethane (TPU) and hydrophilic poly (vinyl alcohol) (PVA) nanofiber webs 

were produced onto three different chromium sieve wires and then laminated to an interlining 

fabric and compared in means of pore size, breathability, and air permeability. Mesh count of 

the wires affected the pore size and smallest pore size are belong to 90 mesh wire. The water 

vapor permeability of the samples varied between 80% and 90% as well as providing relatively 

low air permeability values. With increasing nanofiber amount, air permeability decreased 

dramatically. 

 

Keywords: Nanofibers, mesh count, porosity, water vapor permeability, air permeability 

 

1. INTRODUCTION 

 

Nanofibers are the fibers with diameters in the 

nanometer range and could be produced from 

different polymer with various additives. 

Thus, they have different physical and 

chemical properties, along with diverse 

application potentials [1-3]. Electrospinning 

is the mainly used method to generate 

nanofibers because of the easy and plain 

setup, the ability to produce continuous 

nanofibers from polymers, and the capability 

to generate nanofibers with controllable 

diameters, compositions, and orientations [4].  
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In an electrospinning setup, a static or a 

moving collector is made of conductive 

material which is electrically grounded are 

used for fiber deposition [5]. Thus, a stable 

potential difference between the source and 

the deposition area (collector) is achieved. 

With different collector designs various fiber 

patterns could be achieved [6]. The porosity 

and the character of the collector have an 

effect on the deposited fibers. Nanofiber 

membrane that are collected onto porous 

collector such as paper and metal mesh had a 

lower packing density than smooth surfaces 

such as aluminum foil. There is faster 

evaporation of residual fibers at a porous 
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target, due to higher surface area while 

smooth surfaces may cause an accumulation 

of solvents around the fibers because of slow 

evaporation rate [7]. Liu et al selected copper 

mesh, aluminum foil and water, and paper as 

target materials. Fibers collected on paper 

showed smooth surfaces and few defects, 

fibers on water are more densely packed. On 

a nonconductive collector, the presence of 

electrostatic charges caused fibers to repel 

each other and gave a more loosely packed 

fibrous network. The packing density of 

fibers determines the overall porosity of the 

fibrous membranes. They observed that fiber 

packing was much less dense when collected 

on porous targets, such as paper and copper 

mesh, than on water and aluminum foil due to 

the differential diffusion and evaporation of 

solvents from nanofibers [8]. Sattary et al. 

used a flat plate and a novel rotating disc 

collector. Both a rotating disc and disc 

rotation speed affected fiber morphology and 

pore size. Due to the special geometry of the 

disc collector, which exposed the charged 

fibers in sediment, high-density nanofibers 

were collected on the copper wires, while 

low-density nanofibers were collected 

between them [9]. Wang et al. used a 

stainless-steel mesh with a wire diameter of 

0.254 mm, and a wire spacing of 0.381 mm as 

a template collector for electrospun 

nanofibers. Produced Polycaprolactone 

(PCL) nanofiber meshes showed similar 

topological structures to the mesh collector. 

When compared with the randomly arranged 

electrospun nanofiber mats, this PCL 

nanofiber meshes with tailored architectures 

and patterns exhibited improved tensile 

strength with tensile modulus [10]. 

 

Electrospun nanofiber webs show 

controllable high porous character with high 

interconnectivity [11]. These nano and micro-

pores of the electrospun webs provide good 

moisture vapor transmission rate, while it 

maintains resistance to pressured air and 

resistance to liquid for some type of clothing 

[12]. On the other hand, several conventional 

microporous membranes are already used for 

this purpose. Nevertheless, nanofiber webs 

show the advantage of better breathability, 

controllable air permeability, possibility to 

functionalization. 

 

Although, conventional waterproof and 

breathable fabric structures include high-

density woven fabrics, coated and laminated 

fabrics [13], the potential of using electrospun 

nanofibrous webs for waterproof, breathable, 

wind resistant textile application has been 

widely investigated. Yoon and Lee developed 

layered fabric structures by laminating mass 

produced electrospun polyurethane nanofiber 

webs that have a web density of 5.2 g/ m2, to 

different substrates and produced layered 

structure, then investigated the breathability 

and waterproof characteristics [14] Sumin et 

al measured the water transfer properties of 

waterproofness and vapor permeability as 

well as the thermal transfer properties of 

warm/cool feeling and thermal conductivity 

of laminated nanofibers before and after 

laundering [15].  

 

Gibson et al. pioneered using nanofibers in 

application of protective clothing. They 

produced polyurethane electrospun 

nanofibers for protective clothing and 

compared them with a wind-proof breathable 

membrane, ie, Goretex™ [16]. Gorji et al. 

produced polyurethane and poly (2-

acryloylamido-2-methylpropanesulfonic 

acid)-graphene oxide nanofibers for 

protective clothing.  They evaluated the 

nanofibrous membrane performance with 

their tensile strength, water vapor 

permeability, and contact angle and 

developed a dual-mode behavior on two 

opposite faces [17]. Sadighzadeh et al. studied 

waterproof-breathable fabric development by 

applying electrospun polyurethane, 

polyacrylonitrile, and polyethersulfone 

directly onto the substrate fabric. They 

compared the air permeability, water vapor 

transport rate, and resistance to water 

penetration for produced membranes with 

Goretex [18]. Oglakcioglu et al. used 

nanofibers to overcome the low air resistance 

of conventional weft knitted fabrics to 

develop windoproof textile surfaces even 
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open structures are in case. Thermoplastic 

nanofibers laminated between two single 

jersey fabrics and the effect of the nanofiber 

amount on the air resistance performance and 

breathability of the multilayered structure 

were investigated [12].  

 

Air permeability is defined as the rate of 

airflow passing perpendicularly through a 

known area under a prescribed air pressure 

differential between the two surfaces of a 

material. Since a pressurized air is used in 

measurement, small pores of nanofibers can 

block the air but still allow water vapour to 

diffuse for breathability. So, body can still 

transfer the sweat from skin to environment 

while protecting from wind and prevent heat 

loss. Producing nanofibers directly onto a 

textile material or a deposition material are 

the options for combining nanofibers with 

textiles. When electrospinning is directly 

carried out onto textiles, a glue or a binder 

should be applicated prior to electrospinning 

process, then an additional layer may be 

laminated over nanofiber coated material. In 

case of using a deposition material such as 

mass production of standard membrane 

production, a silicone applied paper, or a 

similar material could be used as a carrier 

since nanofiber membranes are more fragile 

than conventional membranes. Then these 

membranes could be transferred and 

laminated to a textile material. Since 

deposition material has a significant effect on 

the porosity character of the nanofiber 

membrane, present study investigates the 

mesh size effect of the deposition material for 

mass production methods and aims to tailor 

the breathability. 

 

Polyurethanes have been widely used to 

produce smart membranes because of several 

desirable properties, such as prominent 

elasticity, good abrasive resistance, and 

excellent hydrolytic stability [13]. Poly (vinyl 

alcohol) (PVA) nanofibers have diverse 

application areas when they are crosslinked 

[18-22].  

 

In present study, hydrophobic thermoplastic 

polyurethane (TPU) and hydrophilic PVA 

nanofiber webs were produced onto three 

different chromium sieve wires with 90, 40 

and 20 mesh and then, nanofiber webs were 

transferred to a knitted interlining in order to 

analyze the effect of mesh count on the pore 

sizes. Besides, for comparing the effect of 

nanofiber amount, nanofibers were produced 

with different deposition times ranging from 

1 hour to 10 hours onto 90 mesh wire sieves.  

Nanofiber transferred interlinings’ water 

vapor and air permeability were determined 

for both a hydrophobic and a hydrophilic 

structure. 

 

2. MATERIAL AND METHOD 

 

In this study commercial Pellethane 2103-

80AE (Velox (Lubrizol Advanced Materials) 

was used as TPU Polymer. It was based on 

4,4-methylene bisphenylene isocyanate, 

polytetramethyleneoxide and 1,4 butanediol. 

For hydrobhobic polymer PVA was supplied 

with average molecular weight of ~125,000 

g/mol. A polycarboxylic acid 1,2,3,4 

butanetetracarboxylic acid (BTCA), and it 

cataysyst sodium hypophosphite 

monohydrate (NaPO2H2.H2O) were used for 

crosslinking. Dimethylformamide (DMF) 

was used as solvent for TPU and was supplied 

from Sigma Aldrich Chemical Company. 

Chromium wire sieves were used as 

deposition material. 90, 40 and 20 mesh 

sieves were purchased from Akyol Sanayi 

Malzemeleri. Vilene AP08 (Freudenberg), 

100% polyester (PES) interlining was 

received from Gamateks. 

 

TPU solutions were prepared by dissolving 

10% (w/w) of TPU granulates in DMF. PVA 

solutions were prepared by dissolving again 

10% (w/w) PVA powder in distilled water at 

100°C.  BTCA as crosslinking agent, was 

added to the PVA solutions in the ratio of 10% 

(w/wpolymer) with sodium hypophosphite 

monohydrate as catalyst in ratio of 2:1 (w/w) 

PVA solutions were further stirred for 10-15 

min. 

 

Çiğdem AKDUMAN, Nida OĞLAKÇIOĞLU

Tailoring the Porosity and Breathability of Nanofiber Webs with Mesh Size of the Deposition Material

Sakarya University Journal of Science 27(3), 687-696, 2023 689



TPU and PVA solutions were electrospun at a 

voltage of 13 kV and 18 kV respectively and 

a tip-to-collector distance of 18 cm with a 

feeding rate of 0.5 ml/h were used. Rotating 

metal drum collector covered by chromium 

wire sieve and was grounded to achieve 

negative potential in order to travel nanofibers 

to the depostion area. Produced TPU and 

PVA nanofibers were coded with their 

collection sieve and period and given in Table 

1. For PVA nanofibers different fixation 

methods can be used [23]. In this study a 

polycarboxylic acid, BTCA was used, thus 

after electrospinning, PVA nanofibers were 

heat set at 130oC for 20 min in an oven to 

enhance the crosslinking reaction. Each 

nanofiber web was transferred onto PES 

interlining by a heat transfer machine to 

simulate combining these layers with textiles. 

 
Table 1 Collection parameters and coding of 

TPU and PVA nanofibers 

Parameters TPU Coding PVA Coding 

1h collection 

onto 90 mesh 
TPU1 PVA1 

3h collection 

onto 90 mesh 
TPU2 PVA2 

5h collection 

onto 90 mesh 
TPU3 PVA3 

10h 

collection 

onto 90 mesh 

TPU4 PVA4 

5h collection 

onto 40 mesh 
TPU5 PVA5 

5h collection 

onto 20 mesh 
TPU6 PVA6 

 

In order to characterize the surface 

morphology of TPU and PVA nanofibers 

scanning electron microscopy (SEM, FEI 

Quanta 250FEG) images were taken. A thin 

film of gold was coated onto the nanıfibers. 

EMITECH K550X ion sputtering device was 

used for coating.  

Air permeability measurement was carried 

out according to EN ISO 9237 with FX3300 

(Textest, Switzerland). 5 cm2 measurement 

area and 200 Pa pressure drop were used for 

the measurement. It is the rate of air flow 

passing through a known area under a 

prescribed air pressure differential between 

the two surfaces [24]. The air is drawn 

through the specimen into a closed chamber 

and out through an orifice that measures the 

flow. 

 

Water vapor permeability measurements were 

carried out of Permetest (Sensora Company, 

Liberec, Czech Republic) in accordance with 

ISO 11092. The instrument works according 

to the principle of heat flux sensing. The 

temperature of the measuring head is kept at 

room temperature for isothermal conditions. 

Some heat is lost after the water flows into the 

measuring head. This instrument measures 

the heat loss from the measuring head due to 

the evaporation of water in bare state (without 

a sample) and covered with sample [25, 26].  

 

Relative water vapour permeability of the 

textile sample Pwv determined from the 

equation (1): 

  

Pwv [%] = 100 Us / Uo            (1) 

 

Here, Us means the instrument reading 

without a sample (heat loses of the free wet 

surface), and Us presents the heat loses of the 

wet measuring head (skin model) with a 

sample [27]. 

 

3. RESULTS AND DISCUSSION 

 

In Figure 1 and Figure 2, the representative 

SEM images with two magnifications were 

given. Bead free smooth TPU and PVA 

nanofibers were electrospinned. Fiber 

diameter of TPU and PVA nanofibers were 

measured as 966 nm and 320 nm, 

respectively. Mesh structure of the wire sieve 

could be better seen at TPU nanofibers. Since 

PVA nanofibers were thinner, mesh structure 

disappeared at longer collections. 
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The pores of the nanofiber membranes are 

caused by the entanglement of the nanofibers. 

When nanofiber diameter is constant, more 

nanofiber covering a specific area would 

result in narrower pore size distribution along 

with smaller pores [28]. Thus, with increasing 

collection period mean flow pore size (MFP) 

of TPU nanofiber decreased to 2.28 from 

3.45µm (Table 2). Sparse mesh resulted in 

3.09 µm of MFP for 20 mesh, 2.78 for 40 

mesh and 2.69 for 90 mesh for same amount 

of nanofiber. For PVA nanofibers, due to 

thinner nanofiber diameter, all PVA webs had 

smaller pore sizes. Similar to TPU nanofibers, 

with increasing collection period MFP of 

PVA nanofiber webs decreased to 1.06 from 

1.85 µm. MFP of PVA nanofibers was 1.73 

for 20 mesh, 1.56 for 40 mesh and 1.44 µm 

for 90 mesh. That showed pore size of the 

nanofibers could be controlled with mesh 

count of deposition material. 

 
Table 2 Pore size of TPU and PVA nanofiber 

webs 

Nanofibers  Biggest 

Bubble 

Point 

 (µm) 

 Mean 

Flow 

Pore Size 

 (µm) 

 Smallest 

Pore Size 

 (µm) 

 
TPU1 6.67 3.45 2.43 
TPU2 6.32 2.89 1.65 
TPU3 4.82 2.69 1.87 
TPU4 4.82 2.28 1.71 
TPU5 6.03 2.78 1.69 
TPU6 6.51 3.09 1.74 
PVA1 2.72 1.85 1.51 
PVA2 2.05 1.60 1.30 
PVA3 2.22 1.44 1.44 
PVA4 1.90 1.06 0.64 
PVA5 2.08 1.56 1.40 
PVA6 2.35 1.73 1.16 

 

Understanding of the relation between mesh 

structure of the deposition material and 

transport properties of electrospun 

nanofibrous membrane will help to design 

tailored comfortable nanofiber laminated 

fabrics. Figure 3 and 4. present the water 

vapor and air permeability of nanofiber 

samples. 

  
Figure 1 SEM images TPU nanofibers with 100x 

and 5000x magnification 
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Similar to the study of Gibson et al., this 

interconnected nanofiber webs present 

minimum resistance to moisture vapor 

diffusion [29]. The water vapor permeability 

of the TPU and PVA nanofiber webs varied 

between 80% and 90% as well as providing 

relatively high air resistance values. It was 

observed that the mesh count and different 

nanofiber amount caused by different 

deposition time significantly changed the 

permeability properties and it is possible to 

achieve good breathable structures with 

different air permeability characteristics. 

Water vapor permeability values were not 

much affected from the hydrophilic or 

hydrophobic character of the polymer, 

because both 1 h collected nanofibers water 

vapor permeability values are about 90%. 

Even the densest coatings of 10 h collections 

showed 81.1 and 82.9% for TPU and PVA 

nanofibers, respectively. Highly porous 

structure allowed water vapor passing 

through the nanofiber membranes. These 

results indicate that not only the nanofiber 

diameter, but deposition material mesh 

structure/design may also contribute to the 

porosity of the final composite material, and 

hence, the water vapor transport performance 

of the material. 

 

 
 

 

 

In case of air permeability, significant 

difference could be seen at minimum amount 

of nanofiber (1h collection), thinner TPU 

nanofiber web had the highest air 

permeability value. Since the pore size of the 

TPU nanofiber membrane had the biggest 

(3.45 µm) MFP, it allowed higher pressured 

air penetration. On the other hand, with finer 

PVA nanofibers 1h collection onto 90 mesh, 

air permeability was about half of the TPU 

nanofiber web as 29.07 l/m2/s and it was close 

to the 5 h collection onto 20 mesh. Since the 

difference of the pore size was more 

significant at TPU nanofibers because of the 

thicker nanofiber diameter, the air 

Figure 2 SEM images PVA nanofibers with 100x 

and 5000x magnification 

Figure 3 Water vapor and air permeability results 

of TPU nanofibers 
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permeability results showed significant 

differences. It was seen that the air 

permeability properties of the nanofiber webs 

could be controlled by the character of the 

deposition material and finer nanofibers were 

much affected from the character of 

deposition material. Air permeability of the 

PVA nanofibers which were collected for 5 

hours onto 90 mesh was 10.11 and 25.6 l/m2/s 

for 20 mesh, while they were 16.15 and 19.03 

l/m2/s for TPU nanofibers. Besides, finer 

PVA nanofibers of 1h collection onto 90 

mesh was similar to the 5 h collection onto 20 

mesh. 

 

 
 

 

 

4. CONCLUSIONS  

 

Electrospun nanofiber webs have high porous 

character with nano and micro-pores. These 

nano and micro-pores of the electrospun webs 

provide good moisture vapor transmission 

rate, while it maintains resistance to pressured 

air and resistance to liquid for some type of 

clothing and may be controlled with the 

feature of the collector.  

 

When stainless steel wire meshes were used 

as a deposition material, by changing the 

mesh count, it is possible to modify the 

porosity of the produced nanofiber 

membrane. 

After the production of nanofibers onto a 

deposition material, common mass 

production practice is transferring it onto a 

textile material for waterproof and breathable 

fabrics. In this study, TPU nanofiber webs are 

investigated because of its several 

commercial applications as hydrophobic and 

breathable textile membrane and compared 

with hydrophilic PVA nanofiber webs. 

Nanofibers were densely deposited on the 

wires and sediment to the gaps; thus, mesh 

structure of wire could be easily seen. 

However, because of the thinner nanofiber 

diameter of PVA nanofibers (320 nm), at 

longer collection periods, mesh structures 

disappeared. When collection period is 

increased at same mesh count, pore size of 

TPU membranes decreased to 2.28 µm. 20 

mesh count resulted in largest pore size of 

3.09 µm for TPU nanofibers. Since PVA 

nanofibers are significantly thinner than TPU 

nanofibers, its pore sizes are smaller. 

Nevertheless, the mesh count of the wires 

affected the pore size, and the smallest pore 

size belongs to 90 mesh wire. 

In order to evaluate the water vapor and air 

permeability, the nanofiber webs are 

transferred onto an interlining and that also 

simulates lamination process and combine 

nanofiber web with a textile material. The 

water vapor permeability of the samples 

varied between 80% and 90% as well as 

providing relatively low air permeability 

values. Significant difference is seen at 

minimum amount of thicker TPU nanofiber 

web (1h collection), which has the highest air 

permeability value. With increasing nanofiber 

amount, air permeability decreased 

dramatically. In case of air permeability, finer 

nanofibers are much affected from the 

character of deposition material. 
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Phytochemicals and Antioxidant Activities in Methanol Extracts of 

Endemic Haplophyllum Species from Türkiye 

 

 

Cennet YAMAN *1  

 

 

Abstract 

 

The aim of the current study is to determine the total flavonoids, phenolics and antioxidant 

activities of methanol extracts from aerial parts of four endemic Haplophyllum species to 

Türkiye (H. myrtifolium, H. vulcanicum, H. pumiliforme, and H. sahinii). There are two 

populations collected from different regions belonging to H. myrtifolium and H. pumiliforme. 

Antioxidant activities were measured by radical scavenging activity such as the 2, 2′-azino-bis-

3-ethylbenzothiazoline-6-sulfonic acid (ABTS) and 2, 2-diphenyl-1-picrylhydrazyl (DPPH), 

and compared with synthetic standards such as trolox, ascorbic acid and butylated 

hydroxytoluene (BHT). The highest total bioactive contents were recorded as H. sahinii for 

total phenolic content (66.4 mg GAE/g extract) and H. myrtifolium for total flavonoid content 

(40.8 mg QE/g extract), but H. vulcanicum displayed the lowest amount for both contents (38.0 

mg GAE/g extract and 34.5 mg QE/g extract, respectively). Among the species, H. myrtifolium 

exhibited the strongest DPPH and ABTS radical scavenging activity followed by H. 

pumiliforme, H. sahinii and H. vulcanicum. All Haplophyllum species showed higher 

antioxidant activity for these two radical scavenging activities than trolox and BHT. The 

phytochemicals and antioxidant activities in methanol extracts from these endemic 

Haplophyllum species is reported for the first time. The diversity of the findings is to be 

discussed as likely consequence of the different species and regions. 

 

Keywords: Haplophyllum L, phenolic, flavonoids, DPPH, ABTS 

 

1. INTRODUCTION 

 

Haplophyllum, belonging to Rutaceae family, 

herbaceous perennial and fragrant plants is a 

genus containing approximately 68 species, 

and has the most species diversity in the flora 

of Türkiye and Iran in terms of its spread over 

the world [1]. Türkiye is an important gene 

center for the Haplophyllum genus which is 

represented in the flora of Türkiye by 17 taxa 

belonging to 14 species with 52% endemism 
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[2]. Recently, two new species 

(Haplophyllum sahinii and H. ermenekense) 

was described by Tugay and Ulukuş, Ulukuş 

and Tugay [3, 4], Türkiye has 18 

Haplophyllum taxa, 11 (58%) of which are 

endemic. This genus taxa are foetid perennial 

herbs, which grows mainly on rocky hills, 

steppes, slopes, rocky place on limestone, 

especially near pine forests, or sandy soils [2]. 

 

Sakarya University Journal of Science 27(3), 697-707, 2023

mailto:cennet.yaman@bozok.edu.tr
https://orcid.org/0000-0002-2364-8171


Members of the Rutaceae family are of great 

economic importance, including wood, food, 

cosmetic and medicinal uses [5]. 

Haplophyllum species of this family are 

traditionally used actively in the treatment of 

different diseases in many countries. It is used 

in the treatment of malaria, rheumatoid 

arthritis and gynecological diseases in Saudi 

Arabia [6]. The herb part is used as an 

antispasmodic in the treatment of allergic 

rhinitis and gynecological diseases, asthma 

and respiratory distress in Sudan [7], while its 

leaves are used for skin infections in Oman 

[8]. Infusion samples of the herbal part are 

used to treat gynecological problems and 

digestive problems such as rheumatoid 

arthritis as well as constipation and diarrhea 

[9]. Moreover, Haplophyllum species, 

analyzed in previous studies, have been 

reported to exhibit incredible levels of 

biological activities including antimicrobial 

[10, 11], antioxidant [12, 13], anti-

inflammatory [14], and especieally anti-

cancer [15-17]. The potential of these 

activities is based on phytochemicals in the 

plant. Many scientists reported that various 

Haplophyllum species contained important 

characteristic classes of phytochemical such 

as phenolics, flavonoids, flavonols, 

coumarins, alkaloids and important 

compounds of lignans [4, 15, 18]. 

 

Many compound classes or compounds with 

high antioxidant properties are preferred for 

preservative and additive purposes in 

industries such as food, medicine, 

pharmacology and cosmetics. These 

compounds are mostly synthetic products due 

to their cheapness and quick availability. As a 

result of the researches, it was revealed that 

synthetic compounds have toxic and 

carcinogenic effects, and instead, natural 

products/preparations with high antioxidant 

activity have become popular [19, 20]. 

Natural products of plant origin provide 

alternatives to synthetic antioxidants. 

Therefore, natural antioxidant products have 

been developed from aromatic plants, spices, 

and fruit powder and are still being developed 

[21, 22]. 

The biosynthesis of these phytochemicals in 

plant and therefore their biological activities 

are affected by external factors such as 

environmental factors (soil, light intensity and 

climatic conditions) [23], as well as by 

internal factors such as the biotype and 

chemo-type of the plant [24], physiological 

and genetic aspects [25]. Therefore, it is an 

important first step to identify the 

preparation/extract or a specific compound 

that can be used for commercial purposes 

from nature. 

 

The high pharmaceutical effects of 

Haplophyllum species suggest that there may 

be species with high antioxidant activity 

among the species. In this context, this study 

aims to investigate the antioxidant activities 

of endemic Haplophyllum species to Türkiye, 

of which there are very few studies, and to 

compare them with synthetic antioxidant 

standards. The results of this study are 

important in terms of the use of Haplophyllum 

species as a potential source of natural 

antioxidants in food and pharmaceutical 

products. 

 

2. MATERIALS AND METHODS 

 

2.1. Material 

 

The erial parts of Haplophyllum species (H. 

myrtifolium, H. vulcanicum, H.pumiliforme 

and H. sahinii) respresenting a total of 40 

shoots were collected according to 

completely randomized design at full 

flowering period (Figure 1). The species were 

identified by Prof. Dr. Osman Tugay, Faculty 

of Farmacy, Department of Pharmaceutical 

Botany, Selçuk University, Konya, Türkiye. 

The locations belonging to each taxon were 

recorded as following (Table 1). 

 

2.2. Extraction 

 

The dried and finely ground samples (about 

4g) of the aerial parts of Haplophyllum 

species were extracted in methanol at 40°C 

for 24 h. The resulting solutions were filtered 

through whatman paper and solvent was 
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separated with a rotary evaporator (Heidolph, 

laborota 4000), and extract yields were 

calculated as %. Then, extracts were 

dissolved in methanol. Each extraction 

process was repeated three times. 

 

 

Figure 1 General view of habit and flowers of endemik Haplophyllum species (H. myrtifolium (A&B), 

H. vulcanicum (C&D), H.pumiliforme (E&F) and H. sahinii (G&H)) 

Table 1 Habitats of H. myrtifolium, H. vulcanicum, H. pumiliforme and H. sahinii from Türkiye 
Plant Name Abbreviated 

Names 

Hazard 

Category1 

Altitude 

(m) 

Collection Site Collector 

Number 

Haplophyllum 

myrtifolium Boiss. 

 
HM1 

EN 

1070 

C42 Konya; 

Çumra, 

Apasaraycık 

Köyü, taşlı yerler 

OT-9264-

DU3 

HM2 1090 

C4 Konya; 

Çumra, 

Apasaraycık 

Köyü 

OT-7392-DU 

Haplophyllum 

vulcanicum Boiss. & 

Heldr. 

HV2 VU 1200 
C4 Karaman; 

Karadağ 
OT-9614-DU 

Haplophyllum 

pumiliforme Hub.-Mor. 

& Reese 

HP1 

VU 

1450 

C3 Konya; 

Derebucak, 

Soğukoluk yolu 

OT-7495-DU 

HP2 1470 
C3 Konya; 

Derebucak 
OT-7481-DU 

Haplophyllum sahinii 

Tugay & Ulukuş 

HS EN 1090 

C4 Konya; 

Çumra, 

Apasaraycık-Apa 

köyü, kayalık 

alan 

OT-7410-DU 

2.3. Phytochemical Contents 

 

2.3.1. Total phenolic 

 

Total phenolic content in the methanol 

extracts of Haplophyllum species will be 

measure using the Folin–Ciocalteu reagent 

method as described by Yaman et al. [13]. 

The total phenolic contents of the samples 

were expressed as mg gallic acid equivalent 

(GAE) / g extract according to the equation 

obtained from the standard gallic acid graph. 

The experiment was done in triplicates with 

two replicates. 
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2.3.2. Total flavonoid 

 

Total flavonoid content in the methanol 

extracts of Haplophyllum species will be 

determine using colorimetric method as 

described by Yaman et al. [13]. The total 

flavonoid contents will be calculate from the 

calibration curve and express as mg quercetin 

equivalent (QE) / g extract according to the 

equation obtained from the standard quercetin 

graph. The experiment will be done in 

triplicates with two replicates. 

 

2.4. Radical Scavenging Activity 

 

2.4.1. DPPH free radical scavenging 

activity 

 

Measurement of DPPH (2, 2-diphenyl-1-

picryl-hydrazyl) radical scavenging 

properties of the methanol extracts from 

Haplophyllum species will be carry out 

according to the method described by Yaman 

et al. [13] with some modifications. Trolox, 

Ascorbic acid (AA), butylated 

hydroxytoluene (BHT) will be used as 

positive control. The experiments will be 

doing in triplicates with two replicates. The 

results of the radical scavenging activity were 

calculated according to the following 

equation as % inhibition of the DPPH radical. 

 

% 𝑖𝑛ℎ𝑖𝑏𝑖𝑠𝑦𝑜𝑛 =
(𝐴𝑏𝑠𝑐𝑜𝑛𝑡𝑟𝑜𝑙 −  𝐴𝑏𝑠𝑠𝑎𝑚𝑝𝑙𝑒)

𝐴𝑏𝑠𝑐𝑜𝑛𝑡𝑟𝑜𝑙
 × 100 

 

2.4.2. ABTS radical cation scavenging 

activity 

 

Measurement of ABTS (2,2′-azino-bis-3-

ethylbenzothiazoline-6-sulfonic acid) radical 

scavenging properties of the methanol 

extracts from Haplophyllum species will be 

carry out according to the method described 

by Yaman et al. [13] with some 

modifications. Trolox and AA will be used as 

positive control. The experiments will be 

doing in triplicates with two replicates. 

Results of radical scavenging activity were 

denoted as % inhibition of ABTS radical. The 

% inhibition of ABTS radical cation 

scavenging activity was calculated according 

to the following equation: 

 

% 𝑖𝑛ℎ𝑖𝑏𝑖𝑠𝑦𝑜𝑛 =
(𝐴𝑏𝑠𝑐𝑜𝑛𝑡𝑟𝑜𝑙 −  𝐴𝑏𝑠𝑠𝑎𝑚𝑝𝑙𝑒)

𝐴𝑏𝑠𝑐𝑜𝑛𝑡𝑟𝑜𝑙
 × 100 

 

2.5. Statistical Analysis 

 

The findings were statistically analyzed using 

one-way ANOVA in SPSS statistical 

program, and comparison of the means was 

evaluated by Duncan’s multiple range tests at 

a significance level of 0.05. Data were given 

as the mean ± standard deviation. 

 

3. RESULTS AND DISCUSSIONS 

 

3.1. Extract Yield 

 

The methanol extract yields of Haplophyllum 

species used in the project were analyzed and 

are given in Table 2 as %. 

 
Table 2 The methanol extract yields of endemic 

Haplophyllum species from Türkiye 

Species Extract Yield (%) Standard Error 

HM1 13.98a 1.54 

HM2 5.54e 3.18 

HV1 9.92b 2.70 

HP1 6.91d 0.73 

HP2 8.28c 0.51 

HS 9.32b 2.43 

HM, H. myrtifolium; HV, H. vulcanicum; HP, 

H.pumiliforme; HS, H. sahinii  

 

Generally, in the extraction of plants, 

methanol solvent provides higher extract 

yield than other solvents [26, 27]. Yaman et 

al. [13] investigated ethanol extracts of 

similar species in their study, and reported 

their extract yields lower than the methanol 

extract yield in the current study. 

 

HM1 gives the best extraction yield an 

average of 13.9%, while HM2 collected from 

a second region had the lowest yield (5.54 % 

on average). HV and HS had a statistically 

similar extract yield with 9.92% and 9.32% 

whereas HP from two regions was lower with 

8.28% - 6.9%. 
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3.2. Phytochemical contents 

 

The methanol extracts of endemic 

Haplophyllum species collected from 

different localities were investigated for their 

phytochemical contents such as total phenolic 

and flavonoid contents (Table 3). Results was 

calculated from the calibration curve (R2 = 

0.999 for total phenolic content and R2 = 

0.9997 for total flavonoid content). 

Differences for the species were showed in 

findings of this study. The great distinction 

between the same species collected from 

different regions appears due to different 

environmental and climatic conditions [13]. 

 
Table 3 Total bioactive contents in methanol 

extracts of endemic Haplophyllum species from 

Türkiye 

Species 

Total phenolic 

content 

(mg GAE/g 

extract) 

Total flavonoid 

content 

(mg QE/g 

extract) 

HM1 48.0±0.4d 39.7±0.2b 

HM2 56.1±0.8c 40.8±0.2a 

HV 38.0±0.3f 34.5±0.1f 

HP1 40.1±0.2e 35.3±0.1d 

HP2 60.1±1.0b 36.1±0.2c 

HS 66.4±0.2a 35.0±0.2e 

HM, H. myrtifolium; HV, H. vulcanicum; HP, 

H.pumiliforme; HS, H. sahinii 

 

The results revealed that the HS is very rich 

in phenolic compounds with 66.4 mg of 

GAE/g of extract, whereas HV is lowest with 

38.0 mg of GAE/g of extract (Table 2). 

Interestingly, Yaman et al. [14] reported that 

ethanol extracts of the Haplophyllum 

vulcanicum (HV) species contained higher 

total phenolic than other Haplophyllum 

species. HV may differ from other species in 

terms of phytochemical content or 

biosynthesis ability, or affected by 

environmental factors. 

 

When Table 3 was examined, the total 

flavonoid amounts of extracts varied from 

34.5 to 40.8 mg QE/g extract. The highest 

levels of the total flavonoid were found in 

HM2 and HM1, respectively. Yaman et al. 

[13] also reported a similar finding for ethanol 

extracts of Haplophyllum myrtifolium (HM). 

 

The collection of species from different 

regions affected their phytochemical contents 

and compositions, especially total phenolic 

content (Table 2). Different results have been 

observed in populations at the different 

regions of one species. As a result of these 

differences, populations belonging to 

different regions of each species have 

ecological conditions (abiotic and biotic 

differentiators) and habitat (rocky, slopes etc. 

and diversity of flora). Such differences have 

also been identified by many researchers [28-

31]. Rawat et al. [30] indicated that total 

phenol contents among the populations of 

Hedychium spicatum ranged were a 

significantly significant different. The present 

findings indicate to have a significant effect 

on different species and regions for total 

bioactive components. 

 

3.3. Radical Scavenging Activity 

 

Various phytochemicals (secondary 

metabolites) of plants such as flavonoids, 

polyphenols and other phenolics, tannins are 

the main group of components that serve as 

primary free radical scavengers [32, 33]. The 

extracts obtained from endemic 

Haplophyllum species collected from 

different localities were investigated for their 

two radical scavenging activities, namely 

ABTS and DPPH. Results were also 

expressed as % inhibition (Figure 2 and 

Figure 3). 

 

The DPPH radical is largely used in the 

evaluation of free radical scavenger activity 

due to the ease of the reaction. When the 

DPPH radical is cleaned by a compound of 

antioxidant via hydrogen donation to form a 

stable DPPH-H molecule, the color of the 

solution is return from purple to yellow. All 

extracts in current study were determinate to 

reduce the stable violet DPPH radical to 

yellow. DPPH antioxidant activity ranged 

between 43.9-86.5% at a concentration of 100 

µg of all the assessed extracts and standards 
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(Figure 2).  Among extracts of Haplophyllum 

species, HP1, HP2 and  HM1 exhibited 

maximum DPPH free radical scavenging 

activity and statistically the same DPPH 

activity with 85.0-85.1%, followed by HM2 

(83.1%) and HS (71.7%) and HV (68.3%). 

The scavenging effect of different species on 

the DPPH radical for methanol solvent 

generally decreased in the order of HP ≥HM 

>HS >HV (Figure 2). 

 

 
Figure 2 The DPPH free radical activities of 

methanol extracts of endemic Haplophyllum 

species from Türkiye (HM, H. myrtifolium; HV, 

H. vulcanicum; HP, H.pumiliforme; HS, H. 

sahinii) 

 

The ABTS radical is blue, but transforms 

from blue to the colorless form through an 

antioxidant compound. As seen in Figure 3, 

ABTS radical scavenging activity ranged 

between 39.5%-89.9% at a concentration of 

200 µg of all the assessed extracts and 

standards.  

 

All values of methanol extracts from 

Haplophyllum species were statistically in 

different groups. Among Haplophyllum 

species, samples at both different regions of 

HM displayed the highest ABTS activity 

(HM1:76.5% and HM2:71.1%), followed by 

HP (HP2: 66.7%, HP1: 61.3%) and HS 

(56.5%) and HV (47.2%). 

 
Figure 3 The ABTS free radical activities of 

methanol extracts of endemic Haplophyllum 

species from Türkiye (HM, H. myrtifolium; HV, 

H. vulcanicum; HP, H.pumiliforme; HS, H. 

sahinii) 

 

Interestingly, DPPH and ABTS activities of 

all Haplophyllum species were lower than AA 

as the synthetic antioxidant standard, but 

stronger than the trolox standard. Also, DPPH 

activities of all Haplophyllum species had the 

higher than BHT standard. This finding 

indicates that the analyzed Haplophyllum 

species exhibit very powerful radical 

scavenging activity. In the other hand, the 

results between different localities of the 

species were close to each other. 

 

Antioxidant activities of these Haplophyllum 

species have been reported very little in some 

previous studies [13, 34], but, for the first 

time, methanol extracts of endemic 

Haplophyllum species from Türkiye were 

compared among themselves and with 

synthetic standards in this study.  

 

Bioactive compounds defined as secondary 

metabolites in plants have been taken the 

evidence as natural functional components, 

and various medicines have been developed 

all over the World [35, 36]. These compounds 

include total flavonoids, other phenolic 

compounds (phenolic acids, tocopherols, 

stilbenes, alcohols etc.) and polyphenolics 

(condensed and hydrolysable tannins, 

saponin, lignin), vitamins, terpenoids, 
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carotenoids, essential oils [37]. These 

compounds could use as a potential source of 

natural antioxidants [38]. Many researchers 

reported that found a correlation between the 

antioxidant activity and phenolics, in 

particular flavonoids [39-42]. Moreover, 

flavonoids are the most important and 

abundant polyphenols, more than 5000 

reported up to today [43]. So, former studies 

have indicated that the amount of bioactive 

compounds in plants and their antioxidant 

activities depend on both biological factors 

(genetic, organ etc.) and environmental 

(precipitation, temperature, altitude, light 

intensity etc.) conditions [44]. Also, stress 

conditions may induce various flavonoid 

biosynthetic genes. The biotic and abiotic 

stresses such as drought, temperature, 

wounding, nutrient deprivation, metal toxicity 

and can increase the levels of flavonoids in 

the plants as a part of their defense strategy 

[45]. So, the antioxidant activity of flavonoids 

is principal gone on their ability to donate the 

electrons or hydrogen atoms [46]. The variety 

of phenolic and flavonoid compounds is as 

important as amount of the compounds, 

because effect of antioxidant activity of each 

compound is different. 

 

4. CONCLUSIONS 

 

Less than 10% of the world's biological 

diversity has been assessed for potential 

biological activity and there are many more 

natural compounds awaiting exploration to 

achieve this natural chemical variety. When 

both radical scavenging activities are taken 

into consideration, HM and HP have been 

exhibited the strongest antioxidant activity, 

especially the antioxidant activities of both 

species are very close to those of ascorbic 

acid. The findings suggest that these endemic 

species show much stronger antioxidant 

activities, involved significantly high levels 

of total phenolic and flavonoid contents, and 

could be a potential source of natural 

antioxidants. However, there is little research 

about antioxidant activities and total bioactive 

components of the species evaluated in this 

study. Further chemical investigations are 

required to isolate the elements of active 

phenolic and flavonoid components of the 

plants that show a broad spectrum of 

pharmacological activity. 
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