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PREFACE 

Dear scientist, 

I am happy to announce that Volume IX - Issue I of the Eastern Anatolian Journal of Science (EAJS) 

has been published.  This issue is composed of 5 research articles that possess some of the leading and 

advanced techniques of natural and applied sciences. On behalf of the owner of EAJS, I would like to 

thank all authors, referees, our editorial board members and section editors that provide valuable 

contributions for the publication of the issue. 

EAJS will publish original and high-quality articles covering a wide range of topics in scientific 

research, dedicated to promoting high standards and excellence in the creation and dissemination of 

scientific knowledge. EAJS published in English is open access journal and abstracting and indexing 

by various international index services.   

Authors are solicited to contribute to the EAJS by submitting articles that illustrate research results, 

projects, surveying works and industrial experiences that describe significant advances in the 

following areas, but are not limited to: 

➢ Biology 

➢ Chemistry 

➢ Engineering 

➢ Mathematics 

➢ Nanoscience and Nanotechnology 

➢ Physics 

Our previous issues have an attraction in terms of scientific quality and impact factor of articles by 

favorable feedbacks of readers. Our editorial team lend wings to be an internationally reputable and 

pioneer journal of science by their outstanding scientific personality. I am hoping to work effectively 

with our editorial team in the future. 

I’d like to express my gratitude to all authors, members of editorial board and contributing reviewers. 

My sincere thanks go to Prof. Dr. Abdulhalik KARABULUT, the rector of Ağrı İbrahim Çeçen 

University, sets the goal of being also a top-ranking university in scientific sense, for supporting and 

motivating us in every respect. I express my gratitude to the members of technical staff of the journal 

for the design and proofreading of the articles. Last but not least, my special thanks go to the 

respectable businessman Mr. İbrahim ÇEÇEN who unsparingly supports our university financially and 

emotionally, to his team and to the director and staff of IC foundation. 

I invite scientists from all branches of science to contribute our journal by sending papers for 

publication in EAJS. 

 

           Prof. Dr. İbrahim HAN 

      Editor-in-Chief  
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Abstract 

     In this paper, we give coefficient estimates for the 

certain subclass of analytic and univalent functions on 

the open unit disk in the complex plane associated with 

hyperbolic sine function with the complex order. For 

the subclass ( )sinhC  , 𝜏 ∈ ℂ − {0} defined here of 

analytic and univalent functions, with the quantity  

( )( )
( )

1
1 1

zf z

f z

 
 + −
 
  

 

subordinated to 1 sinh z+ , we obtain coefficient 

estimates for initial two coefficients and examine the 

Fekete-Szegö problem.  

 

Keywords: Convex function, sine hyperbolic function, 

coefficient estimate, Fekete-Szegö problem, complex 

order 

 

1. Introduction 

 

    The main focus of this section is to give some basic 

information that we will use in the proof of the main 

results.  

Let ( )H U  be the class of all analytic functions in 

𝑈 = {𝑧 ∈ ℂ: |𝑧 < 1|}.  By A , we will denote the class 

of functions ( )f H U  given by the following 

series expansion, explicitly satisfying the conditions 

( )0 0f =  and ( )0 1 0f  − =        
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𝑓(𝑧) = 𝑧 + 𝑎2𝑧2 + 𝑎3𝑧3 + ⋯ 

          = 𝑧 + ∑ 𝑎𝑛𝑧𝑛

∞

𝑛=2

, 𝑎𝑛 ∈ ℂ.                    (1.1) 

Moreover, let S  be a subclass of all univalent 

functions of A . The class S  was first time introduced 

by Köebe (Köebe 1909) and has become a core 

component of research in this area. Bieberbach 

(Bieberbach 1916) published a paper in which the 

famous coefficient hypothesis was proposed. This 

conjecture states that if f S  and has the series form 

(1.1), then na n  for all 2n  . Many 

mathematicians worked hard to solve this problem. But 

for the first time in 1985 it was De-Branges (De-

Branges 1985) who settled this long-lasting conjecture.    

    It is well-know that a univalent function f S  is 

called a convex function, if this function maps open 

unit disk U  onto the convex shaped domain of the 

complex plane. The set of all convex functions which 

satisfies  the following condition is denoted by C   

         

( )( )
( )

Re 0,  
zf z

z U
f z

 
   
  
 

; 

that is, 

( )( )
( )

:  Re 0,  
zf z

C f S z U
f z

    =       
  

. 

    Some of the important and well-investigated 

subclass of S  include the class ( )C   given below, 

which called the class of convex functions of order 

 )( )0,1    

( )
( )( )
( )

:  Re ,  .
zf z

C f S z U
f z

 

    =       
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2. Materials and Methods 

 

    It is well-known that an analytical function   

satisfying the conditions ( )0 0 =  and ( ) 1z   

is called Schwartz function. Two analytic functions f  

and g in U are said that f  is subordinate to g  and 

denoted by f g , if there exists a Schwartz function 

 , such that ( ) ( )( )f z g z= . 

    In 1994, Ma and Minda (Ma and Minda 1994) using 

subordination terminology was defined the class 

( )C   as follows 

   

( )
( )( )
( )

( ):  ,
zf z

C f S z z U
f z

 

  
=   

 
 

, 

 

where ( )z  is a univalent function with ( )0 1 = , 

( )0 0   and the region ( )U  is star-shaped 

about the point ( )0 1 =  and symmetric with respect 

to real axis. Such a function has a series expansion of 

the following form 

( ) 2 3

1 2 3

1

1

1

       1 ,  0 .n

n

n

z b z b z b z

b z b





=

= + + + + 

= + 
 

    In the past few years, numerous subclasses of the 

collection S  have been introduced as special choices 

of the function   (see for example (Sokol 2011, 

Janowski 1970, Arif, et al 2019, Brannan 1969,  Sokol 

and Stankiewcz et al. 2021, Sharma et al. 2016, Kumar 

and Arora 2020, Mendiratta et a.l 2015, Shi et al 2019, 

Bano and Raza 2020, Alotaibi et al. 2020, Ullah et al. 

2021, Cho et al. 2019, Mustafa et al.2022, Mustafa 

2017, Xu et al, 2012)).  

    Finding bounds for the function coefficients in a 

given collection is one of the most fundamental 

problems in geometric function theory.  

    As known that the first order of Hankel determinant 

of the function f S  defined as follows 

( ) 2 2

2,1 3 2

2 3

1   

 

a
H f a a

a a
= = − . 

The functional ( ) 2

2,1 3 2,H f a a = −  is known 

as the generalized Fekete-Szegö functional, where   

is a complex or real number (Duren 1983). Estimating 

the upper bound of 
2

3 2a a−  is known as the 

Fekete-Szegö problem in the theory of analytic 

functions.  

    Now by using the definition of subordination, we 

introduce a new subclass of analytic and univalent 

functions associated with sine hyperbolic function as 

follows.  

Definition 2.1. For 𝜏 ∈ ℂ − {0} a function f S  is 

said to be in the class ( )sinhC  , if the following 

condition is satisfied 

( )( )
( )

1
1 1 1 sinh ,

zf z
z z U

f z

 
 + − + 
 
  

; 

that is,  

( ) ( )

( )( )
( )

sinh ,1 sinh

:  1 sinh ,  .

C C z

zf z
f S z z U

f z

  +

  
=  +  

 
 

 

Remark 2.1. In the cases 1 = , we have class 

( )sinh 1 sinhC C z +  which reviewed in (Mustafa 

et al. 2023).   

    Let   be the class of analytic functions in U  

satisfied the conditions ( )0 1p =  and 

( )( )Re 0p z  , z U , which from the 

subordination principle easily can written 

( )
1

:  ,
1

z
p A p z z U

z

+ 
 =   

− 
, 

where ( )p z  has the series expansion of the form 
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( ) 2 3

1 2 3

1

1

       1 ,   .n

n

n

p z p z p z p z

p z z U


=

= + + + + 

= + 
     (2.1)                     

The class   defined above is known as the class 

Caratheodory functions (Miller 1975).  

    Let's present some necessary lemmas known in the 

literature for the proof of our main results.   

Lemma 2.1. (Duren 1983). Let the function ( )p z  

belong in the class  . Then,  

2np   for each 𝑛 ∈ ℕ and 2n k n kp p p −− 

for 𝑛, 𝑘 ∈ ℕ, 𝑛 > 𝑘 and 𝜆 ∈ [0,1]. 

The equalities hold for 

 

( )
1

1

z
p z

z

+
=

−
. 

 

Lemma 2.2. (Duren 1983) Let the analytic function 

( )p z  be of the form (1.2), then 

( )2 2

2 1 12 4p p p x= + − , 

( ) ( )

( )( )

3 2 2 2

3 1 1 1 1 1

22

1

4 2 4 4

      2 4 1

p p p p x p p x

p x y

= + − − −

+ − −
 

for ,x y  with 1 and 1x y  . 

 

 

3. Results 

 

    In this section, we give upper bound estimates for 

initial two coefficients for the function class ( )sinhC   

and examine Fekete-Szegö problem for this class. 

    Let us first give the following theorem. 

Theorem 3.1. Let the function f A  given by (1.1) 

belong to the class ( )sinhC  . Then, 

2
2

a


  

 and  

3

1    if    1,  

6   if    1.
a



 

 
 



 

 

Proof. Let ( )sinhf C  . Then, there exists a 

Schwartz function ( )z , such that  

( )( )
( )

( )1 sinh ,  
zf z

z z U
f z

 


= +  


. 

By writing the Caratheodory function p  in terms 

of Schwartz function  , we have 

 

( )
( )

( )
2

1 2

1
1

1

z
p z p z p z

z





+
= = + + + 

−
 . 

 

It follows from that 

 

( )
( )

( )
2

21
1 2

1

1

1 1
 .

2 2 2

p z
z

p z

p
p z p z


−

=
+

 
= + − +  

 

   (3.1)                            

 

From the series expansion (1.1) of the function 

( ) ,f z  we can write 

( )( )
( )

( )2 2

2 3 21 2 2 3 2
zf z

a z a a z
f z


= + + − + 


 .                                

(3.2) 

Since  

3 51 1
sinh

3! 5!
z z z z= + + +     ,        (3.3) 

                                           

 from the series expansion (3.1) of the function  

( ) ,z  we have 

( )
2

21
1 2

1 sinh

1  .
2 2 2

z

p
p z p z

 

 

+ 

 
= + + − +  

 

   (3.4)                   

 

Equalizing (3.2) and (3.4), then comparing the 

coefficients of the same degree terms on the right and 

left sides, we obtain the following equalities for two  

initial coefficients of the function ( )f z  
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2 1
4

a p


= ,                       (3.5)                                                                  

( ) 2

3 1 2

1

24 12
a p p

  −
= + .       (3.6)  

                                              

Using Lemma 2.1, from the equalities (3.5) we can 

easily see that  

2
2

a


 . 

 

Applying the Lemma 2.2, the equality (3.6) we can 

write as follows 

 

( )( )2 2

3 1 14
24

a p p x


= + − ,          (3.7)        

                              

where x  with 1x  . Applying triangle 

inequality, from this equality to (3.7) we obtain 

 

( )( )2 2

3 4
24

a t t


  + − , 

 

where x =  and 1t p= .  If we maximize the 

function 𝜑: [0,1] → ℝ defined as follows  

 

( ) ( )  2 24 ,  0,1t t    = + −  , 

 

we write 

 

( )( )  2

3 1 4 ,  0,2
24

a t t


 − +  . 

 

From this, we obtain desired estimate for 3a . 

Thus, the proof of the theorem is completed. 

Taking 1 =  in Theorem 3.1, we obtain the following 

result for 2a  and 3a  obtained in (Mustafa et al. 

2023). 

 

Theorem 3.2. Let the function f A  given by (1.1) 

belong to the class sinhC .  

Then, we have 

2

1

2
a   and 

3

1

6
a  . 

 

    Let us now give the following theorem on the 

Fekete-Szegö inequality. 

Theorem 3.3. Let the function f A  given by (1.1) 

belong to the class ( )sinhC   and 𝜇 ∈ ℂ. Then,  

 

2

3 2

1                if  2 3 2,

 2 3
6  if  2 3 2. 

2

a a

 


  
 

 − 


−   −
− 



 

 

Proof. Let ( )sinhf C   and 𝜇 ∈ ℂ. From the 

equalities (3.5) and (3.6), using Lemma 2.2 we can 

write 

 

( )2 2 2

3 2 1 1

2 2
4

16 3 3
a a p p x


  

  
− = − + −  

  
,      

                                         (3.8) 

 

where x with 1x  . From this equality, 

applying triangle inequality we can write 

 

( )

 

2 2 2

3 2

2 2
4 ,  

16 3 3

0,1

a a t t


   



 
−  − + − 

 



,                        

(3.9) 

 

with  1 0, 2t p=   and = x . 

  

By maximizing the function  

 

( ) ( )  2 22 2
4 ,  0,1

3 3
t t     = − + −  , 

 

from the inequality (3.9), we obtain the following 

inequality    

 

 

2 2

3 2

2 2 8
,  

16 3 3 3

0,2  .

a a t

t


  

  
−  − − +  

  



                              

(3.10) 
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From here, we obtained the desired result of the 

theorem.  

Thus, the proof of theorem is completed. 

Taking 1 =  in Theorem 3.3, we obtain the following 

result for the Fekete-Szegö inequality obtained in 

(Mustafa et al. 2023). 

 

Theorem 3.4 . Let the function f A  given by (1.1) 

belong to the class 
sinhC  and 𝜇 ∈ ℂ. Then,  

 

2

3 2

1            if  2 3 2,
1

 2 3
6  if  2 3 2. 

2

a a



 


 − 


−   −
− 



 

 

    In case 𝜇 ∈ ℝ, Theorem 3.3 is given as below. 

 

Theorem 3.5. Let the function f A  given by (1.1) 

belong to the class ( )sinhC   and 𝜇 ∈ ℝ. Then,  

 

( ) ( )

( ) ( )

2

3 2

2 1 2 1
1                if         , ,

3 3

6 2 1 2 12 3
 if   or . 

2 3 3

a a

 


 

  
 

 

−

  − +
  

   
 

− +−
 



 

 

    The proof of this theorem is done similarly to the 

proof of Theorem 3.3.  

    Taking 0 =  and 1 =  in Theorem 3.5, we get 

the estimate for 3a  obtained in Theorem 3.1 and the 

following result, respectively.  

Corollary 3.1. If the function f A  given by (1.1) 

belong to the class ( )sinhC  , then  

 

2

3 2

1     if  2,

6   if  2. 
2

a a







 


−  


  
 

Taking 1 =  in Corollary 3.1, we obtain the following 

result obtained in (Mustafa et al. 2023). 

 

Corollary 3.2. If the function f A  given by (1.1) 

belong to the class 
sinhC , then  

2

3 2

1
.

6
a a−   

 

 

4. Discussion 

 

    In this study, we obtained the results obtained in 

(Mustafa et al. 2023) for wider function classes. 

    Really, it can be easily seen the results in (Mustafa 

et al. 2023) are obtained if we take 1 =  in our study. 
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Abstract 

 

Eutectic high entropy alloy, a new kind of high 

entropy alloy, has great interest due to the widespread 

use in high temperature applications with perfect 

mechanical features. Our motivation to do this work 

is the absence of studies about the radiation shielding 

performances of this new type alloys. The aim of the 

work was to determine the photon protection 

parameters such as linear and mass attenuation 

coefficients, mean free path, half value layer, 

effective atomic number, fast neutron removal cross 

section and buildup factors of the eutectic high 

entropy alloys, (CoCrFeNiNb0.25Ta0.20; 

CoCrFeNiTa0.4;CoCrFeNiTa0.75;CoCrFeNiTa0.25H

f0.25; Co2MoxNi2VWx) by using Phy-X/PSD 

software. XCom was also performed to obtain the 

mass attenuation coefficients of the alloys, and a good 

agreement was obtained. It was concluded that 

Co2MoxNi2VWx has the most shielding property 

while CoCrFeNiNb0.25Ta0.20 shows the least 

shielding feature among the alloys. It was also 

determined that Co2MoxNi2VWx has the highest 

neutron shielding ability. As a result, it is noted that 

eutectic high entropy alloys can be evaluated as new 

type shielding materials for radiation related 

applications. 

Keywords: Photon protection parameters, EHEAs, 

Phy-X/PSD. 
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1. Introduction 

 

        Since reported firstly by Cantor et al. (2004) and 

Yeh et al. (2004), high entropy alloys (HEAs) are the 

new alloy systems consisting of at least four major 

elements. HEAs with perfect mechanical, thermal and 

chemical properties have great interest from 

researchers (Aygun 2023; Sakar et al. 2023; Chen et 

al. 2023; Xiao et al. 2020).  Recently, eutectic HEAs 

(EHEAs) have been proposed as a kind of HEAs 

firstly by Lu et al. (2014) by adding an appropriate 

element to the HEA. The combination of FCC 

(ductile phase) with BCC or intermetallic ones (hard 

phase) with good creep resistance and stable defect 

structures makes the alloys attractive for the studies in 

high temperature applications. The microstructure 

features of the EHEAs are also effective for radiation 

resistance in materials (Wang et al. 2023).  EHEAs 

can be used in several industries, such as aerospace, 

automotive, electronics, etc. Therefore, recently, 

many researches have been carried out by developing 

eutectic microstructures for the purpose of obtaining 

better combination of mechanical properties (Wang et 

al. 2023; Jiao et al. 2023; Mukarram et al. 2021; Li et 

al. 2022; Chen et al. 2021). 

 

Increasing application areas of radiation and 

technological developments necessitate the 

production of effective radiation shielding materials 

for human health. The alloys used in high temperature 

and radiation related applications were studied for 

their radiation shielding performances previously 

(Xiao et al. 2020; Chen at al. 2023; Sakar et al. 2023; 

Aygun, 2023; Aygun and Aygun, 2023). But, the new 

type EHEAs have not been studied by radiation 

protection features, yet. The objective of determining 

radiation shielding properties of the EHEAs is 

necessary for closing this lack in the literature. The 

linear and mass attenuation coefficients (LAC and 

MAC), effective atomic number (Zeff), mean free path 

mailto:zeynep.yarbasi@gmail.com
mailto:maygun@beu.edu.tr
mailto:zeynep.yarbasi@gmail.com


8 |  Z. Aygün and M. Aygün EAJS, Vol. 9 Issue 1 

(MFP), half value layer (HVL), atomic cross section 

(ACS), electronic cross section (ECS), fast neutron 

removal cross section (FNRCS) and build up factors 

(EBF and EABF) are the photon protection 

parameters which are significant to learn the degree 

of protection of the alloys. In this regard, for the 

purpose of estimating the photon protection 

performances of the alloys 

(CoCrFeNiNb0.25Ta0.20/D1; CoCrFeNiTa0.4/D2; 

CoCrFeNiTa0.75/D3; CoCrFeNiTa0.25Hf0.25/D4; 

Co2MoxNi2VWx/D5) Phy-X/PSD developed for 

shielding, photon attenuation and dosimetry including 

a wide energy range of 1 keV-100 GeV was used. 

XCom software (Berger and Hubbell, 1987) was also 

used which is developed to acquire photon interaction 

cross-sections and MAC values of an element, 

compound or mixture in the 1 keV–100 GeV wide 

energy region.  

 

2. Materials and Methods 

 

In the study, EHEAs reported previously for 

their mechanical properties were chosen. The 

chemical components of the alloys were used for the 

calculations (Jiang et al. 2016; Jiang et al. 2018; 

Mukarram et al. 2021; Jiao et al. 2023) and given in 

Table 1.  

The rule of mixture is used for calculation of 

density (ρmix) of the alloys (Xiang et al. 2019): 

𝜌𝑚𝑖𝑥 =
∑ 𝑐𝑖𝐴𝑖

𝑛
𝑖=1

∑ 𝑐𝑖𝐴𝑖
𝑛
𝑖=1

𝜌𝑖

                                       (1)             

Ai, ci and ρi, and are atomic fraction, atomic weight of 

element ith and density, respectively. 

The MAC can be found by the Eq. 2: 

𝐼 = 𝐼0𝑒−𝜇𝑡                  (2) 

𝜇𝑚 =
𝜇

𝜌
= 𝑙𝑛(𝐼0/𝐼)/𝜌𝑡 = 𝑙𝑛(𝐼0/𝐼)/𝑡𝑚                     (3) 

where μ (cm−1) is the linear and μm (cm2/g) is the 

mass attenuation coefficients, respectively. 

MAC can be also determined by Eq. 4 (Jackson 

and Hawkes, 1981); 

𝜇 𝜌⁄ = ∑ 𝑤𝑖(𝜇 𝜌⁄ )𝑖𝑖                                         (4)  

𝑤𝑖 is the weight fraction and (𝜇 𝜌⁄ )𝑖 is the MAC of 

the ith constituent element. 

 

ACS (σa) can be obtained by the equation 

formulated as; 

𝐴𝐶𝑆 = 𝜎𝑎 =
𝑁

𝑁𝐴
(𝜇/𝜌)                          (5) 

𝑁𝐴 is the Avogadro’s number and 𝑁  is the atomic 

mass of materials.  

ECS (𝜎𝑒) is found by the equation (Han & 

Demir 2009a); 

𝐸𝐶𝑆 = 𝜎𝑒 =
𝜎𝑎

𝑍𝑒𝑓𝑓
                  (6) 

Zeff can be found by Eq. 7 (Manohara and 

Hanagodimath, 2007).  

𝑍𝑒𝑓𝑓 = 𝜎𝑎/𝜎𝑒               (7)     

                                               

HVL and MFP are calculated by Eqs. 8-9; 

 

𝐻𝑉𝐿 =
𝐼𝑛(2)

𝜇
                                                              (8) 

𝑀𝐹𝑃 =
1

𝜇
                                        (9) 

EBF and EABF can be obtained by the equations 

below (Harima et al. 1986; Harima, 1993). Geometric 

progression (G-P) fitting parameters for the alloy are 

determined by in Eq. 11 (ANSI/ANS, 1991). Buildup 

factors can be determined by Eq. 12 and 13, 

determining K(E,x) in Eq. 14.  

 

 𝑍𝑒𝑞 =
𝑍1(𝑙𝑜𝑔𝑅2−𝑙𝑜𝑔𝑅)+𝑍2(𝑙𝑜𝑔𝑅−𝑙𝑜𝑔𝑅1)

𝑙𝑜𝑔𝑅2−𝑙𝑜𝑔𝑅1
          (10) 

 𝐹 =
𝐹1(𝑙𝑜𝑔𝑍2−𝑙𝑜𝑔𝑍𝑒𝑞)+𝐹2(𝑙𝑜𝑔𝑍𝑒𝑞−𝑙𝑜𝑔𝑍1)

𝑙𝑜𝑔𝑍2−𝑙𝑜𝑔𝑍1
         (11)  

𝐵(𝐸, 𝑥) = 1 +  
(𝑏−1)(𝐾𝑥−1)

(𝐾−1)
       for   K ≠ 1 (12) 

𝐵(𝐸, 𝑥) = 1 + (𝑏 − 1)𝑥           for   K =1          (13)  

𝐾(𝐸, 𝑥) = 𝑐𝑥𝑎 + 𝑑
tanh(

𝑥

𝑋𝑘
−2)−tanh (−2)

1−tanh (−2)
for x ≤ 40 mfp   

                (14)  

The R1 and R2 values are the (μm)Compton/(μm)Total  

the adjacent elements with Z1 and Z2 atomic numbers. 

F is the (G-P) fitting parameters (a, b, c, d, XK 

coefficients) of the sample. F1 and F2 are the G-P 

fitting parameters for  Z1 and Z2 atomic numbers at an 

energy, respectively. X  and E are penetration depth 

and primary photon energy, respectively.  

The FNRCS (∑𝑅) value of the material is 

determined as follows (Sakar, 2020; Woods, 2013):  

          ∑𝑅 = ∑ 𝜌𝑖(∑ /𝑅 𝜌)𝑖𝑖                                     (15) 

where 𝜌𝑖 is the partial density of the compound and 

(∑ /𝑅 𝜌)𝑖 is the mass RCS of the ith constituent 

element. 
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3. Results 

 

Based on the chemical components of EHEAs 

were taken from literature (Table 1) and the photon-

matter interaction parameters of the alloys were 

determined. Dependences of the found MAC values 

versus photon energies (1keV-100GeV) are given in 

Fig. 1(a). At low (1-100keV), mid (100keV–5MeV) 

and high (>5 MeV) energies MAC values decreased 

apparently with increasing energy, a little changed 

and increased with increasing energy under the effect 

of the photoelectric (PE), Compton scattering (CS) 

and pair production (PP), respectively. XCom was 

also used to calculate the MAC values of the EHEAs 

to see the agreement of the results by Phy-X/PSD 

(Fig. 1). The MAC values of the RHE alloys and 

formerly studied super alloys for several energies are 

given in Table 2.  

Table 1. Chemical compositions of the studied 

EHEAs. 
Sample/S

ample 

code 

CoCrFeNi

Nb0.25Ta

0.20 /D1 

CoCrFe

NiTa0.4

/D2 

CoCrFe

NiTa0.7

5/D3 

CoCrFeNi

Ta0.25Hf0

.25/D4 

Co2Mo

xNi2V

Wx/D5 

Co 22.28 22.81 21.1 21.80 25.74 

Fe 22.53 21.45 21.1 22.03 - 

Nb 4.900 - - - - 

Ta 4.500 12.64 15.6 5.480 - 

Ni 22.56 21.44 21.1 22.07 19.62 

Cr 23.23 21.66 21.1 22.77 - 

Hf - - - 5.860 - 

W 

V 

Mo 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

23.60 

10.19 

20.85 

Density 8.709 9.572 9.897 9.258 13.155 

 

Variation of the calculated LAC values as a 

function of photon energies (1keV-100GeV) is given 

in Fig. 1(c). LAC is the parameter used for obtaining 

MAC, HVL and MFP parameters. Due to the density 

effect, bigger differences are observed for LAC 

values. D5 alloy has the biggest LAC value while D1 

alloy has the lowest one at the same energy. 

The HVL and MFP are the other parameters 

related to thickness. HVL and MFP values varying as 

a function of energies calculated by the code are seen 

in Fig. 2. At the energies dominant by CS, most 

photons have a high probability of scattering. So, 

thicker materials are required because their absorption 

probability is lower and the MFP of photons is longer. 

Having lower values of HVL and MFP at high 

energies indicates better shielding capability. The 

HVL values in the same energy region are ordered as 

D5<D3<D2<D4<D1. The ascending order of MFP 

values is D5<D3<D2<D4<D1. Based on the found 

results, alloy D5 has the lowest HVL and MFP 

values, whereas D1 alloy has the highest ones. 

Therefore, it can be noted that D5 has the highest 

shielding feature among the alloys. The shielding 

capacity of the EHEAs are analyzed by the 

comparison of HVL values with those of previously 

given alloys and shown in Fig. 2(b). 

The probability of interaction per electron and 

per atom per unit volume of a material is named as 

ECS and ACS, respectively. Varying of ECS and 

ACS results as a function of photon energies are seen 

in Fig. 3. If the alloy has greater values of ACS and 

ECS, it can be considered as a better protective alloy. 

Based on the values of ACS and ECS, the shielding 

potential of the D5 alloy is the highest among them. 
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Figure 1. The variations of MAC (a) MAC of other 

alloys (b) and LAC (c) values versus photon energies. 

 

Zeff values varying versus photon energies are 

seen in Fig. 4. PE effect causes maximum Zeff   values 

at low energies. The highest Zeff at ≈0.005 MeV can 

be observed by the K-absorption edge of Cr and that 

at ≈0.07 MeV can be observed for K-absorption edge 

of Ta and W as seen in Fig. 4. The values decreased 

apparently, then increased with increasing energy and 

stayed constant in the higher energies. The highest 

Zeff values are achieved for D5 with the presence of 

W and Mo (higher atomic numbers); whereas lowest 

Zeff values are observed for D1 with no contribution 

of Hf, Mo and W. Thus, D5 alloy shows the highest 

shielding potential, while D1 shows the lowest 

shielding property. 

 
Figure 2. The variations of HVL (a) HVL of other 

alloys (b) and MFP (c) values versus photon energies. 
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Figure 3. The variations of ACS (a) and ECS (b) 

values versus incident energy. 

 

 
Figure 4. The variations of Zeff values versus incident 

energy. 

 

 

 

 

 

 

 

Table 2. Comparison of the MAC values for the EHEAs and previously reported alloys. 
Energy 

(MeV) 

D1 D2 D3 D4 D5 Rene 80 

(Aygun 

and 

Aygun, 

2022) 

Rene 95 

(Aygun 

and 

Aygun, 

2022) 

Inc 617 

(Aygun 

and 

Aygun, 

2023) 

Inc 800HT 

(Aygun 

and 

Aygun, 

2023) 

In625 

(Sayyed 

et al. 

2020) 

In718 

(Sayyed 

et al. 

2020) 

0.015 60.61 68.41 70.62 67.03 72.63 64.38 63.06 59.14 60.60 65.70 59.00 

0.03 9.957 10.17 10.56 9.931 16.12 10.44 10.83 10.83 8.763 9.549 10.41 

0.05 2.420 2.498 2.607 2.432 4.047 2.537 2.633 2.626 2.101 2.287 2.51 

0.8 0.068 0.069 0.069 0.068 0.070 0.068 0.068 0.068 0.067 0.068 0.067 

1 0.060 0.061 0.061 0.061 0.061 0.061 0.061 0.060 0.060 0.061 0.060 

3 0.036 0.037 0.037 0.037 0.037 0.037 0.037 0.037 0.036 0.037 0.037 

5 0.032 0.033 0.033 0.033 0.034 0.033 0.033 0.032 0.032 0.032 0.032 

8 0.031 0.032 0.032 0.032 0.036 0.031 0.032 0.031 0.030 0.031 0.031 

10 0.031 0.032 0.033 0.032 0.036 0.032 0.032 0.031 0.030 0.031 0.031 

100 0.046 0.049 0.050 0.049 0.058 0.047 0.047 0.046 0.044 - - 

1000 0.057 0.060 0.062 0.060 0.071 0.058 0.058 0.057 0.054 - - 
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Figure 5. The variations of EBF values of D1 (a) D2 (b) D3 (c) D4 (d) D5 (e) versus photon energies. 
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Figure 6. The variations of EABF values of D1 (a) D2 (b) D3 (c) D4 (d) D5 (e) versus photon energies. 

 

EABF and EBF of the EHEAs were obtained for 

16 penetration depths by Phy-X/PSD. The changes of 

buildup factors versus photon energies are given in 

Figs. 5-6.  In PE region, buildup factors are small due 

to the fact that photons with low-energies are 

absorbed by their all energies. In CS region, since the 

large number of photons are scattered, photon 

accumulation increased and the factors achieve 

highest values in the mid-energy region. In PP region, 

photons are absorbed strongly. Hereby, the buildup 

factors have lower values at high energies. Depending 

on the values of EABF and EBF, the lowest photon 

cluster is observed for D5 EHEA than the other 
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alloys. The peak observed at ≈0.07 MeV can be due 

to K-absorption edge of Ta or W (Aygun, 2023). 

 

FNRCS values of the EHEAs were determined 

and given in Fig. 7. It can be said that the highest 

value is obtained for D5 and the lowest one is for D1. 

 
Figure 7. FNRCS values of the EHEAs. 

 

4. Conclusions 

 

In the paper, photon protection parameters of 

EHEAs were calculated by Phy-X/PSD code in the 

energies of 1 keV-100 GeV to learn the photon 

protection abilities. Xcom was also used for obtaining 

MAC values and it is seen that the results are 

compatible. It was examined that HVL values of the 

EHEAs are lower than those of previously reported 

alloys. It can be also mentioned that 

Co2MoxNi2VWx has highest shielding ability than 

the others, while CoCrFeNiNb0.25Ta0.20 has the 

lowest shielding property among the alloys. In 

general, the shielding performances of the alloys can 

be ordered as D5>D3>D2>D4>D1. Obtained FNRCS 

values make possible to use the alloys also for 

neutron shielding. Consequently, it is north worthy to 

say that the EHEAs can be estimated as new kind of 

shielding materials in radiation related areas with 

their superior features. 
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Abstract 

 

        People are constantly engaged in communication 

with each other, and they mostly do so through 

language. The most effective form of communication 

for a newborn baby until they acquire this skill is 

crying. Although baby cries are often perceived as 

bothersome by adult individuals, they can contain a 

wealth of information. In this study, the information 

contained in infant cry signals was interpreted using 

audio processing methods and classified using 

machine learning algorithms. Feature extraction was 

performed on the dataset using the Mel Frequency 

Cepstral Coefficients (MFCC) method, and 

performance metrics were measured after using k-NN, 

SVM, Random Forest, and MLP classification 

algorithms  

 

In the donate-a-cry dataset used in the study, before the 

feature extraction, the data was divided into 10 equal 

parts to increase the number of data and it has been 

observed that this method increases the classification 

success. For instance the k-NN algorithm achieved a 

performance value of 85.78% before the method was 

applied then after the method was applied, the 

performance value increased by 13.11% and reach 

98.88%. 

Keywords: Baby cries, Machine learning, SVM, 
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1. Introduction 

 

        Crying is an innate response observed in all 

babies and serves as an effective means of 

communication for them. They can express their 

hunger, discomfort, sleeplessness, or when something 

is amiss through crying. Therefore, a baby's cry is one 

of the most important signals that caregivers need to 

pay attention to. When the indicated situation is 

understood correctly and the issues are addressed, 

babies become happier, which positively impacts their 

healthy development (Lahti et al., 2019). In this regard, 

it is crucial to identify the reason quickly and 

accurately behind a baby's crying. Mothers, 

experienced caregivers, or healthcare professionals 

may be competent in this regard, but not always. A 

father who doesn't spend much time with the baby, an 

inexperienced caregiver, or a healthcare professional 

may struggle to understand the cause of crying, which 

can prolong the duration of crying. Prolonged crying 

in babies leads to an increase in cortisol levels, which 

can have negative effects on the brain and cognitive 

functions (Halpern & Coelho, 2016). Therefore, 

flawless and prompt methods should be preferred to 

quickly stop crying by meeting the baby's genuine 

needs.  In this respect the main purpose of this study is 

to determine the cause of baby crying with higher 

accuracy using machine learning. Considering that 

baby crying is a sound signal, sound processing can 

provide more effective results in this context.  

 

Not every sound we hear in our daily lives carries 

meaning to us. An unknown language, the sound of a 

bird, or a baby crying. However, when these sounds are 

recorded and analyzed using sound processing 

methods, it is observed that they carry more 

information than what we perceive. Sound processing 

fundamentally involves operations such as organizing 

sound signals, reducing noise, conducting spectral 

mailto:adem3ekinci@gmail.com
https://orcid.org/0009-0003-4702-4835
mailto:enverkucukkulahli@duzce.edu.tr
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analysis, filtering, visualization, and feature extraction 

(Purwins et al., 2019). Feature extraction is the process 

of distinguishing the significant characteristics of data 

in a dataset. Features emerge from the differences in 

time, frequency, and other properties of sound data. 

Various methods can be employed for feature 

extraction, including Mel Frequency Cepstral 

Coefficients (MFCC), Linear Predictive Coding 

(LPC), and Short-Time Fourier Transform (STFT) (Ji 

et al., 2021; Rezaee et al., 2023a). After this process, 

the data containing sound becomes compatible with 

machine learning algorithms. Consequently, numerous 

operations such as speech recognition, speaker 

recognition, emotion detection, disease diagnosis, and 

music recognition can be performed. 

 

Machine learning is one of the most significant 

branches of artificial intelligence. It involves creating 

and developing systems that acquire learning 

capabilities by analyzing data or experiences. Machine 

learning algorithms are trained on datasets, and the 

quality, diversity, size, and accuracy of the data 

directly impact the performance of the algorithms. 

Therefore, the dataset serves as the fundamental basis 

for machine learning (Zhou, 2021). 

 

Insufficient data in a dataset can lead to overfitting or 

a decrease in the model's generalization ability. Data 

augmentation methods can be employed to prevent 

such situations. Data augmentation techniques involve 

manipulating existing data to generate new data (Zhou, 

2021). Some well-known data augmentation methods 

include random cropping, random shifting, mirroring, 

rotation, time stretching, and others (Huang et al., 

2019). 

 

A baby's crying is essentially a sound signal. Like other 

sound signals, it has a specific frequency, tone, and 

intensity. Any operation used in sound processing can 

be applied to these sound signals. Feature extraction is 

one of these operations. Baby cry signals with 

extracted features can be processed using machine 

learning. Thus, a machine learning model trained with 

sufficient data and the right methods can accurately 

identify the reasons why babies cry. Although the 

notion of Gröbner basis firstly handled with the current 

name by Buchberger in his PhD thesis (Buchberger 

1965), in 1927, Macaulay had been used this idea in 

his famous paper (Macaulay 1927). 

2. Related Work 

 

        In a study conducted by Michelsson and 

colleagues, the analysis of newborn infants' crying 

sounds using spectrographic analysis was discussed, 

highlighting the differences between healthy and sick 

infants (Michelsson & Michelsson, 1999). 

 

Sharma and colleagues achieved an accuracy of 

81.27% using Gaussian mixture model clustering for 

the Donate-a-cry dataset (Sharma et al., 2019). 

 

Kulkarni and colleagues classified infant cries using 

various features such as MFCC, Spectral Flatness, 

GTCC, STACF, Spectral Roll-off, etc., along with LR, 

SVM, k-NN, and RF algorithms, obtaining an accuracy 

of 84% with MFCC and LR combination (Kulkarni et 

al., 2021). 

 

Dewi and colleagues compared the performance of 

MFCC and LFCC for infant cry samples using the K-

NN algorithm, finding that LFCC was more effective 

(Dewi et al., 2019). 

 

Sutanto and colleagues discussed an Internet of Things 

(IoT)-based baby incubator monitoring system to 

identify infant cries and monitor their health 

conditions, utilizing the donate-a-cry dataset (Sutanto 

et al., 2021). 

 

Messaoud and colleagues achieved a 71.4% accuracy 

by segmenting 1615 sound samples from 13 infants 

and using the MFCC method with PNN (Messaoud & 

Tadj, 2010). 

 

Izmirli employed a spectral flatness-based audio 

segmentation method in their study (Izmirli, 2000). 

 

Bashiri and colleagues achieved a 99.9% accuracy 

using the MFCC and ANN algorithms with the Baby-

Chilanto dataset (Bashiri & Hosseinkhani, 2020). 

Other studies using the same dataset include Hariharan 

et al., who achieved 99% accuracy with STFT-GRNN 

(Hariharan et al., 2012), Hariharan et al., who obtained 

99.49% accuracy with Wavelet Packets-PNN 

(Hariharan et al., 2011), and Sahak et al., who achieved 

95.07% accuracy with BPSO-ANN (Sahak et al., 

2010). 
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In a study by Razaee and colleagues, using the donate-

a-cry dataset and the deep-SVM algorithm with a 

segmentation method, an accuracy of 98.4% was 

obtained (Rezaee et al., 2023b). 

 

Apart from the Baby-Chilanto and donate-a-cry 

datasets, some studies in the literature have utilized the 

Dunstan Baby Language dataset for baby sound 

classification (Bănică et al., 2016; Franti et al., 2018; 

Maghfira et al., 2020). 

 

 

3. Material 

 

3.1. Dataset 

 

Donate-a-cry is created through parents recording their 

children's crying sounds and relevant information 

using a mobile application installed on IOS and 

Android smartphones. The contributors who uploaded 

the audio recording also labeled the crying according 

to the given instructions and indicated the cause of 

crying they suspected. It was initially published on the 

GitHub platform by Gaber Veres in 2015 (Veres, 

2015/2023). The dataset was later updated, applying 

preliminary audio processing steps to each recording. 

The sound files consist of baby cries ranging from 1 to 

22 months. The files have a frequency of 1800 and a 

bitrate value of 128 kbps. The updated version of the 

dataset was used in this study. The distribution of data 

into classes is provided in Table 1. The database is 

published under the ODbL. 

3.2. Feature Extraction 

 

Feature extraction is essentially creating numerical 

representations that capture the important 

characteristics of the sound. In this study, Mel-

Frequency Cepstral Coefficients (MFCC) were used 

for feature extraction. 

 

MFCC (Mel-Frequency Cepstral Coefficients) is a 

representation of the short-term power spectrum of a 

sound signal on the Mel scale, which represents the 

perceptual changes in human hearing of sound 

frequencies (Figure 2). The MFCC method divides the 

sound signal into short time frames and performs a 

power spectrum analysis (Figure 1) for each frame. In 

this analysis, the energy of the sound in different 

frequency bands is calculated and weighted in a 

manner similar to the frequency sensitivity of the 

human ear. Subsequently, logarithmic processing and 

Discrete Cosine Transform (DCT) are applied to 

transform the frequency scale, resulting in the 

extraction of MFCC coefficients. These coefficients 

represent different features of the sound signal and can 

be used in various applications such as speech 

recognition, speaker identification, and music 

classification. 

 

 
Figure 1 A sound signal and its spectrogram from the Belly 
pain class. 

MFCC consists of the following steps (Tiwari, n.d.): 

 

• First, the sound signal is converted from analog to 

digital, and the sampling frequency is determined. 

 

• Then, the sound signal is passed through a pre-

emphasis filter. This filter enhances the energy in 

high frequencies and improves speech recognition 

performance. 

𝑦[𝑛]  =  𝑥[𝑛]  − 𝛼 𝑥[𝑛 − 1] 

Reason Records 

Belly pain 16 

Burping 8 

Discomfort 27 

Hungry 382 

Tired 24 

Total 457 

Table 1 The distribution of classes in the Donate-a-cry 
dataset. 
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where 𝑦[𝑛] is the filtered signal, 𝑥[𝑛] is the input 

signal, and 𝛼 is the pre-emphasis coefficient. 

 

• Next, the sound signal is divided into short time 

intervals called frames. Typically, a frame length 

of 25 ms and a frame shift of 10 ms are used. A 

Hamming or Hanning window is applied to the 

frames to prevent abrupt transitions between 

frames. 

𝑤[𝑛] =  0.54 −  0.46cos (
2𝜋𝑛

𝑁 − 1
) 

where, 𝑤[𝑛] is the window function, 𝑛 is the frame 

index, and 𝑁 is the frame length. 

 

• Then, the spectrum is calculated for each frame. 

The spectrum represents the frequency 

components of the sound signal. Fast Fourier 

Transform (FFT) is used to calculate the spectrum. 

𝑋[𝑘]  = ∑ 𝑥[𝑛]𝑒
−𝑗2𝜋𝑘𝑛

𝑁

𝑁−1

𝑛=0

  

where, 𝑋[𝑘] is the spectrum, 𝑥[𝑛] is the time signal, 𝑁 

is the frame length, and 𝑘 is the frequency index. 

 

• The spectrum is then weighted by a Mel-filter 

bank. The Mel-filter bank consists of a series of 

triangular filters that mimic the frequency scale 

perceived by the human ear. 

𝐻𝑚(𝑘) =

{
 
 

 
 

0 𝑘 < 𝑓(𝑚 − 1)
𝑘−𝑓(𝑚−1)

𝑓(𝑚)−𝑓(𝑚−1)
𝑓(𝑚 − 1) ≤ 𝑘 < 𝑓(𝑚)

𝑓(𝑚+1)−𝑘

𝑓(𝑚+1)−𝑓(𝑚)
𝑓(𝑚) ≤ 𝑘 < 𝑓(𝑚 + 1)

0 𝑘 ≥ 𝑓(𝑚 + 1)

   

where, 𝐻𝑚(𝑘) is the value of the 𝑚− 𝑡ℎ filter at the 

𝑘 − 𝑡ℎ frequency, and 𝑓(𝑚) is the center frequency of 

the 𝑚− 𝑡ℎ filter. 

 

• Finally, the logarithm of the spectrum passed 

through each filter is taken, and the inverse 

Fourier transform is applied to obtain the MFCC. 

𝐸 = ∑𝑥2[𝑛]

𝑁−1

𝑛=0

  

where, 𝐸 is the energy and 𝑥[𝑛] is the time signal. 

 

 
Figure 2 MFCC process diagram. 

3.3. Machine Learning 

 

Machine learning, one of the most used subfields of 

artificial intelligence, has found its place in many 

studies related to the classification of baby cries. In this 

study, four different classification algorithms of 

machine learning were modeled, and their 

classification performances were examined. 

 

3.3.1. Random Forest 

 

Random forest algorithm is a powerful and flexible 

machine learning technique used in supervised 

learning. This algorithm can solve classification or 

regression problems by combining multiple decision 

trees. It is based on the concept of ensemble learning, 

which involves aggregating multiple classifiers 

together to improve model performance and solve 

complex problems. 

 

During training, the algorithm constructs multiple 

decision trees and works by determining the class that 

is most frequent (for classification) or the average 

prediction (for regression) among the individual tree's 

classes. The decision trees are constructed using a 

random subset of features and data with replacement 

(bootstrapping). This introduces randomness and 

diversity among the trees, reducing the correlation and 

variance of predictions (Probst et al., 2019). 

 

3.3.2. Support Vector Machine (SVM) 

 

SVM is a supervised learning algorithm used for 

classification problems. The SVM algorithm draws a 

hyperplane to separate two or more classes. This 

hyperplane maximizes the margin, which is the gap 

between the two classes. The margin represents the 
distance between the closest points of the two classes. 
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The SVM algorithm can project data points into 

higher dimensions to expand the margin. It achieves 

this by using functions called kernels. Kernel 

functions measure how similar or distant data points 

are from each other. Different kernel models, such as 

Linear kernel, Polynomial kernel (Poly), Radial Basis 

Function (RBF) kernel, Sigmoid kernel, are available. 

 
The SVM algorithm can be mathematically expressed 

as follows: 

min 
𝑤,𝑏

1

2
∥ 𝑤 ∥2+ 𝐶∑𝜉𝑖

𝑛

𝑖=1

 

where 𝑤 and 𝑏  are the parameters of the hyperplane. 

The parameter 𝐶 adjusts the balance between 

expanding the margin and reducing classification 

errors. 𝜉𝑖 is a loss function that determines how much 

a data point enters the margin region or deviates from 

the correct class. This formula aims to optimize both 

the margin and the classification errors of the 

hyperplane (Pisner & Schnyer, 2020). 
 

3.3.3. Multilayer Perceptron (MLP) 

 

MLP (Multilayer Perceptron) is an important model in 

the context of the approximation theory within neural 

networks. It consists of an input layer, one or more 

hidden layers, and an output layer. Units (neurons) in 

each layer are interconnected with connections from 

the input layer to the output layer. The basic structure 

of an MLP is to process input data through the hidden 

layers using weights and activation functions to 

produce an output. In each hidden layer, the inputs are 

multiplied by weights, subjected to an activation 

function, and passed on to subsequent layers. This 

process is repeated as it passes through the hidden 

layers, ultimately resulting in an output in the output 

layer. The MLP model is used to capture complex and 

non-linear relationships in input data. This is done by 

employing various activation functions such as 

sigmoid, ReLU, tanh. The MLP adjusts its weights 

through a learning process that fits the data, and it can 

then make predictions on new data. The MLP has a 

wide range of applications and can achieve successful 

results in various problems such as pattern recognition, 

classification, regression, and time series analysis. 

Additionally, the presence of multiple hidden layers in 

an MLP allows for the learning of more complex 

relationships and features (Taud & Mas, 2018). 

 

3.3.4. k-Nearest Neighbors (k-NN) 

 

The k-NN (k-Nearest Neighbors) algorithm is a 

supervised learning method that predicts the class or 

value of a given instance based on its closest 

neighbors. The steps of this algorithm are as follows: 

 

First, the k parameter is selected. This parameter 

represents the number of nearest neighbors to consider 

for a given instance. For example, if k=3, the closest 3 

neighbors will be considered. 

The distance between the given instance and other 

instances is calculated. Various distance measures can 

be used for this purpose, such as Euclidean distance, 

Manhattan distance, Minkowski distance, and so on. 

Next, the distances are sorted in ascending order, and 

the k instances with the smallest distances are 

identified. These instances are referred to as the nearest 

k neighbors. 

If the problem is a classification problem, the classes 

of the nearest k neighbors are examined, and the most 

commonly occurring class is predicted. 

If the problem is a regression problem, the average of 

the target variable values of the nearest k neighbors is 

taken, and this value is presented as the prediction. 

The k-NN algorithm is a simple and easy-to-

implement method. However, it also has some 

disadvantages. For example, choosing the right value 

for the k parameter is important, as having a value that 

is too large or too small can reduce the accuracy. 

Additionally, computing distances with the entire 

dataset for each new instance can be computationally 

expensive in terms of time and memory (Kramer, 

2013). 

 

3.4. Performance Evaluation Scores 

 

Confusion Matrix: It is a matrix used to evaluate the 

performance of a classification model and shows the 

number of correct and incorrect predictions made by 

the model. The confusion matrix consists of four main 

categories: True Positive (TP), False Positive (FP), 

True Negative (TN), and False Negative (FN). These 

categories indicate in which cases the classification 

model made correct or incorrect predictions. 

 

Accuracy: Represents the ratio of correctly classified 

examples to the total number of examples. In other 

words, it shows the percentage of correctly classified 

examples among all the examples.  
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

 

Precision: It is a value that indicates how many of the 

examples predicted as positive by a classification 

model are truly positive. In simpler terms, precision 

represents the ratio of correct positive predictions to 

the total positive predictions made by the model.  

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

 

Recall (Sensitivity): It is a metric that shows how much 

of the true positive examples a classification model 

correctly identifies. Recall is also referred to as 

"sensitivity". 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 

F1 Score: It is the harmonic mean of precision and 

recall metrics and helps evaluate the performance of 

the model from a broader perspective. 

 

𝐹1 =
2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 

4. Method 

 

As a data augmentation method, each data in the 

dataset has been divided into 10 parts to create a 

second dataset. This method has been used for music 

genre classification in (Velardo, 2020). For each part 

in this resulting dataset, feature extraction is applied 

using MFCC (Mel-frequency cepstral coefficients).  

To apply MFCC, the audio signals of each part are 

divided into windows with a sampling rate of 22050 

Hz and a 50% overlap. Windowing helps us visualize 

the time and frequency components of the signal better 

and reduces side effects in Fourier transformation. 

Then, a Mel-frequency filter bank and discrete cosine 

transformation are applied to each window. As a result, 

13 MFCC coefficients are calculated for each part. 

 

 
Figure 3 Flowchart of the model proposed  

 
 
Using these generated MFCC coefficients, 

performance evaluation scores are calculated for the 

four metrics of the confusion matrix in algorithms. 

 

Some important parameters used in the algorithms are 

provided in the table below: 

 

 

 P1 P2 P3 P4 

k-NN k = 5 Distance = 

Minkowski 

- - 

SVM Kernel 

= RBF 

c = 12 - - 

RF Trees = 

100 

Tree Depth = 32 Criterion = 

Entropy 

- 

MLP Alpha = 

0.01 

Max Iterations = 

600 

Hidden Layer 

Size = 12 

Algorithm

= LBFGS 

 

  

To ensure more reliable and unbiased detection of each 

metric, a 10-fold cross-validation method is used. This 

method creates different training and test sets, utilizing 

the entire dataset and preventing data wastage. Also 

Each algorithm was run 30 times with the same 

parameters for result verification. 

 

 

5. Findings 

 

The scores identified in the study are provided in the 

tables 2 and 3 below. Table 2 has been examined for 

four algorithms. As seen in Table 2, using the data 

augmentation method, a 98.88% accuracy was 

achieved with the k-NN algorithm. The impact of the 

data augmentation method on the results is more 

clearly seen in Table 3. The performance values have 
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increased by 15.69% for SVM, 13.11% for k-NN, 

11.91% for Random Forest, and 11.42% for MLP. 

Additionally, the confusion matrices for dataset1 and 

dataset2 are provided in Figures 4, 5, 6 and 7 for four 

algorithms. 

 

 

 

 

 

 

 

 

 

 

 

 

    Accuracy Score 

Recall 

(Sensitivity) 

Score 

Precision Score F1 Score 

k-NN 

Max 98,88% 98,88% 98,89% 98,89% 

Min 98,88% 98,88% 98,89% 98,89% 

Mean 98,88% 98,88% 98,89% 98,89% 

SVM 

Max 98,60% 98,60% 98,60% 98,60% 

Min 98,60% 98,60% 98,60% 98,60% 

Mean 98,60% 98,60% 98,60% 98,60% 

Random Forest 

Max 98,58% 98,88% 98,56% 98,54% 

Min 98,18% 98,18% 98,14% 98,13% 

Mean 98,33% 98,33% 98,30% 98,29% 

MLP 

Max 98,42% 98,42% 98,45% 98,44% 

Min 97,86% 97,86% 97,88% 97,86% 

Mean 98,23% 98,23% 98,24% 98,23% 

Table 2 Performance scores obtained after running the algorithms 30 times. 

  

Accuracy 

Score for 10 

Segments  

One Piece 

Accuracy 

Score 

Difference 

k-NN 98,88% 85,78% 13,11% 

SVM 98,18% 82,49% 15,69% 

Random 
Forest 

98,38% 86,47% 11,91% 

MLP 98,60% 87,18% 11,42% 

Table 3 The Impact of Data Augmentation Method on Performance Metrics 
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Figure 4: Confusion matrix of dataset1 and dataset2 with k-NN algorithm 

 
Figure 5:SVM Confusion matrix of dataset1 and dataset2 with SVM algorithm 

 



24 |  Classification of Baby Cries Using Machine Learning Algorithms EAJS, Vol. 9 Issue 1 

 
Figure 6: Confusion matrix of dataset1 and dataset2 with RF algorithm 

 
Figure 7: Confusion matrix of dataset1 and dataset2 with MLP algorithm 

 

 

5. Discussion and Conclusions 

 

In our study, the method of augmenting the size of the 

database through dividing the data into equal segments 

was employed for classification of baby cries which 

used in (Velardo, 2020) for music genre classification. 

The results indicate that this method has had a positive 

impact on identifying the causes of baby cries.  

The Donate-a-cry dataset used in our study has also 

been employed in previous research (Sharma et al., 

2019; Kulkarni et al., 2020; Sutanto et al., 2021; 

Rezaee et al., 2023b). Among these studies, the work 

by Rezaee et al. (2023b) achieved the highest 

performance with a deepSVM algorithm, reaching an 

accuracy of 98.34%. In this study, by employing data 

augmentation techniques and the k-NN algorithm, a 

performance of 98.88% was attained, surpassing the 

previous works that utilized the donate-a-cry dataset, 

thereby achieving the highest success rate. 
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Based on the performance scores, it has been 

considered as a strong assumption that the sound of 

baby's crying for a specific reason exhibits 

characteristic features even in small segments. 

 

References 

 

BĂNICĂ, I.-A., CUCU, H., BUZO, A., 

BURILEANU, D., & BURILEANU, C. (2016). 

Automatic methods for infant cry classification. 

2016 International Conference on 
Communications (COMM), 51-54. 

https://doi.org/10.1109/ICComm.2016.752826

1 

BASHIRI, A., & HOSSEINKHANI, R. (2020). Infant 

Crying Classification by Using Genetic 

Algorithm and Artificial Neural Network. Acta 

Medica Iranica, 531-539. 

https://doi.org/10.18502/acta.v58i10.4916 

DEWI, S. P., PRASASTI, A. L., & IRAWAN, B. 

(2019). The Study of Baby Crying Analysis 

Using MFCC and LFCC in Different 

Classification Methods. 2019 IEEE 
International Conference on Signals and 

Systems (ICSigSys), 18-23. 

https://doi.org/10.1109/ICSIGSYS.2019.88110

70 

FRANTI, E., ISPAS, I., & DASCALU, M. (2018). 

Testing the Universal Baby Language 

Hypothesis—Automatic Infant Speech 

Recognition with CNNs. 2018 41st 

International Conference on 

Telecommunications and Signal Processing 

(TSP), 1-4. 
https://doi.org/10.1109/TSP.2018.8441412 

HALPERN, R., & COELHO, R. (2016). Excessive 

crying in infants. Jornal De Pediatria, 92(3 

Suppl 1), S40-45. 

https://doi.org/10.1016/j.jped.2016.01.004 

HARIHARAN, M., SINDHU, R., & YAACOB, S. 

(2012). Normal and hypoacoustic infant cry 

signal classification using time-frequency 

analysis and general regression neural network. 

Computer Methods and Programs in 

Biomedicine, 108(2), 559-569. 
https://doi.org/10.1016/j.cmpb.2011.07.010 

HARIHARAN, M., YAACOB, S., & AWANG, S. A. 

(2011). Pathological infant cry analysis using 

wavelet packet transform and probabilistic 

neural network. Expert Systems with 

Applications, 38(12), 15377-15382. 

https://doi.org/10.1016/j.eswa.2011.06.025 

HUANG, L., PAN, W., ZHANG, Y., QIAN, L., GAO, 

N., & WU, Y. (2019). Data Augmentation for 

Deep Learning-based Radio Modulation 

Classification (arXiv:1912.03026; Versiyon 1). 

arXiv. http://arxiv.org/abs/1912.03026 

IZMIRLI, Ö. (2000, Ocak 1). Using a Spectral Flatness 

Based Feature for Audio Segmentation and 

Retrieval. 

JI, C., MUDIYANSELAGE, T. B., GAO, Y., & PAN, 

Y. (2021). A review of infant cry analysis and 

classification. EURASIP Journal on Audio, 
Speech, and Music Processing, 2021(1), 8. 

https://doi.org/10.1186/s13636-021-00197-5 

KRAMER, O. (2013). K-Nearest Neighbors. Içinde O. 

Kramer (Ed.), Dimensionality Reduction with 

Unsupervised Nearest Neighbors (ss. 13-23). 

Springer. https://doi.org/10.1007/978-3-642-

38652-7_2 

KULKARNI, P., UMARANI, S., DIWAN, V., 

KORDE, V., & REGE, P. P. (2021). Child Cry 

Classification—An Analysis of Features and 

Models. 2021 6th International Conference for 
Convergence in Technology (I2CT), 1-7. 

https://doi.org/10.1109/I2CT51068.2021.9418

129 

LAHTI, K., VÄNSKÄ, M., QOUTA, S. R., DIAB, S. 

Y., PERKO, K., & PUNAMÄKI, R. (2019). 

Maternal experience of their infants’ crying in 

the context of war trauma: Determinants and 

consequences. Infant Mental Health Journal, 

imhj.21768. 

https://doi.org/10.1002/imhj.21768 

MAGHFIRA, T. N., BASARUDDIN, T., & 
KRISNADHI, A. (2020). Infant cry 

classification using CNN – RNN. Journal of 

Physics: Conference Series, 1528(1), 012019. 

https://doi.org/10.1088/1742-

6596/1528/1/012019 

MESSAOUD, A., & TADJ, C. (2010). A Cry-Based 

Babies Identification System. 6134, 192-199. 

https://doi.org/10.1007/978-3-642-13681-8_23 

MICHELSSON, K., & MICHELSSON, O. (1999). 

Phonation in the newborn, infant cry. 

International Journal of Pediatric 

Otorhinolaryngology, 49 Suppl 1, S297-301. 
https://doi.org/10.1016/s0165-5876(99)00180-

9 

PISNER, D. A., & SCHNYER, D. M. (2020). Chapter 

6—Support vector machine. Içinde A. Mechelli 

& S. Vieira (Ed.), Machine Learning (ss. 101-

121). Academic Press. 

https://doi.org/10.1016/B978-0-12-815739-

8.00006-7 

PROBST, P., WRIGHT, M. N., & BOULESTEIX, A.-

L. (2019). Hyperparameters and tuning 

strategies for random forest. WIREs Data 
Mining and Knowledge Discovery, 9(3), e1301. 

https://doi.org/10.1002/widm.1301 



26 |  Classification of Baby Cries Using Machine Learning Algorithms EAJS, Vol. 9 Issue 1 

PURWINS, H., LI, B., VIRTANEN, T., SCHLÜTER, 

J., CHANG, S.-Y., & SAINATH, T. (2019). 

Deep Learning for Audio Signal Processing. 

IEEE Journal of Selected Topics in Signal 

Processing, 13(2), 206-219. 

https://doi.org/10.1109/JSTSP.2019.2908700 

REZAEE, K., GHAYOUMI ZADEH, H., QI, L., 

RABIEE, H., & KHOSRAVI, M. R. (2023a). 
Can you Understand why I am Crying? A 

Decision-making System for Classifying 

Infants’ Cry Languages Based on deepSVM 

Model. ACM Transactions on Asian and Low-

Resource Language Information Processing. 

https://doi.org/10.1145/3579032 

REZAEE, K., GHAYOUMI ZADEH, H., QI, L., 

RABIEE, H., & KHOSRAVI, M. R. (2023b). 

Can you Understand why I am Crying? A 

Decision-making System for Classifying 

Infants’ Cry Languages Based on deepSVM 
Model. ACM Transactions on Asian and Low-

Resource Language Information Processing. 

https://doi.org/10.1145/3579032 

SAHAK, R., LEE, Y. K., MANSOR, W., YASSIN, A. 

I. M., & ZABIDI, A. (2010). Optimized 

Support Vector Machine for classifying infant 

cries with asphyxia using Orthogonal Least 

Square. 2010 International Conference on 

Computer Applications and Industrial 

Electronics, 692-696. 

https://doi.org/10.1109/ICCAIE.2010.5735023 
SHARMA, K., GUPTA, C., & GUPTA, S. (2019). 

Infant Weeping Calls Decoder using Statistical 

Feature Extraction and Gaussian Mixture 

Models. 2019 10th International Conference on 

Computing, Communication and Networking 

Technologies (ICCCNT), 1-6. 

https://doi.org/10.1109/ICCCNT45670.2019.8

944527 

SUTANTO, E., FAHMI, F., SHALANNANDA, W., 

& ARIDARMA, A. (2021). Cry Recognition 

for Infant Incubator Monitoring System Based 

on Internet of Things using Machine Learning. 
International Journal of Intelligent Engineering 

and Systems, 14, 444-452. 

https://doi.org/10.22266/ijies2021.0228.41 

TAUD, H., & MAS, J. F. (2018). Multilayer 

Perceptron (MLP). Içinde Geomatic 

Approaches for Modeling Land Change 

Scenarios (ss. 451-455). Springer, Cham. 

https://doi.org/10.1007/978-3-319-60801-

3_27. 

VERES, G. (2023). Donateacry-corpus. 

https://github.com/gveres/donateacry-corpus 
(Original work published 2015) 

ZHOU, Z.-H. (2021). Machine Learning. Springer. 

https://doi.org/10.1007/978-981-15-1967-3 

VELARDO, V. (2020). Deep Learning for Audio with 

Python, 

https://github.com/musikalkemist/DeepLearn

ingForAudioWithPython/blob/master/12-

%20Music%20genre%20classification:%20P

reparing%20the%20dataset/code/extract_dat

a.py 



Eastern Anatolian Journal of Science 

Volume IX, Issue I, 2023, 27-32  Eastern Anatolian Journal of Science  

 

Some Novel Fractional Integral Inequalities for Different Kinds of Convex Functions 
Sinan ASLAN1,2* 

1 Ağrı Türk Telekom Social Sciences High School, Ağrı Türkiye 

2 Ağrı İbrahim Çeçen University, Institute of Graduate Studies, Ağrı Türkiye 
 sinanaslan0407@gmail.com  (ORCID: 0000-0001-5970-1926) 

 

 

Abstract 

 

    In this paper, some novel integral inequalities for 

different kinds of convex functions have been proved 

by using Caputo-Fabrizio fractional integral 

operators. The findings includes several new integral 

inequalities ℎ −convex functions, 𝑠 −convex 

functions in the second sense. We have used the 

properties of Caputo-Fabrizio fractional operator, 

definitions of different kinds of convex functions and 

elemantery analysis methods. 

 

Keywords: Caputo-Fabrizio fractional integral 

operator, ℎ −convex functions, 𝑠 −convex functions. 

 

1. Introduction 

 

        Inequality theory is a field in which many 

researchers work, with new findings that can be given 

applications in many disciplines such as mathematical 

analysis, statistics, approximation theory and 

numerical analysis together with convex functions. 

Although the concept of convex function is a concept 

intertwined with inequalities by definition, it has also 

formed the main motivation of many researches with 

its aesthetic structure, features and different types. 

Let’s start with the definition of this important class 

of functions. 
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2. Materials and Methods 

 

Definition 2.1.  Let 𝐼 be on interval in 𝑅. Then  

𝑓: 𝐼 → 𝑅 is said to be convex, if  

𝑓(𝑡𝑥 + (1 − 𝑡)𝑦) ≤ 𝑡𝑓(𝑥) + (1 − 𝑡)𝑓(𝑦) 

holds for all 𝑥, 𝑦 ∈ 𝐼 and 𝑡 ∈ [0,1] (Pečarić et al. 

1992). 

 

Definition 2.2. A function 𝑓: 𝑅+ → 𝑅, where 𝑅+ =

[0, ∞), is said to be 𝑠 −convex in the second sense if   

𝑓(𝛼𝑥 + 𝛽𝑦) ≤ 𝛼𝑠𝑓(𝑥) + 𝛽𝑠𝑓(𝑦) 

for all 𝑥, 𝑦 ∈ [0, ∞), 𝛼, 𝛽 ≥ 0 with 𝛼 + 𝛽 = 1 and 

for some fixed 𝑠 ∈ (0,1]. We denote by 𝐾𝑠
2 the class 

of all 𝑠 −convex functions (Breckner 1978). 

 

Definition 2.3. (Varosanec 2007) Let ℎ: 𝐽 ⊆ 𝑅 → 𝑅 

be a non-negative function. We say that 𝑓: 𝐼 ⊆ 𝑅 → 𝑅 

is an ℎ −convex function or that 𝑓 belongs to the 

class 𝑆𝑋 (ℎ, 𝐼), if 𝑓 is non-negative and for all 𝑥, 𝑦 ∈

𝐼 and 𝛼 ∈ [0,1], we have  

𝑓(𝛼𝑥 + (1 − 𝛼)𝑦) ≤ ℎ(𝛼)𝑓(𝑥) + ℎ(1 − 𝛼)𝑓(𝑦). 

 

Definition 2.4. Let 𝑓 ∈ 𝐻1(0, 𝑏), 𝑏 > 𝑎, 𝛼 ∈ [0,1] 

then, the definition of the left and right side of 

Caputo-Fabrizio fractional integral is: 

( 𝐼𝑎
𝐶𝐹 𝛼 )(𝑡) =

1 − 𝛼

𝐵(𝛼)
𝑓(𝑡) +

𝛼

𝐵(𝛼)
∫ 𝑓(𝑦)𝑑𝑦,

𝑡

𝑎

 

and 

( 𝐼𝐶𝐹
𝑏
𝛼)(𝑡) =

1 − 𝛼

𝐵(𝛼)
𝑓(𝑡) +

𝛼

𝐵(𝛼)
∫ 𝑓(𝑦)𝑑𝑦

𝑏

𝑡

 

where 𝐵(𝛼) > 0 is normalization function 

(Abdeljawad and Baleanu 2017). 

      In the sequel of the paper, we will denote 

normalization function as 𝐵(𝛼) with 𝐵(0) = 𝐵(1) =

1 . 

      In (Tariq et al. 2022), the authors provided an 

integral inequality of Hermite-Hadamard type for 

preinvex functions via Caputo-Fabrizio fractional 

integral inequality as follows. 

 

Theorem 2.1. Let 𝑓: 𝐼 = [𝑘1, 𝑘1 + 𝜇(𝑘2, 𝑘1)] →

(0, ∞) be a preinvex function on 𝐼° and 𝑓 ∈

mailto:sinanaslan0407@gmail.com
mailto:sinanaslan0407@gmail.com
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𝐿[𝑘1, 𝑘1 + 𝜇(𝑘2, 𝑘1)]. If  𝛼 ∈ [0,1], then the 

following inequality holds 

𝑓 (
2𝑘1 + 𝜇(𝑘2, 𝑘1)

2
)                                                       

≤
𝐵(𝛼)

𝛼𝜇(𝑘2, 𝑘1)
                                                                      

× [ 𝐼𝑘1

𝐶𝐹 𝛼 {𝑓(𝑘)} + 𝐼𝐶𝐹
𝑘1+𝜇(𝑘2,𝑘1)
𝛼 {𝑓(𝑘)}

−
2(1 − 𝛼)

𝐵(𝛼)
 𝑓(𝑘) ]                           

 ≤
𝑓(𝑘1) + 𝑓(𝑘2)

2
                                                             

where  𝑘 ∈ [𝑘1, 𝑘1 + 𝜇(𝑘2, 𝑘1)]. 

 Atangana and Baleanu produced a new 

derivative operators using Mittag-Leffler function in 

Caputo-Fabrizio derivative operator as following. 

 

Definition 2.5. (Atangana and Baleanu 2016). Let 

𝑓 ∈ 𝐻1(0, 𝑏), 𝑏 > 𝑎, 𝛼 ∈ [0,1] then, the definition of 

the new fractional derivative is given: 

(1.1) ( 𝐷𝑎
𝐴𝐵𝐶

𝑡
𝛼)[𝑓(𝑡)] =

𝐵(𝛼)

1−𝛼
∫ 𝑓′(𝑥)𝐸𝛼 [−𝛼

(𝑡−𝑥)𝛼

(1−𝛼)
] 𝑑𝑥.

𝑡

𝑎
 

 

Definition 2.6. (Atangana and Baleanu 2016). Let 

𝑓 ∈ 𝐻1(0, 𝑏), 𝑏 > 𝑎, 𝛼 ∈ [0,1] then, the definition of 

the new fractional derivative is given: 

(1.2) ( 𝐷𝑎
𝐴𝐵𝑅

𝑡
𝛼)[𝑓(𝑡)] =

𝐵(𝛼)

1−𝛼

𝑑

𝑑𝑡
∫ 𝑓(𝑥)𝐸𝛼 [−𝛼

(𝑡−𝑥)𝛼

(1−𝛼)
] 𝑑𝑥.

𝑡

𝑎
 

 

Equations (1.1) and (1.2) have a non-local kernel. 

Also in equation (1.1) when the function is constant 

we get zero. 

The related fractional integral operator has been 

defined by Atangana-Baleanu as follows. 

 

Definition 2.7. The fractional integral associate to the 

new fractional derivative with non-local kernel of a 

function  𝑓 ∈  𝐻1(𝑎, 𝑏) as defined: 

𝐼𝑎
𝐴𝐵 𝛼 {𝑓(𝑡)} =

1 − 𝛼

𝐵(𝛼)
𝑓(𝑡)

+
𝛼

𝐵(𝛼)Γ(𝛼)
∫ 𝑓(𝑦)(𝑡 − 𝑦)𝛼−1𝑑𝑦

𝑡

𝑎

 

where,  𝑏 > 𝑎, 𝛼 ∈ [0,1] (Atangana and Baleanu 

2016). 

Abdeljawad and Baleanu introduced right hand 

side of integral operator as following; The right 

fractional new integral with ML kernel of order 𝛼 ∈

[0, 1]  is defined by 

𝐼𝐴𝐵
𝑏
𝛼{𝑓(𝑡)} =

1 − 𝛼

𝐵(𝛼)
𝑓(𝑡)

+
𝛼

𝐵(𝛼)Γ(𝛼)
∫ 𝑓(𝑦)(𝑦 − 𝑡)𝛼−1𝑑𝑦.

𝑏

𝑡

 

where , 𝑏 > 𝑎, 𝛼 ∈ [0,1] (Abdeljawad and Baleanu 

2017). 

For more information related to different kinds of 

fractional operators, we recommend to the readers the 

following papers (Abdeljawad 2015, Abdeljawad and 

Baleanu 2016, Akdemir et al. 2021- Akdemir et al. 

2017, Butt et al. 2020, Caputo and Fabrizio 2015-

Gürbüz et al. 2020, Rashid et al 2020-Samko et al. 

1993, Set 2012, Set et al. 2017). 

 

3. Results 

 

Theorem 3.1. Let 𝐼 ⊆ ℝ. Suppose that 𝑓: [𝑎, 𝑏] ⊆
𝐼 ⟶ ℝ is a ℎ −convex function on [𝑎, 𝑏] such that 

𝑓 ∈ 𝐿1[𝑎, 𝑏]. Then, we have following inequality for 

Caputo-Fabrizio fractional integrals: 

 

( 𝐼𝛼 𝑓𝑎
𝐶𝐹 )(𝑘) + ( 𝐼𝑏

𝛼𝐶𝐹 𝑓)(𝑘)                                           

≤
2(1 − 𝛼)

𝐵(𝛼)
𝑓(𝑘) +

𝛼(𝑏 − 𝑎)𝑓(𝑎)

𝐵(𝛼)
∫ ℎ(𝑡)

1

0

𝑑𝑡

+
𝛼(𝑏 − 𝑎)𝑓(𝑏)

𝐵(𝛼)
∫ ℎ(1 − 𝑡)

1

0

𝑑𝑡 

where 𝐵(𝛼) > 0 is normalization function and 𝛼 ∈
[0,1]. 
 

Proof. By usining the definition of ℎ −convex 

function, we can write 

𝑓(𝑡𝑎 + (1 − 𝑡)𝑏) ≤ ℎ(𝑡)𝑓(𝑎) + ℎ(1 − 𝑡)𝑓(𝑏). 
By integrating both sides of the inequality over [0,1] 
with respect to 𝑡, we get 

∫ 𝑓(𝑡𝑎 + (1 − 𝑡)𝑏)
1

0

𝑑𝑡

≤ 𝑓(𝑎) ∫ ℎ(𝑡)
1

0

𝑑𝑡

+ 𝑓(𝑏) ∫ ℎ(1 − 𝑡)
1

0

𝑑𝑡. 

By changing  of the variable as 𝑥 = 𝑡𝑎 + (1 − 𝑡)𝑏, 

we obtain 

1

𝑏 − 𝑎
∫ 𝑓(𝑥)

𝑏

𝑎

𝑑𝑥 ≤ 𝑓(𝑎) ∫ ℎ(𝑡)
1

0

𝑑𝑡

+ 𝑓(𝑏) ∫ ℎ(1 − 𝑡)
1

0

𝑑𝑡. 

By multiplying both sides of the above inequality 

with 
𝛼(𝑏−𝑎)

𝐵(𝛼)
 and adding  

2(1−𝛼)

𝐵(𝛼)
𝑓(𝑘), we have 
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2(1 − 𝛼)

𝐵(𝛼)
𝑓(𝑘) +

𝛼

𝐵(𝛼)
∫ 𝑓(𝑥)

𝑏

𝑎

𝑑𝑥

≤
2(1 − 𝛼)

𝐵(𝛼)
𝑓(𝑘)

+
𝛼(𝑏 − 𝑎)𝑓(𝑎)

𝐵(𝛼)
∫ ℎ(𝑡)

1

0

𝑑𝑡

+
𝛼(𝑏 − 𝑎)𝑓(𝑏)

𝐵(𝛼)
∫ ℎ(1 − 𝑡)

1

0

𝑑𝑡. 

By simplfying the inequality, we get the result 

(
1 − 𝛼

𝐵(𝛼)
𝑓(𝑘) +

𝛼

𝐵(𝛼)
∫ 𝑓(𝑥)

𝑘

𝑎

𝑑𝑥)                      

+ (
1 − 𝛼

𝐵(𝛼)
𝑓(𝑘) +

𝛼

𝐵(𝛼)
∫ 𝑓(𝑥)

𝑏

𝑘

𝑑𝑥)

≤
2(1 − 𝛼)

𝐵(𝛼)
𝑓(𝑘)

+
𝛼(𝑏 − 𝑎)𝑓(𝑎)

𝐵(𝛼)
∫ ℎ(𝑡)

1

0

𝑑𝑡

+
𝛼(𝑏 − 𝑎)𝑓(𝑏)

𝐵(𝛼)
∫ ℎ(1 − 𝑡)

1

0

𝑑𝑡 

Namely, 

 

( 𝐼𝛼 𝑓𝑎
𝐶𝐹 )(𝑘) + ( 𝐼𝑏

𝛼𝐶𝐹 𝑓)(𝑘)                                          

≤
2(1 − 𝛼)

𝐵(𝛼)
𝑓(𝑘) +

𝛼(𝑏 − 𝑎)𝑓(𝑎)

𝐵(𝛼)
∫ ℎ(𝑡)

1

0

𝑑𝑡

+
𝛼(𝑏 − 𝑎)𝑓(𝑏)

𝐵(𝛼)
∫ ℎ(1 − 𝑡)

1

0

𝑑𝑡. 

This completes the proof. 

 

Theorem 3.2. Let 𝐼 ⊆ ℝ. Suppose that 𝑓: [𝑎, 𝑏] ⊆
𝐼 ⟶ ℝ is a 𝑠 −convex function in the second sense 

on [𝑎, 𝑏] such taht 𝑓 ∈ 𝐿1[𝑎, 𝑏]. Then, we have the 

following inequality for Caputo-Fabrizio fractional 

integrals: 

( 𝐼𝛼 𝑓𝑎
𝐶𝐹 )(𝑘) + ( 𝐼𝑏

𝛼𝐶𝐹 𝑓)(𝑘)

≤
2(1 − 𝛼)𝑓(𝑘)(𝑠 + 1) + 𝛼(𝑏 − 𝑎)(𝑓(𝑎) + 𝑓(𝑏))

𝐵(𝛼)(𝑠 + 1)
. 

where 𝐵(𝛼) > 0 is normalization function 𝑠 ∈ (0,1] 
and 𝛼 ∈ [0,1]. 
 

Proof. By usining the definition of 𝑠 −convex 

function in the second sense, we can write 

𝑓(𝑡𝑎 + (1 − 𝑡)𝑏) ≤ 𝑡𝑠𝑓(𝑎) + (1 − 𝑡)𝑠𝑓(𝑏). 
By integrating both sides of the inequality over [0,1] 
with respect to 𝑡, we get 

∫ 𝑓(𝑡𝑎 + (1 − 𝑡)𝑏)
1

0

𝑑𝑡

≤ ∫ 𝑡𝑠𝑓(𝑎)
1

0

𝑑𝑡

+ ∫ (1 − 𝑡)𝑠𝑓(𝑏)
1

0

𝑑𝑡. 

By changing  of the variable as 𝑥 = 𝑡𝑎 + (1 − 𝑡)𝑏, 

and by calculating the right hand side, we obtain 

1

𝑏 − 𝑎
∫ 𝑓(𝑥)

𝑏

𝑎

𝑑𝑥 ≤
𝑓(𝑎) + 𝑓(𝑏)

𝑠 + 1
. 

By multiplying both sides of the above inequality 

with 
𝛼(𝑏−𝑎)

𝐵(𝛼)
 and adding  

2(1−𝛼)

𝐵(𝛼)
𝑓(𝑘), we have 

2(1 − 𝛼)

𝐵(𝛼)
𝑓(𝑘) +

𝛼

𝐵(𝛼)
∫ 𝑓(𝑥)

𝑏

𝑎

𝑑𝑥

≤
2(1 − 𝛼)

𝐵(𝛼)
𝑓(𝑘)

+
𝛼(𝑏 − 𝑎)

𝐵(𝛼)

𝑓(𝑎) + 𝑓(𝑏)

𝑠 + 1
. 

By simplfying the inequality, we get the result. 

(
1 − 𝛼

𝐵(𝛼)
𝑓(𝑘) +

𝛼

𝐵(𝛼)
∫ 𝑓(𝑥)

𝑘

𝑎

𝑑𝑥)          

+ (
1 − 𝛼

𝐵(𝛼)
𝑓(𝑘) +

𝛼

𝐵(𝛼)
∫ 𝑓(𝑥)

𝑏

𝑘

𝑑𝑥)

≤
2(1 − 𝛼)

𝐵(𝛼)
𝑓(𝑘)

+
𝛼(𝑏 − 𝑎)

𝐵(𝛼)

𝑓(𝑎) + 𝑓(𝑏)

𝑠 + 1
 

Then, it is easy to see 

 

( 𝐼𝛼 𝑓𝑎
𝐶𝐹 )(𝑘) + ( 𝐼𝑏

𝛼𝐶𝐹 𝑓)(𝑘)

≤
2(1 − 𝛼)𝑓(𝑘)(𝑠 + 1) + 𝛼(𝑏 − 𝑎)(𝑓(𝑎) + 𝑓(𝑏))

𝐵(𝛼)(𝑠 + 1)
. 

 

This completes the proof 

 

Theorem 3.3. Let 𝐼 ⊆ ℝ. Suppose that 𝑓: [𝑎, 𝑏] ⊆
𝐼 ⟶ ℝ is a 𝑠 −convex function in the second sense 

on [𝑎, 𝑏] such that 𝑓 ∈ 𝐿1[𝑎, 𝑏]. Then, we have the 

following inequality for Caputo-Fabrizio fractional 

integrals: 

( 𝐼𝛼 𝑓𝑎
𝐶𝐹 )(𝑘) + ( 𝐼𝑏

𝛼𝐶𝐹 𝑓)(𝑘)

≤
2(1 − 𝛼)𝑓(𝑘)(𝑝𝑠 + 1)

1

𝑝 + 𝛼(𝑏 − 𝑎)(𝑓(𝑎) + 𝑓(𝑏))

𝐵(𝛼)(𝑝𝑠 + 1)
1

𝑝

 

where 𝐵(𝛼) > 0 is normalization function 𝑠 ∈ (0,1], 

𝑞 > 1,
1

𝑝
+

1

𝑞
= 1 and 𝛼 ∈ [0,1]. 

 

Proof : By usining the definition of 𝑠 −convex 

function in the second sense, we can write 

𝑓(𝑡𝑎 + (1 − 𝑡)𝑏) ≤ 𝑡𝑠𝑓(𝑎) + (1 − 𝑡)𝑠𝑓(𝑏). 
By integrating both sides of the inequality over [0,1] 
with respect to 𝑡, we get 
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∫ 𝑓(𝑡𝑎 + (1 − 𝑡)𝑏)
1

0

𝑑𝑡

≤ 𝑓(𝑎) ∫ 𝑡𝑠
1

0

𝑑𝑡

+ 𝑓(𝑏) ∫ (1 − 𝑡)𝑠
1

0

𝑑𝑡. 

If we apply the Hölder's inequality to the right-hand 

side of the inequality, we get 

∫ |𝑓(𝑡𝑎 + (1 − 𝑡)𝑏)|
1

0

𝑑𝑡

≤ 𝑓(𝑎) ((∫ 𝑡𝑝𝑠
1

0

𝑑𝑡)

1

𝑝

(∫ 1𝑞𝑑𝑡
1

0

)

1

𝑞

)

+ 𝑓(𝑏) ((∫ (1 − 𝑡)𝑝𝑠
1

0

𝑑𝑡)

1

𝑝

(∫ 1𝑞𝑑𝑡
1

0

)

1

𝑞

)

= 𝑓(𝑎) ((
1

𝑝𝑠 + 1
)

1

𝑝

(1𝑞)
1

𝑞)

+ 𝑓(𝑏) ((
1

𝑝𝑠 + 1
)

1

𝑝

(1𝑞)
1

𝑞). 

By changing  of the variable as 𝑥 = 𝑡𝑎 + (1 − 𝑡)𝑏 

and by calculating the right hand side, we obtain 

1

𝑏 − 𝑎
∫ 𝑓(𝑥)

𝑏

𝑎

𝑑𝑥 ≤
𝑓(𝑎) + 𝑓(𝑏)

(𝑝𝑠 + 1)
1

𝑝

. 

By multiplying both sides of the above inequality 

with 
𝛼(𝑏−𝑎)

𝐵(𝛼)
 and adding  

2(1−𝛼)

𝐵(𝛼)
𝑓(𝑘), we have 

 

2(1 − 𝛼)

𝐵(𝛼)
𝑓(𝑘) +

𝛼

𝐵(𝛼)
∫ 𝑓(𝑥)

𝑏

𝑎

𝑑𝑥

≤
2(1 − 𝛼)

𝐵(𝛼)
𝑓(𝑘)

+
𝛼(𝑏 − 𝑎)

𝐵(𝛼)

𝑓(𝑎) + 𝑓(𝑏)

(𝑝𝑠 + 1)
1

𝑝

. 

 

By simplfying the inequality, we get the result 

(
1 − 𝛼

𝐵(𝛼)
𝑓(𝑘) +

𝛼

𝐵(𝛼)
∫ 𝑓(𝑥)

𝑘

𝑎

𝑑𝑥)         

+ (
1 − 𝛼

𝐵(𝛼)
𝑓(𝑘) +

𝛼

𝐵(𝛼)
∫ 𝑓(𝑥)

𝑏

𝑘

𝑑𝑥)

≤
2(1 − 𝛼)

𝐵(𝛼)
𝑓(𝑘)

+
𝛼(𝑏 − 𝑎)

𝐵(𝛼)

𝑓(𝑎) + 𝑓(𝑏)

(𝑝𝑠 + 1)
1

𝑝

. 

Then, we can concludethat 
 

( 𝐼𝛼 𝑓𝑎
𝐶𝐹 )(𝑘) + ( 𝐼𝑏

𝛼𝐶𝐹 𝑓)(𝑘)

≤
2(1 − 𝛼)𝑓(𝑘)(𝑝𝑠 + 1)

1

𝑝 + 𝛼(𝑏 − 𝑎)(𝑓(𝑎) + 𝑓(𝑏))

𝐵(𝛼)(𝑝𝑠 + 1)
1

𝑝

. 

 

Theorem 3.4. Let 𝐼 ⊆ ℝ. Suppose that 𝑓: [𝑎, 𝑏] ⊆
𝐼 ⟶ ℝ is a 𝑠 −convex function in the second sense 

on [𝑎, 𝑏] such taht 𝑓 ∈ 𝐿1[𝑎, 𝑏]. Then ,we have 

following inequality for Caputo-Fabrizio fractional 

integrals: 

( 𝐼𝛼 𝑓𝑎
𝐶𝐹 )(𝑘) + ( 𝐼𝑏

𝛼𝐶𝐹 𝑓)(𝑘)

≤
2(1 − 𝛼)

𝐵(𝛼)
𝑓(𝑘)

+
𝛼(𝑏 − 𝑎)(𝑓(𝑎) + 𝑓(𝑏))(𝑞 + 𝑝(𝑝𝑠 + 1))

𝐵(𝛼)𝑝𝑞(𝑝𝑠 + 1)
 

 

where 𝐵(𝛼) > 0 is normalization function 𝑠 ∈ (0,1], 

𝑞 > 1,
1

𝑝
+

1

𝑞
= 1 and 𝛼 ∈ [0,1]. 

 

Proof : By usining the definition of 𝑠 −convex 

function in the second sense, we can write 

𝑓(𝑡𝑎 + (1 − 𝑡)𝑏) ≤ 𝑡𝑠𝑓(𝑎) + (1 − 𝑡)𝑠𝑓(𝑏). 
By integrating both sides of the inequality over [0,1] 
with respect to 𝑡, we get 

∫ 𝑓(𝑡𝑎 + (1 − 𝑡)𝑏)
1

0

𝑑𝑡

≤ ∫ 𝑡𝑠𝑓(𝑎)
1

0

𝑑𝑡

+ ∫ (1 − 𝑡)𝑠𝑓(𝑏)
1

0

𝑑𝑡. 

If we apply the Young's inequality to the right-hand 

side of the inequality, we get 

∫ |𝑓(𝑡𝑎 + (1 − 𝑡)𝑏)|
1

0

𝑑𝑡                                              

≤ 𝑓(𝑎) (
1

𝑝
(∫ 𝑡𝑝𝑠

1

0

𝑑𝑡) +
1

𝑞
(∫ 1𝑞

1

0

𝑑𝑡))                 

+𝑓(𝑏) (
1

𝑝
(∫ (1 − 𝑡)𝑝𝑠

1

0

𝑑𝑡)  +
1

𝑞
(∫ 1𝑞

1

0

𝑑𝑡))       

    ≤ 𝑓(𝑎) (
1

𝑝(𝑝𝑠 + 1)
+

1

𝑞
) + 𝑓(𝑏) (

1

𝑝(𝑝𝑠 + 1)
+

1

𝑞
). 

 

By changing  of the variable as 𝑥 = 𝑡𝑎 + (1 − 𝑡)𝑏 

and by calculating the right hand side, we obtain 

 

1

𝑏 − 𝑎
∫ 𝑓(𝑥)

𝑏

𝑎

𝑑𝑥 ≤
(𝑓(𝑎) + 𝑓(𝑏))(𝑞 + 𝑝(𝑝𝑠 + 1))

𝑝𝑞(𝑝𝑠 + 1)
. 

 

By multiplying both sides of the above inequality 

with 
𝛼(𝑏−𝑎)

𝐵(𝛼)
 and adding  

2(1−𝛼)

𝐵(𝛼)
𝑓(𝑘), we have 
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2(1 − 𝛼)

𝐵(𝛼)
𝑓(𝑘) +

𝛼

𝐵(𝛼)
∫ 𝑓(𝑥)

𝑏

𝑎

𝑑𝑥

≤
2(1 − 𝛼)

𝐵(𝛼)
𝑓(𝑘)

+
𝛼(𝑏 − 𝑎)

𝐵(𝛼)

(𝑓(𝑎) + 𝑓(𝑏))(𝑞 + 𝑝(𝑝𝑠 + 1))

𝑝𝑞(𝑝𝑠 + 1)
. 

By simplfying the inequality, we get the result 

(
1 − 𝛼

𝐵(𝛼)
𝑓(𝑘) +

𝛼

𝐵(𝛼)
∫ 𝑓(𝑥)

𝑘

𝑎

𝑑𝑥)      

+ (
1 − 𝛼

𝐵(𝛼)
𝑓(𝑘) +

𝛼

𝐵(𝛼)
∫ 𝑓(𝑥)

𝑏

𝑘

𝑑𝑥)      

≤
2(1 − 𝛼)

𝐵(𝛼)
𝑓(𝑘)

+
𝛼(𝑏 − 𝑎)(𝑓(𝑎) + 𝑓(𝑏))(𝑞 + 𝑝(𝑝𝑠 + 1))

𝐵(𝛼)𝑝𝑞(𝑝𝑠 + 1)
 

Namely, 

 

( 𝐼𝛼 𝑓𝑎
𝐶𝐹 )(𝑘) + ( 𝐼𝑏

𝛼𝐶𝐹 𝑓)(𝑘)

≤
2(1 − 𝛼)

𝐵(𝛼)
𝑓(𝑘)

+
𝛼(𝑏 − 𝑎)(𝑓(𝑎) + 𝑓(𝑏))(𝑞 + 𝑝(𝑝𝑠 + 1))

𝐵(𝛼)𝑝𝑞(𝑝𝑠 + 1)
. 

 

Remark 1. If we set 𝑠 = 1 in the main findings, we 

obtain new estimations for convex functions via 

Caputo-Fabrizio fractional integrals.   
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Abstract 

 

Caffeic acid, a prominent antioxidant compound, has 

garnered significant attention in research due to its 

multifaceted properties, which include anti-

inflammatory, antiobesogenic, antithrombotic, 

vasodilating, and antitumor activities. This study aims 

to comprehensively investigate the impact of caffeic 

acid on various metabolic enzymes (carbonic 

anhydrase I, II, IX, and glutathione reductase) 

through both in silico and in vitro approaches. 

Furthermore, in vitro experiments did conducted on 

the AGS (gastric cancer cell) line and the HaCaT 

(keratinocyte normal cell) line to elucidate the effects 

of caffeic acid in these cellular systems.  

Keywords: Caffeic acid, carbonic anhydrase, 

glutathione reductase, cancer. 
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1. Introduction 

 

Caffeic acid (CAA) emerges as a polyphenolic entity 

synthesized via the secondary metabolic pathways 

occurring within a diverse range of vegetables, 

notably encompassing olives, coffee beans, fruits, 

potatoes, carrots, and propolis. Moreover, this 

constituent assumes a pivotal role as the primary 

hydroxycinnamic acid derivative prevalent in the 

human dietary regimen (SILVA et al., 2014; 

TOSOVIC, 2017).  

This phenolic compound (CAA), exists in a range of 

molecular configurations within the plant kingdom. It 

is encountered in its elemental state as monomers, 

taking the form of sugar esters, organic acid esters, 

glycosides, and amides. Additionally, CAA can adopt 

more intricate structures, such as dimers, trimers, and 

flavonoid derivatives. It is also capable of forming 

associations with proteins and other polymers located 

in the cellular wall of vegetables (CHEN and HO, 

1997; VERMA and HANSCH, 2004; ESPÍNDOLA 

et al., 2019; SENTURK et al., 2022). 

CAA assumes a crucial role in the defense 

mechanisms deployed by plants to fend off predators, 

pests, and infections. This compound exhibits 

inhibitory properties against the proliferation of 

insects, fungi, and bacteria (TOSOVIC, 2017). 

Furthermore, it aids in the safeguarding of plant 

leaves against the harmful effects of ultraviolet 
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radiation B (UV-B) (GOULD et al., 2000; 

ESPÍNDOLA et al., 2019; AYGUL et a., 2022). 

Extensive investigations, encompassing both in vitro 

and in vivo experiments, have substantiated the 

multifarious physiological effects of CAA and its 

derivatives. These effects include but are not limited 

to antibacterial activity (GENARO-MATTOS et al., 

2015), anti-inflammatory and antiviral activity 

(RODRIGUES et al., 2015), cardioprotective and 

antioxidant activity (AGUNLOYE et al., 2019), 

antiproliferative and anti-atherosclerotic activity 

(NAGAOKA et al., 2002; VERMA and HANSCH, 

2004), hepatoprotective activity (YANG et al., 2013),   

anticancer activity (LEE et al.i 2008; MCGLYNN et 

al., 2015), and anti-hepatocellular carcinoma activity 

(LEE et al.i 2008; WON et al., 2010). Of particular 

significance among these properties is the highlighted 

anti-hepatocarcinoma activity, given the status of 

hepatocarcinoma (HCC) as a leading cause of cancer-

related mortality worldwide (MCGLYNN et al., 

2015). Consequently, further exploration concerning 

the chemical and pharmacological aspects of CAA is 

imperative to pave the way for potential new drug 

development and, subsequently, expand therapeutic 

avenues (ZHANG et al., 2017). 

Carbonic anhydrases (CA, EC 4.2.1.1.) play a pivotal 

role in facilitating the conversion between carbon 

dioxide (CO2) and bicarbonate (HCO3
-) and the 

subsequent dehydration of bicarbonate, resulting in 

the regeneration of CO2 within an acidic milieu 

(SUPURAN, 2008; FIDAN et al., 2015; YAKAN et 

al., 2023).  

In mammals, a total of sixteen CA isozymes have 

been identified thus far, with notable emphasis on CA 

II and CA IX as highly efficient catalysts for carbon 

dioxide hydration (SUPURAN, 2008; SUPURAN, 

2017; ARSLAN et al., 2016; ARSLAN et al., 2020). 

CA I and II is primarily found in erythrocytes, but 

also exhibits distribution in numerous secretory 

tissues of the gastrointestinal tract, kidneys, lungs, 

eyes, central nervous system, and more. Conversely, 

CA IX represents a tumor-associated isoform 

(SUPURAN, 2008; ABDEL-AZIZ et al., 2015; 

DIZDAROGLU et al., 2020; YAKAN et al., 2023). 

Moreover, several other CA isoforms have been 

identified in diverse tissues, actively participating in 

vital biological processes including acid-base 

homeostasis, respiration, carbon dioxide and ion 

transport, bone resorption, ureagenesis, 

gluconeogenesis, lipogenesis, and electrolyte 

secretion. The multitude of CA isozymes involved in 

these intricate processes hold significant therapeutic 

potential as they emerge as promising targets for 

modulation, whether through inhibition or activation, 

in the treatment of various disorders such as edema, 

glaucoma, obesity, cancer, and epilepsy (SUPURAN, 

2008; SUPURAN, 2017; URCAR et al., 2016; 

YAKAN et al., 2023). 

Glutathione reductase (GR), an enzyme categorized 

as EC 1.6.4.2, plays a crucial role in maintaining the 

equilibrium of the intracellular redox system. Its 

primary function involves facilitating the conversion 

of oxidized glutathione (GSSG) to reduced 

glutathione (GSH) through the utilization of 

nicotinamide adenine dinucleotide phosphate 

(NADPH) molecules (KARPLUS et al., 1989; 

COBAN et al., 2007; URCAR et al., 2016). Extensive 

research has been conducted to explore the inhibition 

of the GR enzyme using various compounds. The 

findings of these investigations have consistently 

indicated a reduction in the GSH/GSSG ratio and an 

elevation in the NAD(P)H/NAD(P)+ ratio 

(SENTURK et al., 2008; COUTO et al., 2016; 

KOCAOGLU et al., 2019; USTUNDAG et al., 2022). 

Although some studies have demonstrated that GR 

inhibition does not influence the generation of free 

radicals or the expression of other enzymes involved 

in GSH biosynthesis, it is worth noting that the potent 

activity of the GR enzyme in cancer cells contributes 

to their resistance against several chemotherapeutic 

drugs. Increased intracellular GSH levels offer a 

significant survival advantage for tumor cells, 

particularly in lung, breast, larynx, colon, and bone 

marrow cancers. Consequently, the inhibition of the 

GR enzyme presents a promising avenue for 

anticancer treatment, considering the potential of such 

substances (BALENDIRAN et al., 2004; SENTURK 

et al., 2009; TRAVERSO et al., 2013; 

SANTACROCE et al., 2023). 

In this study, the potential of CAA to inhibit human 

CA I, II, IX and GR enzymes was tried to be 

determined. For this purpose, both theoretical 

(embedding) and experimental experiments were 

carried out. It also aimed to explore the potential 

therapeutic effects of CAA on gastric cancer cells and 

keratinocyte normal cells. 
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2. Materials and Methods 

 

Chemicals 

hCA I (C4396), hCA II (C6165), and hCA IX (CA 9, 

human recombinant (SRP6483) were procured from 

Sigma-Aldrich company. All other chemicals and 

solvents were purchased from Merck (Darmstadt, 

Germany).  

 

Measurement of Glutathione Reductase Activity 

To assess the enzymatic activity of GR, a 

spectrophotometric method is employed, which 

involves monitoring the decrease in NADPH levels 

when the substrate GSSG is present. This reduction in 

NADPH concentration is measured specifically at a 

wavelength of 340 nm (BEUTLER, 1984; 

USTUNDAG et al., 2022). 

 

 

Measurement of Carbonic Anhydarase Activity 

The inhibitory activity of CAA on hCA I, hCA II, and 

hCA IX were determined according to the esterase 

method (VERPOORTE et al., 1967; ARSLAN et al. 

2020). In inhibitory studies, p-nitrophenyl acetate was 

employed as the substrate.  

 

Inhibitory Effect Determination of IC50 Values of 

CAA 

With inhibitor studies, the activity of CAA, whose 

solutions were prepared, were added to the cuvette in 

different concentrations and their activities were 

measured. CAA were plotted as % Activity- [I], IC50 

values were calculated from the equation of the curve. 

 

In silico Studies 

In silico placement studies were conducted to 

investigate interactions between CAA and amino acid 

residues around the active site of the CA I, II, and IX 

enzyme. All pdb files were obtained from rcsb.org. 

The AutoDockTools1 program (version 1.5.7) was 

used for the preparation of all ligands and enzymes. 

Autodock Vina2 program (version 1.1.2) was used for 

all docking experiments, the entire surface of each 

enzyme was investigated, the exhaustiveness value 

was set as 32, the energy_range value was assigned as 

5, and the best 5 results were asked to be listed. 

Twelve trials of each molecule were made for each 

enzyme, and the highest scoring conformation of 

these was aligned with the receptor protein in the 

PyMOL-oss3 program (version 2.4.1) (SANNER, 

1999; TROTT and OLSON, 2010). The evaluation of 

the interactions was carried out in the Biovia 

Discovery Studio Visualizer4 (version 21.1.0.2029) 

program. Docking scores are summarized in Table 1, 

Figure 2, 3, and 4. 

 

AGS and HaCaT Cell Line Culture Studies 

AGS gastric cancer and HaCaT keratinocyte normal 

cell line attached to the base of the cell culture layer 

were passaged when their cell density reached 70-

80%. Cells were washed with 10 ml of PBS and 

treated with 4 ml of 0.25% Trypsin/EDTA solution 

(Gibco) for 2-3 minutes in the incubator to lift them 

off the flask base and the separation of cells was also 

observed under the microscope. Trypsin activity was 

stopped by adding 2 ml of FBS. The cells were then 

transferred to a 15 ml centrifuge tube and centrifuged 

at 1800 rpm for 10 minutes at room temperature. The 

supernatant was completely discarded and the cell 

pellet was dissolved in 10 ml of DMEM-LG. The 

mixture was then centrifuged again at 1800 rpm for 

10 minutes at room temperature. The supernatant was 

discarded again, and the cell pellet was dissolved in 

the appropriate volume of DMEM-LG, and the cells 

were stained with Trypan blue and counted with a 

hemocytometer. Depending on the number of cells, 

cells were seeded into new cell culture dishes in 

DMEM-LG containing 10% FBS and 0.1 ml/ml 

Primocin, and the dishes were placed in an incubator 

at 37°C containing 5% CO2. The MCF-7 cell line was 

passaged again when they reached 70-80% density 

(STRIEDINGER et al., 2021). 

 

 

Cell Viability Test (MTS) 

The passaged cells were counted and seeded in two 

separate 96-well plates with 1x104 cells in each well. 

After 24 hours of incubation, CAA was given to the 

cells in the wells at certain concentrations (500, 250, 

100, 50, 25 µM). Each concentration was run in 3 

replicates. Cell viability test (MTS) was performed 

after 24 hours. Absorption was measured in the 

ELISA reader at 450 nm. The graph was drawn 

according to the resulting absorption values 

(KOCANCI et al., 2017). 

 



36 |  L. Karagöz et al. EAJS, Vol. 9, Issue 1 

 

 

3. Results and Discussion 

 

GR, an antioxidant enzyme, carries out a vital 

function by regulating the redox metabolism of GSH 

within the cellular framework of numerous 

organisms. Its involvement in the modulation of GSH 

redox hemostasis contributes to the synthesis of 

deoxyribonucleotides. Moreover, peroxide plays a 

critical role in the detoxification of 2-oxoaldehydes 

and xenobiotics. The viability of rapidly dividing 

cells and those resilient to oxidative stress is 

significantly reliant on the replenishment of GSH. 

Consequently, the identification of potential GR 

inhibitors assumes paramount importance in the 

advancement of antitumor and antiparasitic 

pharmaceutical agents (KARPLUS et al., 1989; 

BOEHME et al., 2000; USTUNDAG et al., 2022). 

In investigations concerning the human erythrocyte 

GR enzyme, which serves as a model for drug trials, 

it has been ascertained that nitro aromatic compounds 

containing a quinoline moiety, commonly employed 

as antisitulant and anticancer medications, exert an 

influence on the activity of GR enzyme (GRELLIER 

et al., 2001). Furthermore, diverse substances 

encompassing certain drugs, metal ions, and nitro 

groups have been discovered to possess inhibitory 

properties against GR enzymes derived from various 

sources (GRELLIER et al., 2001; COBAN et al., 

2007; CAKMAK et al., 2011; KOCAOGLU et al., 

2019). 

In trials for human CA I, II, IX and GR enzymes with 

CAA. The IC50 value for hCA I was determined as 

10.26 μM, for hCA II as 9.14 μM, for hCA IX as 8.96 

μM and for GR as 25.84 μM. Acetazolamide (AZA) 

was used as the reference for the tested CA enzymes, 

and N,N-bis(2-chloroethyl)-N-nitrosourea (BCNU) 

was used for the GR. AZA was observed as 36.2 μM 

for hCA I, 0.37 μM for hCA II and 0.93 micromolar 

for hCA IX. For GR it was observed as 465 μM for 

BCNU. 

The utilization of CA inhibitors in the management of 

several conditions, such as cancer, glaucoma, and 

obesity, is well-established. Consequently, the quest 

for innovative and potent molecular frameworks for 

the therapeutic intervention of these ailments assumes 

a noteworthy strategy (ISIK et al., 2015; SUPURAN, 

2017; SENTURK et al., 2022). 

Three methods were used to determine the solubility 

of the molecule in water in Swiss-ADME. These are 

the ESOL, Ali and SILICOS-IT methods. Caffeic 

acid was estimated to be water soluble according to 

three methods. In pharmacokinetic estimates, 

gastrointestinal (GI) absorption was predicted to be 

high. In the drug similarity part, it shows that the 

CAA may be active in four of the analyzes of 

proprietary chemical collections from five different 

major pharmaceutical companies. According to the 

estimates of Medicinal Chemistry; It should be used 

with caution in human therapy as it gives a warning 

for PAINS (pan assay interference compounds). 

Bcolor analysis (to be toxic by default, chemically 

reactive, metabolically unstable or having properties 

responsible for poor pharmacokinetics) has given two 

warnings. In this case, direct use in the body should 

be well adjusted. There is no similar molecule. 

Systemic acceptability score is good. 

 

 

 
Figure 1. Cell viability result graph of AGS and 

HaCaT cells treated with 500, 250, 100, 50, 25 µM 

caffeic acid. 

 

The passaged cells were counted and seeded in two 

separate 96-well plates with 1x104 cells in each well. 

After 24 hours of incubation, CAA was given to the 

cells in the wells at certain concentrations (500, 250, 
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100, 50, 25 µM). Each concentration was run in 3 

replicates. Cell viability test (MTS) was performed 

after 24 hours. Absorption was measured in the 

ELISA reader at 450 nm. According to the result in 

Figure 1, in gastric cancer (AGS) cell line, CAA 

reduced cell viability to 47% and 38%, respectively, 

at 250 and 500 µM concentrations. As the dose 

increased, the toxic effect on the gastric cancer cell 

line also increased. These substances were also tested 

on a normal human keratinocyte cell line (HaCaT). 

According to the graph, CAA showed toxic effect 

only at the highest dose (500 µM), reducing cell 

viability to 39%. 

Using SwissADME, we attempted to calculate 

physicochemical descriptors as well as predict ADME 

parameters, pharmacokinetic properties, drug-like 

nature and medicinal chemistry friendliness of one or 

more small molecules to support drug discovery 

(Figure 5). 

 

Table 1. Docking scores and Ki values of caffeic acid 

for tested enzymes. 

Enzyme (PDB 

ID) 

Affinity 

(kcal/mol) 

Ki value 

(μM) 

hCA I (2CAB) -6,2 5.12 

hCA II (3KS3) -6,5 4.86 

hCA IX (6FE2) -7,2 4.25 

 

 

 
Figure 2. 3D and 2D docking binding models of 

caffeic acid with hCA I enzyme, respectively.   

 

 
 

 
 

Figure 3. 3D and 2D docking binding models of 

caffeic acid with hCA II enzyme, respectively.   
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Figure 4. 3D and 2D docking binding models of 

caffeic acid with hCA IX enzyme, respectively.  

 

 

 

 

Figure 5. SwissADME result for caffeic acid.
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4. Conclusion 

In this investigation, the primary objective is to 

employ a dual methodology involving in silico and in 

vitro analyses. The in silico assessment will provide 

valuable insights into the potential interactions of 

CAA with specific metabolic enzymes. Through this 

computational approach, the molecular interactions 

and binding affinities between caffeic acid and target 

enzymes will be evaluated, offering a preliminary 

understanding of the possible effects. 

Overall, this study seeks to shed light on the in silico 

and in vitro effects of CAA on metabolic enzymes, 

while simultaneously exploring its potential 

therapeutic implications in AGS gastric cancer cells 

and HaCaT keratinocyte normal cells. Through the 

integration of computational and experimental 

approaches, this investigation strives to contribute to 

our understanding of the molecular mechanisms 

underlying CAA's multifaceted properties and its 

potential application in cancer therapy. 
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