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Prediction of Air Pollution with Machine Learning Algorithms
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Abstract: Air pollution has become an important problem due to its threats. Air pollutants are in complex interaction with
atmosphere and environment. For this reason, it is important to study air pollution issues. In recent years, studies on prediction
of air pollutants with machine learning methods have gained momentum. In this study, some air pollutants are predicted with
various machine learning algorithms considering meteorological factors. In machine learning phase, a separate study is
conducted with various machine learning algorithms (multilayer perceptron neural network, stochastic gradient descent, ridge
regression, cross decomposition) considering temperature, relative humidity, wind, pressure and air pollutant measurements of
previous hour. Consistencies of these algorithms in estimating pollutant concentrations are compared. Various statistical
metrics are used to analyze the consistencies. As a result, the coefficient of determination of all algorithms are found above
0.67, considering the test section. It is found that the coefficient of determination of the multilayer perceptron neural network
algorithm provides better results than other algorithms.

Key words: Air pollution, machine learning, neural network, modeling, Canakkale city.

Hava Kirliliginin Makine Ogrenme Algoritmalari ile Tahmin Edilmesi

Oz: Hava kirliligi, canlh sagligma yonelik tehditleri sebebiyle onemli bir problem haline gelmistir. Hava kirliligi atmosfer ve
cevre ile karmasik iliski igerisindedir. Bu nedenle hava kirliligi ile alakali konularin ¢aligilmasi énemlidir. Son yillarda hava
kirleticilerinin makine 6grenmesi yontemleriyle tahmin edilmesine yonelik ¢alismalar hiz kazanmigstir. Bu calismada,
meteorolojik faktorler g6z 6niine alinarak ¢esitli makine 6grenme algoritmalari ile bazi hava kirleticilerinin tahmini yapilmistir.
Makine 6grenmesi agamasinda, bir Onceki saatin sicaklik, bagil nem, riizgar, basing ve hava kirletici 6l¢iimleri dikkate alinarak
¢esitli makine 6grenmesi algoritmalar1 (¢ok katmanli algilayici sinir ag1, stokastik gradyan inisi, sirt regresyonu, ¢apraz
ayristirma) ile ayr1 ayri ¢alisma yapilmistir. Bu algoritmalarin kirletici konsantrasyonlarini tahmin etmedeki tutarliliklari
karsilagtirilmustir. Tutarliliklar analiz etmek icin gesitli istatistiksel metrikler kullamlmigtir. Sonug olarak, test boliimii dikkate
alindiginda tiim algoritmalarin belirleme katsayis1 0.67'nin {izerinde bulunmustur. Cok katmanli algilayict sinir agi
algoritmasinin belirleme katsayisinin diger algoritmalara gore daha iyi sonuglar verdigi tespit edilmistir.

Anahtar kelimeler: Hava kirliligi, makine 6grenmesi, sinir ag1, modelleme, Canakkale ili.
1. Introduction

Air pollution has significant impact on public health and environment. Population, urbanization, industrial
growth, energy consumption and usage of transportation vehicles have increased significantly in the last decade
worldwide. This has resulted in rised emissions of air pollutants including greenhouse gases, ambient temperature
and other atmospheric variables [1]. The main factors affecting air pollutant concentration are emission sources
and meteorological factors. The existence of a significant relationship between meteorological factors and air
pollutant concentration has been addressed by many studies [2-4]. Transportation, chemistry and deposition of
particulate matter (PM) are mainly controlled by meteorological factors. Meteorological factors not only affect
each other, but also form a closely linked system with PM. The effects of meteorological conditions on PM
concentration are quite complex [5]. There are various methods for estimating PM concentration. Machine learning
method is one of the most frequently used prediction methods in recent years.

Machine learning is a rapidly developing field that enables computers to learn based on data. Data can come
from a variety of sources, including physical experiments, computer models, or a combination of both. Machine
learning method has had successful applications in many areas [6]. Over the last three decades, it has also been
increasingly applied in the field of air quality prediction due to the development of statistical models based on
machine learning techniques and its ability to explore, analyze and make predictions on multiple and complex
datasets. The main purpose of a machine learning algorithm is to provide a model that captures the general
properties and interactions of the dataset (learned) to obtain information from data and make predictions [7-8].

: Corresponding author: koguz@mgm.gov.tr. ORCID Number of authors: ' 0000-0001-5305-6145, 2 0000-0002-6807-890X
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There are various studies on the analysis of air pollution with machine learning methods. These studies are
aimed at estimating air pollution in various regions with several machine learning algorithms and examining their
consistency. Several studies about prediction of air pollution with machine learning algorithms are compared in
Table 1. [9] studied PM2.5 prediction with several machine learning algorithms including linear regression,
random forecast and ridge regression. [10] studied prediction of air quality index with several machine learning
algorithms like k-Nearest Neighbor (KNN), Gaussian Naive Bayes, support vector regression (SVM). [11] studied
prediction of PM10, CO, SO2, O2 and O3 with random forest, multiple linear regression algorithms. [12] studied
PM10 prediction with artificial neural network. [13] studied PM2.5 prediction with several machine learning
algorithms like long short-term memory (LSTM), gradient boosting model (GRU), convolutional neural network
(CNN).

Table 1. Some studies in the literature.

Pollutant Proposed Method Reference

SO2, PM10 Random Forest, Decision Tree [14]

S02,NO2, 03, CO, PM10 Random Forest [15]
Support Vector Regression, Autoregressive Integrated

PMI0, PM2.5 Moving Average, Long Short-Term Memory [16]

PM2.5 Gradient Boosting Model [17]

Linear Regression, Random Forest Regressor, Gradient
PM10, PM2.5 Boosting Regressor, K Neighbors Regressor, MLP [18]
Regressor, and Decision Tree Regressor CART

Adaptive Boosting, Artificial Neural Network, Random

AQl Forest, Stacking Ensemble, and Support Vector Machine [19]
LSTM, Bi-LSTM, GRU, Bi-GRU, CNN, and a hybrid

PM2.5 CNN-LSTM [13]

PM10 Artificial Neural Network [12]

PM10, CO, SO2, 02, O3 Random Forest, Multiple Linear Regression [11]

AQI KNN, Gaussian Naive Bayes, SVM, RF, and XGBoost [10]

PM2.5 Linear Regression, Random Forest, KNN, Ridge and Lasso,

XGBoost, and AdaBoost [9]

In this study, we performed modeling with various machine learning algorithms (multilayer perceptron neural
network, stochastic gradient descent, ridge regression, cross decomposition) by considering temperature, relative
humidity, wind, pressure and air pollutant measurements of the previous hour to predict pollutant concentrations.
As aresult, consistencies of pollutant concentrations of PM10, SO2, NO2, NOX and O3 were compared.

2. Material and Method
2.1. Study area and data

In this study, hourly meteorological data of temperature, relative humidity, wind and pressure parameters
were obtained from Canakkale Central Meteorology Station of Turkish State Meteorological Service (latitude:
40.1410, longitude: 26.3993). PM10, SO2, NO2, NOX and O3 pollutant data were obtained from Canakkale
Central air quality station (latitude: 40.1366, longitude: 26.4055) affiliated to Ministry of Environment,
Urbanization and Climate Change. Locations of the stations are shown in Figure 1. The data covers the period
from 1 January 2019 to 31 December 2021. While applying the machine learning method, 80% of the data set was
randomly selected as training data and 20% was used as test data.
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Table 2 shows statistical information about meteorological parameters and air pollutants. PM10 average is
43.59 pg/m?, minimum and maximum values are 2.0 pg/m?* and 1003.0 ug/m?, respectively. SO2 average is 9.58
pg/m?, minimum and maximum values are 0 pg/m? and 183.23 pg/m?, respectively. NO2 average is 20.62 pg/m?,
minimum and maximum values are 0.26 ug/m* and 145.86 pg/m?, respectively. NOX average is 40.02 pg/m?,
minimum and maximum values are 1.53 pg/m?® and 392.95 pg/m?, respectively. The O3 average is 56.0 pg/m?,

Figure 1. Locations of the meteorological and air quality.

minimum and maximum values are 1.05 pg/m?* and 205.40 pg/m?, respectively.

Descriptive statistics of meteorological and air pollutant parameters are presented in Table 3. It was observed
that the highest correlation coefficient (r=-0.35) of NO2 is with wind. It was observed that the highest correlation
coefficient (r=0.558) of O3 is with temperature. This is followed by relative humidity with the value of r=-0.5.
There is a weak negative relationship between NO2 and wind. There is a moderate positive relationship between
03 and temperature while moderate negative relationship between O3 and relative humidity. It is clear that the

relationship between other air pollutants and meteorological parameters is very weak.

Table 2. Descriptive statistics of meteorological and air pollutant parameters.

T RH W PS PM10 S02 NO2 NOX 03
Valid 26145 25815 26117 25979 25254 24714 24712 24521 25514
Missing 157 487 185 323 1048 1588 1590 1781 788
Mean 17.40 66.96 3.35 1014.75 43.59 9.58 20.62 40.02 56.00
Std. Dev. | 7.94 16.40 2.24 6.31 35.40 9.99 14.57 28.68 26.07
Skew. 0.05 -0.34 1.41 0.29 16.09 4.35 1.73 2.54 0.22
Range 43.70 84.00 18.30 48.90 1001.00 183.23 145.60 391.42 204.35
Min. -4.20 16.00 0.00 992.20 2.00 0.00 0.26 1.53 1.05
Max. 39.50 100.00 18.30 1041.10 1003.00 183.23 145.86 392.95 205.40
T: Temperature (°C), RH: Relative humidity (%),W: Wind (m sii'), PS: Pressure (hpa).
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Table 3. Correlations of the parameters used in the study.

Variable T RH w PS PM10 SO2 NO2 NOX 03
Pearson's r —
T
p-value —
Pearson's r -0.6 —
RH
p-value <.001 —
Pearson's r 0.048 -0.14 —
\%%
p-value <.001 <.001 —
Pearson's r -0.45 0.074 -0.12 —
PS
p-value <.001 <.001 <.001 —
Pearson's r 0.116 -0.06 0.012 -0.06 —
PM10
p-value <.001 <.001 0.063 <.001 —
Pearson's r -0.02 -0.05 -0.14 0.028 0.064 —
SO2
p-value 0.001 <.001 <.001 <.001 <.001 —
Pearson's r -0.13 0.171 -0.35 0.053 0.12 0.31 —
NO2
p-value <.001 <.001 <.001 <.001 <.001 <.001 —
Pearson's r -0.14 0.16 -0.24 0.049 0.074 0.28 0.849 —
NOX
p-value <.001 <.001 <.001 <.001 <.001 <.001 <.001 —
Pearson's r 0.558 -0.5 0.23 -0.3 -0.02 -0.09 -0.45 -0.47 —
03
p-value <.001 <.001 <.001 <.001 0.002 <.001 <.001 <.001 —

2.2. Multilayer Perceptron Neural Network (MLPNN)

Artificial neural network is a data processing method that mimics the neural structure of the human brain. It
establishes relationships between inputs and outputs. It has parallel data processing architecture like the human
nervous system [20]. Artificial neural network is one of the most used machine learning algorithms.

MLPNN is a type of feed forward artificial neural network, which uses Boolean function. MLPNN includes
layers of nodes, which allow unidirectional forward connections of inputs and outputs. MLPNN consist of 3 layers
including input layer, output layer and a hidden layer (between input and output layers). Data are transferred from
input layer to output layer [21]. A schematic diagram of multilayer perceptron neural network presented in Figure
2.

The main aim of MLPNN is to predict future trends in a dataset given current and previous conditions.
Function logic is related to modeling the connections between variables. The objective of MLPNN application is
to find unknown function f with input vectors in X and output vectors in Y:

Y= (1)

where X = [n x k], Y = [n X j], n is number of training patterns, k the number of input nodes/variables and j
the number of output nodes/variables. The training data is represented with the matrices of X and Y. The f function
is defined with regulable network weights. During training the function f'is optimised, such that the network output
for the input vectors in X is as close as possible to the target values in Y [22].
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Figure 2. A schematic diagram of multilayer perceptron neural network [21].
2.3. Stochastic Gradient Descent (SGD)

SGD is another most used algorithms in machine learning. SGD is a type of optimization combining classical
gradient descent with random subsampling within the target functional [23]. SGD shows good performance in
convex and non-convex optimization. SGD minimizes a loss function selected through a linear function. The
algorithm approximates a true gradient, considering one sample at a time, and simultaneously updates the model
according to the gradient of the loss function [24].

SGD is calculated as below:

0 =6 —aV,jO; x®,yD) 2)
where x® is training example, y® is label, 8 is vector parameters of J(0), a is learning rate [25-26].
2.4. Ridge Rigression (RR)
RR is an algorithm to analyze multivariate regression data and it is the biased estimation methods. The aim
is to find the factors that minimize the error sum of squares by implementing a penalty to these factors. It is durable

to over-fitting and it tenders an answer to multidimensionality.
RR is calculated as below:

B = (XDx +kI) " xDy 3)

where B*= (p-1)x1 dimensional vector of ridge regression coefficients, I= (p-1)x(p-1) dimensional unit matrix
and k constant value, which is almost 0<k<1. [27].
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2.5. Cross Decomposition (CD)

CD algorithms are useful for finding relations between two matrices (datasets). Examples of cross
decomposition are partial least squares regression and canonical correlation analysis. Main aim of the algorithms
are to determine multidimensional aspect in the X space that clarifies the maximum multidimensional variance
aspect in the Y space. The mathematical model of cross decomposition is below [28-29]:

Assuming the separations of X and Y are done in a way that maximizes the covariance between T and U:

X=TPT+E “
Y =UQT +F ®)

where, X is nxm matrix of predictors, Y is nxp matrix of responses, T nx1 projections of X, U is nx1
projections of Y, P is mx1 orthogonal loading matrix, Q is px1 orthogonal loading matrix, E is error term and F is
error term.

2.6. Data Preprocessing

Data preprocessing is one of the most crucial part for machine learning. It is a data mining technique which
converts raw data into a more intelligible, advantageous and fertile format. The main task for a model to be precise
in estimations is that the algorithm should be able to smoothly commentate the data's features [30-31].

The data set used in the study is not complete. In time series estimates, it is required that the data set to be
completed. Therefore, it is important to complete the missing data. However, this study is not a time series
estimation study. Therefore, it is a convenient method to remove rows with missing columns. In our study, we
removed the rows with missing columns from the data set and did not use them in the train/test stages.

In the study, the input data are scaled between 0-1. In this way, it was ensured that the different digits of the
parameters were on the same scale. This ensures that the parameters have the same effect when calculating the
output variable (PM10, NO2, etc.).

In this study, we used max-min normalization methodology. The max-min normalization is calculated as
below:

X—Xmin
X = =" 6
scaled Xmax—Xmin ©

2.7. Evaluation metrics

The R-Squared (Coefficient of determination), RMSE (Root Mean Square Error) and MAE (Mean absolute
error) metrics are mainly used to evaluate model prediction performance in regression analysis. R-squared shows
the coefficient of how well the values fit compared to the real values. Root Mean Square Error is very common
and the standard deviation of the residuals (prediction errors). MAE shows the variation between the real and
predicted values extracted by averaged the absolute difference over the data set [32].

The matrics are calculated as below:

) nEa)-C0Ey) -
JnIx2-C0DHmTy2-Cy)?)

RMSE = /%Z(y — x)2 (®)

MAE = =3 |y — x| ©)

r

where, y is donated predicted, x is observed and n is number of samle.
3. Results and Discussions
The performance results of machine learning models are presented in Table 4. It may be seen from the table

that MLPNN model performed better than others. MLPNN model estimated O3 parameter best with the scores of
=0.887, RMSE=8.81 and MAE=5.81. MLPNN then successfully estimated SO2 (r=0.783), PM10 (r=0.752),
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NOX (r=0.716) and NO2 (0.694), respectively. The results are close to each other when train and test scores are
evaluated together.

Table 3. Performance results of machine learning models.

r2 RMSE MAE

Parameter Model Train Test Train Test Train Test
SGD 0.697 0.691 8.05 7.99 5.2 5.22
RR 0.697 0.692 8.04 7.99 5.17 5.19

NO2
MLPNN 0.701 0.694 7.99 7.95 5.03 5.06
CD 0.697 0.691 8.04 7.99 5.16 5.19
SGD 0.674 0.711 16.54 14.99 9.44 8.86
RR 0.675 0.711 16.53 14.96 9.39 8.82

NOX
MLPNN 0.687 0.716 16.22 14.85 9.03 8.52
CD 0.675 0.712 16.53 14.96 9.35 8.79
SGD 0.881 0.880 9.01 9.06 5.88 5.96
RR 0.881 0.880 9.01 9.05 5.86 5.94

03

MLPNN 0.886 0.887 8.82 8.81 5.73 5.81
CD 0.881 0.880 9.01 9.06 5.86 5.94
SGD 0.707 0.748 18.72 16.87 6.99 6.74
RR 0.713 0.752 18.54 16.74 6.83 6.56

PM10
MLPNN 0.714 0.752 18.51 16.76 6.69 6.38
CD 0.714 0.752 18.5 16.76 6.73 6.45
SGD 0.746 0.779 5.13 4.63 2.53 2.47
RR 0.747 0.780 5.11 4.62 2.49 2.43

SO2
MLPNN 0.751 0.783 5.07 4.59 2.45 2.4
CD 0.748 0.780 5.11 4.63 2.46 2.41

Scatter plots of air pollutants according to the models are shown in Figure 3. In the scatterplots, blue graphs
on the left show train results and red graphs on the right show test results. The results are mostly clustered around
the regression line. The scatter plot of O3 variable shows a more successful result than others. Variables of O3,
NOX and NO2 are more harmonious with regression line. It is seen that PM10 and SO2 variables give the least
successful results than others. It is also seen that especially large values of these two parameters deviate
considerably from the regression line.
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Figure 3. Scatter plots of some air pollutants according to the models.
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Figure 3 (cont.). Scatter plots of some air pollutants according to the models.

Error histogram graphics of the test section are shown in Figure 4. Histogram plots show the frequency
distribution of the datasets. The clustering of data around zero in the error histogram indicates that the model is
successful. According to the graphs, it is seen that the error amounts of O3, NOX and NO2 variables are clustered
closest to 0 and its surroundings. It is also seen that PM10 and SO2 parameters are clustered a little further away
from 0 compared to other parameters.
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s 055 5 %55 5 %5 7o s Y5 o s
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Figure 4. Error histograms of the test sections of the machine learning models.
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Figure 4 (cont.). Error histograms of the test sections of the machine learning models.

4. Conclusions

Air pollution is one of the most important environmental problems. Uncontrolled industrialization causes
dramatic levels of air pollution and trigger environmental problems all over the world. Machine learning, which
has been successfully applied in many fields nowadays, should be studied in the field of air pollution more. In this
study, we performed modeling with various machine learning algorithms (multilayer perceptron neural network,
stochastic gradient descent, ridge regression, cross decomposition) by considering temperature, relative humidity,
wind, pressure and air pollutant measurements of the previous hour to estimate PM10, SO2, NO2, NOX pollutant
concentrations.

According to the findings, MLPNN model is more successful than other methods for both train and test
phases. Many machine learning studies stated the success of MLPNN method. Our study also confirms its success.
MLPNN method is a nonlinear method and this structure gives it a clear advantage compared to other methods.
Besides, O3 variable was better predicted. The correlation of O3 variable with the input parameters (0.558 with T,
-0.5 with RH, 0.23 with W, -0.3 with PS) is higher than the correlations of other variables. It has been understood
that the high correlation of the estimating variable with the input parameters increases the model performance in
machine learning. From this finding, it was also understood that the O3 variable is more correlated with
temperature, humidity, wind and pressure parameters than other variables (PM10, SO2, NO2, NOX). The error
amounts of the methods are spread homogeneously over 0 and its surroundings in most of the variables. This
finding indicates that the learning process shows efficient results and the models are not biased.
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Only meteorological variables and the air quality variable of the previous hour were used as input parameters
in this study. Anthropogenic pollutants have also a huge impact on air quality. More successful results can be
obtained if anthropogenic pollutant sources are used as input parameters. However, all the models used in this
study have yielded successful results. We especially recommend the MLPNN method to be used in air quality
modeling studies due to its successful performance and fast predictions. In addition, we recommend that the input
variables to be used while creating the model should be selected from the parameters that show high correlation
with the output variable.
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Abstract: Cancer, one of the most common pathologies in the world, has been reducing the standard of living of many people
for centuries and can cause death. Many medicinal plants are widely used in cancer treatment due to their ability to improve
disease symptoms and low side effects. Cydonia oblonga (C. oblonga) leaf, which is among the medicinal plants and has
important health properties, is a type of plant commonly known as quince leaf. Although it originates from Asia, it is cultivated
in many countries today. In this study, antioxidant, antimicrobial and cytotoxic activities of C. oblonga leaves on MCF-7 and
HepG2 cell lines were investigated. As a method, the collected C. oblonga leaves were extracted in methanol and hexane
solvents. The extracts were tested on MCF-7 and HepG2 cell lines using MTT Assay method for cytotoxic activity, DPPH
method for antioxidant activity and well agar method for antimicrobial effects of the extract on five different microorganisms.
As a results, although C. oblonga leaf in both cell lines hexane extract exhibited stronger cytotoxic activity than methanol
extract, methanol extract was found to have stronger antioxidant effect than hexane extract. The extracts applied to
microorganisms showed the best zone diameter effect on E. coli and the lowest effect on B. megaterium. In addition, it was
observed that C. oblonga leaf has stronger antimicrobial effects than anticancer and antioxidant activity.

Key words: Cydonia oblonga, cytotoxic activity, antioxidant activity, antimicrobial activity.

Cydonia oblonga Yapragimin Meme Kanseri (MCF-7) ve Karaciger Kanseri (HepG2) Hiicre
Hatlar1 Uzerindeki Antioksidan, Antimikrobiyal ve Sitotoksik Aktivitesinin Arastirilmasi

Oz: Diinyadaki en yaygin patolojilerden biri olan kanser, yiizyillardir birgok insanin yasam standardim diisiirmekte ve 6liime
neden olabilmektedir. Birgok sifal1 bitki, hastalik semptomlarini iyilestirme yetenekleri ve diisiik yan etkileri nedeniyle kanser
tedavisinde yaygin olarak kullanilmaktadir. Sifali bitkiler arasinda yer alan ve saglik agisindan dnemli 6zelliklere sahip olan
Cydonia oblonga (C. oblonga) yapragy, halk arasinda ayva yaprag: olarak bilinen bir bitki tiirlidiir. Asya kdkenli olmasina
ragmen giiniimiizde bir¢ok iilkede yetistirilmektedir. Bu ¢alismada, C. oblonga yapraklarinin MCF-7 ve HepG2 hiicre hatlar1
iizerindeki antioksidan, antimikrobiyal ve sitotoksik aktiviteleri arastirilmigtir. Yontem olarak, toplanan C. oblonga yapraklari
metanol ve hekzan ¢dziiciilerinde ekstrakte edilmistir. Ekstraktlar MCF-7 ve HepG2 hiicre hatlar1 iizerinde sitotoksik aktivite
icin MTT Assay yontemi, antioksidan aktivite icin DPPH ydntemi ve ekstraktin bes farkli mikroorganizma tizerindeki
antimikrobiyal etkileri i¢in well agar yontemi kullanilarak test edilmistir. Sonug olarak, C. oblonga yaprag: her iki hiicre
hattinda da hekzan 6ziitii metanol 6ziitiine gore daha giiglii sitotoksik aktivite sergilemesine ragmen, metanol 6ziitii hekzan
oziitiine gore daha giiclii antioksidan etkiye sahip bulunmustur. Mikroorganizmalara uygulanan ekstraktlar en iyi zon capi
etkisini E. coli tizerinde, en diisiik etkiyi ise B. megaterium tizerinde gostermistir. Ayrica, C. oblonga yapraginin antikanser ve
antioksidan aktiviteden daha gliclii antimikrobiyal etkilere sahip oldugu gézlemlenmistir.

Anahtar kelimeler: Cydonia oblonga, sitotoksik aktivite, antioksidan aktivite, antimikrobiyal aktivite.

1. Introduction

Cancer is one of the most alarming diseases of the 20th century and continues to spread in the 21st century
due to its persistence and increasing incidence. This is a cause for concern as one in four people have a lifetime
risk of cancer [1]. Human breast cancer (MCF-7) is one of the most common cancers and has become one of the
most common causes of cancer death in women [2]. Human liver cancer, of which 75-90% are hepatocellular
carcinomas (HepG2), 1t is the third leading cause of cancer-related deaths in men and the sixth leading cause in
women [3]. The progression of cancer, which is so widespread and deadly, is a multi stage process in which cells
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must overcome various obstacles before they become fully developed tumors. Although significant advances have
been made in recent years in treatments to stop cancer growth, many patients have to fight against metastasis and
tumor growth due to chemoresistance with challenging radiotherapy and chemotherapy. Researchers are therefore
exploring new methods to better understand the behavior of cancer cells and develop more effective treatments.
Due to some serious side effects and the medical and economic problems associated with the use of synthetic drugs
for cancer treatment, herbal therapies have become popular. Herbal medicines are considered a safe, non toxic and
easily accessible source of compounds that can treat cancer. Plants are believed to neutralize the effects of diseases
on the body because of the active compounds they contain [4]. It has been suggested that natural antioxidants
reduce the toxic effects of anticancer treatment processes and that the use of nutraceuticals may improve the
treatment more, with the idea that it may help patients undergoing cancer treatment in this process [5].
Accordingly, over the years, the determination of the cytotoxic properties of natural products has gained great
importance [6-9]. Quince leaf, known as C. oblonga, is a plant belonging to the Rosaceae family and is native to
the Mediterranean region and Central Asia. This plant leaf has a long history of ethnobotanical and medicinal use
[10]. The leaves of the C. oblonga are egg shaped or broadly elliptical, dark green and toothless on the margins,
but these young leaves are petiolate. It can generally be grown in all regions in the temperate zone. Known for its
antidiabetic, antimicrobial, antioxidant and UV (ultraviolet)-protective abilities, the biological phytochemicals in
the leaves of this plant are also known to be a promising source of natural healing [11]. C. oblonga leaf is a plant
recognized as an active ingredient with many characteristic properties, mainly antioxidant [12]. When the leaves
of the plant are consumed by boiling and straining, it is known to have calming, antipyretic, antidiarrheal and
antitussive properties [13-16]. In addition to having an important place in folk medicine, it is also considered as a
good and economical source of dye [17]. C. oblonga leaf and fruit extracts have been found to exhibit
antiproliferative activities, suggesting that this plant leaf may inhibit or reduce the growth of cancer cells [18].
Plants with antimicrobial activity are used as preservatives in foods, for medical purposes, and for their effects
against parasites and microorganisms [19].

In the light of this information, the main aim of this study is to extract the leaves of C. oblonga plant as shown
in the project flow chart in Figure 1 and to show its cytotoxic activity on MCF-7, HepG2 cell lines and to
investigate its antimicrobial and antioxidant effects at different concentrations and to provide the molecular
mechanisms of these activities to the literature.
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Figure 1. The overall design of the experiment showed the methods applied on C. oblonga leaves. Two different solvents;
hexane and methanol were used to evaluate cytotoxic, antioxidant and antimicrobial activity.
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2. Material and Method
2.1. Material
2.1.1. Herbal material

C. oblonga leaf was collected from Sahinkaya Village of Elazig province in November 2022. The collected
plant was kept in the laboratory of Assoc. Prof. Dr. Semih DALKILIC, a faculty member of the Molecular Biology
and Genetics Program of the Biology Department of Firat University.

2.1.2. Microorganisms and cell lines used in the experiment

Staphylococcus aureus (S. aureus) ATCC 25923, Klebsiella pneumonia (K. pneumonia) ATCC 700603,
Esherichia coli (E. coli) ATCC 25322, Bacillus megaterium (B. megaterium) ATCC DSM32 and Candida
albicans (C. albicans) FMC17 as fungus were obtained from Fethi Sekin City Hospital central laboratory.

HepG2 and MCF-7 cancer cell lines are available in the laboratory of Assoc. Prof. Dr. Semih DALKILIC,
one of the faculty members of the Molecular Biology and Genetics Program of the Biology Department of Firat
University, and we have worked on these two cell lines.

2.2. Method
2.2.1. Extract preparation

C. oblonga leaf was pounded in a porcelain mortar and powdered. The powdered plant was weighed on a
precision balance and 1 gram was taken and two separate extraction processes were carried out as 10 mL methanol
and 10 mL hexane. It was incubated in a shaking oven at 37°C for 72 hours. After incubation, the extract was dried
and dissolved in 10 mL Dimethyl sulfoxide (DMSO). Using Whatman No 1 filter paper, the extracts were filtered
and stored at +4°C.

In order to examine the antioxidant, antimicrobial and cytotoxic activities of C. oblonga leaf extract,
methanol, which is available in our laboratory and is a solvent frequently used in antioxidant activity studies to
reveal phenolic compounds of plant extracts, and hexane, which dissolves lipophilic compounds in the plant better
than many other solvents, were preferred as solvents. In addition, the fact that these two solvents have less toxicity
than many other solvents is another reason why they are preferred in terms of ensuring safety in the study and
working environment.

2.2.2. Cell culture

MCEF-7 cells were grown in 1640 RPMI and HepG2 cells were grown in DMEM (25 mM L-Glutamine, 1%
Penicillin-Streptomycin and 10% FBS (Fetal Bovine Serum)) in 75 cm? flasks at 37°C under 5% CO- atmosphere
conditions [20]

2.2.3. MTT assay

The MTT (3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide) Assay is a technique employed to
evaluate the viability, proliferation, and cytotoxicity of cells. The MTT method states that MTT is a tetrazolium
salt that can pass through the cell membrane, based on its reduction by active mitochondria in living cells by taking
electrons inside the cell and converting them into water-insoluble purple formazan crystals [21]. The formazan
crystals were then dissolved in appropriate solvents and the color change was measured spectrophotometrically to
determine the number of viable cells. Cells grown in 75 cm? flasks were washed with 5 mL of sterile Phosphate
buffered saline (PBS) solution by removing the medium in the flask after 90% confluency. 1 mL of trypsin EDTA
(Trypsin Ethylenediaminetetraacetic acid) was added to 75 cm? flasks and incubated at 37°C in an oven containing
5% CO- for 2 minutes. After the cells were detached from the surface, 5 mL of RPMI was added to inactivate
trypsin EDTA. Cells removed from the flask were centrifuged at 2000 RPM (Revolutions per Minute) for 5
minutes and the supernatant was removed. The cell pellet was removed by thawing with 1000 uL. RPMI and cell
counting was performed using a Countess II automatic cell counter. After calculations were made, cell dilution
was prepared using RPMI and 5x103 cells were seeded in 96-well plates with 100 L RPMI per well. In the first
row, only medium was used as blank, 2.5 ng/mL Doxorubicin was used as positive control and only medium was
used as negative control. Then, they were incubated in an oven at 37°C with 5% CO: for 24 hours. After the
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incubation was completed, the medium in the wells was removed and 4 different concentrations of methanol and
hexane extracts of C. oblonga leaf prepared in RPMI (100 pg/mL, 200 pg/mL, 400 pg/mL and 800 pg/mL) were
added to the cells in 6 replicates. Then the cells were incubated in an oven containing 5% CO: at 37°C for 72 hours.
At the end of the incubation period, 10 pl of MTT solution (5 mg/mL) was added to the wells containing the cells
and incubated for 4 hours at 37°C in the dark containing 5% CO.. After incubation, the medium was removed and
formazan crystals were dissolved in 100 pl DMSO. The expected color change was then determined by measuring
absorbance at 492 nm wavelength using an ELISA (Enzyme Linked ImmunoSorbent Assay) microplate reader
[22].

2.2.4. Determination of antioxidant activity by 2,2-Diphenyl-1-Picrylhydrazyl (DPPH) Radical Scavenging
Capacity

It is a method developed to assess antioxidant activity using DPPH (2,2-diphenyl-1-picrylhydrazyl) and is
used to measure the free radical scavenging capacity of antioxidants against the test. It is widely used in many
herbal studies and is a fast and easy method [23]. In addition, the chemicals and spectrophotometric measuring
devices required for DPPH method are available in our laboratory and have been preferred in this method
antioxidant tests. Antioxidant activity of C. oblonga leaf extracts in methanol and hexane at different
concentrations was determined by DPPH radical scavenging capacity method. A lyophilized drug solution was
prepared at a concentration of 5 mg/mL using methanol and hexane. The prepared solution was diluted three times
and DPPH calibration curve was obtained. At the end of the specified time, absorbances were measured at 492 nm
wavelength in spectrophotometer and % inhibition values were calculated. The results were calculated according
to Equation 1 [24]:

o o ControlABS — SampleABS
Antioxidant activity = ControlABS x100

Equation 1. Formulation used in antioxidant activity calculation
2.2.5. Antimicrobial activity

Well agar method was used for antibacterial activity and S. aureus, K. pneumoniae, E. coli, B. megaterium
and C. albicans microorganisms were used [25]. Bacteria were grown in Nutrient Broth (Biolife Lot: HE2602)
and Mieller-Hinton Agar (Merck Lot: VM779137) and fungi in Malt Extract Broth (Difco) before the
experimental study. In order to test the antimicrobial effects of C. oblonga leaf extracts diluted at 25, 50, 75 and
100 mg/mL on bacterial strains, each bacterium was inoculated into Nutrient Broth with the help of a bacterial
extract. The Mc Farland setting was adjusted to a turbidity of 0.5, thus achieving a dilution of 1:10 to 107 CFU/mL.
25 mL of Miieller-Hinton Agar was added to the petri dishes. Petri dishes were allowed to solidify at room
temperature for 10-20 minutes. On the solidified Miieller-Hinton Agar, 100 uL of bacteria were inoculated evenly
and then wells of the required diameter were made in Miieller-Hinton Agar with the help of an agar borer (cork-
borer). Compounds prepared from four different concentrations were added to 100 pL in each well and petri dishes
were incubated at 37°C for 24 hours after inoculation. Clindamycin 2 mcg (Bioanalyse Lot: 171127A) was used
as a positive control and DMSO as a negative control. Inhibition zones were measured with the help of a ruler
[26].

2.2.6. Statistical analysis

All results were performed with SPSS 22 for Windows and one-way ANOVA was used and p< 0.05 was
considered significant.
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3. Results
3.1. Cytotoxic activity

As a result of the experiments, it was observed that the best result was obtained at a concentration of 250
pg/mL of C. oblonga leaf hexane extract used on HepG2 cancer cells, followed by the second-best result of 125
ng/mL concentration of the same extract. It was noticed that methanol 1000, 500 and 250 pg/mL concentrations
did not show toxicity against cancer cells and in addition, as seen in Figure 2, methanol extract had less toxicity
on cancer cells than hexane extract. Furthermore, as shown in Figure 3, 500 pg/mL concentration of C. oblonga
leaf hexane extract had the best effect on MCF-7 cancer line, while methanol extract had any effect on MCF-7 cell
line at all concentrations.

HepG2 Cancer Cell
120

100
100

'S
= 80 /
E: %
: 60 /
O
S 40
20
0 R : RN A T o,
(+) Control(-) Control Hexane Extract Methanol Extract
01000 pg/ml B500 pg/ml  ®W250 pg/ml @125 pg/ml 2 Positive Control  ENegative Control

Figure 2. Cytotoxic activity of hexane and methanol extracts of C. oblonga leaf on HepG2 cancer cell lines. *Positive
control: Doxorubicin 2.5 pg/mL, Negative control: untreated cells.
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Figure 3. Cytotoxic activity of hexane and methanol extracts of C. oblonga leaf on MCF-7 cancer cell lines.
*Positive control: Doxorubicin 2.5 pg/mL, Negative control: untreated cells.

Cytotoxic activity results of C. oblonga leaf extracts were obtained by calculating the maximum inhibitory
concentration (ICso) value for four different concentrations (1000, 500, 250, 125 pg/mL). ICso values were
calculated for both cell lines and two extracts and the results are presented in Table 1. These results differ
depending on the cell line and extract type used.

Table 1. The ICs value of cytotoxic activity on cells.

MCEF-7 Cell Line

Agent C. oblonga leaf hexane extract C. oblonga leaf methanol extract
ICso 353.305 pg/mL 781.56 ug/mL

HepG2 Cell Line
Agent C. oblonga leaf hexane extract C. oblonga leaf methanol extract
1Cso 354.2317 pg/mL 139.3403 pg/mL

3.2. Antioxidant activity

Antioxidant activities of plant extracts were evaluated by DPPH method. DPPH radical inhibition percentage
of C. oblonga leaf methanol and hexane extracts at 1000 mg/mL concentration was calculated. The results are
shown in Table 2. According to the results, C. oblonga leaf methanol extract had 7% radical scavenging capacity
and exhibited better antioxidant activity than hexane extract at a concentration of 1000 mg/mL. However, it was
determined that the 1000 mg/mL concentration of C. oblonga leaf hexane extract did not have any scavenging
capacity.
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Table 2. Antioxidant activity of C. oblonga leaf methanol and hexane extract.

Methanol Hexane

Positive Control 1
1000 pg/ml 7 -64
Negative Control 0 0

*Positive control: 100 pL ascorbic acid and 100 pL DPPH, negative control: 200 pL DPPH.

3.3. Antimicrobial activity

The antimicrobial activity of methanol and hexane extracts of C. oblonga leaf plant was tested on five different
microorganisms including E. coli, B. megaterium, S. aureus, K. pneumonia, C. albicans. In terms of antimicrobial
activity, the results were compared with the standard antibiotic clindamycin. Considering these results, as seen in
Table 3 and Figure 4, 50, 75 and 100 mg/mL concentrations of the hexane extract of the plant showed the highest
value with an inhibition zone of 17 mm on E. coli, while 25 mg/mL concentration showed the lowest zone diameter
effect. The best zone diameter of the extract on S. aureus with 16 mm was determined at a concentration of 100
mg/mL and zone diameters of 15 mm at a concentration of 75 mg/mL, 14 mm at a concentration of 50 mg/ml and
13 mm at the lowest concentration of 25 mg/mL were measured respectively. While 25 mg/mL and 50 mg/mL
concentrations of the extract showed no any effect on B. megaterium, the 100 mg/mL concentration showed the
best inhibition zone with 14 mm effect, and the 75 mg/mL concentration showed the lowest inhibition zone with
12 mm. The concentration of 100 mg/mL with 13 mm showed the best effect on K. pneumoniae bacteria, while
the concentration of 75 mg/mL with 11 mm showed the lowest zone diameter effect. In addition, it was noticed
that 25 and 50 mg/mL concentrations showed the same effect against the bacterium with 12 mm. Concentrations
of 100 and 75 mg/mL were found to have the best effect on C. albicans with inhibition zone diameters equal to 16
mm. The lowest zone diameter of 13 mm was measured at a concentration of 25 mg/mL, followed by a
concentration of 50 mg/mL with a zone diameter of 14 mm. In general, as shown in Table 3, the hexane extract
showed the best antibacterial effect on E. coli and the lowest effect on B. megaterium. Looking at the methanol
extract, the best inhibition zone diameter of 15 mm in E. coli was observed at concentrations of 75 and 25 mg/mL.
Following this, the lowest zone diameter of 14 mm was measured in both 50 and 100 mg/mL concentrations. The
50 and 75 mg/mL concentrations showed the best effect against S. aureus with 13 mm, while the 25 mg/mL
concentration showed the lowest effect with 10 mm. Following this, inhibition zone diameter of 11 mm was
measured at 100 mg/mL concentration. The methanol extract, which showed the lowest effect on B. megaterium
with 9 mm at 25 mg/mL concentration, had no effect on the bacteria at 75 mg/mL concentration, while it showed
the highest effect at 50 and 100 mg/mL concentrations with 12 mm. The highest zone diameter of 11 mm is
observed at concentrations of 50 and 100 mg/mL against K. pneumoniae bacteria. These values were followed by
25 and 75 mg/mL concentrations of 9 mm and 10 mm, respectively. At 100 mg/mL concentration, C. albicans
showed the best zone diameter of 15 mm, at 50 and 75 mg/mL concentrations it showed the second best effect
with 14 mm, but at 25 mg/mL concentration it showed the lowest effect with 12 mm. Based on these results, as
shown in Table 3 and Figure 4, C. oblonga leaf methanol extract showed the best antibacterial effect on E. coli
and the lowest effect on B. megaterium.

The standard deviations of C. oblonga leaves among microorganisms were calculated and as a result, E. coli
followed by K. pneumoniae showed the most significant value in both extracts, while B. megaterium showed less
significant results compared to other bacteria. Looking at the standard deviations between concentrations, it was
determined that the methanol extract gave the most significant result at 50 mg/mL, followed by the hexane extract
at 100 mg/mL. At 50 mg/mL, the hexane extract gave less significant results than the other results, followed by
the same extract at 25 mg/mL.
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Figure 4. Zones of inhibition seen in petri dishes.

*A: Antimicrobial effect of C. oblonga leaf on S. aureus Al: Hexane extract A2: Methanol extract
*B: Antimicrobial effect of C. oblonga leaf on B. megaterium; B1: Hexane extract B2: Methanol extract
*C: Antimicrobial effect of C. oblonga leaf on C. albicans; C1: Hexane extract C2: Methanol extract
*D: Antimicrobial effect of C. oblonga leaf on E. coli; D1: Methanol extract D2: Hexane extract

Table 3. Antibacterial effect of C. oblonga leaf extract (zone diameters mm)

Concentrations (mg/mL) and zone diameters (mm)

Hexane Methanol Positive
Control
(Clindamiycin)
25 50 75 100 25 50 75 100
mg/mL mg/mL mg/mL mg/mL mg/mL mg/mL mg/mL mg/mL
Microorganism

E. coli 16+0.7 17+02 17+02 17+0.2 15+0.5 14+0.5 15+0.5 14+0.5 24+ 1.6
S. aureus 13£15 14+£05 15+05 1615 10+£1.7 13+1.2  13£1.2 11+£0.7 23+£0.6
B. megaterium  * * 12+1 14+1 9+2 12+1 12+1 12+1 23+0.6
K. pneumoniae 12 +0 12+£0 11+1 13£1 9+1.2 11£0.7  10+0.2 11+0.7 22+04
C. albicans 13+£1.7 14+0.7 16+12 16+1.2 12+1.7 1402  14£02 15£1.2 20+24

* It did not show any antibacterial activity.

4. Discussion

C. oblonga leaf, commonly known as quince, is a good, low budget, easily accessible and health-promoting
plant with antioxidant properties [12], [27], [28]. In the studies, it was determined that C. oblonga, which was
found to have higher phenolic compound content and stronger antioxidant capacity compared to other plants used
in the studies, could be valuable in nutraceuticals as an antioxidant source and would reveal new possible
applications of the plant [29]. DPPH test, ABTS (2,2-azinobis(3-ethylbenzothiazollin-6-sulfonic acid) and ferric
acid reducing antioxidant assays showed that C. oblonga had the highest antioxidant potential [30]. When the
leaves of the plant and Camellia sinensis (C. sinensis) known as green tea, were compared, DPPH method was
applied with methanolic extracts and as a result, ECso values were determined as 21.6 pg/mL and 12.7 ng/mL and
it was statistically revealed that C. sinensis had a higher capacity (p<0.005). However, considering the high
phenolic content of C. oblonga leaves compared to peel, seed or pulp, the ECso values of 600, 1700 and 2000
ng/mL for the peel were determined that the leaf would have a higher antioxidant effect (ECso 21.6 ug/mL) [31].
Quince fruit, compared to apple, is characterized by the presence of compounds such as 4-caffeoyl shikimic acid,
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4-caffeoyl quinic acid, quercetin-3,7-diglucoside, kaempferol-3-O-rhamnoside and kaempferol-7-O-glucoside,
while it lacks dihydrochalcone compounds. However, quince peel has the highest phenolic content, while the most
abundant compound in quince pulp is 3-O-caffeoylquinic acid [29]. C. oblonga Mill. leaves were examined for
their antioxidant activity along with their in vivo antidiabetic activity and the highest ABTS radical scavenging
effect, reducing power and total antioxidant activity were observed in C. oblonga [32]. Parts of the plant were
evaluated in three different ways: fresh frozen, oven dried and sun dried. According to the observations, fresh
frozen fruit gave results close to normal nutritional values, but the oven dried plant retained antioxidant activity
better than sun dried and frozen plants [33]. Methanolic extracts were prepared from various parts of C. oblonga
plant and the bark was found to have the best antioxidant capacity [34]. C. oblonga leaf extract showed
concentration dependent growth inhibitory activity against human colon cancer cells and no any effect against
renal adenocarcinoma cells. However, seed extracts of the plant had no any effect on cell growth in colon cancer,
but effective antiproliferative activity detected in kidney cancer cells [18]. When two different extracts of C.
oblonga were extracted as lipophilic wax extract and aqueous fermented extract and their cytotoxic effects on
human HepG2, A549 (human non-small cell lung cancer cell line) and HeLa cell lines were evaluated, it was
determined that the aqueous fermented extract played a more effective role than lipophilic extracts, but this would
vary depending on the exposure time [35]. In colorectal cancer, polyphenol-rich extracts of C. oblonga bark
inhibited colon adenocarcinoma LS174 cells in a quantity dependent manner [36]. MTS (5-(3-
carboxymethoxyphenyl)-2-(4,5-dimethyl-thiazole)-3-(4-sulfophenyl) tetrazolium, inner salt assay) testing of C.
oblonga petals, leaves and fruit pellet on BT-20 (human breast cancer cell line), HepG2 and Caco-2 (human
colorectal cancer cell line) human cancer lines showed that these three C. oblonga extracts strongly reduced cell
growth and had low toxicity on HepG2 and Caco-2 cell lines [37]. When RD (Rabdomiyosarkom) and L20OB
cancer cells were exposed to the methanol extract of C. oblonga seed, it was reported that it had a cytotoxic effect
at the first 1000 and 500 pg/mL, but this cytotoxic activity changed depending on the concentration in the following
time [38]. The antimicrobial effect of ethanol, acetone and water extracts of C. oblonga plant seeds on K.
pneumonia, E. coli, E. aerogenes (Enterobacter aerogenes) bacteria were examined and it was determined that the
seed had the most effective antimicrobial effect in the ethanolic extract and E. coli showed the highest sensitivity,
while the aqueous extract was only effective on E. aerogenes bacteria [39]. With the application of C. oblonga
seed extract to different bacterial strains, quince seed extract was found to have antimicrobial effect against gram
positive S. aureus and gram negative E. coli and P. aeruginosa (Pseudomonas aeruginosa) bacteria and the MIC
(Minimal inhibitory concentration) value against these bacteria was 500 pg/mL [40]. Regarding the antimicrobial
effect of the plant, gram negative bacteria were more sensitive to the extracts, while the extracts obtained from C.
oblonga flour showed growth inhibitory effect on Aspergillus niger (4. niger) [41]. To promote the full reuse of
this plant, biologically active extracts and fiber concentrates of the plant were extracted and found to exhibit in
vitro antioxidant activity as well as antimicrobial activity against food borne fungi and bacteria, suggesting that
various extracts of the plant could be pioneers in the use of natural preservatives in foods [42]. Dye was obtained
from the extract of C. oblonga plant in order to work on recovery to nature and dyeing process was carried out
with various chemicals as a coloring agent on wool. When the properties of the extract used as a dye were tested,
1t has been shown to have strong antimicrobial activity on gram positive and gram negative bacteria [43]. In the
study conducted with silver nanoparticles from C. oblonga leaves, the antimicrobial activity of these nanoparticles
was examined and tested on gram negative E. coli, gram positive S. aureus and C. albicans and MIC values were
determined as 0.0552, 0.1535 and 0.0383 mg L/ [44].

The analyzed studies showed that the leaves and various parts of C. oblonga showed high antioxidant activity
compared to some other plants. It was observed that different solvents from the solvents used in cytotoxic activity
studies may show good activity, the same solvents such as methanol used in our study showed similar effects,
followed by antimicrobial activity studies also showed similar effects especially on E. coli, supporting the results
of our study.

5. Conclusions

While hexane extract of C. oblonga showed better anticancer effect than methanol extract, when antioxidant
activity was considered, methanol extract showed better antioxidant activity than hexane. In terms of antimicrobial
activity, the best zone diameter was observed in E. coli bacteria and the lowest zone diameter was observed in B.
megaterium at both concentrations. As a result, it is concluded that C. oblonga leaf exhibits significant anticancer,
antimicrobial and antioxidant activities in an in vitro model and therefore, it may be one of the important
therapeutic herbal agents.
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Abstract: Recently, Artificial Intelligence (Al)-powered chatbots and virtual humans have assumed significant roles in various
domains due to their ability to interact with users and perform tasks based on their intended purpose. Virtual humans have
received considerable attention in various industries due to their lifelike human appearance, behaviour, and ability to convey
emotions, especially in virtual reality contexts. Conversely, chatbots are finding use in a wide range of applications and
represent a promising feature of human-computer interaction due to their efficient communication with humans. Therefore,
this study aims to develop a real-time chatbot that can effectively convey emotions through facial expressions, thereby
promoting realistic communication. To achieve this, several advanced Al models were employed to address different aspects,
including speech recognition, emotion synthesis, and response generation. The methodology, models used, components, and
results are explained in detail, and the results of the user study are also presented.

Keywords: human-computer interaction, artificial intelligence, virtual human, chatbot, conversational agent.

DigiHuman: Yiiz ifadeleri ile Konusan Dijital Bir insan

Oz: Yapay zeka destekli sohbet robotlar1 ve sanal insanlar, olusturulma amaglarina bagh olarak farkl gorevleri yerine getirmek
icin kullanicilarla aralarinda iletisim kurma yetenekleri nedeniyle son zamanlarda bir¢ok uygulamada onemli rol
ustlenmislerdir. Sanal insanlar, gerg¢ek¢i insan formlari, davramiglart ve Ozellikle sanal gergeklik ortaminda
deneyimlendiklerinde duygusal geri bildirim iletme yetenekleri nedeniyle farkli sektorlerde biiyiik ilgi gérmektedir. Diger
taraftan, sohbet robotlari insanlarla iletisim kurmadaki yiiksek verimlilikleri nedeniyle insan bilgisayar etkilesimi i¢in en umut
verici 0rneklerden biri olarak gesitli uygulamalarda kullanilmaktadir. Bu nedenle, bu ¢caligmada basarili bir iletigsim ve gercekei
davranis sergilemesi igin yiiz ifadeleri aracilifiyla duygular iletme yetenegine sahip bir gercek zamanli sohbet robotu
olusturmasi amaglanmigtir. Bunun igin sirasiyla; konusma tanima, duygu sentezi, yanit iiretme gibi ¢esitli dzellikler i¢in ¢oklu
gelistirilmis yapay zeka modelleri uygulanmistir. Calisma kapsaminda yaklasim, kullanilan tiim modeller, bilesenler ve
sonuglar1 kapsamli bir sekilde agiklanmis ve kullanicr testleri sonuglart da agiklanmigtir.

Anahtar kelimeler: insan-bilgisayar etkilesimi, yapay zeka, sanal insan, chatbot, konusma ajani.
1. Introduction

Metaverse technology is expected to contribute to and shape numerous substantial areas of our lives, including
social media, commerce, education, and entertainment, and consequently, Metaverse requires intelligent
conversational agents capable of delivering human-like responses to serve users in this evolving digital landscape.
Furthermore, these agents are expected to imitate human behaviour within conversations, enabling them to
comprehend human language, engage in responses within the appropriate context, and even grasp his/her feelings.
Although numerous conversational agents or chatbots designed for conversation are available, they typically
revolve around text or speech interactions and often lack certain human-like qualities. For instance, these bots lack
a physical embodiment, leading to the absence of bodily gestures. Additionally, they may lack distinct personalities
and fail to engage with individuals on an emotional level.

When considering an effective exchange between two people, persuasion and emotion come to mind.
Persuasion is achieved primarily in face-to-face communications because the conversation mainly affects facial
gestures and expressions, besides other body gestures like head nodding and hand gestures. Accordingly, an
intelligent agent should be able to provide relevant information and respond to user questions and comments. It
should conduct communication through persuasive responses with appropriate facial expressions and gestures.
Emotions and facial expressions lead us to a hot topic: Human-Computer Interaction (HCI) introduced: virtual
humans or digital humans. Virtual humans or embodied agents enhance HCI by taking advantage of pre-existing
social skills, such as body language, and making interactions seem more natural. Therefore, the objective of
developing a more human-centered and engaging speech-based face-to-face interactive system will lead to the
term Embodied Conversational Agent (ECA). ECA will be represented by a character looking like a human,
talking, understanding, expressing emotions, and responding to you. The more realistic an embodied agent is, the
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more influential communication and face-to-face communication leave a very good impression on people and will
serve the industry better.

Building such a high-fidelity agent requires employing both HCI and Al solutions. Realistic natural interaction
and emotional intelligence are essential [1]. Consequently, we need to implement multiple improved models for
various features such as speech recognition [2], emotion synthesis [3], response generating [4], and facial
animation as they are very needed [5]. Despite creating or employing Convolutional Neural Network (CNN) and
Natural Language Processing (NLP) models, in this paper, we concentrate on the problem of building human-
agent real-time interaction with the ability to convey emotions through facial expressions to establish successful
communication and realistic behaviour. The paper's contributions are structured as follows:

e Introduction of conversational digital human with facial emotions.

e A literature review and discussion of prior research in the field.

e A comprehensive explanation of our approach encompasses all the constituent models, components, and

achieved outcomes.

e Conducting a user study to evaluate the system's overall performance.

2. Literature Review

At present, technologies and daily life applications are moving towards the digital trend. Embodied
Conversational agents are considered a worldwide example that has been around for a very long time for
digitalizing human behaviour and interactions. Conversational activities among people involve complex behaviour
expressed through speech and gestures, which include facial expressions, hand gestures, head movement and eye
gaze. This led to the idea of modelling the human body as well as making it intelligent by combining two systems
together: Al and HCI, for many different purposes in different applications and businesses.

An ECA acts as an intelligent entity through conversations by understanding humans and responding back to
them using text or voice, both of which are the most commonly widespread techniques. We can find ECAs
becoming quite popular through wide industry applications, for example, education, health, business, information
retrieval and e-commerce [6]. The main part of an ECA is the chatbot, which is a machine model that processes
and simulates the flow of human conversation either in close-domain or open-domain. Chatbots are not necessarily
but mostly integrated into interfaces to facilitate user-computer interaction either through text, speech, or both.

Throughout history, chatbots have greatly improved since the date that first enlightened the world with the
idea of chatbot, which was in 1950 when Alan Turing suggested the Turing Test, stating the well-known question,
“Can machines think?” since then, researchers have begun to compete in introducing different chatbots (Turing,
1950). Chatbots started as text chatbots and are still being used in many industries. Then, speech chatbots were
introduced and worked mostly as virtual assistants. To choose the right bot for the industry, many features should
be considered, including the domain, the way of processing input and producing output, and its goal [7].

Eliza was the first chatbot developed in 1966, and it aimed to be a psychotherapist. Early Conversational
agents such as Eliza depended on predefined simple pattern matching [8]. In 1972, PARRY was introduced to the
world and was considered an improvement over ELIZA [9]. After that, in 1995, ALICE, or the Artificial
ELinguistic Internet Computer Entity, was developed and was considered to be the most human computer. ALICE
introduced AIML, which stands for Artificial Intelligence Markup Language, which is a markup language for
manual-defined conversations. Another text-based chatbot is SmarterChild [10], which was developed in 2001 to
be used in messenger applications.

Chatterbot software, such as Cleverbot, has been introduced commercially. It uses approaches such as rule-
based response generation but is enhanced with techniques for learning new responses. After that came the next
step of chatbot creation, which was virtual personal assistants. They became quite well-known and used in daily
life tasks by people as they interact with them using voice. The most known examples of virtual assistants are
Apple Siri, Amazon Alexa, Microsoft Cortana, IBM Watson, and Google Assistant.

Creating virtual characters necessitates the use of a variety of research skills. Different skills are needed to
combine multiple modules within one agent. What plays the most essential role in communication and
conversation is the face, which transmits verbal and nonverbal knowledge. Pre-research has introduced new tools
like Xface [11], which is an open-source project and a tool to build Embodied Conversational Agents (ECAs) [12].

Text-based and vocal Conversational agents have gained fair popularity in virtual assistant applications.
However, various studies, projects, and workgroups have shown that to enhance the reality of interactions with
Information and Communications Technology (ICT) systems, it is better to employ embodied interactions.
Previous research and projects were done employing a virtual human-like MiraculousLife [13] and CaMeLi [14],
which led to the result that the avatar should express more with its facial expressions and give more appropriate
reactions. Even though [9] developed successful avatars for virtual social worlds, they lack facial expressions,
making the agent seem dull and emotionless.
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Due to the rapidly increasing interest in chatbots, particularly post-2016, researchers are striving to develop
chatbots that closely emulate human conversational behaviour, resulting in a more human-like interaction. This
led to the concept of integrating chatbots into virtual humans. This integration aims to improve human-machine
interaction through conversation domains and behaviours, including expressions, acting, and animations.
However, sometimes, they are not considered entirely intelligent even though they have bodies and talking heads
[15].

Prior studies have not successfully met the essential criteria for enabling a human-like, face-to-face
conversation within an intelligent Human-Computer Interaction (HCI) system interface. This goal necessitates
establishing the external interface level functions combined with the internal logical level that controls how the
system will operate in a behavioural way. In other words, we should take into consideration that a system must
give most of the rights that a conversation would consist of between two people, including speech domain, verbal
and non-verbal speech acquisition through voice and gestures, and the ability to interrupt while talking and convey
emotions.

Although digital humans have been adapted for the entertainment industry, including movies and video
games, they are now becoming more prevalent and involved in our daily lives. However, the field still suffers from
problems in giving the avatar the concept of a lifelike human. As a result, the field of digital human research
continues to improve its realism and overcome its current limitations. Therefore, this research pursues several
areas that utilize novel state-of-the-art techniques related to the socialization of digital humans.

The first step towards achieving a real human is its appearance, which falls in the field of computer graphics,
and this requires the use of comprehensive deep techniques for remaking a human as a digital one. The choice of
tools and techniques is not direct. By following [16], we can understand the difference between the high-quality,
expensive approach and the less one in the remaking stage, thus leading to knowing how to relate perception to
quality. Despite the focus on external appearance, other research, like [17], focuses on the anatomical side that
includes features like skin, muscles, and bones.

Another fact to add is the focus on the balance between the body and the model itself. Alvarado et al [18] did
this by proposing a rendering technique to model the deformation of the ground as a result of movement.
Nonetheless, a lifelike digital human does not occur through the physical features only but through socialism as
well. [18] addressed the aspect of real communication by engaging Al deep learning methods.

With this challenging compilation, it is evident that HCI has advanced so much in recent years and improved
in many digital human-related applications and aspects such as lip-syncing and gestures. This inspired us to make
use of such novel techniques and try to present a new ECA that will focus on multiple conversational behaviours
through verbal speech to non-verbal speech. Our primary objective is to provide a wide speech domain chatbot
that will cover a variety of possible topics along with emotion-conveying ability. Our system is considered a
combination of skills and novel techniques that are presented by former research, all integrated as one system
model manifested as a virtual human in the most straightforward possible way.

3. A Conversational Digital Human with Facial Expressions

Our approach is an embodied conversational agent that can understand and convey emotions, interact with
users, and use facial expressions. This requires deploying multiple neural network models. We show our system
structure and workflow in Figures 1 and 2, which consist of two parts. In Figure 1, we have three models combined
that work simultaneously. These models are speech recognition, response generation, and emotion recognition.
We get two inputs when a user talks to the avatar: the utterance that the user said and the face of the user in the
video frames while saying that utterance. After that, we convert the input speech to text using the speech
recognition model for the avatar to understand what the user says and replies. Then, the resulting text will be fed
to the response generator to be analyzed, and a proper reply will be generated as the first output.
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At the same time, our efforts are directed at establishing suitable emotions for the avatar's presentation. Thus,
the system will process two inputs: images and text. There will be two emotion outputs, each extracted from
different models: the CNN model and the NLP model. CNN will output the first emotion by taking video frames
as input, and then the second emotion will be extracted from the response text by the NLP model. Having two
similar emotions will be fine; however, we pick the one with a more significant probability if they differ.

In the second part of the system, we work on the Unity Game Engine's side. The two outputs from the previous
part are sent to Unity as inputs. As shown in Figure 2, the system synthesizes the text that generates the speech for
the response; it also takes the emotion to map the appropriate facial expression through blendshapes and runs the
lip-syncing feature in the project. As a result, the avatar speaks back to the user while showing emotion on its face.

3.1. Emotion recognition

Recognizing human emotion is a key component in the study of human-computer interfaces (HCIs) to
empathize with people [12,19-20]. Conveying emotion has a crucial contribution to effective human-computer
interaction [21].

As the agent should act realistically, we aim to get the accurate emotion to map the appropriate facial
expression over the agent's face while conversing with the user. For this purpose, we followed two techniques to
combine their results. During the prediction, we compare the probability of predictions done by each predictor to

obtain the more accurate one.
Microsoft
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Figure 2. The architecture shows the Unity Game Engine part when combined with result of the deep learning
model.
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Table 1. Evaluation metrics for text-based emotion recognition model.

F1-Score 0.93
Precision 0.87
Recall 0.83
Accuracy 0.84

3.1.1. Text-based emotion recognition
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Figure 3. Input representation in BERT includes the sum of embeddings of tokens, segmentation embeddings,
and position embeddings, denoted as (E) [20].

When talking about analyzing text, then Sentiment Analysis comes to mind, which is a method that uses
Natural Language Processing (NLP) to extract beliefs, thoughts, views, and emotions from the text but associates
three categories, like "positive" or "negative" or "neutral," for classifying the views regarding a text [22].
Following the same scheme, we get the idea of emotion recognition, which involves analyzing the text and
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recognizing what type of emotion it implies.

Our agent will respond to the user with a sentence, and to accomplish this, we employ an NLP model that
analyzes the response. This analysis aims to detect any hidden emotion within the text, ultimately leading to the

generation of an appropriate facial expression corresponding to that emotion.
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Figure 4. The Transformer (T) based BERT base architecture with twelve encoder blocks.
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For this purpose, we fine-tuned Google's BERT pre-trained model that Google Al language researchers
recently introduced as a Machine Learning technique built upon state-of-art techniques for NLP tasks [23]. ktrain
framework [24] was used as a wrapper for the model to facilitate and accelerate the BERT training process.

The reason for choosing BERT is because it is pre-trained on a massive data corpus, giving it a large
knowledge repository and substantial contribution to the NLP community. BERT can be downloaded and fine-
tuned on any dataset for NLP tasks. The deep bidirectionality of BERT allows it to learn information from both
sides, right and left, as displayed in Figure 3, of the context within the training step, which utilizes adapting it to
achieve NLP tasks [25].

BERT architecture is illustrated in Figure 3, which simplifies how the input is processed. In addition, it is
essential to mention that BERT has two architectures, BASE and LARGE, that differ in the count of heads in
attention modules in encoders, parameters, layers, and units in hidden layers. Our work uses the BERTBASE,
which consists of the following values: parameters=110M, encoders=12, hidden layers units=768, heads in
attention modules=12. In accordance with GLUE benchmarks, BERT performed better than its predecessors.
Although BERTLARGE improved BERTBASE's performance, we used the basic one because the dataset is not
extremely large, so it does not require a vast network model such as the large BERT version.

BERT is widely used on the basic NLP tasks of classifying a piece of text, which suits our aim in this part of
the work as we aim to categorize sentences into emotions classes. In Figure 4, we summarize the architecture of
BERTBASE model that we deployed.

We used the following for training the model:

«  Ktrain wrapper for Keras,

»  Dataset combines three main datasets: daily dialogue, emotion-stimulus, and isear, which includes 7934

inputs for training and 3393 inputs for validation,

*  learning rate = 2x10-5, which follows the 1-cycle learning rate policy [26],

* 20 epochs,

* activation function = GeLU.

The resulting output will be one of seven emotions: happy, sad, angry, scared, neutral, surprised, and
disgusted. The model achieved 83% accuracy, and the evaluation metrics for the text-based emotion recognition
model are shown in Table 1; the evaluation metrics for the real-time video-based emotion recognition model are
shown in Table 2, respectively.

3.1.2 Video-based emotion recognition

Another approach is to make the agent draw an expression similar to the user's expression by understanding
how the user feels. For an appropriate reaction toward a human, the agent will detect the emotion through the
expression revealed on the human's face because it is asserted that video-based facial expression is the most
informative method for the machine's perception of emotions [27].

This part of the work requires using two models: one for detecting the human's face and the other for detecting
the emotion extracted from the human's facial expression. We use the Cascade Classifier for face detection, a
machine-learning model for image object detection. For detecting emotions, we operate on a CNN model to learn
features and classify emotions.

For this purpose, we fine-tuned one of ImageNet's pre-trained models [28], the Xception model [29], which
is pre-trained on the ImageNet database. ImageNet is an image recognition project aiming to classify an image
into up to 1000 categories. ImageNet's Xception model consists of 29 layers and is extended from the Inception
model architecture but uses depthwise separable convolutions instead of the standard Inception modules; therefore,
it scored higher accuracy than other models such as VGG16, VGG19, ResNet50, and Inception V3.

We illustrate the workflow of the Xception architecture in Figure 5. For fine-tuning the model, we used the
following:

. fer2013 dataset = 35.9k images. 80% is for training, and 20% is for validation.

. Keras library

. 100 training epochs

. Adam optimizer, learning rate = 0.001 and is reduced when validation loss is not improving

. ReLU and Softmax activation functions

It is worth mentioning that we generated real-time data augmentations for the images using Keras's built-in
class ImageDataGenerator. The output will fall into one of these emotion categories: "anger," "disgust," "fear,"
"joy," "sadness," "surprise" and "neutral." Evaluation methods have been applied again to this model; the resulting
accuracy is 76%, and other measures are displayed in Table 2.

30



Table 2. Evaluation metrics for real-time video-based emotion recognition model.

Kasim OZACAR, Munya ALKHALIFA

———

RelLU

SeparableConv 728
kernal = 3x3

RelU

Conv
kernal = 1x1
stride = 2x2

SeparableConv 728
kernal = 3x3

|

MaxPooling , kernel = 3x3
stride = 2x2

F1-Score 0.75
Precision 0.83
Recall 0.68
Accuracy 0.76
48 x 48 image
| OO
Conv 32, kernal = 3x3 | RelU
stride = 2x2 .
SeparableConv 728
RelLU kernal = 3x3
|
Conv 64, kernal = 3x3 RelU
RelLU SeparableConv 728
f—{ kernal = 3x3
SeparableConv 128 = I
kernal = 3x3 MaxPoolu:lg , kernel =3x3
I stride = 2x2
— | ReLU _69
kernal = 1x1 SeparableConv 128
stride = 2x2 kernal = 3x3 (
| | ReLU
MaxPooIir]g el SeparableConv 728
SIAESZE kernal = 3x3
) R lI.U
Y Conv =
I ReLU kernal = 1x1 SeparableConv 1024
stride = 2x2 kernal = 3x3
SeparableConv 256 I
kernal = 3x B
| 33 MaxPooling , kernel = 3x3
stride = 2x2
| ReLU
Conv
e = SeparableConv 256 \ <>
stride = 2x2 kernal = 3x3
= I SeparableConv 1536
MaxPooling, kernel = 3x3 kernal = 3x3
stride = 2x2
| RelU

SeparableConv 2048
kernal = 3x3

| ReLU

Global Average Pooling

RelU

[ Softmax

Figure 5. Architecture of Xception network model used for emotion detection from video.
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3.2. Dialogue generation

Building an open-domain chatbot is considered a challenge in the ML field, requiring extensive research and
a long time. Therefore, we avoid going through the process of building one, and instead, we use the model proposed
by [30], which is shared by the ParlAl framework [31]. In this paper, we focus on the Transformer, which allows
us to build different chatbots and then fine-tune them. We chose the Generator model, which in its architecture is
almost equivalent to the standard seq2seq model introduced by [32], but huger provided three sizes (90M, 2.7B,
9.4B). Rather than retrieving the replicates from a fixed dataset, the generator generates the replicates. We use the
90M model for our project.

The animation of the digital human face involves mapping emotion-relevant facial expressions and applying
lip movements to synchronize them with speech when the agent speaks.

3.3. Facial animation
3.3.1. Emotional facial expression

A human's perception, intent, and verbal and nonverbal expressions are expressed effectively through emotional
facial expressions; thus, this part of the work is a key major for completing the project. Multiple techniques have
been introduced to generate animations, like blendshapes [33-34], bone positions, or a facial action coding system
(FACS) [35].

Blenshapes are a well-known technique within digital productions. We can define a blendshape as a geometry
deformation for creating looks for the mesh, which means it is originally a group of deformed versions of the mesh
blended with the neutral or the regular version of the mesh. Besides being practical for representing various
appearances for models, such a technique is also very effective and common in animations and facial expressions.

A blendshape is a linear union of facial targets to create expressive facial expressions and muscle actions
[36]. In the virtual human project, we can configure 6 facial expressions for the fundamental emotions according
to [37] basic emotions: joy, sadness, anger, fear, surprise, and disgust. We access these emotions through coding
to apply proper facial expressions during conversations between the user and the virtual human.

3.3.2. Lip syncing

Lip synchronization means matching lip movement with the speech sound. Lip syncing consists of combining
three main stages: facial muscle movements, phonemes, and visemes. We will briefly explain each of them: The
phoneme is the smallest unit in a language, like the m sound in Mother and th in thread, whereas visimes are the
visual representations of phonemes and are used for approximating visual similarities between phonemes.
Therefore, the hierarchy of facial muscle movements, phonemes, and visemes generates the following workflow:
facial muscle movements create the phonemes, and phonemes turn into visemes.

Though the virtual human project provides lip synchronization to be generated both in real-time and from a
pre-recorded audio clip, we aim for real-time lip animation, which means synchronizing sound live from a
microphone input with accurate lip movement to accomplish a virtual computer-generated human, which
accordingly is done through blendshapes again.

3.4. Speech-to-text

Baidu's DeepSpeech [38] is a deep learning neural network model architecture that manipulates the process
of Automatic Speech Recognition and gets an implementation by Mozilla [39], which uses Tensorflow for more
straightforward implementation and will be deployed for our system to understand and convert the user's speech
to text. The input of the model is the spectrogram, and the output will be a sequence of character probabilities. The
architecture includes 3 non-recurrent layers, one bidirectional recurrent layer, and one non-recurrent layer.

Achieving speech-to-text conversion requires the conversion of speech from sound waves to electrical waves.
Then, once an analog-to-digital converter converts it to digital data, models can start working on audio to convert
it into text.

The hidden Markov Model (HMM) is a widely accepted approach to handling tasks related to speech
recognition. Fortunately, there are Python APIs that provide speech recognition services. Through Python, we can
get speech recognition packages such as PocketSphinx, Google Cloud Speech, Watson Developer Cloud, and
SpeechRecognition.

From the previously mentioned packages, we pick SpeechRecognition, which is a library that comprises
multiple APIs for speech-related tasks, for instance, the Google speech API. This API supports the default API
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key integrated within the library. To choose the Google web speech API, we set the recognize google() method
for the Recognizer class.

3.5. Text-to-speech

To achieve the agent response to humans, we need to synthesize the speech, producing audible output. We
preferred using Unity's plugin to synthesize the speech from within Unity instead of deploying a model like
Wavenet [40]. To achieve this objective, we utilized the "Microsoft Windows Text-to-Speech API" plugin. This
plugin involves creating a wrapper around the Microsoft Speech API in Unity. The underlying technology relies
on Windows COM capabilities, introduced with Windows Vista. When the virtual human application in Unity
starts running, this wrapper launches the text-to-speech engine, resulting in speech by reading the generated text
through the provided function.

3.6. Integrating into unity

Starting with the Unity part, some models need to work in parallel, meaning that running them together at
once is required. For instance, when the user is talking, we already know that the user's speech will be converted
into text immediately once the user starts finishing a sentence. Also, while the user is talking, we know that
emotions appear on that person's face, which means that real-time video capturing has started detecting the emotion
from the face. Thus, while the user's speech is being converted with the speech recognition model, the video-based
emotion recognition model will also work to extract facial expressions for emotion. To make two processes run
together, we used threading in Python. Threads improve performance through parallelism, so we use them to run
models together to get outputs simultaneously.

After obtaining the outputs, we utilize communication protocols in networking to send these outputs data with
Python-Unity socket communication. Data will be sent to a port through sockets in Python, and then we use the
UDP client in Unity to read this data from a socket. We have emotion and response as text data to be sent from
Python to C# in Unity. Thus, the C# client will send a connection request to the Python server, and when accepted,
the server creates a thread for the client that runs in the background to listen for the requests. For each server client,
a socket will be responsible for sending and receiving the data between them. The rest of the output process will
be held within Unity C# scripts. All models were combined in one Python virtual environment using Anaconda's
command prompt and were called from one Python script, respectively. Using this method, models will keep
running and give results in real-time interaction with the agent.

4. User Study

In our study, participants interact with the agent for 10-15 minutes. We first specify tasks and assign each
participant a task to carry on the conversation with the agent. Participants wore a Meta Quest 2 Virtual Reality
device with a wired connection to start a conversation with the embodied agent. After the conversation, we let the
participants give their feedback by filling out a survey consisting of 10 questions or themes that concentrate on
several sides of the system to evaluate the overall performance from the users' point of view. Participants followed
the Likert scales for filling out the survey, composed of the following scales: strongly disagree, disagree, neutral,
agree, and strongly agree, by spending approximately five minutes to finish, concluding the study in twenty
minutes total time. The statements and the tasks are shown in Table 3.

We recruited 6 participants (4 females) with an average age of 24 to 30 (Mean:25.1). During the study, they
were seated singly in a room while running the system on a PC opposite them. Headphones with microphones
were given to the users to talk with the agent. Each user was given a task to talk about with the agent after
introducing each. As summarized in Table 3, the first user gets to talk about the first task, which is personal hobbies
and interests. Then, the second user talks about movies and video games. The third user talks about holidays and
travelling. The fourth user talks about personal issues and problems. The fifth user generally talks about people
and what he hates and loves, and finally, the last user asks the agent personal questions and answers in the case
being asked.
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Survey's Feedback
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Figure 6. The results of the survey are shown as a graph. For the 1st statement, 5 users strongly disagree, while
only one agrees. For the 2nd statement, 4 users strongly disagree, but 2 agree. For both the 3rd and 4th statements,
all participants strongly agreed. In the 5th statement, 3 strongly disagreed, 2 agree, and 1 gave a neutral response.
For the 6th and 7th statements, 5 strongly agree, and 1 agrees. All participants strongly agreed on the 8th and 9th
statements. For the 10th statement, 3 strongly agrees, 2 agree, and 1 is neutral. In all statements, none of the users
gave negative feedback by disagreeing or strongly disagreeing.

Table 3. The list of themes or statements asked in the survey (top). The list of tasks given to users to talk about
with the agent (bottom).

Statement 1 The agent has human-like interaction.

Statement 2 The agent was persuasive in interaction.

Statement 3 The agent was entertaining and not dull.

Statement 4 The conversation was not boring.

Statement 5 The agent provided quick responses

Statement 6 The agent replied with responses related to the task
Statement 7 The agent provided accurate answers responses.
Statement 8 The agent was expressive in emotions.

Statement 9 The agent reacted to the context with proper emotions.
Statement 10 The overall system, including emotions, conversation, and interaction was realistic.
Task 1 Personal hobbies and interests

Task 2 Movies and video games

Task 3 Holidays and travelling

Task 4 Personal issues and problems

Task 5 People, things to hate and love

Task 6 Personal questions.
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5. Results and Discussion

Applying expressive and emotional interaction is the key insight of our work to generate a realistic
Conversational agent. To do this, we conducted a user study by arranging conversations between the avatar and
multiple users to determine how convincing our model was. As a result, many of the users were satisfied as most
of the participants gave positive feedback, proving that our multi-modal avatar can be successful but requires more
improvement; we believe that it will make it deployable in many industries for particular goals. Results are
summarized in Figure 6, which illustrates the participant's feedback on every theme.

Going through these ratings and starting with the first statement, which refers to how much the digital agent
was able to deliver a real interaction, five of the users were fully satisfied with the human-like behaviour by
strongly agreeing on it, and more precisely, it was approved in terms of the lip-syncing ability. On the other hand,
one person rated the agent with a normal agreement, elaborating that the agent should act differently from one user
to another.

Regarding the second statement, which discusses how persuasive the agent was, we received positive
feedback from all subjects, but only two of them saw a lack in the persuasion part. These two users commented on
the lack of body language during the conversation. Their expectations included hand gestures and head movements
to indicate agreement or disagreement when the avatar responded to a question. Despite this, the agent was still
approved in the name of entertainment, with all users strongly agreeing. Without a doubt, the key to a successful
end-to-end conversation is to have interesting topics, a variety of ideas to talk about, and non-ending responses
that prove the agent is not acting boring or dull.

For the fifth statement, we asked the subjects for their opinion on the speed of the agent's responses. One user
found it slow during some answers, to which he pointed out that a human's reaction is naturally fast whenever he
or she is asked. We also noticed that another user had chosen the "agree" feedback for this, for which he
emphasized that there were some moments when he felt that the agent was lagging in the answer as if it didn't
understand the question correctly or it took a few seconds to find a correct answer. He also justified this by saying
that this is still something that can happen with people because sometimes it takes a moment to think about what
to say. For the next ratings, we took the accuracy of the conversation into account and asked our subjects to give
their feedback.

Regarding statements 6 and 7, one user gave a less agreeable opinion on both points because she found that
one of the answers was not what she expected for her question. This might have happened because the question
had a metaphor, and the agent was not able to process the metaphor. However, we believe that this is normal in
our case, as the bot is trained on normal everyday conversation data, not deep literature data, and the dataset itself
can improve this.

In our study, our focus was emotions. Thus, we proposed two questions on whether the agent was expressive
about his feelings and if he was successful in conveying them properly according to the context. All users gave
strongly agreed positive feedback. In the final stage of the test, we asked for the final opinion of each participant
about the system, including all aspects and whether it was considered too real for them. Though the overall ratings
were acceptable as we did not receive any negative feedback, the "agree" and "neuter" votes were still because the
system was slow in some reactions and overall lacked gestures.

With this, we conclude our discussion, considering the previous results and realizing that our proposed system
will need improvement in terms of movement, whether head or hand gestures. In addition, it should have a whole
body to give it more advantages, and it should create its personality like any other natural person has a personality.

5. Conclusion

As machines have become a part of our lives, serving us in every industry, machines need to communicate
with humans and enhance their social capabilities. To achieve realistic natural communication and effects on users,
the machine or the bot should mimic natural human behaviour and hold humane aspects such as human voice,
chatting, emotions, gestures, and expressions. Therefore, this study has demonstrated the potential of combining
various advanced Al models to create open-domain conversational chatbots that not only communicate efficiently
with users but also provide a friendly virtual avatar and establish realistic interaction with users by conveying
emotions through facial expressions. To achieve this, we combined a virtual human with multiple models, each
responsible for a task, including speech understanding, speech generation, emotion understanding, emotion
generation, and chatting. Although the preliminary study's findings suggest that users generally found their
interactions with open-domain conversational virtual avatars to be acceptable, it is evident that additional
enhancements are necessary to make these interactions even more lifelike and realistic.

We plan to improve the interaction of the avatar in our future work by providing more realistic interactions
with a whole body with more gestures.
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Abstract: In this study, we give an Ambarzumyan type theorem for a Sturm-Liouville dynamic equation which includes
conformable type derivative on time scales with conformable Robin boundary conditions. Under certain conditions, we prove
that potential function can be determined by using only first eigenvalue.

Key words: Ambarzumyan Theorem, Conformable Derivative, Sturm-Liouville Equation, Time Scale.

Zaman Skalasinda Uyumlu Tip Sturm-Liouville Problemi icin Ambarzumyan Teoremi

Oz: Bu galismada, uygun Robin sinir kosullarma sahip zaman skalasinda uyumlu tiirev igeren bir Sturm-Liouville dinamik
denklemi i¢in Ambarzumyan tipi bir teorem veriyoruz. Belirli kosullar altinda potansiyel fonksiyonun yalnizca birinci 6zdeger
kullanilarak belirlenebilecegini kanitliyoruz.

Anahtar kelimeler: Ambarzumyan Teoremi, Uyumlu Tiirev, Sturm-Liouville Denklemi, Zaman Skalasi.
1. Introduction

A time scale T is a non-empty, arbitrary, closed subset of R. Time scale theory was introduced by Hilger to
combine continuous and discrete analysis [1]. This theory allows generalization of existing concepts and better
interpretation of physical phenomena. Especially after 2000s, this way of thinking has received a lot of attention
and has applied quickly to numerous areas in mathematics. Similarly, the reflections of this idea in spectral theory
began to be seen in a short time. Sturm-Liouville theory on T was firstly studied by Erbe and Hilger in 1993 [2].
In this context, the properties of the eigenvalues and eigenfunctions of the Sturm-Liouville problem were discussed
in many studies on T for different type derivatives (see [3]-[12]). As in classical spectral theory, it is very valuable
to obtain results about inverse problems in this theory. Therefore, it is aimed to provide an important literature
contribution to the studies on inverse problems for Conformable Sturm-Liouville equation on T in our study.

The inverse spectral problem is the problem of obtaining the coefficient functions of an operator using various
data. One of these data is the set of eigenvalues obtained under the given conditions of the problem. Although
there are many studies on inverse problems for different operators in classical case, there isn't much study related
to inverse spectral problems on T with conformable derivative. Before expressing our results for inverse problems
involving conformable derivatives on T, it would be useful to briefly mention the first study done on this subject
for classical case.

Ambarzumyan's theorem is the first known work in the literature for the steady state Sturm-Liouville problem
by Ambarzumyan, who has made very important studies in mathematical physics [13]. He considered following
problem of critical importance in mathematical physics and proved that if q is continuous on (0,1) and eigenvalues
of the problem,

{—}’"(t) +q@y) =2y(®),t € (0,1)
y'(0)=y'(1) =0,

are given as A, = n?n?,n = 0, then ¢ = 0. In fact, the result obtained here is an exceptional case [13]. In general,
a single spectrum is not sufficient to obtain the potential function. Notwithstanding, this study opens an important
path for mathematicians studying on spectral theory.
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After this study, Ambarzumian type theorems have been generalized in various ways for different equations
and problems. Although this theorem was an exceptional case, it gave an idea to the mathematicians working on
this subject at that time that the operator could be determined using spectral data. Based on this idea, two spectra,
a spectrum, a normative constant set, and finally a nodal point set were used. Freiling and Yurko have recently
interpreted Ambarzumyan's theorem in a different way [14]. They proved that it is sufficient to determine g by
only the first eigenvalue instead of whole spectrum and formulated Ambarzumyan's theorem as below:

o q= 4, provided that 4, = [, q(t)dt.

Later, Yurko generalized this different approach to a large class of self-adjoint differential operators with
arbitrary self-adjoint boundary conditions [15]. This special type of Ambarzumyan theorem was proved by Ozkan
in 2018 for the Sturm-Liouville dynamical equation on T (see [16]).

In this study, we discussed and proved the theorem discussed by Ozkan from a different aspect using
conformable derivative on T. Thus, we have determined how the conformable derivative, which is one of the most
useful and functional versions of the fractional derivative, works in the Ambarzumyan theorem.

2. Preliminaries

Before expressing the main results, it needs to be reminded some basic notions on T [17-19]. Let a = inf T
and b = sup T. Forward and backward jump operators o, p : T — T are defined by

o) =inf{seT:s>t}pt) =sup{s€T:s <t}

respectively, fort € T wherea <t < b,t <supT, inf@ = sup T, sup @ = inf T and @ indicates empty set. [f T
is bounded, one can write ¢(b) = b and p(a) = a. The related forward-step function is defined by [18,19]

w: T - RY, u(t) = o(t) — t.

Here, T = T \ {b} isbounded above and b is left-scattered; otherwise T* = T. This is often used when trading
with a first-order delta derivative. Similarly, the n-dimensional version of this set can be defined. f: T — R is right
side continuous at t € T if there is some § > 0 such that |f(t) — f(s)| < e forall s € [t,t + §) and € > 0. The
set of all these functions on T is denoted by C,,(T). One can define f(t) to be the value for t € T, if one exists,
there is a neighborhood U of t such that for alls € U and € > 0

IF7@®) = f(O] = FAO (@ (®) — )| < ela(t) = sl.

f is A-differentiable on T if £2(t) exists for all t € T*. Let f € C,4(T). Then, there exists a function F such that
FA(t) = f(t), and A integral is constructed by

2 f(©)At = F(b) - F(a).

Now, let's examine the problem on which we have built this study and expressed by Ozkan on T [16].
Let T be bounded, a = infT and b = sup T. Ozkan considered ¢ = £(q, h,, h;,) generated by below Sturm—
Liouville dynamic equation

2y = =y + q(O)y°(t) = 1y’ (D), t € T, 2.1)

subject to boundary conditions

y4(a) = hey(a) =0, 2.2)
y4(p(@) — hyy(p(a)) = 0, (2.3)

where q(t) is real-valued, continuous on T, ho, h, € T, a # p(b), 1 + hau(a) # 0,1 + hyu(p(b)) # 0 and A is

a spectral parameter [16]. The following theorem is the Freiling-Yurko version of the Ambarzumyan theorem on
the time scale.
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Theorem 2.1. [16] Let A, be the first eigenvalue of (2.1) — (2.3). If

1

A = m{ha —hy + [ Q(f)At},

then q(t) = 1, on T** and hy =h, =0.

The proof of this theorem was made by Ozkan using the basic properties of the time scale and the dynamic
equation structure. In the next section, properties of conformable derivative and integral will be expressed and
Theorem 2.1 will be generalized to conformable derivative on T.

3. Main Results

Different versions of the fractional derivative have been described and generalized over the years. The most
common fractional derivatives are Riemann-Liouville, Caputo, Griinwald-Letnikov, Wely, Riesz. For more
information about the characteristics of these fractional concepts, we refer to [20].

For these fractional derivative types, different ideas have been put forward over time due to the difficulties in
the applications and the difficulties experienced. Recently, Khalil et al. give a new fractional derivative
"conformable" [21]. Unlike other types, this new version satisfies properties "derivative of product and quotient
of two functions". Apart from this, the chain rule, which has an important place in applications, has taken a simpler
form in this derivative.

Definition 3.1. [21,22] Conformable fractional derivative of f: [0, ) — R with order «, is defined by

. t+ettT®)—f(¢t
(Te (@) =lgl_r}13M, 3.1
forallt > 0and 0 < @ < 1. If f is a-differentiable on some (0, ), then tlirg;r (T, f)(t) exists and

(Tof)(0) = lim (T, f)(®). (3:2)
In the next theorem, we will recall the necessary and important properties of conformable derivative.
Theorem 3.2. [21] Let f, g be a-conformable differentiable at t > 0 and 0 < ¢ < 1. Then

i. T,(af +bg) =a(Tf)+b(T,g9),Ya,b €R.
ii. T,(tP) =ptP % VpER
ii.  T,(A)=0,forf(t)=11€R.
iv. Ty (];g) = f( (7}3)9;(+ g (Tof).
_ 9Tqf)—f(Tag
V. Ta (E) = —gz .

Vi. (T H() =t1« Z—{ (t) when f is a- conformable differentiable.
Definition 3.3. « - conformable integral of regulated function h: T — R is defined by [23]

[h(®)A%t = [ h(t)t* At. (3.3)

a-Conformable fractional integral of h reduces to classical Conformable fractional integral for T = R and
a =1 [21]. And, it reduces to indefinite integral on T for & = 1 [21]. If indefinite a-Conformable fractional
integral of h order «a is

H,(t) = [ h(t)A%t,

then, Cauchy a-Conformable fractional integral of h is [24]
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J2 R = Hy(b) — Ho(a),

foralla,b € T.
Now it is time to define our conformable problem and prove Ambarzumyan theorem on T. Consider conformable
Sturm-Liouville boundary value problem by

Ly = —T,(T,y(®)) + q©)y° (t) = 2y° (1), t € [a, p(b)] (3.4)
T,(y(@) — hoy(a) =0, (3.5)
T, (y(o(0))) = buy(p(0)) = 0, (3.6)

where a # p(b), 1+ hgu(a)a®? #0, 1+ hyu(p(b))(p(b))* 1 #0, A is spectral parameter and L =
L(q, hq, hp).

Definition 3.4. [16] The values of 4 when equation (3.4) has non-zero solutions satisfying (3.5) and (3.6) are
eigenvalues and corresponding non-trivial solutions are eigenfunctions. Additionally, the set of all eigenvalues for

(3.4) — (3.6) isreal and below bounded [18].

Definition 3.5. [16] A solution y of (3.4) has a zero at t € T if y(t) = 0, and it has a node between t and o (t) if
y(t)y(a(t)) <0.

Lemma 3.6. [3] Eigenvalues of (3.4) — (3.6) can be arranged as —0 < 4; < A, < A3 < -+, and an eigenfunction
corresponding to 4, ; has exactly k generalized zeros on (a, b).

Proof. Assume that x and y are solutions to the equations ly + Ay = 0 and Ix + p,x° = 0, respectively where
P ER 1<v<kandalsoXx=x+4%;, S= §(xTay — YT, x). If Ajyq < 0, vy =y(.,4), let's assume x = 0,

x, =X, 1 <v <k, k € Ny, p, = 4, 4 = A4 In this situation, S, (@) = S,(p(b)) = 0, and the rest of the proof
is the similar in [3].

Lemma3.7. y°(a) # 0 and y°(p(b)) # 0 provided that y(t) is eigenfunction of (3.4) — (3.6).
Proof. We get

y°(a) = y(@) + p(@)a T, (y(a)) = y(@)[1 + hau(@)a®"],

and

Yo (p(b)) = y(p(1))[1 + hyu(p(b))(p(b))]* .

Here by the properties of time scale calculus, we allege that y°(a) # 0 and y°(p(b)) # 0. Otherwise, either
T.(y(a)) = 0 or T,(p(b)) = 0holds by (3.4) ve (3.5). It implies that y(t) = 0 which contradicts to be an

cigenfunction. Hence, the assumptions 1+ hyu(a)a®*t #0, 1+ hb,u(p(b))(p(b))a_1 # 0 completes the
proof. Now, together with the following theorem, the Freiling-Yurko version of the Ambarzumyan theorem will
be expressed in a time scale including conformable derivative.

Theorem 3.8. Let A, be the first eigenvalue of the problem (3.4) — (3.6).
_ @ _ p(b) a
o

Implies that q(t) = A,.

Proof. By (3.4), we obtain
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Ta (Tey1 (1)) — q(t) _ /11,

¥ (©)
T (Ta(yl)) — Ta(Tay)y1~Tay1Tays
“\ n ¥y

_ Ta(Tay1) (Tay1)?
k%4 iy

Since @ = q(t) — Ay, it yields

ag
1

(Tay1)? Tay1
Har” _ 7 (Ta21) 4 q(0) - 2,.
¥y @ ( v1 ) a0 -4

If we apply conformable integration to both sides of above equality from a to p(b), we get

2 Ta (b)
[P0 TD0? oy _ TaOA(@) _ (1(p) 4 f;(b)[Q(t) _ A%t

a iy yi(a) y1(p(®)
2
On the other hand, since % > 0 and A%t = t* !At, the result of the above expression is obtained as
171
follows
p(d) (Tgy1)? _ p(b) 2 a _
Lo Sa At =he —hy + [T g0 =T [(p(B))" —a*] = 0.

Considering the conditions of the problem, we get

Tey1 (D) =0=y,(t) =c=q(t) = 4.
This completes the proof.

Example 3.9.
Let us consider below conformable Sturm-Liouville problem

~Tos(Tosy(®) + gy’ (£) = 2y°(0), t € [1,p(3)]
Tos(y(D) —y(1) =0,(h, =1)
Tos (¥(0(3)) = ¥(p(3)) = 0, (hy = 1).

Using Theorem 3.7 and properties of delta conformable derivative, we get

_ 0.5 p(3 0.5
Al—m{1—1+fl q(t)A t}

_ 1 p(3) -05

= — )t %5At
2(yp(3)-1) fl q( )

=— [’
2(yp(3)-1) 71

Then, it implies

® a0
"G At

q(t) = ;.

Here, the order of conformable derivative and the time scale studied can be chosen arbitrarily.

43



Ambarzumyan Theorem for Conformable Type Sturm-Liouville Problem on Time Scales

4.Conclusions

In this study, a Freiling-Yurko type Amabarzumyan theorem, which has been proved on the time scale before, is
considered and proven to include a conformable derivative on the time scale. The results obtained are very
important in terms of the application of the fractional derivative to inverse spectral theory on the time scale. The
theorem proved is made more concrete with an example for some special cases. This study can be done for other
kinds of fractional derivative and inverse problems other than Ambarzumyan theorem can be proved.
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Abstract: Diabetes is a disease that affects more than 400 million people worldwide and currently lacks a cure. Monitoring
blood sugar levels is crucial in minimizing the effects of this disease and protecting against its complications. Invasive and
minimally invasive methods are commonly used traditional approaches for detecting and monitoring blood sugar levels.
However, these methods bring along psychological and infectious risks. Currently, efforts are being made to develop a non-
invasive method for determining blood sugar levels. Microwaves offer the possibility of non-invasive glucose measurement as
they do not cause any harmful effects on human tissue. Furthermore, the complex permeability of blood is sensitive to glucose
concentration in the microwave band. In literature, most of the studies are done with vector network analyzers (VNA) to detect
blood sugar level noninvasively. In this study, an expensive and bulky VNA is replaced by an affordable microwave source
and RMS power detector. The influence of the type and diameter of the test tube material used for non-invasive determination
of sugar levels is examined with this setup. Additionally, the effect of the distance between the Vivaldi antennas used during
measurements and the test tube is investigated. The results indicate that measurements performed using plastic test tubes yield
better results compared to glass test tubes. Moreover, reducing the diameter of the test tube leads to improved outcomes. It has
been observed that accurate results cannot be obtained if the antennas and the test tube are too close (<0.5 cm) or too far
(>4.5cm) from each other.

Key words: Microwaves, Non-invasive glucose detection, Glucose detection, Diabetes, Vivaldi antenna

Sivilarda Glikoz Seviyesinin Olciilmesi I¢in Optimum Test Kosullarinin Belirlenmesi

Oz: Diyabet, diinya capinda 400 milyondan fazla insam etkileyen ve su anda tedavisi bulunmayan bir hastaliktir. Kan sekerinin
takibi bu hastaligin etkilerini en aza indirmek ve komplikasyonlarindan korunmak agisindan ¢ok énemlidir. Invaziv ve minimal
invaziv yontemler, kan sekeri seviyelerinin tespiti ve izlenmesinde yaygin olarak kullanilan geleneksel yaklagimlardir. Ancak
bu yontemler psikolojik ve bulasici riskleri de beraberinde getirmektedir. Su anda kan sekeri seviyelerini invazif olmayan bir
yontem gelistirerek belirlemek i¢in ¢aba sarf edilmektedir. Mikrodalgalar insan dokusu iizerinde herhangi bir zararl etkiye
neden olmadigindan, invaziv olmayan glikoz 6l¢limii olanagi sunmaktadir. Ayrica kanin kompleks gegirgenligi mikrodalga
bandindaki glikoz konsantrasyonuna duyarlidir. Literatiirde kan sekeri diizeyinin invazif olmayan bir sekilde tespit edilmesine
yonelik calismalarin gogu vektor ag analizdrleri (VNA) ile yapilmaktadir. Bu ¢aligmada pahali ve hantal bir VNA'nin yerini
uygun fiyath bir mikrodalga kaynagi ve RMS gii¢ dedektorii almistir. Bu kurulumla seker seviyelerinin invaziv olmayan tespiti
i¢in kullanilan test tiipli malzemesinin tiirli ve ¢apinin etkisi incelenir. Ayrica dl¢limler sirasinda kullanilan Vivaldi antenleri
ile test tiipli arasindaki mesafenin etkisi aragtirilmistir. Sonuglar, plastik test tiipleri kullanilarak yapilan dl¢iimlerin cam test
tiiplerine gore daha iyi sonuglar verdigini gostermektedir. Ayrica test tiipiiniin ¢apinin azaltilmasi daha iyi sonuglara yol agar.
Antenlerin ve test tiipliniin birbirine ¢ok yakin (<0,5 cm) veya ¢ok uzak (>4,5 cm) olmasi durumunda dogru sonuglarin
alinamayacag1 goriillmiistiir.

Anahtar kelimeler: Mikrodalga, Invazif olmayan glikoz tespiti, Glikoz tespiti, Diyabet, Vivaldi anten
1. Introduction

Diabetes is one of the important chronic diseases characterized by very high sugar levels in the blood [1]. Diabetes
occurs when the body cannot produce enough insulin or cannot use insulin effectively. Two hours after eating, the human
blood glucose level should ideally remain below 140 mg/dl. Higher levels can, over time, result in significant harm to
the heart, blood vessels, eyes, kidneys, and nerves. The incidence of diabetes in the last century is directly related to poor
lifestyles such as low physical activity and poor diet. The World Health Organization (WHO) reports that roughly 422
million individuals globally suffer from diabetes in 2023, with most residing in low to middle-income nations. Each
year, diabetes is the direct cause of 1.5 million deaths[1]. Given that diabetes can lead to severe damage to vital organs,
potentially resulting in life-threatening complications, there must be a continuous and reliable process for monitoring
blood sugar levels. Many of the devices in use today require a blood sample and are invasive methods that are often

: Corresponding author: ofgoktas@aybu.edu.tr. ORCID Number of authors: ' 10000-0002-2021-4052, 220000-0002-6072-3097, 3 30000-
0002-5953-4301.
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painful for patients [2]. In addition, some commercial devices used today offer some solutions for continuous monitoring
of blood sugar, but these devices are expensive and short-lived [3]. Machine learning methods are widely used in
different fields of medicine, and they can also be used to determine the level of glucose in the blood [4]-[6]. Therefore,
cost-effective and non-invasive technology is required for safe and continuous monitoring of blood glucose.

In order to monitor the glucose level in the blood, various researchers propose variety of methods spanning different
frequency ranges. Non-invasive methods can be divided into electromagnetic-based and electrochemical-based
methods. Many studies have been carried out using electrochemical-based methods [7]-[10]. These studies showed a
subtle and delayed relationship between blood glucose levels and measured values. However, it is premature to evaluate
the feasibility of these studies. Because the studies are still in their nascent stage [11]. In methods based on
electromagnetism, a range of wavelengths within the electromagnetic spectrum are employed. After interaction with the
human body, the relationship between the size, phase and frequency of the measured signal and the glucose level in the
blood is investigated [2], [12]-[14]. In the last decade, interest in detecting blood glucose levels using microwaves has
increased [15]-[19]. The behavior of electromagnetic waves in a material depends on the dielectric properties of the
material. These features form the basis of the primary design of the microwave frame [20], [21]. Evaluation of the
dielectric properties of blood is of great importance for successful microwave diagnosis and treatment. In recent years,
researchers have turned to studying blood glucose dielectric properties to pave the way for non-invasive and microwave
band blood glucose monitoring systems. The relationship between microwave absorption and glucose concentration in
human blood samples via the complex refractive index has been demonstrated in previous studies [22]-[24].
In recent times, artificial intelligence methods have gained popularity for assessing glucose concentrations in blood
samples [25]-{27].

The present work seeks to pave the way for monitoring blood glucose levels using the vivaldi antenna at 5.5 GHz
as a microwave sensor. In this study, an expensive and bulky VNA was replaced with an affordable microwave source
and RMS power detector. The effect of the type and diameter of the test tube material used for the non-invasive
determination of sugar levels is examined with this setup. In addition, the effect of the distance between the Vivaldi
antennas used during the measurements and the test tube was examined. The primary advancement offered by the study
presented here is the elimination of the need for costly equipment like a VNA to serve as a signal generator within the
proposed experimental framework. Additionally, this research lays the groundwork by establishing the most favorable
test conditions, setting a benchmark for similar studies in the literature.

2. Material and Methods
2.1. S-Parameters

Two-port S parameters are established by considering the propagation of waves along transmission lines with actual
characteristic impedance Zo connected to each of the network's ports, as illustrated in Figure 1 [28].

vyt vzt
—> —

Vy° [ ] \'’Y
« D S

Figure 1. [llustration of a two-port circuit
Vi =SuVit+ SiaVe' Vo =SV + SaVy 6]
where S;; are the individual S parameters. The equations mentioned above are represented in matrix form as follows,
V{] _ S11 512] [V1+] (2)
V; Sy Syl vy

Individual S parameters are derived by measuring the incident and reflected waves with loads Z; = Z, at the
network’s ports. In the case of the output line, where the load doesn’t dissipate power, V;5 = 0, thus [18],

-
S11 = V_}r |V2+=0 3)
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and the transmission parameter is [18]

_
S21 = v lvs=o 4

2.2. Cole — Cole and Debye Models

The dielectric constant values of different tissues are determined through the application of various models, such
as the Debye model or the Cole—Cole model. In accordance with the Cole—Cole model, the estimation of dielectric
constants can be achieved using equation 5

A . Agp i
Ew) = g.(w) —jer(w) = € + Xy 1+(jmi)(1-an) +—=

®)

Jweg

where, &, is the high frequency permittivity, Ag,, is the magnitude of the dispersion, o is the angular frequency, &, (w)
is the frequency dependent dielectric constant, &/ (w) is the frequency dependent dielectric loss, g; is the static ionic
conductivity, n is the order of the Cole—Cole model, e, is the parameter that allows for the broadening of the dispersion,
and T, is the relaxation time constant [29]. In case of a,, = 0 the equation reduces to Debye model and the term with the
static conductance can be omitted for materials with low conductivity. Solutions of glucose/water can also be modelled
with this model.

2.3. Vivaldi Antenna

Two vivaldi antennas were used for the study. Developed by Gibson in 1979, the Vivaldi antenna is used with very
wide bandwidth characteristics and directional radiation patterns [30]. Vivaldi antenna offers advantages such as wide
bandwidth, high directivity and bandwidth can be changed by changing some antenna parameters (shape, length,
dielectric constant and dielectric thickness etc.). However, they are expensive due to the difficulties in the manufacturing
phase. The structure of a vivaldi antenna is given in Figure 2 .

PA

Y

A
«

A

MO

LA

sL TL

Figure 2. Vivaldi antenna

Dimension parameters of Vivaldi Antenna are antenna opening mouth (MO), slot-line length (sL), tapered length
(TL), tapered rate (r), antenna width (LA), back-wall offset (bwo) and length (PA). The process of antenna design starts
with establishing the fundamental antenna parameters on paper, laying the foundation for the upcoming steps. Once
these parameters are determined, the next phase involves creating a virtual model of the antenna. This modeling is
facilitated by an antenna simulation software, where the design is tested and analyzed based on the predetermined
parameters. It's worth noting that the dimensions and size attributes of the antenna play a crucial role in determining its
bandwidth and overall performance. Adjustments in these parameters can have a significant impact on how effectively
the antenna operates within its intended frequency range [31].
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The width (LA) and length (PA) of the antenna is determinated by equation (6,7)

Cc

PA

Q

(©6)

\h
A
3

C

fVEr @)

Q

N | =

LA X

where LA is an antenna width, PA is a length, fis frequency, c is a speed of light and €, is a relative permittivity. In the
design of Vivaldi antenna, the dimensions of tapered rate determine and tapered length calculation using equation (8).
The slope level of the taper slot of Vivaldi antenna greatly affects the beam width, bandwidth and gain. In addition, the
mouth opening value can be found using equation (9) [31].

u = +s X exp™d ®)
n MTO =+ % X expT<Th) ©)

2.4. Experimental Setup and Measurements

The schematic diagram of experimental setup for monitoring the blood glucose level is shown in Figure 3. In the
proposed system, the 5.5 GHz signal produced by the microwave wideband synthesizer is transmitted to the transmitting
antenna via a coaxial cable. Here, electromagnetic waves interacting with the sample are collected in the receiving
antenna and come to the power detector via the coaxial cable.

Diameter

Distance € 7’ Distance +6V
<
> >
Vivaldi Antenna Vivaldi Antenna
Coaxail Cable Coaxail Cable Microwave
Pow. 1 ~ ~ T~ .

ower A N\ wideband

Detector .
synthesizer

Figure 3. Schematic diagram of experimental setup

The primary benefit of the system we've implemented is its ability to bypass the vector network analyzer, a
component frequently referenced in prior studies. This omission presents a significant cost-saving advantage.
Furthermore, given the VNA's substantial size, it becomes impractical for long-term integration into commercial devices
intended for everyday human use. Thus, by eliminating the VNA, our system paves the way for more streamlined and
user-friendly applications In the study, the effect of the sample cup material (glass, plastic, etc.) on the measurement

results was also investigated. The results of the measurements made using glass and plastic containers are presented in
Table 1.

Table 1. Comparison of plastic and glass material

Air Plastic Glass Distilled Water
Plastic Glass
-4 dBm -25.6 -24.5 -28.8 -33.3 -33
-1 dBm -19.8 -18.8 -22.3 -29.9 -31.2
+2 dBm -16.5 -15.6 -18.9 =27 -28.9
+5 dBm -14.1 -13.4 -17.6 -25.1 =27

When the measurement results made with air, empty plastic, empty glass, and plastic and glass tubes filled with
pure water were examined, it was seen that the measurements made with plastic gave better results when compared to
glass ones. In addition, the measurement results obtained for 50mg/dl, 125mg/dl, 250mg/dl, 500mg/dl and 1000mg/dl
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glucose solutions are given in Table 2. When these results were examined, it was seen that the measurement results made

with the plastic cup gave better results than the glass.

Table 2. Measurements made in solutions of various glucose concentrations using a plastic cup

50 mg/dL 125 mg/dL 250 mg/dL 500 mg/dL 1000 mg/dL
Plastic Glass Plastic Glass Plastic Glass Plastic Glass Plastic Glass
-4 dBm 335 -34.9 -33.7 345 -33.8 -33 -33.9 325 -33.9 34
-1 dBm -29.9 311 -29.7 313 -29.1 312 -29.4 317 -29.8 315
+2dBm -26.8 -28.6 -26.5 229 2256 2285 259 2295 -26.8 229
+5 dBm -24.2 27 -24.1 -27.6 243 271 245 27 -24.8 -27.1

With the plastic material giving better results than glass, the effects of the diameters of the plastic sample cups on
the measurement results were investigated. Sample cups with diameters of 20.5 mm and 22.8 mm were used and these
cups are shown in Figure 4.

228

Figure 4. Plastic sample cups of 20.5 mm and 22.8 mm

The measurement results with 20.5 mm and 22.8 mm plastic cups are given in Table 3. When Table 3 is examined,
it is seen that there is an improvement in the data obtained from the power detector with the reduction of the measuring
cup diameter.

Table 3. Effect of measuring cups with diameters of 20.5 mm and 22.8 mm on measurement results

50 mg/dL 125 mg/dL 250 mg/dL 500 mg/dL 1000 mg/dL
22.8mm  20.5 mm 22.8mm  20.5 mm 22.8 mm  20.5 mm 22.8mm  20.5 mm 22.8 mm 20.5 mm
-4 dBm -33.5 -33.4 -33.7 -33.2 -33.8 -33.1 -33.9 -33.4 -33.9 -33.7
-1dBm -29.9 -29.1 -29.7 -28.5 -29.1 -28.7 -29.4 -28.5 -29.8 -29.1
+2 dBm -26.8 -25.2 -26.5 -25.9 -25.6 -25.1 -25.9 -25.7 -26.8 -26.2
+5 dBm -24.2 -23.7 24.1 -23.8 -24.3 -23.7 -24.5 -23.6 -24.8 -23.9

In the research thus far, the impact of both the measuring cup's material (plastic versus glass) and its diameter (20.5
mm and 22.8 mm) on the results is explored. From our observations, plastic cups outperform their glass counterparts,
and cups with a smaller diameter yield better outcomes. In the next part of the research, the effect of the distance of the
receiving and transmitting antennas to the measuring cup on the measurement result is examined.

The objective of antenna simulation is to evaluate and determine whether the designed antenna model aligns with
the predefined specifications. In the context of this research, the antennas in consideration are commercial products
sourced from China. Unfortunately, these products lack detailed datasheets and a Gerber file. To overcome this limitation
and gain insights into the approximate characteristics of the antenna, a modeling process is proposed. We employed the
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ANSYS-HFSS software, a leading tool in the electromagnetic simulation domain, to recreate and analyze the antenna's
behavior and performance. The size parameters of the modeled antenna and the design of the antenna are presented in

Figure 5.
110 mm

v

A

80 mm
60 mm

4 mm
Figure 5. Vivaldi antenna view from the upper z-axis and vivaldi antenna thickness

In order to examine the distance of the antennas to the measuring cup, the setup in Figure 6 was set up.
Measurements were taken as 0.5 cm, 1.5 cm, 2.5 cm, 3.5 cm and 4.5 cm distances from the antennas to the measuring

cup.

Figure 6. Experimental setup

With the installation in Figure 5, both the distance of the antennas to the test tube and the effect of the diameters
were examined together. Plastic test tubes with diameters of 22.8 mm and 20.5 mm were used for the measurements.
The glucose solution concentrations used during the experiment are 50 mg/dL, 125 mg/dL, 250 mg/dL, 500 mg/dL and

1000 mg/dL.
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Table 4. Effect of the distance between the antennas and the test tube on the measurement results.

Distance between sample and antenna: 0.5 cm

50 mg/dL 125 mg/dL 250 mg/dL 500 mg/dL 1000 mg/dL
22.8mm  20.5 mm 22.8mm  20.5 mm 22.8 mm  20.5 mm 228 mm  20.5 mm 22.8 mm 20.5 mm
-4 dBm -34 -32.5 -34.1 -33.2 -34.3 -33.5 -34.5 -34 -35 -32
-1dBm -32.5 -28.8 -33 -27.8 -32.9 -30.5 -33.5 -30.8 -33 -30.9
+2 dBm -31.6 -26.3 -31.5 -25.9 -314 -27.1 -31.4 -26.8 -31.3 -28.1
+5 dBm -30.2 -24.1 -29.5 -23.4 -30.1 -25.2 -27.9 -25.6 -30.1 -25.8
Distance between sample and antenna: 1.5 cm
50 mg/dL 125 mg/dL 250 mg/dL 500 mg/dL 1000 mg/dL
22.8mm  20.5 mm 22.8mm  20.5 mm 22.8 mm  20.5 mm 22.8mm  20.5 mm 22.8 mm 20.5 mm
-4 dBm -33.6 -32.7 -334 -32.5 -34.1 -33.2 -33.1 -32.8 -32.5 -324
-1dBm -28.7 -28.4 -29.8 -27.7 -30.5 -28.1 -28.4 -28.2 -27.8 -27.4
+2 dBm -25.6 -25.1 -27.7 -24.6 -28.2 -24.3 -27.7 -24.7 -25.4 -25.1
+5 dBm -24.1 -24.1 -25.2 -22.8 -25.7 -22.3 -24 -22.3 -23.3 -22.2
Distance between sample and antenna: 2.5 cm
50 mg/dL 125 mg/dL 250 mg/dL 500 mg/dL 1000 mg/dL
22.8mm  20.5 mm 22.8 mm  20.5 mm 22.8 mm  20.5 mm 22.8mm  20.5 mm 22.8 mm 20.5 mm
-4 dBm -33.5 -33.4 -33.7 -33.2 -33.8 -33.1 -33.9 -33.4 -33.9 -33.7
-1 dBm -29.9 -29.1 -29.7 -28.5 -29.1 -28.7 -29.4 -28.5 -29.8 -29.1
+2 dBm -26.8 -25.2 -26.5 -25.9 -25.6 -25.1 -25.9 -25.7 -26.8 -26.2
+5 dBm -24.2 -23.7 -24.1 -23.8 -24.3 -23.7 -24.5 -23.6 -24.8 -23.9
Distance between sample and antenna: 3.5 cm
50 mg/dL 125 mg/dL 250 mg/dL 500 mg/dL 1000 mg/dL
22.8mm  20.5 mm 22.8mm  20.5 mm 22.8mm  20.5 mm 22.8mm  20.5 mm 22.8 mm 20.5 mm
-4 dBm -36.6 -35.1 -36.4 -34.8 -37 -34.2 -35.3 -34.1 -34.8 -33.9
-1dBm -32.7 -30.1 -33.1 -29.8 -32.8 -29.4 -32.6 -28.9 -31.6 -29.5
+2 dBm -29.3 -26.5 -30.1 -26.8 -30.5 -26.5 -30.3 -26.2 -30.7 -25.6
+5 dBm -28.8 -24.9 -28.1 -23.8 -27.8 -24.7 -27.6 -24 -28.8 -23.9
Distance between sample and antenna: 4.5 cm
50 mg/dL 125 mg/dL 250 mg/dL 500 mg/dL 1000 mg/dL
22.8mm  20.5 mm 22.8 mm  20.5 mm 22.8 mm  20.5 mm 22.8mm  20.5 mm 22.8 mm 20.5 mm
-4 dBm -35.1 -33.1 -35.7 -32.9 -36.2 -32.5 -36.8 -32.8 -36.4 -32.1
-1dBm -32.3 -28.6 -31.5 -28.2 -32.3 -28.4 -32.9 -28.1 -32.7 -28.4
+2 dBm -30.1 -25.6 -30.4 -25.4 -29.1 -24.8 -30 -24.7 -29.8 -25
+5 dBm -29.2 -23.5 -28.5 -23 -28.5 -23 -28.8 -23.1 -28.6 -22.6

The 5.5 GHz signal generated by the microwave wideband synthesizer is directed to the sample by the transmitting
antenna. Signals passing through the sample are collected by the receiving antenna on the opposite side and sent to the
power detector. When the data obtained from the power detector in Table 4 are examined, signal distortions occurred
when the antennas and the sample were too close (< 1.5 cm) or too far (> 4.5 cm) away. In addition, the data obtained
at 1.5 cm, 2.5 cm and 3.5 cm were found to be consistent within themselves. As it is consistent with the Table 3, 20.5
mm results are superior to 22.8 mm ones.

3. Conclusion

As aresult, in this study, it is aimed to determine the optimum test conditions for glucose level determination with
anon-invasive method at 5.5 GHz. In this context, firstly, the test tube material was examined and it was seen that better
results were obtained in plastic material than in glass material. The reason for this is that the signals coming to the glass
material are more scattered than the plastic material. Then, the effects of the diameters of the plastic test tubes on the
measurement results were examined. By reducing the diameter of the measuring cup, better data were obtained in the
power detector. In the last study, the effect of the distance of the antennas from the sample cup on the measurement
results was investigated. When these results were examined, it was observed that the signal was scattered when the
antennas were adjacent to the sample cup and the distance increased. As a future work, it is aimed to obtain healthier
and more reliable data by taking signals as continuous data and applying signal processing algorithms. In addition,
antenna structures will be compared by taking measurements at different frequencies with various antenna types.
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Abstract: Tuberculosis, a contagious lung ailment, stands as a prominent global mortality factor. Its significant impact on
public health in Nigeria necessitates comprehensive intervention strategies. Detecting, preventing, and treating this disease
remains imperative. Chest X-ray (CXR) images hold a pivotal role among diagnostic tools. Recent strides in deep learning
have notably improved medical image analysis. In this research, we harnessed publicly available and proprietary CXR image
datasets to construct robust models. Leveraging pre-trained deep neural networks, we aimed to enhance tuberculosis detection.
Impressively, our experimentation yielded remarkable outcomes. Notably, fl1-scores of 98% and 86% were attained on the
respective public and private datasets. These results underscore the potency of deep neural networks in effectively identifying
tuberculosis from CXR images. The study emphasizes the promise of this technology in combating the disease's spread and
1mpact.

Key words: Deep learning, Tuberculosis (TB), ResNet, MobileNet, Data augmentation.

Derin Sinir Aglarim Kullanan Gogiis Rontgenleri ile Otomatik Tiiberkiiloz Stmiflandirmasi Ornek
Calhisma: Nijerya Halk Saghg

Oz: Bulasic1 bir akciger rahatsizlig1 olan tiiberkiiloz, dnde gelen kiiresel 6liim faktorii olarak karsimiza ¢ikiyor. Nijerya'da halk
saglig1 tizerindeki 6nemli etkisi, kapsamli miidahale stratejilerini gerektirmektedir. Bu hastalifin tespit edilmesi, 6nlenmesi ve
tedavi edilmesi hala zorunludur. Tan: araglar1 arasinda gogiis rontgeni (CXR) goriintiileri cok 6nemli bir role sahiptir. Derin
o0grenmedeki son gelismeler, tibbi goriintii analizini 6nemli 6l¢ilide iyilestirdi. Bu arastirmada, saglam modeller olugturmak i¢in
kamuya agik ve tescilli CXR goriintii veri kiimelerinden yararlandik. Onceden egitilmis derin sinir aglarindan yararlanarak
tiiberkiiloz tespitini gelistirmeyi hedefledik. Etkileyici bir sekilde, deneylerimiz dikkate deger sonuclar verdi. Ozellikle, ilgili
acik ve dzel veri setlerinde %98 ve %86'lik f1 puanlarmna ulasildi. Bu sonuglar, CXR goriintiilerinden tiiberkiilozun etkili bir
sekilde tanimlanmasinda derin sinir aglarinin giiciinlin altin1 ¢iziyor. Calisma, bu teknolojinin hastalifin yaygin etkisiyle
miicadelede umut vaat ettigini belirliyor.

Anahtar kelimeler: Derin 6grenme, Tiiberkiiloz, ResNet, MobileNet, Veri arttirma.
1. Introduction

Tuberculosis (TB) is a contagious bacterial infection that usually attacks the lungs, which is known as
Mycobacterium Tuberculosis. Morbidity and mortality of the disease can be reduced if it’s been detected at its
early stage. TB is a curable disease that is mostly cured using the global recommended strategy for TB control,
known as DOTS (Directly Observed Treatment, Short Course), a strategy that Nigeria and other largely affected
countries follow. The DOTS strategy is for patients on medication to have support from individuals to observe
them while being on medication [1].

TB was declared a global public health emergency issue in 1993 after being initially neglected, and the DOTS
strategy was launched as part of indicators in Millennium Development Goals; of the Stop TB Strategy [2] and
[3]. TB is one of the top 10 leading causes of death globally, the first leading cause of a single infectious disease,
and the leading killer of HIV-positive people. In 2016, 10.4 million people approximately fell ill with TB and over
25% of those people are from Africa [4 — 7] .

TB is one of the major public health problems in Nigeria, a country of 169 million inhabitants, with the
country currently ranking among the top 10, out of 22 high TB burden countries of the world and fourth highest
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in Africa (after South Africa, Ethiopia, and DR Congo) [8, 9]. Due to the rate of the disease in the region, TB is
considered a national emergency problem in Nigeria.

In a study conducted in 2020, B. Odume et al. investigated the impact of the COVID-19 epidemic on the
findings of tuberculosis cases in Nigeria. It was emphasized that after the global epidemic, the TB program urgently
needs to adapt to the new normal and strengthen the patient-centered approach to TB care, adopt digital health
technology, increase awareness, and increase community-based active TB case finding [10].

However, Various approaches to automated detection have been attempted in the last decade, and in recent
years, Machine learning (ML) is not a strange term for the general public, ML-based techniques with deep learning
(DL) are attracting lots of attention in big data analysis. DL algorithms have become a popular choice for solving
biomedical diagnostic problems [11, 12], whereby data is filtered through a cascade of multiple layers using chest
X-ray (CXR) images. The most recommended method of TB diagnosis is by using the computer-aided diagnosis
(CAD) framework, which plays a significant role in the mass screening of TB by classifying the CXR images,
helping expert radiologists to read the images which is a time-consuming task that leads to fatigue-based diagnosis,
error-prone, and lack of availability of diagnostic expertise.

DL techniques, such as convolutional neural networks (CNNs) have demonstrated great promise and
performance in image classification and are now widely adopted by the research communities [13]. These models
have been applied in different fields of medicine such as; brain tumor [14], breast cancer [15], COVID-19 [16],
Heart failure [17], Diabetes detection [18], and detection of thoracic pathologies [19].

However, several studies have used custom CNN models in their research to classify TB positive and negative
from CXR images. F. Pasa et al [20] built a custom deep-learning CNN model with five (5) convolutional blocks,
similar to AlexNet [21]. In their study, they scored an Accuracy of 86.2% and an AUC of 88.4% on the Maryland
(MC), and Shenzhen (SZ) datasets combined. They believe their model is competitive even if comparison with
other techniques is difficult, hence argued that saliency maps and gradient-weighted class activation mapping
(Grad-CAMs) are useful tools for an in-depth visual explanation of TB, which they believe will provide an
approximate visual diagnosis and might in-turn be a useful additional tool for clinicians.

Y. Xiong [22] also designed a custom CNN model called (TB-AI) which was originally trained on the Google
CIFAR-10 dataset. The custom model was trained using 201 samples which were collected as test and used to
examine Tb-Al. Meanwhile, further pre-processing techniques were carried out to have enough data to curb the
problem of training a few datasets which might result in type one error and type two error even though they claim
to have a human pathologist on the ground to analyze inconsistencies between their model and human. TB-AI
scored 97.94% sensitivity score and a specificity of 83.65% score.

1.1. Related works

E. J. Hwang et al [23] developed a custom DCNN-based automatic detection (DLAD) model made up of 27
layers with 12 residual connections, trained via a semi-supervised localization approach and only a portion of the
training data was annotated. The last layer of the model was made up of Image classification and lesion localization
(segmentation of the lung), using 60,768 CXRs images collected from Seoul National University Hospital
(SNUH), to classify TB, and further performance of their model was tested on 6 independents datasets to confirm
the generalization performance. Certified radiologists labeled and annotated the CXR images and the performance
of the model was further observed by other physicians and high cutoffs were set for Sensitivities and specificities,
and scored 98% through in-house validation. Which demonstrated excellent performance in TB detection,
outperforming physicians and other several studies such as P. Rajpurkar et al [24].

Meanwhile, some other studies used pre-trained CNNss with the concept TL to binary classify TB into positive
and negative. T. Rahman et al [25] were able to detect TB and score state-of-the-art performance ahead of other
studies reviewed, using some image preprocessing techniques, data augmentation, and image segmentation using
two different U-Net models, with the help of three available public datasets (NLM, Belarus, and RSNA). They
used 9 pre-trained DL CNN techniques, with the help of TL, from their pre-trained initial weights, they trained,
validated, and hence tested to obtain binary classification of TB from the combined datasets, where the result
yielded the best results compared to other studies under review.

S. Hwang et al [26] also believe DCNN for TB screening is a promising DL method for various visualization
tasks since it enables end-to-end training from feature extraction to classification as agreed with other various
studies, without the need for manual feature extraction. Hence, they developed a custom DCNN for automatic TB
screening on AlexNet, and further used TL to binary detect TB infections on the three available public datasets,
and scored the performance of 96%, 93%, and 88% in terms of AUC for three real field datasets. The study also
shows that TL of pre-trained networks resolves the difficulties in handling high-resolution medical images and
training huge parameters with a limited number of CXR images, and also states that transferring low-level filters
from a pre-trained model based on large-scale images is very effective for training.
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R. Hooda [27] presented an ensemble of three standard architectures used for binary image classification with
AlexNet, GoogLeNet, and ResNet. where the architectures were all trained from scratch. The dataset is the
combination of four public datasets which consist of 1.133 images that were pre-processed using augmentation to
increase the number of images as in [25] and other similar studies. Their ensemble model achieves an accuracy of
88% and an AUC of 93%. They believe in a DL-based CAD system, segmenting lung region is not mandatory as
opposed to [24].

M. H. A. Hijazi et al [28] also used the two publicly available datasets MC and SZ, in which they first pre-
processed the CXRs images to retain only the Region of Interest (ROI). And also used two different pre-trained
architectures; VGG 16 and InceptionV3, and further developed a custom CNN architecture with 15 layers to detect
TB from the preprocessed CXR images, where the process took less time to complete training. And further
performed an ensemble of the architectures, where it scored the best accuracy of 91.0%, sensitivity of 89.6%, and
specificity of 90.7% than the individual architecture.

S. K. T. Hwa, M. H. A. Hijazi et al [29] also used the publicly available datasets MC and SZ similar to other

literature, in which they first pre-processed the CXRs images to obtain edge feature using Canny Edge detector,
which they believe CXR images with more unusual edges could increase the detection rate. They perform an
ensemble of two pre-trained CNN architectures as in [25] and [28]. They believe sensitivity is considered more in
medical image analysis; hence their work was to get a high sensitivity score.
Furthermore, some studies used private datasets, such as; P. Lakhani and B. Sundaram [30] that used four de-
identified HIPAA-compliant datasets exempt from review by the institutional review board (which is believed to
be one of the problems of medical datasets), They employed two different DCNNs which were AlexNet and
GoogLeNet to binary classify the TB CXR images by training from scratch and by using pre-trained networks on
ImageNet (where the pre-trained network performed better), and further perform augmentation with multiple
preprocessing techniques which further increased accuracy. Ensembles were further performed on the best-
performing algorithms using AlexNet and GoogLeNet architecture with an AUC score of 99%. For cases where
the classifiers had type one error, an independent board-certified cardiothoracic radiologist interpreted the result
without seeing the model result. Their study also shows that even with CAD systems there is a need for
cardiothoracic radiologist experts to further give verdict on the result.

1.2. Innovations and contributions

Most of the studies in the literature used different techniques for binary classification of CXR images using
different public and private datasets and different techniques ranging from custom DCNNSs to binary classifying
of TB.

In our study, we present the use of several pre-trained DCNN architectures to make binary classifications on
our private dataset from the western Africa region, Nigeria in particular as most of the studies in the literature are
from Europe and Asia, and we further compare our result using the same models on public available dataset from
Europe and Asia. Hence, we achieved an accuracy of 94% for both VGG16 and mobile Net version one
(MobileNetV1) as the best performing models, with precision, recall, f1-score, specificity, and sensitivity at 94%
respectively for the latter and 94% precision, 94% recall, 94% fl-score, 96% specificity, and 92% sensitivity for
the former. Whereas for our public dataset, we achieved 99% accuracy, sensitivity, specificity, precision, recall,
and fl-score respectively with VGG16 and VGG19, and 99% sensitivity, with 100% accuracy, specificity,
precision, recall, and fl-score with MobileNetV1, as our best performing DCNN models while using the public
dataset.

The proposed approach is presented in Section 2. The discussion and results are described in Section 3. The
conclusion and future work are presented in Section 4.

2. Materials

This study involves two separate datasets; (I) a processed public dataset that includes NLM (National Library
of Medicine USA), Belarus, and RSNA (Radiological Society of North America) from T. Rahman et al Kaggle
repository, and (II) A private identified dataset in compliance with the Health Insurance and Accountability Act
from Nigeria (West Africa). TB case images of the Nigerian people in private datasets consist of images obtained
with different imaging devices and are generally of low resolution and quality. On the other hand, the images
obtained from the public data set have higher resolution and can be used directly. Positive and negative image
counts in public and private datasets are shown in Table 1. From Table 1. the public dataset consists of a total of
7000 CXR images with 3500 as negative and 3500 as positive. Meanwhile, our private dataset consists of a total
of 4415 unprocessed CXR images with different pixel values with 3073 as negative and 1342 as positive as shown
in Table 2. The two separate datasets were divided into three sets; (I) used for training, (II) validation, and (III)
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testing of the architectures. The images were divided randomly in the ratios 80:10:10, with 80% in the training set
as it requires more images for training. Thus, the training set for the public data contains 5600 images out of 7000
images, and validation and testing contain 700 each. Whereas, on the private data and 3530 training images out of
4415 images, validation and testing contain 441 each. Hence data augmentation was performed on the positive
data of the private dataset only to balance the dataset CXR images. The validation set was used for selecting the
proper values of hyper-parameters while training and the testing set was only used for model evaluation to calculate
the performance of the architecture.

Table 1. Class-wise image counts in the public and private datasets

Dataset Positive Negative Total
Data Data

Public 3500 3500 7000

Dataset

Private 1342 3073 4415

Dataset

For our private data collection; (I) A mobile X-ray unit was used, provided by the US government,
nomenclature X-ray portable apparatus (NSN 6525-01-523-1989), (II) A fixed stationed X-ray unit Philip model
of 150kv capacity, (IIT) A Kodak digital image processing unit (CR140) were used.

Meanwhile a computer with an Intel core 17-3632QM CPU @2.20GHz processor and 16GB RAM, alongside
privately obtained GPUs from Google Colab pro+ were used for data preprocessing via TensorFlow (Keras)
framework library and Python programming language for the classification of TB in our study.

3. Method

The methodology of this study was carried out in three different stages as listed below and shown
schematically in Figure 1.

Chest X-Ray (CXR) Image

Image Preprocessing: Positive (Tuberculosis)
' Resizing | Deep Neural Network {
* Augmentation Negative (Healthy)

Figure 1. Schematic flow of the study

L The public dataset was used for the binary classification of TB positive and negative cases using several
trained DCNN models as shown in Table 4,
IL. The private dataset was also used for the binary classification of TB positive and negative cases using
the same pre-trained models from the first method as shown in Table 3. respectively.
III. The pre-trained model’s configuration was tweaked to form a custom model by training some layers and

leaving out some layers, or by adding/reducing dense layers to classify the TB positive and negative
cases on our two separated datasets.

3.1. Preprocessing

The sizes of the private dataset CXR images varied with no actual standard, hence the datasets were
preprocessed to resize the CXR images 224*224 to obtain a standard for the dataset, whereas most of the DCCN5s
models accept 224*224 except for NasNet which accept only 331*331 as input shape, hence we also converted
the images from grayscaled to Blue, Green, Red (BGR) to obtain three channels since pre-trained models accept
only 3 channels, and further store it into a NumPy array, which we further normalized it to fit into the different
DCNNs models used. Whereas the public dataset has standards the same preprocessing techniques carried out on
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the private dataset as stated above were carried out to obtain a similar dimension of images and to carry out the
same comparison.

3.2. Preprocessing

Table 2. Class-wise image counts in the augmented dataset

Dataset | Total Positive | Negative | Train Test Valid
Data Data

Public 7000 3500 3500 5600 700 700

Private 6000 3000 3000 4800 600 600

From Table 2. To improve our classification performance knowing DL requires a huge amount of data and
the amount of dataset available in our study is limited and not balanced, we used different data augmentation
techniques to increase the number of our positive data to 3000 and gave away some negative images, rather than
collecting new data which proved to be a problem, and the augmentation technique will help to avoid overfitting.
This technique in turn expands the diversity of data available for training models and helps us have balanced data
for both positive and negative classification. The built-in Keras framework for data augmentation was used.
However, in this study, different image augmentation techniques (re-scaling, zoom, and fill mode) were utilized
to generate more images, as shown in Figure 2. In this work, the original image was zoom range was set to 20%
max, with fill mode set to reflect for convenience.

Figure 2. Sample images from the augmented dataset

3.3. Performance evaluation

Many different methods were used in the literature for the performance evaluation of the DCNN models. In
our study, the performances of the classification methods were evaluated with sensitivity, specificity, precision,
and F1 scores given in Equations 1-5 respectively. The binary classification of the negative and positive class of
our models was hence schematically presented with the help of a confusion matrix to showcase the indicators;
True Positive, (TP), True Negative (TN), False Positive (FP), and False Negative (FN) as result where the model
correctly predicts the positive, negative class, and incorrectly predicts the positive, negative class, respectively.

Accuracy = (TP+TN)/(TP+FN) + (FP+TN) €]
Sensitivity = (TP)/(TP+FN) 2
Specificity = (TN)/(FP+FP) 3)
Precision = (TP)/(TP+FP) “)
F1 Score = (2TP)/(2TP+FN+FP) 6)

The F1 score is a critical evaluation metric commonly used in medical image classification tasks and other
binary classification scenarios. It strikes a balance between precision (the ratio of true positive predictions to the
total predicted positives) and recall (the ratio of true positive predictions to the total actual positives).

In medical image classification, such as detecting diseases like tuberculosis from chest X-rays, both precision
and recall are of utmost importance. A high precision ensures that the positive predictions made by the model are
highly reliable, reducing false positives. This is crucial in medical settings to avoid unnecessary follow-up tests or
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treatments. On the other hand, a high recall indicates that the model is adept at identifying the actual instances of
the disease, reducing false negatives, and ensuring that no cases are overlooked.

The F1 score combines precision and recall into a single metric, providing a comprehensive measure of a
model's performance. It is particularly useful when the class distribution is imbalanced, which is often the case in
medical scenarios where diseases might be rare. A high F1 score implies a model that strikes a strong balance
between accurate positive predictions and comprehensive disease detection.

In medical image classification, a high F1-score signifies that the model is both accurate in identifying the disease
and comprehensive in capturing most cases, instilling confidence in its clinical applicability and potential to aid
medical professionals in accurate diagnosis.

4. Results and discussions

Table 3. Performance of different models for the classification of TB with private data

Weighted Average
Models Acc.
Sen. Spe. Pre. Recall F1 Score

VGG 16 94 94 94 94 94 94
VGG 19 92 92 92 92 92 92
ResNet152 84 86 82 85 84 84
RestNet50V2 92 94 89 84 84 92
ResNet152V2 92 92 91 92 92 92
ResNet101V2 92 90 94 92 92 92
MobileNetV1 94 92 96 94 94 94
MobileNetV2 90 88 91 90 90 90
InceptionV3 90 89 91 90 90 90
InceptionRNetV2 90 89 90 89 89 89

The motivation behind this study is to use a private data set from a highly affected region and to compare it
with a more prepared public dataset from a different region, hence examining both regions' datasets by using
different pre-trained and custom DCCN algorithms to assist physicians in the diagnosis of TB in affected
populations. In our Study, the CXR images were binary classified (+ve and -ve). For each DCNN model used, the
learning rate was set to 0.0001 and the epoch set to 150 respectively. The activation function was set to Softmax
and categorical cross-entropy was employed to train the model. Table 3 shows the results obtained from the
training while using public data (the weighted average of the training result was considered for all the models in
the method). Whereas Table 4 shows the result obtained from the training while using our private dataset (the
weighted average of the training result from the classification table was considered for all the models in the
method).
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Table 4. Performance of different models for the classification of TB with public data

Weighted Average
Models Acc.
Sen. Spe. Pre. Recall F1 Score
VGG 16 99 99 99 99 99 99
VGG 19 99 99 99 99 99 99
ResNet152 82 78 87 82 82 82
RestNet50V2 97 99 95 97 97 97
ResNet152V2 98 98 97 98 98 98
ResNet101V2 99 97 100 99 99 99
MobileNetV1 100 99 100 100 100 100
MobileNetV2 99 100 97 99 99 99
InceptionV3 97 99 95 97 97 97
InceptionResNet 98 97 99 98 98 98

This study has several limitations such as; Some CXR-images of our private data are skewed and have no
standard due to the machines being used in collecting and storing the images and without having a radiologist or
expert to look at the data after preprocessing, some of the images pose a large scale of the black area which we
cropped some part of that because which we believe it can be a problem. Nonetheless, we believe that our results
could establish a foundation for future prospective research for the detection of TB. Furthermore, regarding the
data used for testing, validation, and training, due to human error and the fact that all images were obtained from
one center, ignite the possibility that some patients' CXR images found in the test set might also be found in the
training set even after a very careful scrutinizing of the data. Additional images were also excluded due to size or
standard set while preprocessing the data.

In our first method using pre-trained models to train our public data, we obtained a state-of-the-art
performance as in T. Rahman et al [25], and a good result while using the second method for the binary
classification.

A general comparison with other studies can be achieved while using our private data as it has shown great
promise, and is competitive, which implies that our study performs well. Figure 3. using the confusion matrix
systematically explains the performance of our models on our datasets in detecting TB, Figure 3. in our binary
classification shows that our model wrongly classified eleven (11) patients to be TB-negative when they were TB-
positive patients, and predicted twenty-five (25) patients to be TB positive while they were negative with a
sensitivity and specificity of 92%, and 96% respectively meanwhile all other predictions were correct. In Figure
3. a) Binary classification, which happened to be our best-performing model while using our public dataset it
wrongly predicted one (1) patient to be TB negative when they were TB positive patients and also predicted two
(2) patients to be TB positive when they were actually TB negative. Then, respectively, in Figure 3. b) the public
data set, which was trained with the VGG16 model, and in ¢) and d), the private data set was used with the VGG16
and MobileNet models, and confusion matrices were given.
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Figure 3. Confusion Matrix of Optimal Models on Public and Private Datasets

5. Conclusion

In conclusion, a pre-trained deep convolutional neural network has been proposed to effectively detect
tuberculosis from CXR images. Several pre-trained deep convolutional neural networks were applied to the public
and private CXR images. These pre-trained models used in our experiment includes: VGG16, VGG19, ResNet152,
ResNet50V2, ResNet101V2, ResNetl152, MobileNetV1, MobileNetV2, InceptionV3, and InceptionResNet. The
result of this experiment shows that MobileNetV1 achieved the best performance when applied to the public
dataset. And for our private dataset, VGG16 and MobileNetV1 achieved the best performance. The performance
of the deep learning model applied on the private dataset was observed to be less than that of the public dataset
due to different factors, such as; demography of data collection, number of data obtained from the different regions,
type of machines used, personal, and many more. However, the results in this proposed study demonstrate the
effectiveness of DCCNss in predicting tuberculosis disease from CXR images.

In conclusion, this study demonstrated the effectiveness of deep neural networks (DNN) in tuberculosis
detection from chest X-ray images. Our best model achieved impressive fl-scores of 98% and 86% on public and
private datasets, respectively.

This underscores the robustness of DNNs in accurately identifying tuberculosis cases, showcasing their
potential as a valuable tool for enhancing disease detection efforts. These findings carry significant implications
for tuberculosis detection in Nigeria, a country where the disease is a substantial public health concern. The
utilization of advanced image analysis techniques, as evidenced by our study, could significantly aid healthcare
professionals in swiftly and accurately identifying tuberculosis cases. This could potentially lead to earlier
interventions, reduced transmission rates, and improved patient outcomes.
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From a forward-looking perspective, future research in this area could explore the integration of multi-modal
data, such as combining X-ray images with clinical data or other diagnostic modalities. Furthermore, investigating
the generalizability of the deep learning models across different populations and settings would enhance the
applicability of these technologies on a broader scale. Additionally, efforts could be directed toward creating user-
friendly tools for real-time decision support in clinical practice, further enhancing the impact of tuberculosis
detection initiatives in resource-constrained environments.

References

[1] Desmon S. “Taking a Deep Dive into Why Nigeria’s TB Rates are So High,” 2018.
https://ccp.jhu.edu/2018/10/22/nigeria-tb-rates-high-tuberculosis/ (Last accessed Aug. 29, 2023).

[2] WHO. “The End TB Strategy Global strategy and targets for tuberculosis prevention, care and control after 2015,”
2015, https://apps.who.int/iris/rest/bitstreams/1271371/retrieve. (Last accessed Aug. 29, 2023).

[3] Alcantra MF, Liu C, Liu B, Brunette M, Zhang N, Sun T, Zhang P, Chen Q, Li Y, Albarracin CM, Peinado J, Garavito
ES, Garcia LL, Curioso WH. “Improving tuberculosis diagnostics using deep learning and mobile health technologies
among resource-poor communities in Per,” Smart Heal.,, vol. 1-2, no. March, pp. 66-76, 2017, doi:
10.1016/j.smhl1.2017.04.003.

[4] WHO. Global Tuberculosis report 2016, https://apps.who.int/iris/bitstream/handle/10665/250441/9789241565394-
eng.pdf?sequence=1 (Last accessed Aug. 29, 2023)

[5] Harries AD et al.. “Deaths from tuberculosis in sub-Saharan African countries with a high prevalence of HIV-1,”
Lancet Infect. Dis., vol. 357, no. 9267, pp. 1519-1523, 2001, doi: 10.1016/S0140-6736(00)04639-0.

[6] CDC A. “Tuberculosis,” Tuberculosis in Africa. https://africacdc.org/disease/tuberculosis/#:~:text=TB, Africa CDC,
(Last accessed Aug. 29, 2023).

[7] WHO. “World Tuberculosis Day,” 2018. https://www.afro.who.int/health-topics/tuberculosis-tb. (Last accessed Aug.
29, 2023).

[8] Vassall A and Gidado M. “Post-2015 Development Agenda: Nigeria Perspectives; Tuberculosis,” pp. 140, 2015.

[9] Chukwu O and Okoeguale B. “FIRST National TB Prevalence Survey 2012, Nigeria,” Nigeria, 2012. [Online].
Available: https://www.who.int/tb/publications/NigeriaReport. WEB NEW.pdf. (Last accessed Aug. 29, 2023).

[10] Odume B, Falkun V, Chukwuogo O, Ogbudebe C, Useni S, Nwokoye N, Aniwada E, Olusola Faleye B, Okekearu I,
Nongo D, Odusote T, and Lawanson A. Impact of COVID-19 on TB active case finding in Nigeria, Public Health
Action. 2020 Dec 21; 10(4): 157-162. doi: 10.5588/pha.20.0037

[11] WHO. “Chest Radiography in Tuberculosis,” WHO Libr. Cat. Data, p. 44, 2016, [Online]. Available:
http://www.who.int/about/licensing/copyright form%0Ahttp://www.who.int/about/licensing/copyright form). (Last
accessed Aug. 29, 2023).

[12] Wang S and Summers RM. “Machine learning and radiology,” Med. Image Anal., vol. 16, no. 5, pp. 933-951, 2012,
doi: 10.1016/j.media.2012.02.005.

[13] Lopes UK and Valiati JF. “Pre-trained convolutional neural networks as feature extractors for tuberculosis detection,”
Comput. Biol. Med., vol. 89, pp. 135-143, 2017, doi: 10.1016/j.compbiomed.2017.08.001.

[14] Chen B, Zhang L, Chen H, Liang K, and Chen X. “A novel extended Kalman filter with support vector machine based
method for the automatic diagnosis and segmentation of brain tumors”, Comput. Methods Programs Biomed. 2021
Mar;200:105797. doi: 10.1016/j.cmpb.2020.105797. PMID: 3331787

[15] Houssein EH, Emam MM, Ali AA, and Suganthan PN. “Deep and machine learning techniques for medical imaging-
based breast cancer: A comprehensive review,” Expert Syst. Appl, no. April, p. 114161, 2020, doi:
10.1016/j.eswa.2020.114161.

[16] Ozturk T, Talo M, Yildirim EA, Baloglu UB, Yildirim O, and Rajendra Acharya U. “Automated detection of COVID-
19 cases using deep neural networks with X-ray images,” Comput. Biol. Med., vol. 121, no. April, p. 103792, 2020,
doi: 10.1016/j.compbiomed.2020.103792.

[17] Olsen CR, Mentz RJ, Anstrom KJ, Page D, and Patel PA. “Clinical applications of machine learning in the diagnosis,
classification, and prediction of heart failure: Machine learning in heart failure,” Am. Heart J., vol. 229, pp. 1-17,
2020, doi: 10.1016/j.ahj.2020.07.009.

[18] Chaki J, Thillai Ganesh S, Cidham SK, and Ananda Theertan S. “Machine learning and artificial intelligence based
Diabetes Mellitus detection and self-management: A systematic review,” J. King Saud Univ. - Comput. Inf. Sci., no.
xxxx, 2020, doi: 10.1016/j.jksuci.2020.06.013.

[19] Rajpurkar P et al.. “Deep learning for chest radiograph diagnosis: A retrospective comparison of the CheXNeXt
algorithm to practicing radiologists,” PLoS Med., vol. 15, no. 11, pp. 1-17,2018, doi: 10.1371/journal.pmed.1002686.

[20] Pasa F, Golkov V, Pfeiffer F, Cremers D, and Pfeiffer D. “Efficient Deep Network Architectures for Fast Chest X-
Ray Tuberculosis Screening and Visualization,” Sci. Rep., vol. 9, no. 1, pp. 2-10, 2019, doi: 10.1038/s41598-019-
42557-4.

[21] Krizhevsky A, Sutskever I, and Hinton GE. “ImageNet Classification with Deep Convolutional Neural Networks,”

63



Automated Tuberculosis Classification with Chest X-Rays Using Deep Neural Networks - Case Study: Nigerian Public Health

Commun. ACM, vol. 60, no. 6, pp. 84-90, June 2017. doi = 10.1145/3065386

[22] Xiong Y, Ba X, Hou A, Zhang K, Chen L, and Li T. “Automatic detection of mycobacterium tuberculosis using
artificial intelligence,” J. Thorac. Dis., vol. 10, no. 3, pp. 1936-1940, 2018, doi: 10.21037/jtd.2018.01.91.

[23] Hwang EJ et al.. “Development and Validation of a Deep Learning-based Automatic Detection Algorithm for Active
Pulmonary Tuberculosis on Chest Radiographs,” Clin. Infect. Dis., vol. 69, no. 5, pp. 739-747, 2019, doi:
10.1093/cid/ciy967.

[24] Rajpurkar P ef al.. “CheXaid_deep learning assistance for physician diagnosis of tuberculosis using chest x-rays in
patients with HIV,” npj Digital Med., vol. 3, no. 1, pp. 1-8, 2020, doi: 10.1038/541746-020-00322-2.

[25] Rahman T et al.. “Reliable tuberculosis detection using chest x-ray with deep learning, segmentation, and
visualization,” IEEE Access., August, 2020, doi: 10.1109/access.2020.3031384.

[26] Hwang S, Kim HE, Jeong J, and Kim HJ. “A novel approach for tuberculosis screening based on deep convolutional
neural networks,” Med. Imaging 2016 Comput. Diagnosis, vol. 9785, p. 97852W, 2016, doi: 10.1117/12.2216198.

[27] Hooda R, Mittal A, and Sofat S. “Automated TB classification using an ensemble of deep architectures,” Multimed.
Tools Appl., vol. 78, no. 22, pp. 31515-31532, 2019, doi: 10.1007/s11042-019-07984-5.

[28] Hijazi MHA, Yang LQ, Alfred R, Mahdin H, and Yaakob R. “Ensemble deep learning for tuberculosis detection,”
Indones. J. Electr. Eng. Comput. Sci., vol. 17, no. 2, pp. 1014-1020, 2019, doi: 10.11591/ijeecs.v17.i2.pp1014-1020.

[29] Hwa SKT, Hijazi MHA, Bade A, Yaakob R, and Jeffree MS. “Ensemble deep learning for tuberculosis detection using
chest X-ray and canny edge detected images,” Int. J. Artif. Intell., vol. 8, no. 4, pp. 429435, 2019, doi:
10.11591/ijai.v8.14.pp429-435.

[30] Lakhani P and Sundaram B. “Deep Learning at Chest Radiography: Automated Classification of Pulmonary
Tuberculosis by Using Convolutional Neural Networks.” Radiology, vol. 284, no. 2, pp. 574-582, Aug., 2017. doi:
10.1148/radiol.2017162326. Epub 2017 Apr 24. PMID: 28436741.

64



Turkish Journal of Science & Technology Research Paper
19(1), 65-72, 2024 https://doi.org/10.55525/tjst.1326919

Gd Effect on Micro-Crystal Structure and Thermomagnetic Behavior of NiMnSn Magnetic
Shape Memory Alloy

Ecem OZEN ONER!*, Mediha KOK?

12 Department of Physics, Faculty of Science, Firat University, Elazig, Turkey
*I e.ozenoner@firat.edu.tr, > msoglu@firat.edu.tr

(Gelis/Received: 13/07/2023; Kabul/Accepted: 09/10/2023)

Abstract: In this study, the rare earth Gadolinium (Gd) element was added to the NiMnSn alloy, which is an alternative to the
NiMnGa alloy group, with the increasing popularity of magnetic shape memory alloys. Since rare earth elements have strategic
importance for our country in recent years, Gd element has been preferred in this study. X-rays and SEM-EDX analysis were
performed to determine the morphological properties of the crystal structure and microstructure of the alloys. Magnetic
measurements of the alloys were made with the physical property measuring device and it was determined that the
magnetization values decreased with the addition of Gd.

Key words: Magnetic shape memory alloy, Smart materials, Rare earth element, Gadolinium

NiMnSn Manyetik Sekil Hatirlamal Alasimimin Mikro Kristal Yapisi ve Termomanyetik
Davrams1 Uzerindeki Gd Etkisi

Oz: Bu ¢alismada, manyetik sekil hatirlamali alagimlarinm artan popiilaritesi ile NiMnGa alasim grubuna bir alternatif olan
NiMnSn alagimina nadir toprak gadolinyum (Gd) elemani ilave edildi. Son yillarda nadir toprak unsurlar {ilkemiz i¢in stratejik
bir 6neme sahip oldugundan, bu ¢alismada Gd element tercih edilmistir. Kristal yapinin morfolojik 6zelliklerini ve alagimlarin
mikro yapisini belirlemek igin X-1sinlar1 ve SEM-EDX analizi yapildi. Alagimlarin manyetik dlciimleri fiziksel 6zellik 6l¢tim
cihazi ile yapilmistir ve miknatislanma degerlerinin Gd ilavesiyle azaldig1 belirlenmistir.

Anahtar kelimeler: Manyetik sekil hatirlamali alagim, Akilli malzemeler, Nadir toprak elementleri, Gadolinyum
1. Introduction

Smart materials; Materials whose structure can change significantly with external factors such as pressure,
humidity, electric or magnetic field, light, temperature, acidity of the environment (pH) or chemical components
are called materials [1-4]. Today, smart materials are classified into many subheadings. To give an example of
smart materials; piezoelectric, thermoelectric etc., chromic materials (thermochromic, photochromic etc.),
rheological materials (magneto-rheological, electro-rheological etc.) alloys can be given [3,5]. Magnetic shape
memory alloys (MSMA) are smart materials that exhibit a magnetic field induced strain (MFIS). Compared to
thermally activated shape memory alloys such as NiTi, MSHA's response is much faster (less than a millisecond
compared to a few seconds), making them a good candidate material for use in actuator applications [6-10].

In this study, Gadolinium (Gd), which is one of the strategically important rare earth elements, was added
to reduce the transformation temperature of the NiMnSn magnetic shape memory alloy. At temperatures above 20
°C, Gd is paramagnetic. Gadolinium was identified by Jean de Marignac in 1880 by spectroscopy of the mineral
gadolinite, and he named this element Gadolinium after the mineral gadolinite [6,11,12]. This mineral is named
after the Swedish/Finnish chemist Johan Gadolin, who discovered and characterized it in the 18th century.
Gadolinium has been the benchmark magnetocaloric material for room temperature magnetic cooling since
Brown's pioneering work in 1976. Gadolinium is readily available and has a relatively high magnetocaloric effect
and a Curie temperature around room temperature [13-15]. The aim of this study, in order to see the effect of Gd
element on NiMnSn magnetic shape memory alloy, various characterization analyzes were performed by preparing
different ratios. X-ray (XRD) diffraction method analysis was performed to have information about the atomic
arrangement of the material. SEM-EDX analysis was performed in order to see the changes in the surface of the
alloys made by changing the amounts of the elements. Since it is a magnetic alloy, magnetization measurements
were made.
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2. Experimental

In this study, high purity powdered (99.9%) Ni, Mn, Sn and Gd elements were used. For alloy production,
each alloy is designed to be 10 g. Alloys codes; NisoMn3sSni2 (Gd0), NisoMn34Sni12Gds (Gd4), NisoMn32Sni12Gds
(Gd6), NissMn3sSni2Gds (Gd44), NisaMn3sSni2Gds (Gd66). The production of pelletized NiMnSn-Gd magnetic
shape memory alloys was made by arc melting method. The melting process was carried out several times while
the samples were in the system, thus homogenizing the alloys in the system. Post-production alloys have become
bulk. In bulk alloys, a second homogenization process was carried out by keeping the alloys in an ash furnace at
900 °C for 24 hours. In this study, the crystal structures of the produced NiMnSn-Gd alloys were determined at
room temperature using a Bruker D8 X-ray diffractometer at room temperature. For this study, the samples were
mechanically polished and chemically etched in 20 ml of HCI + 5 g FeCs-H20 + 96 mL methanol solution, then
the microstructures and chemical compositions of all alloys were determined using a Hitachi brand scanning
electron microscope. Magnetic measurement is important to analyze the properties of magnetic shape memory
alloys rather than traditional shape memory alloys. Transitions and changes between phases in the structure of the
sample can be thoroughly analyzed and evaluated. The magnetization measurements of the Gd0, Gd4, Gd44, Gd6,
Gd66 alloy samples were precisely measured with the Quantum Design PPMS 7 (Physical Properties Measurement
System) device at room temperature between -6 Tesla and 6 Tesla.

3. Result and Discussion

Figure 1 shows the results obtained from the x-ray diffractogram of Gd undoped and doped NiMnSn alloy
at room temperature. The results obtained are supported by the literature [16-18]. In the GdO alloy, precipitate
phases were also observed together with peaks belonging to the martensite phase. Here, the martensite phase
exhibits the characteristic 10 M modified orthorhombic martensite crystal structure [16]. The precipitate phases
are thought to be due to insufficient homogenization during the production of the alloy. In the x-ray diffractograms
of Gd4 and Gd44 alloys, the number and intensity of peaks belonging to martensite phases increased unlike the
main alloy. This may be due to the contribution of Gd element to NiMnSn alloy. Along with the martensite phase,
precipitate phases were also observed. In the x-ray diffractograms of Gd6 and Gd66 alloys, unlike other alloys,
peaks belonging to the austenite (A) L21 phase were observed. In Gd66 alloy, unlike Gd6 alloy, there are also
peaks belonging to the martensite phase with low intensity. The other result extracted from the XRD curve is the
crystal size (D) of the alloys obtained using (1), Scherrer's equation, which depends on some parameters including
width at half maximum (FWHM), Bragg angle (8), wavelength [19]:

D =K A/(Bcos8f) )

where, B indicates the Full width at half maximum FWHM of the sharpest x-ray curve, K is the shape factor (K =
0.9) and the wavelength of the beam AKa(Cu) applied in the measurement was taken as 1.5406 A. Figure 2 shows
the average crystal size comparison of Gd doped NiMnSn alloy. It was observed that the crystal size of Gd-doped
NiMnSn alloys increased compared to the Gd0 main sample.
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Scanning Electron Microscopy (SEM) technique was used to analyse the effect on the microstructure of
NiMnSn-Gd shape-memory alloy and measurements were made at room temperature. The results are shown in
Figures 3-4. Figure 3 shows the SEM image of the Gd0 master sample. According to the SEM image, needle type
and parallel martensite plates are seen in the main NiMnSn alloy [20]. In addition, bump-shaped precipitate phases
were occasionally observed. The reason for the formation of precipitate phases is that the full martensite phase
(M) could not be obtained during and after the heat treatment during and after production. In addition, the regions
marked in yellow show the voids formed. The reason for these voids may be the air bubbles formed during the
melting of the alloying elements melted during production. Figure 4. a-b shows the SEM images of gadolinium
doped Gd4 and Gd44 alloys taken at room temperature. In Gd4 alloy, nickel element ratio is higher, manganese
element ratio is lower and Gd ratio is equal compared to Gd44 alloy. Considering these results, if we compare the
images of the two alloys, the precipitate phase is observed in high density in Gd4 alloy, while the precipitate phase
is very rare in Gd44 alloy and the size of the precipitate phases is enlarged. According to these results, the increase
in nickel content increased the precipitate phases. Apart from precipitate phases, martensite plates and voids were
observed in both alloys. Since the transformation temperatures of these alloys are almost close to room
temperature, it is natural to see martensite plates. Figure 5. a-b shows the SEM images of two types of NiMnSnGd
alloys doped with 6% Gd. In the alloys given with the codes Gd6 and Gd66, while the Gd ratio is constant at 6%,
the nickel ratio is higher and the manganese ratio is lower in Gd6 alloy compared to Gd66 alloy. Similar to Gd4
and Gd44 alloys, the amount of precipitate phase increased depending on the nickel content. With the effect of Gd
element, the flatness of the precipitate phases increased. It was also observed that the volume and number of voids
increased. Another important result is the reduction of martensite plates. Since the austenite— martensite
transformation temperature of these alloys is below room temperature, it is normal that the appearance of
martensite plates decreases. SEM analysis shows images of both martensite and austenite phases (A) of the alloys.
In addition, the austenite phase contains more Mn compared to the martensite phase (M). Saini et al. [21] obtained
similar results for a NissCusMnasSns shape memory alloy and found that the SEM image is a mixture of martensite
and austenite phases. They also stated that the needle-like component in the images represents the martensite
phase, which is characteristic of martensitic transformation.

EE Mags 280KX D« 00w SowA«SEt WO Hmm

Figure 3. SEM image of Gd0 alloy
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Figure 6 shows the magnetization values of NiMnSn-Gd alloys at room temperature in 6T external magnetic field.
According to these results, in general, there is a decrease in magnetization value with Gd doping for 6 Tesla
external magnetic field. If Gd4, Gd44, G6 and Gd66 alloys prepared by changing the ratio of nickel and manganese
are compared among themselves, it is concluded that decreasing the nickel ratio is more effective than manganese
in decreasing the magnetization value for all of them.
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Figure 6. Comparison of saturation values of NiMnSGd alloys

Figure 7 a-e shows the magnetization measurements of the base NiMnSn alloy and Gd doped NiMnSn
alloys in the temperature range of -120 °C to 100 °C under 1 Tesla magnetic field. These measurements were
performed at a heating-cooling rate of 1 °C/min. The measurements made using the PPMS device could not be
measured for higher temperatures, since the maximum temperature that the device can reach is 100 °C. It is known
from previous study[14] that the transformation temperature of GdO alloy is between 84 and 120 °C. The
thermomagnetic hysteresis formation in Figure 7.a. could not be completed because the system did not reach 120
°C, but the beginning of the hysteresis is seen. In Gd4, Gd44 and Gd66 alloys, hysteresis was found to occur at the
points where austenite—martensite, martensite—austenite transformation occurred. In Gd6 alloy, as seen in our
previous study[14], no transformation hysteresis is observed in the magnetization hysteresis since a low energy
transformation occurs.
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Conclusions

In this study, the effect of Gd doping of NiMnSn magnetic shape-memory alloy on the microcrystalline
structure and thermomagnetic hysteresis of the alloy was investigated. As a result of microstructure and crystal
structure investigations, peaks belonging to the martensite phase of the NiMnSn alloy without Gd were found,
while peaks belonging to the precipitate phases and austenite phase were found with Gd doping. Needle-type
martensite plates and V-type martensite plates were observed in SEM images. After thermomagnetic
measurements, a wide magnetic hysteresis was found in Gd4, Gd44 and Gd6 alloys. The starting and ending points

(©

of this hysteresis were found to coincide with austenite and martensite phase temperatures.
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Abstract: An Integrated Autoregressive Moving Average (ARIMA) - Monte Carlo Simulation (MCS) is proposed to analyze
and model the anomalies of atmospheric and ground gases by an earthquake along the North Anatolian Fault Zone (Tiirkiye).
Earthquakes, Soil radon gas and Total Electron Content (TEC) showed simultaneous anomalies. There are positive relationships
between these three parameters. Also, positive relations between Rn, meteorology, and atmosphere are detected. The proposed
ARIMA model and MCS for the Rn-TEC-Earthquake relationships of the measured data gave statistically significant results.
This model and simulation showed statistically significant changes in the effects of microearthquakes, which are more difficult
to detect than large earthquakes, especially on the ionospheric TEC.

Key words: Total Electron Content, Earthquake precursors, ARIMA, Monte Carlo Simulation

Radon, Toplam Elektron Icerigi ve Meteorolojik Degiskenlerin Depremlere Bagh Dogrusal ve
Dogrusal Olmayan Degisimlerinin Incelenmesi: ARIMA ve Monte Carlo Modellemesi

Oz: Kuzey Anadolu Fay Zonu (Tiirkiye) boyunca meydana gelen bir depremin atmosferik ve yer gazlarindaki anormallikleri
analiz etmek ve modellemek icin Entegre Otoregresif Hareketli Ortalama (ARIMA) - Monte Carlo Simiilasyonu (MCS)
onerilmistir. Depremler, Toprak radon gazi ve Toplam Elektron Igerigi (TEC) eszamanli anormallikler gdsterdi. Bu iig
parametre arasinda pozitif iliskiler vardir. Ayrica Rn, meteoroloji ve atmosfer arasinda da pozitif iliskiler tespit edilmistir.
Olgiilen verilerin Rn-TEC-Deprem iliskileri icin 6nerilen ARIMA modeli ve MCS istatistiksel olarak anlamli sonuglar
vermistir. Bu model ve simiilasyon, tespit edilmesi biiylik depremlere gére daha zor olan mikrodepremlerin, &zellikle
iyonosferik TEC iizerindeki etkilerinde istatistiksel olarak anlaml1 degisiklikler oldugunu gosterdi.

Anahtar kelimeler: Toplam Elektron Igerigi, Deprem onciileri, ARIMA, Monte Carlo simiilasyonu
1. Introduction

Earthquake formations are among the most difficult geological phenomena occurrences that exist on the
Earth's surface as a consequence of various parameter influences. Soil radon gas (222Rn) alone is insufficient
because of the Earth's structure, air pressure, environmental warming, temperature, and interior, among other
influences [1-4]. An earthquake is a sudden movement induced by fissures in the Earth's crust [5] and is the result
of a large amount of energy moving for heat energy, seismic wave energy, and plastic deformation energy, and
then only a seismic wave is considered for the earthquake. The idea of magnitude has been included to make
estimating earthquake energy clear [6]. The changes in the composite materials' physical, chemical, and other
characteristics that result from the accumulation of stress in the crust are known as the precursors of an earthquake.

Seismologists may detect these actions and use them as a basis for earthquake forecasts [6-9]. While an
uncolored gas, radon has a half-life of approximately four days. The most stable isotope of radium that exists is
222Rn, the heaviest noble gas. Radium is the primary source of radon in the Earth's crust, Therefore, the amount
of radium is mostly equal to the amount of uranium since around 80% of the Rn that is released into the atmosphere
is detected in the top few meters of the earth, in rocks and soil. Depending on the type of rock and mineral, different
amounts of uranium and radium can be discovered in soil. On average, 238U is present in 24 Bq/kg of soil
worldwide [10]. The study of Rn release rates from the Earth's crust has implications in several fields of earth and
atmospheric sciences for quantifying activities ranging from monitoring atmospheric sources to transportation.
Radon gas and its offspring can be used. All of this research needs a thorough knowledge of the processes that
regulate the amounts of Rn emanation from rocks, minerals, and soil [11]. Rn atoms cannot leave a solid grain due
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to the low solid diffusion coefficients (1x10-23-1x1027 m?/'s) present. It is commonly assumed that parent Ra
undergoes radioactive decay and that Rn escapes from the mineral grain as a result of the recoil. Ra decay produces
Rn atoms, which frequently escape grains due to recoil and internal space in grains. The molecular diffusion
coefficients of air and water can be transmitted by diffusion via processes of Rn removal from the subsurface and
subsequent transportation to the atmosphere [12, 13].

For forecasting earthquakes, 222Rn has been utilized [14—16], and 222Rn has been used for seismic activity
monitoring since the Tashkent (M 5.2) earthquake. Six years before the Tashkent earthquake, the study area was
considered [17]. As a result, the data also reveals the radon growth rates previous to the earthquake. In many parts
of the world, the movement of the Earth's crust has led to new techniques for earthquake prediction [18-20][21—
23]. These predicting areas include a variety of strategies with significant effects. These methods include magnetic
area, compression, decline, seismic velocity wave, shell resistance, slide down, gravitational effects, and radon
measurements, and the data indicate that earthquakes could cause radon levels to increase. There was a significant
variance in soil radon gas before the earthquake in Chamoli, India, in 1999 [24, 25], Radon gas was recorded
abnormally after the North Indian earthquake of 1997 (M 5.4) due to the observation of an underground water
source. Compared to typical soils, radon gas levels are greater [26]. Although the earth's crust typically emits very
little radon into the atmosphere, Before the production of volcanic activity and seismic occurrences, fault lines in
geothermal in uranium and radon irregularities are seen [27].

Ions and free electrons in the ionosphere, an area of the atmosphere at altitudes between 60 and 1100 km,
reflect a small number of electromagnetic waves [28]. The number of free electrons along 1m2 of the beam path
is represented by atmospheric TEC [29]. The TECU unit, which is used to quantify TEC and is equal to 1016
electrons.m-2, is used to directly investigate the ionosphere's composition [30]. The recipient's zenith and Slant
Total Electron Content are used to determine the recipient's free electron content in the slant line between the
receiver and the satellite. Using Vertical TEC, TEC is measured (STEC) [31]. The ionosphere can be affected by
geomagnetic forces, diurnal and seasonal influences, solar interference, and earthquakes, which result in
irregularities in the ionosphere [32]. Because that can account for ionosphere changes caused by this activity, the
TEC is an essential study factor for the relation between pre-earthquake and seismic activities. This is because the
Earth's crust has experienced seismic and pre-earthquake events that stress rocks. Stresses cause the positive
electrical charge of stones inside the crust of the earth. When positive charges develop, they generate a potential
difference on the outer surfaces of the stones, which generates a charge transfer that may travel quickly and thus
be away from its source position. Charges flow upward due to the operation of the electric field lines between the
Earth's crust and the ionosphere's bottom. It reached the ionosphere's bottom due to a change in the ionosphere's
electron equilibrium [33]. If TEC disruptions might be used to direct earthquake monitoring, such a disturbance
in total electron content also may signal significant seismic prediction, where these disruptions might be used in
an earthquake predicting system to improve earthquake alert systems, thus saving hundreds of lives [34].
Ionosphere abnormalities are caused by earthquakes, solar interference, seasonal and diurnal impacts, and
geomagnetic influences, among other factors [35, 36]. Ionospheric changes have been detected as earthquake
precursors in more than 20 nations [37, 38].

This research aims to estimate the formation of radon gas in soil which is closely related to seismic events,
as well as variations in ionospheric TEC while accounting for earthquakes, and to correlate together utilizing
Monte Carlo Simulation. Some meteorological factors are also taken into account while analyzing this relation.
The results revealed significant conclusions about the TEC-Rn-Earthquake triad co-change.

2. Analysis of data and the Study Area

One of the countries with the most seismic activity is Tirkiye, It is seismically affected by The North
Anatolian Activity Zone (NAFZ), which affects the region's north while causing a 1,600 km-long surface rupture
for dextral strike-slip movement, The place is located on the North Anatolian Fault's eastern side and serves as a
research location, and this is an important region in terms of development and future expansion due to earthquake
disasters in 1942 and 1943, with magnitudes of 7.6 and 7.2, respectively [32, 39, 40]. Tiirkiye's Tokat Province's
research district is known as Yolkonak. This region is located near the NAFZ, one of Tiirkiye's major fault zones.
The Tokat Region and the middle Black Sea are where the NAFZ is situated. It covers the area between north
latitude and (longitude 360.89443, latitude 400.53932). The topographic maps are illustrated in Figure 1.
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Figure 1. The exact location of the radon monitoring station and studied earthquakes along the North Anatolian

Fault zones in Tiirkiye.

The data for the 222Rn time series was provided by the Government of Tiirkiye Ministry of Interior's
Emergency and Disaster Management Agency (AFAD) [41]. From 4 March 2007 to 10 February 2010, soil radon
was monitored using an alpha particle detector at approximately one meter deep in the soil at 15-minute intervals.
Alpha Nuclear Corporation, Canada, created the detecting, version 611-Alpha Meter Assume a 400 mm?2 stainless
steel silicon diffusing cross-detector container with an aluminium Mylar covering [42]. The sensing surface of the
detector is 450 mm?. Because this detection works much better in a dark, dry environment, it is enclosed beneath
a thin opaque film or membrane. Since the film is 0.25 mm thick and made of aluminized Mylar, it has a sufficiently
low density to allow for the efficient transit of alpha particles in addition to water vapour and light. The TR
Meteorology General Directorate offers daily mean steam pressure (hPa), dry bulb temperature, wet bulb
temperatures, and soil temperature at deeper distances of 10, 20, and 50 cm to examine the influence of
meteorological parameters on the 222Rn during the observation period [43]. The seismic data were collected by
Bogazici University, Kandilli Center, and the Earthquake Research Institute [44]. Furthermore, the regularized
estimate procedure for GPS data was used in this study to generate three mid-latitude stations' VTEC values,
Istanbul, (41.06N, 29.01E), Ankara, (39.53N, 32.45E), and Gebze (40.47N, 29.27E), via Laboratory for
Ionosphere Research (IONOLAB)[45] [46-52].

3. Result and Discussion
3.1 Monte Carlo Modeling and the Autoregressive Integrated Moving Average Method

The (ARIMA) Autoregressive Integrated Moving Average prediction test is utilized for predicting. Several
times preceding terms should be taken into account and expressed as a series of different models depending on the
time series model. A MATLAB application is utilized to evaluate whether seismic activity in the study region
could be the cause of any radon data anomalies. It provides a workstation for developing the ideal ARIMA model
through Monte Carlo simulations to predict future radon time series. To select the best ARIMA model, 80 percent
of the total Rn data is imported and used as the train data set. The remaining 20 percent is then used to evaluate
the Monte-Carlo simulation data prediction. The ARIMA model can be used only with stationary data (45,46].
Because the Rn train data set's t-static is higher than the crucial value and is thus deviated by one degree. The
partial autocorrelation function (PACF) and autocorrelation functions (ACF) indicate that the data are stationary.
The moving average q orders and autoregressive p orders may also be found using the ACF and PACF plots. As
shown in Figure 2. Initially, train data is used to apply ARIMA (p, d, q). The chosen time series model is thus
ARIMA (4,1,13), which has the formula given in (1):
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(1— ¢p1L— =g YA -L)y, =C+ (A +6;L——60;3L%)¢,, (1)

In this equation, ¢ and 8 and are the model's input parameters, €, represents the error at time ¢ and C is a constant
amount.
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Figure 2. Partial autocorrelation function and autocorrelation function plots (lower part); the standardized
residuals and the quantile-quantile of the ARIMA model residuals (upper part).

Figure 2 shows the histogram of the model's residuals, which shows that they follow the standard distribution,
and the accuracy of the fitted model's residues is examined. Figure 2 shows the g-q plot of the model's residuals.
It can be seen that there appear to be irregularities despite a few minor tail variances. The normal distribution's
value and both residues' values combined, indicate that ARIMA (4,1,13) is an appropriate model.

MCS is a mathematical approach to decision-making and statistical analysis. It is useful in many fields,
including nuclear energy, engineering, high-energy physics and atomic, research and development, the
environment, and transportation [56—59]. It identifies the best with worst situations in all possible outcomes and
displays all possible outcomes with each option, typically using probabilities (PDF) [60] as well as how to apply
these inputs to the distribution MCS performs multiple analyses and, A PDF indicates that this helps in providing
arange of potential outcomes based on the number of uncertainties as well as the range of input values associated
with such uncertainties. The usage of PDFs, which can take several forms like Gaussian, lognormal, or uniform,
is the most sensible and trustworthy method for defining uncertainties in a risk modelling job. Randomly calculated
probability distribution functions (PDFs) are used to sample data during MCS. Each sample set's iteration is
specified, and the data is provided as displayed in this data sample. The MCS technique displays not just potential
outcomes but also information on the PDFs that these outcomes produce [61, 62]. The Monte-Carlo simulation
tries four distinct pathways and forecasts 20% of data time steps based on the ARIMA model. It appears suitable,
as demonstrated in Figure 3, which also shows the Monte-Carlo forecast probability boundaries. The red lines
represent lower and higher limits, the green lines represent radon, and the black line indicates the Monte Carlo
average.
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Figure 3. The mean of Monte Carlo Simulation Rn forecasts with lower and upper bounds.
3.2 Non-Seismic Related Variations in Radon Gas Concentration in Soil and Air

Figure 4 shows the radon time series analyzed between March 2007 and February 2010. It has been shown
that the Rn concentration varies over time. There is no notable variation in the radon level from the beginning of

March to the end of November 2007; therefore, its concentration varies around this standard (150 Bg. #) Asa
result, the Rn level began to fall progressively beginning in mid-October.
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Figure 4. The studied Rn time series data.

In comparison to the end of 2007, when the Rn content reached its lowest concentration of around
(150 Bgq. #), the Rn concentration fluctuations in December 2007, January, and February 2008 are insignificant.
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The Rn level progressively rose to start in March 2008, with spring being the time of year with the maximum Rn
concentration. Until the end of the summer, there was a high concentration of Rn, which progressively lowered
until the 2009 winter. The seasonal cycle of soil air Rn concentrations may continue until 2010. This variation in
Rn concentration is seasonal. Vertical fissures in the clay open up throughout the summer due to increased
permeability and Rn concentrations [63]. Earthquake stress in the earth's crust has a considerable influence on Rn
emission. Rn gas flow has also been observed to be influenced by temperature variations between soil and air. At
temperatures below -10 °C, Rn may be extracted from an air stream for activated charcoal, cooling to liquid N2
on glass wool at -196 °C, and soil CO2 at -78.5 °C. Rn condenses on the surface at around -150 °C even though
the partial pressure of soil 222Rn is quite low in environmental conditions [64]. Due to the inverse relationship
between temperature and relative humidity in the air, the rising surface soil moisture content is connected to higher
air and soil temperatures. In comparison to lower temperatures, higher Rn emanation levels are expected [65].

Variations in air pressure are a result of flux from the Earth's atmosphere on the ground [64]. Frontal system
routes are associated with 1%-2% pressure fluctuations, which are thought to have resulted in 20-60% variances
in 222Rn flux on the earth's surface [66]. High indoor Rn levels are generally attributed to a pressure difference
between the basement and the rest of the residence. Most buildings have high levels of indoor radon, which is
caused by the living area/basement pressure differential. The lower basement pressure creates a suction effect.
Since the air pressure at the surface is greater than the air pressure at the ground level, Rn gas must be released
into the atmosphere [65].

3.3 Possible Seismic Activity Associated Variations in Soil-Air Radon Gas Concentration

During the years 2007-2010, earthquake activity in the research region of Tokat province was documented
by Bogazici University, Kandili Observatory, and the Research Center for Seismic. It has been discovered that
there are around 45 earthquakes with magnitudes ranging from 2.3 ML and 3.5 ML. As shown in Figure 5, The
earthquakes are related to the time-series data in which the radon data are collected, and the seismic data are related
to the Rn concentration.
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Figure 5. The variations of the radon concentration with soil temperature at (5, 10, 20, and 50 cm) depths.
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Figure 6. (2) The training and evaluation parts of the radon data with all earthquakes in the study area, (b) The
MCS forecasted radon data.

Seven of these occurred in 2007, with the largest having a magnitude of 3.2 ML. There is some variance in
radon concentration. As a result, the previously indicated seasonal variance occurred. In 2008, there were about
14 earthquakes, three of which had magnitudes of ML=3.4, and 3.5, 3.5 in July and May, respectively, in Sehitler-
(Tokat) [South East 0.9 km], Mescitkoy-Almus (Tokat) [South 5.0 km], and in Gokal-Erbaa (Tokat) [South West
4.5 km], Rn levels reached their peak a month following these earthquakes. All of these factors influence Rn
release from the earth's surface [67]. The largest number of Rn disturbances and eighteen earthquakes were
recorded in 2009. When compared to other locations, the seismic distance was then closer. In the studied region
in 2010, there were just two earthquakes recorded. Figure 5 shows the relation between Rn and soil temperature.
Subsurface drilling, gas releases, tensions, earthquakes, and volcanic eruptions, all of these factors influence Rn
release from the earth's surface, among other geochemical and geophysical factors. The link between Rn
fluctuations and atmospheric and weather changes is shown reasonably in Figure 5.

3.4 Radon anomaly detection using Monte Carlo Simulation

Figure 6(a) shows how the radon data is split into a "train" set of 80 percent for use in determining the best
ARIMA model and a "test" set of 20 percent for use in measuring the accuracy of the MCS data prediction. Figure
6 (a) begins with two 2.4 and 2.5 micro-earthquakes. Due to the minor earthquakes, radon didn't change
significantly. Later, on August 15, 2009, as a result of these earthquakes, there were two Rn irregularities, parallel
to Rn is the Monte Carlo line The fourth seismic event, measuring 2.9 magnitudes, occurred on September 16,
2009. The Rn concentration didn't increase immediately after the earthquake, but it did grow over time. Following
the occurrence of these earthquakes' Rn anomalies, four earthquakes occurred in December 2009. Soil permeability
shows that seismic fault lines, geothermal sources, uranium resources, and other potential energy sources are all
present in the Anatolian Fault Zone, where the research was conducted and volcanic zones are theoretically
specified, the Rn concentration increases. Rock, soil, mineral, and uranium mine tailings all naturally emit radon
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222Rn into the surrounding environment. Higher levels of Rn emission occur at warmer air and soil temperatures
than at cooler ones, resulting in a positive Rn anomaly when the exposed moisture content temperature rises.
Significant factors include the magnitude of the earthquake and the distance from the epicentre. The magnitude of
the earthquake and its distance from the monitoring station have a significant impact on the peak intensity and
width of the Rn anomaly.

3.5 Variations in the ionospheric Total Electron Content (TEC)

TEC is an essential study measure because it may explain ionosphere changes caused by pre-earthquake and
seismic events. For three locations in the research region, Figure 7 shows the temporal radon with total electron.
Figure 7 shows the findings of a triple examination of earthquake-TEC and Rn Anomalies. As an example, one
may study this figure from the perspectives of numerous basic components. On the other hand, the number of these
parts can be increased (similar to the variations during 2007 and 2008), Earthquake-Rn-TEC causes abnormalities
very instantly, according to analysis. In the red column, the Rn gas concentration in the soil is seen to have been
released as a consequence of several earthquakes. The blue and yellow columns illustrate this, similar fill-discharge
trends are seen. For all three TEC stations, these abnormalities usually show consistent behaviour.
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Figure 7. Radon time series, earthquake magnitude, and total electron content for three stations Tubi (Gebze),
Ista (Istanbul), Anka (Ankara).

The graph did not begin at the origin since there is missing data from November 2007 until the start of the green
line, which represents the TEC in the Ista station in Istanbul. the Tubi (Gebze) station's total electron content during
the previous study period is represented by the purple line. The total content is shown as a brown line. In Anka
(Ankara) station, the electron data was interrupted in 2007 and resumed in 2008. The limits by the standard
deviation of the equation given, applied 10 days before and 5 days after the observation day, are used to determine
whether the daily TEC result is within confident intervals of average and standard deviation, see the equations (2)
and (3) as follows:

Upper Bound = mean + 2 stdev, 2)
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Lower Bound = mean — 2 stdev, 3)

Figure 8(a) demonstrates that the anomaly at the three stations is comparable Due to three days of TEC
abnormalities at the Ista-station before and after the earthquake variation, shows a TEC anomaly that was
discovered five days before the earthquake measuring 2.8 on the Richter scale on September 16, 2009. Predictions
made using both Rn concentration and MCS tend to be accurate. Figure 8(b) shows the ML 3.2 earthquake that
occurred on December 7, 2009, on the Richter scale. Three days before the earthquake and immediately following
it, TEC anomalies were seen with decreasing TEC values. While the daily fluctuations in Rn concentration before
the earthquake were greater than the fluctuations seen afterwards, some Rn anomalies persisted. Although the
Monte Carlo line and radon are nearly parallel, so often, it is not reasonable. As shown in Figure 8(b), on December
11, 2009, a most latest earthquake was 3.0 on the Richter scale. Nevertheless, forty-eight hours later, the quantity
of TEC increased for three days, seemingly unrelated to the seismic. The intense seismic activity may have caused
the abnormally large number of electrons to indicate a GPS signal that can be received at a greater distance from
the epicenter. The TEC irregularity shows that there may be background noise blocking GPS signals in the high
atmosphere under the influence of the generating force from the region surrounding the epicenter [68]. This might
be caused by magnetic storms and solar, and plasma level concentration indicates that significant ionosphere
irregularities are often associated with plasma upward drift near seismogenic locations [69].
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Figure 8 (a) TEC and radon variation before and after an earthquake ML 2.9 on September 16, 2009, (b) TEC
and radon variation before and after an earthquake ML 3.2 on December 7, 2009.
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4. Conclusions

In Yolkonak/Tokat, Tiirkiye, the study examined changes in Rn content in soil gas over around four years.
At a depth of 1 m, fluctuations in the radon concentration have been seen that are both seasonal and non-seasonal.
Regarding seasonal fluctuations, wintertime appears to have the lowest Rn concentration, It is increased in the
summer because of the effects of metrological factors on radon transport typical processes such as diffusion. Before
the August and December 2009 microearthquakes, Monte Carlo simulations with growing radon levels revealed
non-seasonal variations (anomalies). The North Anatolian Fault Zone (NAFZ) earthquake may be anticipated by
these anomalies. In these situations, variations in the total amount of electrons in the ionospheric atmosphere seem
to be linked to radon anomalies. For instance, Rn levels increased and total electron concentration exceeded upper
boundaries before the earthquake on December 12, 2009. However, the MCS method generates the PDF by
calculating using all available data, unlike interpreting a single variable, resulting in optimal simulation
optimization. When MCS is applied in combination using the Model (ARIMA), statistical outputs with high
reliability are created with high reliability. Using the ARIMA-MCS approach in data interpretation is useful for
this study. We advocate for the application of various artificial intelligence approaches in various investigations.
Similar to the investigation of soil Rn gas time series, warmer seasons are characterized by much greater positive
rises in Rn anomalies than cold ones. These rises are caused by a decrease in moisture during hotter seasons, the
rise in temperature causes soil pores to expand and the spaces between soil particles to grow, the Moon's
gravitational movements have a positive influence on soil, a decrease in rainfall, and the resulting dryness. These
seasonal fluctuations are useful for measuring earthquake-Rn change. Rn surface changes are directly influenced
by variations in air pressure. Rn is positively correlated with both meteorological changes and atmospheric
changes. Rn-TEC and Earthquakes have a positive correlation.
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Abstract: Due to the increase in population, the demand for buildings increases. The engineering properties of the soils on
which these structures will be built may not always meet the desired conditions. In such cases, soil improvement methods are
used. One of these methods is additive used stabilization, in which additives such as lime, fly ash, volcanic ash and tuff, silica
fume, and blast furnace slag are used. This method has been used successfully for years. However, in recent years, interest in
the use of different types of fibers has increased. Some of these fibers are glass, basalt, polypropylene, and carbon. Basalt fibers
have begun to attract attention in soil reinforcement applications due to the properties of their raw material, basalt rock, which
is widely distributed in nature, natural, and has high strength. In this study, the effect of basalt fiber reinforcement on the
unconfined compressive strength of high plasticity bentonite clay was revealed. For this purpose, 12 mm long basalt fiber in
different proportions (1%, 2%, 3%, 4%, and 5%) was used as reinforcement in bentonite clay, and the optimum fiber ratio that
provided the maximum increase in strength was determined. According to the results of the study, when 12 mm long basalt
fiber was used as reinforcement in bentonite clay, the maximum strength value was obtained at a 4% basalt fiber ratio. However,
the strength value decreased in the sample where 5% BF was used. It has been determined that basalt fiber reinforcement
improves the strength properties of bentonite clay.

Key words: Basalt fiber, bentonite clay, reinforcement, unconfined compressive strength.

Bazalt Fiber Kullanimu ile Killi Zeminlerin Dayamiminin Artirllmasi: Deneysel Bir Calisma

Oz: Niifusun artisma bagl olarak yapilara olan talepte artmaktadir. Bu yapilarm insa edilecegi zeminlerinde miihendislik
ozellikleri her zaman istenilen sartlar1 saglamayabilir. Boyle durumlarda zeminlerin iyilestirilmesi ydntemlerine
basvurulmaktadir. Bu yontemlerden biri de kireg, ugucu kiil, volkanik kiil ve tiif, silis dumani, yiiksek firin ciirufu gibi katkilarin
kullanildig: katkil: stabilizasyondur. Bu yontem yillardir basarili bir sekilde uygulanmaktadir. Fakat son yillarda farkli tiirde
fiberlerin kullanimina olan ilgi artmistir. Bu fiberlerden bazilar1 cam, bazalt, polipropilen ve karbondur. Ozellikle bazalt
fiberler, hammaddesi olan bazalt kayacinin dogada genis yayilim gostermesi, dogal olmas1 ve dayanimin yiiksek olmasi gibi
ozelliklerinden dolay1 zemin giiglendirme uygulamalarinda oldukca dikkat ¢ekici olmaya baglamistir. Bu ¢alismada yiiksek
plastisiteli bentonit kilinin serbest basing dayaniminda bazalt fiber takviyesinin etkisi ortaya konmustur. Bu amagla 12 mm
uzunlugunda ve farkli oranlarda (%1, %2, %3, %4 ve %5) bazalt fiber, bentonit kilinde takviye olarak kullanilmis ve dayanimda
maksimum artis1 saglayan optimum fiber orani belirlenmistir. Calismanin sonuglarina gore, 12 mm uzunlugundaki bazalt fiber
bentonit kilinde takviye olarak kullanildiginda maksimum dayanim degeri %4 bazalt fiber oraninda elde edilmistir. Ancak %5
BF kullanilan 6rnekte dayanim degeri azalmistir. Bazalt fiber takviyesinin bentonite kilinin dayanim 6zelliklerini iyilestirdigi
belirlenmigtir.

Anahtar kelimeler: Bazalt fiber, bentonit kili, giiclendirme, serbest basing dayanima.
1. Introduction

The use of fiber (glass, polypropylene, basalt, etc.) as an alternative to traditional methods in soil
improvement has shown remarkable development in recent years. Ekincioglu [1] defines fibers as materials that
can be found naturally or produced by humans, one dimension of which is much larger than the other dimension,
and has a higher strength and elasticity modulus than the larger shape of the same material. Of the two types of
fibers, natural and artificial, the artificial one is used more. Artificial fibers are preferred because they have high
strength, are light, flexible and highly resistant to environmental effects [2]. Glass fiber [3-8], polypropylene fiber
[8-12] and carbon fiber [13] are used as reinforcement in several studies and studies using these fibers as
reinforcement stated that improvements in soil properties occurred.

One of these fiber is basalt fibers (BF), which has attracted attention in recent years and is produced from
basalt rock. The raw material of BF is basalt rock, which is a volcanic rock that is widely distributed in nature and
easy to access. BFs have superior properties such as high chemical resistance and resistance to temperature and
microorganism effects. The fact that no additives are used during production is also an advantage for BFs. When
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soil reinforcement studies with BF reinforcement are examined, it is seen that BF length and rate are important for
successful reinforcement.

As a matter of fact, Gao et al. [14] used BF reinforcement in clayey soil and stated that the fiber ratio in which
the maximum strength was determined was 0.25% and the fiber length was 12 mm. Gisymol & Ramya [15] found
that the maximum increase in the strength of the organic soil with 10 mm length and 0.05% BF reinforcement
occurred after 28 days of curing, while Kenan & Ozocak [16] found that the optimum fiber ratio was 1.5% in their
study on a silty soil. Pandit et al. [17] showed that according to the results of experimental studies using BF
reinforcement in the soil, the maximum dry unit weight value of the soil increased and the optimum water content
value decreased with the 4% ratio of BF. Moreover, Ocakbasi [18] reported that the maximum strength value in
the soil was increased by 2% BF and she stated that the fiber length was determined as 24 mm. Sungur et al. [19],
determined that the shear strength increases up to a fiber length of 15 mm in BF reinforced clay soil, and the shear
strength values decrease at a fiber length greater than that. Terzi [20] added 6 mm, 12 mm and 24 mm long BF to
high plasticity clay at the rate of 0, 1.0, 1.5, 2.0 and 2.5% by weight. As a result of experimental studies, the
maximum cohesion value was determined in the 12 mm long 1.5% BF reinforced sample, and the maximum
internal friction angle was determined in the 24 mm long 2% BF reinforced sample. Zhao et al. [21] examined the
reinforcing effect of BF and polypropylene fiber on low plasticity clay in their study. In the study, it was suggested
that the effect on strength could be maximized when the fiber length was 10 - 13 mm and the additive ratio was
0.2%. Also, Jia et al. [22] determined that the shear strength and cohesion of silty clay increased with basalt fiber
reinforcement. It has been noted that the shear strength of reinforced silty clay is maximum when the fiber content
is approximately 0.2%. The researchers stated that a single fiber is tightly surrounded by the surrounding clay
particles, which creates a gripping effect that can increase soil strength. It has been stated that the fibers in certain
areas are interwoven to form a fiber network, and the binding effect of this fiber network can effectively restrain
the surrounding soil particles and increase the strength of the soil. It has been stated that the gripping effect and
the binding effect are the main mechanisms of fiber reinforcement. Giirocak and Aslan Topguoglu [23] conducted
experimental studies on the samples prepared by using 20, 25, 30 and 35% water content in kaolin clay by using
BF (0, 1, 2, 3%). According to the test results, they stated that the maximum strength value was obtained with 1%
BF reinforcement and 25% water content. Aslan Topguoglu and Giirocak [24] carried out experimental studies
using 6 mm long BF reinforcement in different proportions in bentonite clay. According to the results obtained
from the study, the optimum fiber ratio that provides the maximum improvement in unconfined compressive
strength was determined to be 4%. Song et al. [25] stated that the use of basalt fiber in low plasticity clay soil
increased the shear and compressive strength of the soil and that the fiber ratio that provided the maximum increase
in strength was 0.3%.

When fiber is added to the soil, the mechanism between the fiber and the soil is explained as follows; When
the appropriate amount of fiber is added to the soil, the fiber binds to the soil particles and forms a fiber - soil
column. When exposed to external forces, discrete soil-fiber columns interact with each other to form an
approximately three-dimensional fiber - soil network and serve to limit the displacement and deformation of soil
particles. Thus, the mechanical properties of the soil improve [25]. When the fiber ratio in the soil is very low, the
fiber spacing is wide and the intersection between fiber - soil columns is difficult, so an effective fiber - soil
network does not form. When the soil is exposed to external force, the stress is mainly transferred and carried by
the scattered fiber - soil columns and the forces between the soil particles themselves. Gradually, as the fiber ratio
increases, the fiber spacing decreases, which enables adjacent fiber to soil columns to easily intersect to form an
effective fiber to soil network. Thus, when the soil is subjected to external force, the force is mainly carried by the
forces between the fiber - soil network and the soil particles. When the fiber ratio is high, it becomes difficult to
distribute the fibers properly due to the accumulation of many fiber filaments in clusters on the soil due to
electrostatic interaction [14].

In the studies briefly summarized above, fiber reinforcement of different lengths and rates was used in
different soil types. In these studies, it is clear that the effect of fiber reinforcement depends on the type of soil,
fiber ratio and length. Unlike the soil type chosen in the studies, bentonite clay (B) was preferred in this study
because it has higher plasticity. It has been tried to reveal the importance of basalt fiber reinforcement, especially
in the unconfined compressive strength of clay soils with high plasticity. The fiber ratio was kept within a wide
range (1%, 2%, 3%, 4%, 5%), thus aiming to reveal more clearly the effect of the fiber ratio on unconfined
compressive strength. For this purpose, different amounts of BF with a length of 12 mm were used as reinforcement
in bentonite and the changes in the strength values were determined. The fiber ratio that gives maximum strength
on the soil was determined and the effectiveness of fibers used less or more than this ratio was evaluated separately.
The results obtained from the study will contribute to future studies on the use of BF in soil reinforcement.
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2. Materials and Methods

In this study, bentonite was used as the clayey soil, and BF, whose use has increased in recent years and whose
database still needs to be strengthened with new studies, was used as the reinforcement material.

2.1. Bentonite clay and basalt fiber

Bentonite clay, which is a clay mineral that belongs to the montmorillonite family and is formed as a result
of the chemical decomposition or degradation of volcanic ash, lava and tuff rich in aluminum and magnesium
content Onem [26], Akbulut [27], consists of chemically hydrated aluminum and magnesium silicates. In the
experimental studies, pure bentonite clay produced in the Tokat - Resadiye (Turkey) clay quarry was used (Figure
1), and according to the results of the XRF analysis performed on the clay, it was determined to be Na - Bentonite
type clay [28].

Figure 1. Bentonite clay used in the study.

BF produced from basalt, which is a hard, fine - grained, dark - colored volcanic rock widely found in the
world, is used for reinforcement soils due to its economical, natural, and high strength properties. Basalt has the
property of melting when heated, like thermos - plastic materials [29]. BF with a length of 12 mm was used in the
study (Figure 2) and was purchased from a fiber selling company. The physical and mechanical properties of BF
are given in Table 1.

12 mm 12 mm

Figure 2. Unseparated (a) and separated (b) basalt fiber used in the study.
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Table 1. Mechanical and physical properties of BF were used in the study.

Feature Value
Length fiber (mm) 12
Diameter of monofilament (um) 15 +£1,5
Humidity, Max (%) 2
Modulus of elasticity (GPa) 90
Tensile strength (MPa) 3000
Thermal conductivity (W/mK) 0.031- 0.038
Elongation at break (%) 3.5
Density (g/cm?) 2.63

2.2. Laboratory studies

Firstly, liquid limit (LL), plastic limit (PL), and standard proctor tests were carried out on bentonite in the
laboratory studies. In the second stage, unconfined compressive strength tests were carried out after the mixtures
in which different amounts of BF were used as reinforcement in B were compressed at optimum water content.
Laboratory studies were carried out at Firat University, Department of Geological Engineering, Rock - Soil
Mechanics Laboratory.

2.2.1. Liquid and plastic limit tests

At this stage of laboratory studies, the LL and PL values of unreinforced B were determined according to the
ASTM D4318 - 17el [30] standard. For this purpose, a total of 15 tests were carried out. According to the test
results, the average LL and PL values of unreinforced B were found to be 507% and 41%, and the plasticity index
(PI) value was calculated to be 466%. It was determined that the clay used in this study was the high plasticity
(CH) clay according to the Unified Soil Classification System (USCS) (Table 2).

Table 2. Results of consistency limits

Feature Value
LL (%) 507
PL (%) 41
PI (%) 466

Soail class (USCS) CH

2.2.2. Sample preparation and standard proctor experiments

Firstly, BF separated by compressor was added to the clay, which was dried in an oven at 105°C for 24 hours
and mixed with the help of a mixer (Figure 3). B samples reinforced with BF were mixed again with a mixer by
spraying distilled water at optimum water content, and a separate manual mixing process was applied in order to
ensure homogeneous distribution of the fibers in B and to prevent fiber aggregation/agglomeration. In this study,
the mixing time was determined to be 10 minutes and five separate mixtures were prepared. BF ratios used in the
mixtures are shown in Table 3. The optimum water content (Wopt) value and maximum dry density (ydmax) value of
B were determined by standard proctor tests performed in accordance with the ASTM D698 - 12¢2 [31] standard.
The test was carried out by letting a 2.5 kg load fall freely from a height of 30.5 cm on the soil and compressing
the soil in three layers in the formwork (Figure 4). According to the proctor test results, wopt value was determined
as 38.50% and Yamax value was determined as 12.36 kN/m?3 (Figure 5).
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Figure 3. Preparation of B and BF mixtures.

Figure 4. Proctor test and taking cylindrical samples.

11 4

Dry Density (y, kN/m?)

10 T T T T T

Moisture Content (w, %)

Figure 5. w - y graph of the clay used in the study.
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Table 3. BF rates used in experimental studies.

BF Length BF Sample
(mm) Rate (%) Name
0 B
1 B + 1% BF
D 2 B +2% BF
3 B +3% BF
4 B + 4% BF
5 B+ 5% BF

2.2.3. Unconfined compressive tests

According to the ASTM D2166M - 16 [32] standard, unconfined compressive tests were carried out on
cylindrical soil samples whose length is twice the diameter length to determine the compressive strength (qu) of
the soil. Experiments were carried out on 35 cylindrical specimens compressed to optimum water content and
reinforced with 12 mm long BF (Figure 6).

Figure 6. Unconfined compressive strength (a) before sample and (b) after sample.

According to the results of the unconfined compressive tests, the average qu value of the unreinforced B was
determined as 206.93 kPa. The average qu values of the BF reinforced samples were found to be in the range of
202.74 - 267.66 kPa (Table 4). The failures that occurred in the samples after the unconfined compressive tests are
given in Figure 7.

Figure 7. Samples after unconfined compressive test.
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Table 4. qu values of unreinforced and BF reinforced samples.

BF Length Sample Average qu S?Eﬁgﬁl
(mm) Name (kPa) (SD)
B 206.93 6.27
B+ 1% BF 223.64 7.06
12 B +2% BF 229.00 5.13
B +3% BF 247.42 8.10
B + 4% BF 267.66 5.69
B + 5% BF 202.74 4.82

3. Results and Discussion

With the experimental studies, it was tried to determine the changes in the unconfined compressive strength
values of the unreinforced and BF reinforced B samples. In addition, the optimum fiber ratio, which provides the
best improvement in strength, was determined. The average qu value of unreinforced B is 206.93 kPa. The sample
in which the maximum strength was determined with BF reinforcement is B + 4% BF, and its qu value is 267.66
kPa. The lowest qu value was determined as 202.74 kPa in the B + 5% BF sample (Table 4, Figure 8). This BF
ratio was determined as 4%.

300
267.66
@12 mm
250
&
150 1 1 1 1 1
0 1 2 3 4 5

BF rate (%)
Figure 8. Relationship between qu - BF ratio in unreinforced and BF reinforced clay samples.
The increases in the quvalues of the reinforced samples with 1, 2, 3, and 4% BF compared to unreinforced B
were found as 8.08, 10.67, 19.57, and 29.35%, respectively. However, there is a decrease of 2.02% in the 5% BF
reinforced sample (Table 5, Figure 9).

Table S. Percentage changes in qu values of unreinforced and reinforced clay samples.

BF Length Sample Qu
(mm) Name (% Change)
B -
B+ 1% BF 8.08
12 B + 2% BF 10.67
B+ 3% BF 19.57
B +4% BF 29.35
B+ 5% BF -2.02
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Figure 9. The relationship between percentage changes of qu- BF ratio of unreinforced and reinforced
clay samples.

The qu value of clay increased up to 4% BF reinforcement but decreased with 5% BF reinforcement. The
reason for this is the difficulty in aggregating and dispersing the fibers in the soil as the fiber ratio increases. When
the fiber ratio is high in the soil, electrostatic interaction occurs between the fibers. For this reason, the fibers that
are not homogeneously dispersed in the soil are collected in clusters, and thus the strength decreases [14, 25].

In addition, the fibers clustered in increasing fiber ratios do not have direct contact with the soil particles;
thus, the grip effect between the fibers and the soil weakens. Excessive fiber concentration tends to create a weak
structural surface in the soil, resulting in a decrease in soil strength [13]. In this study, qu values increase up to 4%
BF, and at 5% BF addition, the strength decreases as the grip effect between the fiber and the soil decreases due
to fiber agglomerations. When the literature is examined, if the soil type is clay, the optimum BF ratio changes
due to the type of reinforced clay.

When BF reinforcement is used in a low plasticity clay soil, the optimum BF ratio that provides maximum
improvement in soil properties varies between 0.2 and 1.5% [14, 19, 21, 23, 25]. In high plasticity clays, the
optimum BF ratio varies between 1.5 and 4% [18, 20, 24]. These studies showed that not only the BF ratio but
also the type of reinforced soil and fiber length are important in soil reinforcement. The bentonite clay used in this
study has much higher plasticity than the clays used in the literature. Therefore, the optimum BF ratio of 4% can
be recommended for maximum strength in this bentonite clay with such high plasticity. In the study conducted by
Aslan Topguoglu and Giirocak [24] using BF reinforcement in bentonite clay, 6 mm long BF was used. The
optimum BF ratio that provides maximum strength with BF reinforcement was found to be 4%. The maximum
strength value is 237.48 kPa. In this study, BF with a length of 12 mm was used and the optimum BF ratio was
determined as 4%. However, the maximum qu value corresponding to the optimum BF ratio is 267.66 kPa. The
maximum qu value determined by using a 12 mm long BF is 12.71% higher than the maximum qu value determined
by using a 6 mm long BF. In other words, using the same ratio but different lengths of BF resulted in obtaining
different qu values. In this study, increasing the BF length has a significant effect on obtaining higher qu values.
Accordingly, the plasticity of the clay, the fiber ratio and length affect the unconfined compressive strength.

4. Conclusions

In this study, using BF as reinforcement, the effect of BF ratio on the strength properties of high plasticity clay
soil was determined. In unconfined compressive tests, the average strength value of unreinforced B was determined
as 206.93 kPa. The average qu values of BF reinforced mixtures vary between 202.74 - 267.66 kPa. In BF
reinforced samples, qu values increased up to 4% BF addition. By using 4% BF, the qu value increased by 29.35%
compared to unreinforced clay. However, with 5% BF reinforcement, there was a decrease of 2.02% compared to
the qu value of unreinforced clay. As the increasing fiber ratio caused fiber aggregation, the strength values
decreased. Since the clustered fibers do not have direct contact with the soil particles, the grip effect between the
fibers and the soil is weakened and excessive fiber concentration reduces the strength of the soil [13]. This study
also revealed that qu values increase with increasing BF length. In this study using 12 mm BF on the same type of
soil and in another study using 6 mm BF [24], different strength values were determined and higher strength values
were obtained in samples using 12 mm BF. Additionally, based on the findings of this study, one can assert that
the optimum fiber ratio rises with an increase in the soil's plasticity. In studies where BF reinforcement was used,
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it is clear that the soil type, fiber ratio and length have an effect on the strength of the soil. In addition, mixing soil
and BF homogeneously during the preparation of samples for experimental studies is very important in obtaining
healthier and more reliable results. This experimental research on the reinforcement of high plasticity bentonite
clay with basalt fiber is important in terms of providing a theoretical basis for engineering applications. The data
obtained from this study will contribute to the studies and literature on the use of BF, which is abundant and
naturally found in nature, has high strength and is environmentally friendly, in soil reinforcement and road base
improvement in engineering.
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Abstract: In today's world, internal combustion engine vehicles are widely used. These vehicles cause harmful emissions as
they use fossil fuels for engine propulsion and vehicle movement. To address this issue, electric vehicles have been considered
as a solution. In electric vehicles, electric motors are used instead of traditional internal combustion engines and the necessary
electrical energy is supplied from battery packs. In this way, electric vehicles do not cause harmful emissions to the
environment. If the energy required for electric vehicle charging stations is obtained from renewable energy systems, electric
vehicles will be zero-emission vehicles. Battery packs, that provide energy for electric vehicles, typically consist of
rechargeable Lithium-ion battery groups and they can be charged using fast charging technology. In this study, the future of
transportation, electric vehicles and the standards and technologies used in electric vehicle charging stations have been
examined. Additionally, an electric vehicle system has been designed using MATLAB/Simscape.

Key words: Electric vehicles, charging stations, charging technologies.

Elektrikli Araclar I¢in Sarj Teknolojilerinin incelenmesi

Oz: Giiniimiizde, i¢ten yanmali motorlu araglar yaygin olarak kullamlmaktadir. Bu araclar, motor tahriki ve ara¢ hareketi igin
fosil yakit kullandiklar i¢in zararli emisyonlara sebep olurlar. Elektrikli araglar bu soruna bir ¢éziim olarak diistiniilmiistiir.
Elektrikli araglarda, geleneksel i¢ten yanmali motorlar yerine elektrikli motorlar kullanilir. Elektrikli motorlarin ¢alismasti i¢in
gerekli olan enerji ise batarya paketlerinden saglanmaktadir. Bu sayede, elektrikli araglar zararli emisyonlara sebep olmazlar.
Elektrikli arag sarj istasyonlari i¢in gerekli enerji yenilenebilir enerji sistemlerinden saglanirsa, elektrikli araglar sifir emisyona
sahip araglar olacaktir. Elektrikli araglara enerji saglayan batarya paketleri, yenilenebilir Lithium-ion batarya gruplarindan
olusmaktadir. Bu bataryalar hizl1 sarj teknolojisi kullanilarak sarj edilebilirler. Bu ¢alismada; gelecegin ulasim tercihi olan
elektrikli araclar, sarj istasyonlarinda kullanilan standartlar ve teknolojiler incelenmistir. Ayrica, MATLAB/Simscape
yardimryla bir elektrikli arag sistemi tasarlanmustir.

Anahtar kelimeler: Elektrikli araclar, sarj istasyonlari, sarj teknolojileri.
1. Introduction

With the increase in the population, the use of vehicles is also on the rise. The use of internal combustion
engines contributes to CO2 emissions. The significant share of the transportation sector in CO2 emissions is a
crucial issue that needs attention [1]. A common idea around the world as a solution to this issue has developed in
the form of electric vehicles (EVs). EVs provides quieter, greener and more economical transportation by using
electrical energy as fuel. It is obvious that electric cars will have a significant impact on the automotive industry
in the future. It is thought that EVs will not only save fuel but also reduce environmental pollution and carbon
emissions [2].

At the outset, the limited proliferation of EVs was attributed to elevated production costs. Nevertheless, the
resurgence of interest in EVs can be attributed to advancements in battery technology and charging infrastructure.
However, persistent challenges impede the ubiquitous adoption of EVs and their full displacement of conventional
internal combustion vehicles. The progress of this technology is hindered by factors such as battery costs, full
charge range, charging time, the unavailability of the existing grid infrastructure and both the environmental and
economic impacts of EVs. Consequently, the majority of studies related to EVs focus on battery packs and charging
technologies.

Through studies focused on charging technologies, the charging management systems of EV's are continually
advancing. Novel charging management systems offer innovative solutions in areas such as grid integration, smart
charging, energy storage, and user experience. These systems can be categorized as Smart Grid Integration,
Vehicle-to-Grid (V2G), Adaptive Charging Algorithms, Energy Storage Integration, Advanced Remote
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Management, Payment Integration, and Pricing. These developments aim to provide electric vehicle owners with
a more flexible, efficient, and user-friendly charging experience [3,4].

The charging technologies of EVs are continually evolving. Presently, various charging technologies such as
Home Charging, Public Alternating Current (AC) Charging Stations, Fast Direct Current (DC) Charging Stations,
Inductive and Capacitive Wireless Charging Technologies, and High-Power Density and Lightweight Charging
Cables are available. This study examines the existing charging technologies [5].

This study investigates the operational principles, impacts and charging technologies of EVs. Furthermore,
the adequacy of the existing charging station infrastructure in the countries and the adverse effects of EVs on the
distribution grid are discussed. Standards for EV charging stations and information regarding vehicle charging
technologies are provided. A sample EV is designed and relevant parameters are calculated. The EV is modeled
using reference project in the MATLAB/Simscape environment.

2. Electric Vehicles

EV is a type of vehicle in which the traditional internal combustion engine and electric motor are not used
together, but only the electric motor is used. Vehicle movement is provided only by the electric motor. An EV
system consists of an electric motor, high-capacity battery, power electronics and charger. Vehicle movement is
provided by electrical energy taken from high-capacity batteries.

EV battery packs consist of Lithium-ion batteries. With today's technology, the battery type with the highest
cell voltage per unit cell and the highest energy density per unit mass is Lithium-ion batteries. These batteries; It
is more preferred than other battery types due to its lack of memory effect, very low self-discharge and high cycle
life [6]. Due to these advantages, Lithium-ion batteries are also widely used in EVs [7]. In Figure 1, an electric

vehicle system is presented.
Electric Traction Motor K

Power Electronics Controller \ . S )‘)
[

DC/DC Converter

raction Battery Pack
Charge Port

“Transmission

Onboard Charger

Battery (auxiliary)

Figure 1. Electric vehicle system [8].

The advantages of EVs can be enumerated; encompassing a reduced frequency of breakdowns and
maintenance requirements due to a lower number of mechanical components, quiet operation, the electric motor
being comparatively more economical and having a simpler structure in contrast to traditional internal combustion
engines. Furthermore, EVs can be powered by renewable energy sources and they possess the capability for hybrid
operation.

In addition to these advantages, there are also some disadvantages of EVs that hinder the widespread adoption
of these vehicles. Furthermore, similar to internal combustion engine vehicles, the proliferation of EVs is
accompanied by various effects. These effects can be considered under three main categories: economic,
environmental and grid-related impacts.

Undoubtedly, one of the most significant impacts of EVs will be on the grid. One of the major challenges
preventing the widespread adoption of EVs is perhaps the unpreparedness of grid infrastructure for the extensive
use of EVs. As the demand for EVs increases, the need for charging stations will also grow. With the increase in
demand, the charging of EV will have a negative impact on the grid [9].

This situation can give rise to issues such as sudden and localized loading, grid harmonics, phase imbalances,
overloading of equipment, voltage drops and so on. Additionally, the non-compliance of existing regulations with
new developments will pose a problem [10]. The control of new-generation loads like EVs can be achieved using
smart grid management algorithms. In this way, the charging load of the EV can be managed intelligently and
negative effects can be reduced [11].
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The selection of areas for the installation of EV charging stations is crucial in terms of distribution grid
reliability and energy efficiency [12]. In addition, the balance of the electrical distribution network is also very
important and all components must work together. An integrated grid system should be used to balance the load
from EV charging stations [13]. Charging stations integrated into the grid system must be designed appropriately
for grid reliability and balance [14]. Smart grid systems, grid management software and energy storage systems
should be utilized to enhance grid stability and reliability [15]. At this point, all these solutions are of critical
importance for the spread of EVs.

3. Electric Vehicle Charging Standards

In this section, charging station standards for EVs for only wired charging technologies are mentioned.
Charging stations provide the infrastructure necessary for EVs to charge their batteries from external sources [16].
The charging process is carried out through charging equipment or charging stations. Factors such as the way
batteries are charged, charging speed and charging frequency affect the reliability, durability and performance of
the battery. There are two charging technologies in terms of charging speed: AC and DC charging. Therefore, the
selection of the correct charging device and charging method is crucial for the accurate charging of batteries [1].

The increasing using of EVs leads to a growing demand for charging among EV owners. Consequently, the
installation of more charging stations becomes necessary. The installation of charging stations and the use of EVs
are interdependent systems. Therefore, countries and companies need to invest in the charging infrastructure
required for the expanded use of EVs [16].

Since the voltage and frequency values of the electrical networks of different regions are different, the
structures of the charging stations will also be different. Accordingly, leading countries in EVs technology have
established EVs charging standards.

These standards include:
e SAE (Society of Automotive Engineers) Standards
e [EC (International Electromechanical Commission) Standards
e CHAdeMO Standards

In Europe, charging stations adhere to IEC standards. In addition, some companies include CHAdeMO
standard sockets in their charging stations. However, different countries have charging stations adhering to various
standards, including SAE, IEC and CHAdeMO.

3.1. SAE standards

Although established in the United States, it operates globally in the automotive sector. Numerous standards
have been developed by the SAE. However, the SAE J1772 standard stands out for EVs [17]. According to this
standard, charging speed is expressed in specific levels. Each level has a specified charging speed limit and vehicle
charging ports are designed in accordance with this standard [16]. Table 1 shows the electrical parameters of the
SAE J1772 standard.

Table 1. Electrical parameters of the SAE J1772 standard [18].

Source Level Voltage (V) Max. Current (A) Max. Power (kW)
120 12 1,44
Level 1 120 16 1,02
AC >20
Level 2 208-240 <80 19,2
DC Level 1 200-500 80 40
Level 2 200-500 200 100
3.2. IEC standards

IEC is an organization that develops standards in the field of electric, electronic and related technologies [13].
For EVs, the IEC 61851 standard stands out. This standard, which is used in Europe and China, has similar
requirements to the J1772 standard. Instead of the term “levels” used in the SAE standard, “modes” are used in
the IEC standard. [16]. Table 2 shows the electrical parameters of the IEC 61851 standard.
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Table 2. Electrical parameters of the IEC 61851 standard [18].

Source Mode Phase Max. Voltage (V) Max. Current (A)
Mode 1 : = <16
AC Mode 2 ; 22‘28 <32
Mode 3 : = <32
DC Mode 4 - <1000 <400
3.3. CHAdeMO standards

CHAdeMO is a fast-charging standard developed by Japanese automotive companies and is primarily used
in Japan [19]. The CHAdeMO standard is used for DC fast charging and many fast-charging stations worldwide
support this standard [16]. Table 3 shows the electrical parameters of the CHAdeMO standard.

Table 3. Electrical parameters of the CHAdeMO standard [18].

Standard Voltage (V) Max. Current (A) Max. Power (kW)
CHAdeMO 500 125 62,5

4. Charging Technologies for Electric Vehicles
In this section, the charging technologies of EVs, both wired and wireless, have been examined.
4.1. Wired charging technologies

AC charging charges the battery more slowly. On the other hand, DC charging can charge at higher power
and is generally used on highways and in areas with heavy traffic. DC charging is faster than AC charging and can
charge 80% of the battery in about 30-45 minutes. However, DC charging stations cost more than AC charging
stations [20].

The DC charging method is carried out using an off-board charger and this method enables the power received
from the AC network to be directly converted to DC. In this way, AC power is converted to DC power without
using any extra equipment. However, since DC charging stations have high voltage and current values, their
investment costs are higher [1].

Different charging technologies are employed at each station depending on the structure of the charging
station. EV manufacturers need to adapt their vehicles to different countries and markets. Therefore, there are
charging station standards. The purpose of establishing these standards is to prevent potential damage to batteries
during charging and enable manufacturers to make their vehicles suitable for use in different countries.

There are three types of EVs charging station structures used worldwide. The structure of the station, where
an EV will be charged, determines the type of connector to be used. When the structure of the charging station
changes, the equipment used also changes. The essential equipment used during EV charging includes the plug,
connector (on the cable from the source to the vehicle), inlet (on the vehicle) and socket [21]. In ~ Figure 2,
charging cable connector types used in EVs are presented [22].

Type-1: It is an AC charging connection point designed according to the SAE J1772 standard, commonly used in
the United States and Japan. These connectors typically support 120 V and 240 V AC charging levels. Type 1
connectors are used for AC Level 1 charging and are designed for slow charging processes [16].

Type-2: These types of charging cable connectors are also known as Mennekes connectors and are widely used in
AC charging stations in Europe. This charging port is designed in accordance with the IEC standard and is
commonly used by most AC Level 2 charging devices. Unlike the Type 1 socket, this connector features control
and safety pins that enable communication between the EV and the charging device [16].
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GB/T: It is the connector type defined by GB/T 20234 standards created in China and used only in China. The GB
connector type is similar to the Type 2 connector mentioned in the IEC standard. It supports single-phase charging
with 16/32 A current and 250 V output voltage. It is similar to Type 2 connectors in appearance and structure.
However, these two connectors do not overlap functionally [16].

Combo Connector: The first DC fast charging standard is the CHAdeMO standard introduced by Japan. However,
eight major automotive manufacturers (Audi, BMW, Chrysler, Daimler, Ford, General Motors, Porsche and
Volkswagen) have decided to support the combo socket, which combines AC and DC charging defined in [EC and
SAE standards in a single connector/input duo. CHAdeMO standard sockets only support DC charging. For this
reason, vehicles using the CHAdeMO standard will always need two connector input pairs, separate for AC and
DC charging. This is a negative situation that increases the production cost of the vehicle. CHAdeMO standard
connectors will be replaced by combo connectors in countries other than Japan in the future, as they are not combo
compatible [16]. The combo connector is an improved version of the type 2 connector with a fast-charging
attachment. It also supports AC and DC charging up to 170 kW [23].

Tesla Supercharger: This technology is exclusively used in Tesla EVs. Thanks to this technology, the vehicle
can be charged up to 80% within 30 minutes [24].

N. America Japan _EU China All Markets
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J1772(Type 1) J1772 (Type 1) Mennekes (Type 2
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Figure 2. Connector types [22].

The large differences in the standards of charging stations and the types of sockets used reduce the
accessibility of EV charging stations. Therefore, in parallel with the development of EV technology, the number
of current socket types should be reduced to a single connector type [16].

4.2. Wireless charging technologies

Wireless charging includes a set of technologies used to charge electrical devices or vehicles without using a
cable. Wireless charging technologies are supported by many electrical device and automobile manufacturers.
These technologies provide the user with the advantage of getting rid of cable clutter and providing a more
convenient charging experience. Capacitive Power Transfer (CPT) and Inductive Power Transfer (IPT)
technologies are widely used. There are also Mixed Wireless Power Transfer (MWPT) and Magnetic Gear
Wireless Power Transfer (MGWPT) technologies [25]. But CPT and IPT are detailed in this study.

CPT: Capacitive wireless charging is a technology that transfers energy using electrostatic capacity instead of
electromagnetic induction. A capacitive coupling is created between the device and the capacitors on the charging
plate. This system is a wireless charging method that transmits energy using the change of electric field between
two capacitor plates. CPT transfers energy using the change of electrostatic capacitance. Energy transfer is
achieved through capacitance changes between the capacitors in the charging tray and the capacitors in the vehicle.
In this process, the electric field shows low loss. That's why they are suitable for charging EVs [26].

IPT: Inductive wireless charging is based on the principle of magnetic induction. A magnetic field is created
between the device and the coils on the charging plate. Energy transfer occurs through the magnetic field. Thanks
to the IPT magnetic induction principle, a magnetic connection is established between the coils on the charging
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tray and the coils in the vehicle to ensure energy transfer between magnetic fields. Inductive charging generally
allows for high energy transfer rates because it transfers energy through magnetic fields. This provides faster
charging times. That's why they are suitable for charging EVs [27].

Both technologies (CPT and IPT) enable wireless charging of EVs, but the preferred technology may vary
depending on the situation in which it will be used and user needs. For example, CPT can be used in situations
with low power needs or over shorter distances, while IPT may generally be the more common choice due to its
advantages such as wide availability and high energy transfer rates [28].

Wireless charging technologies allow users to charge their EVs in a more comfortable and convenient way.
However, energy transfer efficiency and speed can often be lower than wired charging systems. Therefore, it is
currently used mostly in home and office environments and is still considered an area under development.

5. Method

In this article, a modeling study has been conducted in order to examine the charging mechanism and
performance parameters of EV. The parameters of EV were calculated and found to be used in modeling. In order
to apply these calculated values to the EV, an exemplary project runnable in the MATLAB/Simscape environment
was utilized. This reference model encompasses the motor, generator, battery, drive system, transmission and other
transmission components, providing a comprehensive representation of an EV [29]. In Figure 3,
MATLAB/Simscape model is presented.

The performance parameters of an electric vehicle can be classified as Range, Charging Speed, Acceleration
and Top Speed, Battery Capacity, Energy Efficiency, Suspension and Handling. In this study, Acceleration and
Maximum Speed parameters will be initially examined. Subsequently, Range, Charging Speed, and Battery
Capacity parameters will be scrutinized. The performance parameters will be analyzed by comparing them with
the average data of an electric vehicle.

Drive Cycle Sourc/

Figure 3. MATLAB/Simscape model.

Firstly, to examine the acceleration parameter, the time for the vehicle to reach a speed of 100 km/h will be
considered. An average electric vehicle is expected to reach this speed in approximately 10 seconds. To achieve
this speed within this time frame, the motor power should be 100 kW, and the torque should be 265 Nm. In the
design process, an Internal Permanent-Magnet Synchronous Motor (IPMSM)with these values was selected. This
chosen motor provides its maximum torque in the range of 0-3600 RPM. It can deliver its maximum power (100
kW) up to 10,000 RPM. Utilizing these characteristics, the maximum speed was found to be approximately 149
km/h from Equation 1 [30]. The power requirement at this speed is approximately 42 kW. With these motor values,
the gradeability of the vehicle is a maximum of 37.6%, decreasing to 8.1% at the maximum speed. The power and
torque of the electric motor are crucial for achieving the desired acceleration and gradeability of the vehicle. The
motor power was calculated using Equation 2, and Equation 3 was used to analyze the acceleration parameter [30].
The parameters used in these calculations and the results are provided in Table 5.

According to these values, when creating the MATLAB/Simscape model, the energy consumption was found
to be approximately 160 Wh/km in the WLTP (Worldwide Harmonized Light Vehicles Test Procedure) Class 3
cycle. To achieve an approximate range of 300 km, the battery capacity needs to be 50 kWh. For the design of a
battery pack with these specifications, a total of 4,428 batteries were used, configured as 108 series and 41 parallel,
as specified in Table 6. Additionally, the modeling was done with reference to CCS (Combined Charging System)
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technology because a vehicle with fast charging capabilities, capable of charging in approximately 30 minutes, is
desired. The designed vehicle achieved a fast-charging power of approximately 100 kW. CCS is an appropriate
standard for many EVs to utilize fast charging infrastructure. It is widely used in both Europe and North America,
providing fast charging capabilities at various power levels.

While modeling the battery pack, the Lithium-ion NCA type battery coded NCR18650BD, which is currently
on the market, was used as a reference. This battery, which finds its place in many application areas today, is
widely preferred especially in EVs and power units [31]. Modeling has been carried out, taking into account the
features of EVs that are commonly used and accessible across the world [32]. Table 5 and Table 6 shows the
calculated values for the designed EV. The following equations (1) to (10) were used to obtain these values.
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The block uses these equations (4-10) to determine the combined voltage of the battery network [29]. Table
4 shows the variables that used in equations 4-10.
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Table 4. Variables used in equations 4-10 [29].

Variables
SOC State of Charge
Em Battery Open-Circuit Voltage
Tbatt Per Module Battery Current
Iin Combined Current Flowing From the Battery Network
Ro Series Resistance
Np Number Parallel Branches
N Number of RC Pairs in Series
Vout, VT Combined Voltage of the Battery Network
Va Voltage for n-th RC Pair
Ra Resistance for n-th RC Pair
Ca Capacitance for n-th RC Pair
Chatt Battery Capacity
PBattLoss Battery Network Power Loss

Table 5. Calculated values for the general parameters of designed EV.

Parameters Values
Motor Power (Pmot) 100 kW
Max. Torque (3600 RPM) (Tm) 265 Nm
Max. Power RPM (Nimax) 10000 RPM
Reduction Gear Ratio (i) 8
Max. Speed (Vimax) ~149 km/h
Mass (m) 1750 kg
Drag Coefticient (Ca) 0,27
Frontal Area (Ar) 2,464 m?
Driveline Efficieny (94,) 0,88
Tire Radius (r) 0,316 m
Rolling Friction (fr) 0,01

Table 6. Calculated values for the battery packs of designed EV.

Parameters Values
Per Module Battery Voltage 3,73V
Per Module Battery Capacity 3037,3 mAh
Number of Cells in Series and Parallel (108 series x 41 parallel) 4428
Battery Voltage (25 °C, %60 SOC) 402,84 V
Battery Capacity (25 °C) 124,53 Ah
Battery Energy ~50 kWh
Continuous Discharge Current 125 A
Max. Discharge Current (5C - 10 sec) 625 A
Charge Current (Nominal 1C - Max. 2C) 125 A-250 A

The individually calculated parameters for the designed vehicle were entered as data into the Workspaces in
MATLAB/Simscape blocks. Both the accuracy of these calculated values was tested and the use of applications
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in the MATLAB/Simscape environment served as a reference for subsequent studies. Comments regarding the
design are presented in the conclusion section.

6. Conclusion

EVs are considered the future choice of transportation due to their advantages over internal combustion engine
vehicles. However, unresolved issues have prevented EVs from fully replacing traditional vehicles. In order for
the existing distribution network to handle the EV charging load, it needs to be prepared using smart grid systems.
Increasing the number of stations with fast-charging technologies is essential for both short and long-distance
journeys to be easily achievable. Thus, the charging duration problem can be resolved. The abundance of diverse
charging technologies diminishes the accessibility of charging stations. Therefore, charging technologies should
be reduced to a single type. Additionally, it is crucial for EV charging stations to be powered exclusively by
renewable energy sources to ensure the zero-emission nature of EVs. Significant investment costs are required to
address these challenges.

When examining the studies related to EVs, it is observed that emphasis is placed on battery and charging
technologies. This is because the most significant obstacles to the widespread adoption of EVs are associated with
these parameters. Particularly, the unpreparedness of grid infrastructure for the charging load introduced by EVs
makes this issue a crucial matter to address. If these problems, which are briefly mentioned in this study, are
resolved, the obstacles to EV replacing traditional vehicles will be eliminated.

In this study, the values of the vehicles taken as reference were tried to be reached while designing an EV.
These reference vehicles are readily accessible in the world and represent EV of average level. A vehicle with an
average range of 300 kilometers and the ability to be charged in approximately 30 minutes using fast-charging
technology has been designed. The Simscape model used incorporates the WLTP Class 3 driving cycle, where the
kilometer-based consumption is approximately 160 Wh [32]. When the energy value of our vehicle's battery pack
is compared to this value, it is observed that the designed vehicle has an approximate range of 300 kilometers.
Additionally, considering the nominal charging current value, a fast-charging power value of approximately 100
kW is obtained. This value is suitable for fast charging and an EV with this capacity can be charged in
approximately 30 minutes with the fast-charging option.

Simulation and modeling studies facilitate the design of all systems. This enables predictions to be made
regarding the performance and status of EVs. Moreover, modeling studies are crucial in terms of cost and time. In
this study, the parameters related to the designed vehicle and the existing projects in the MATLAB/Simscape
environment can serve as references for future studies.
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Abstract: Ensuring a secure network environment is crucial, especially with the increasing number of threats and attacks on
digital systems. Implementing effective security measures, such as anomaly detection can help detect any abnormal traffic
patterns. Several statistical and machine learning approaches are used to detect network anomalies including robust statistical
methods. Robust methods can help identify abnormal traffic patterns and distinguish them from normal traffic accurately. In
this study, a robust Principal Component Analysis (PCA) method called ROBPCA which is known for its extensive use in the
literature of chemometrics and genetics is utilized for detecting network anomalies and compared with another robust PCA
method called PCAGRID. The anomaly detection performances of these methods are evaluated by injecting synthetic traffic
volume into a well-known traffic matrix. According to the application results, when the normal subspace is contaminated with
large anomalies the ROBPCA method provides much better performance in detecting anomalies.

Key words: Anomaly detection, outlier, Principal Component Analysis, robust statistics.

Dayanikh Temel Bilesenler Analizi ile Anomali Tespiti Uzerine Bir Uygulama

Oz: Dijital sistemlere yonelik artan sayida tehdit ve saldirlar sebebi ile giivenli bir ag ortami saglamak 6nemli bir problemdir.
Anomali tespiti gibi yontemlerin uygulanmasi, herhangi bir anomal trafik hacminin tespit edilmesine yardimci olabilmektedir.
Dayanikli istatistiksel yontemler de dahil olmak {izere ag anomalilerini tespit etmek igin cesitli istatistiksel ve makine
ogrenmesi yaklagimlar: kullanilmaktadir. Dayanikli yontemler, anormal trafik modellerini belirlemeye ve bunlari normal
trafikten dogru bir sekilde ayirmaya yardimer iyi bir aragtir. Bu calismada, ag anomalilerini tespit etmek i¢in kemometri ve
genetik literatiiriinde yaygm kullanimiyla bilinen ROBPCA adli dayanikli bir Temel Bilesen Analizi (PCA) ydntemi
kullanilmis ve PCAGRID adli baska bir dayanikli PCA yontemi ile karsilastirilmistir. Bu yontemlerin anomali tespit
performanslari, iyi bilinen bir trafik matrisine sentetik trafik hacmi enjekte edilerek degerlendirilmistir. Uygulama sonuglarina
gore anomali tespitinde ROBPCA yontemi daha iyi performans sagladig goriilmiistir.

Anahtar kelimeler: Anomali tespiti, aykir1 deger, dayanikl istatistik, Temel Bilesenler Analizi.
1. Introduction

Network security has become more important due to the rapid development of network technologies.
Providing a stable network is a critical task considering even some basic services use network technologies. To
fulfill this task, anomaly detection is one of the approaches to detecting abnormal behaviors in the traffic volume.
Anomaly detection is also effective with unknown attack patterns, unlike the signature-based approaches.

Although machine learning methods are promising and generally used in detecting network anomalies,
statistical approaches are also frequently utilized in related fields successfully. Robust versions of the classical
statistical methods can be useful in solving many statistically related computer network issues, and their potential
as a tool for detecting anomalies [1]. Principal Component Analysis (PCA) known as a classical data reduction
technique has been widely used in network anomaly detection over the last 20 years. To use the dimension
reduction method for detecting outliers i.e., anomalies, the PCA is regarded as a classification procedure and
utilized to detect outlying and normal observations. Since outliers can seriously bias or influence estimates that
may be of substantive interest [2] it is not desirable for a statistical method to be sensitive to outliers even though
the objective is to detect the outliers. The outcomes caused by this sensitivity are extensively discussed in previous
studies [3—5] on network anomaly detection. Consequently, these works suggested that using robust methods may
be beneficial to cope with such problems as subspace contamination and sensitive false positive rates. Due to the
potential costs of an incorrect classification, robust methods are considered in critical cases, such as the detection
of network anomalies.
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In this study, two robust PCA methods called the ROBPCA [6] and PCAGRID [7] are considered. The reason
for considering these methods is based on a study by [8] that compares the outlier detection performances of many
robust PCA methods throughout a simulation study. According to their study, amongst the many robust PCA
algorithms, the ROBPCA and PCAGRID algorithms stand out in detecting anomalies. Motivated by this,
performances of the ROBPCA and PCAGRID methods for detecting network anomalies are compared through a
well-known traffic matrix. In addition, PCAGRID is recognized for its ability to yield precise estimates in cases
of uncontaminated datasets while also demonstrating robustness when dealing with contaminated data [8]. The
PCAGRID and ROBPCA, have versatile applications across different fields. The efficiency of these methods in
outlier detection is compared in the studies from various fields (see [9, 10] ) including chemometrics, and time
series analysis, recently. Chen et al. [9] showed that the PCAGRID method had performed better in terms of false
positives over the ROBPCA algorithm for both simulated and real biological data with varying outlierness levels
and Kazemi et al. [10] pointed out the PCAGRID is computationally faster than the ROBPCA method. Although
the PCAGRID method has already been used in network anomaly detection previously [1], the ROBPCA method
is utilized by [11] in the field of cybersecurity for detecting outliers most recently. Consequently, these two
methods continue to find applications across various fields for detecting outliers. Considering the methods have
advantageous features, the studies to detect network anomalies using these methods, are quite limited. This study
contributes to the literature by evaluating the performance of two established robust PCA methods, ROBPCA and
PCAGRID, for the purpose of network anomaly detection. Building upon prior research that highlighted their
effectiveness in various research areas, our work emphasizes their applicability to network security by comparing
their recalls of varying sizes of injections.

The rest of the study is organized as follows. In section 2, related literature is reviewed. Then, the methods
used in the study are briefly described and the application scheme is explained. In section 4, the anomaly detection
performances of the robust PCA methods are evaluated. In section 5, the study is finalized with a discussion of the
results in light of previous studies.

2. Literature

In this section, some of the studies that addressed the advantages of using robust PCA methods in anomaly
detection are reviewed. Lakhina et al. [12] pioneered the use of a PCA-based approach for network anomaly
detection. Subsequently, many studies have contributed to this field. After the study of Lakhine at al., [12] there
have been studies [3] and [13] concerning the sensitivity of the PCA for traffic anomaly detection and stated that
using robust methods may overcome this problem. In this manner, Pascoal et al. [1], proposed a new detection
scheme that utilizes a robust PCA method, the PCAGRID for detecting outliers after a robust feature selection
step. They showed that the robust PCA successfully detected the anomalies in different traffic conditions. Wang
etal. [14] proposed the Relaxed Principal Component Pursuit method as a new decomposition model and discussed
the limitations of the classical PCA when the traffic matrix is contaminated with large anomalies. Kudo et al. [15]
stated that considering a robust PCA method may perform better even though their PCA-based anomaly detection
scheme is able to decrease the false alarm rate. Also, they proposed a detection scheme using the daily or weekly
periodicity of the traffic matrix to avoid normal subspace contamination problems. Subspace contamination
problem is explained as, problems encountered such as a high false alarm rate, due to contamination of normal
subspace with the presence of very large anomalies [3]. By this means, Matsuda et al. [16] utilized an existing
robust PCA method for the network anomaly detection scheme in [15] which is based on the periodicity of the
traffic volume. They considered the Minimum Covariance Determinant (MCD) estimator MCD to be a robust
covariance estimation method also included in the ROBPCA algorithm. Also applied the mentioned scheme to the
Abilene data set. Hadri et al. [17] proposed a nonlinear feature extraction method called Nonlinear Fuzzy Robust
PCA for anomaly detection is effective with noisy data as well. They showed that the Nonlinear Fuzzy Robust
PCA method resulted in low false positive alarms using well-known KDDcup99 and NSL-KDD data. There are
several studies in network intrusion detection literature employing PCA-based methods. Fernandes et al. [5]
reviewed some of these studies on network anomaly detection including a detailed discussion of PCA-based
methods as well. In recent years, the PCA has continued to be used in many network anomaly detection systems
mostly in combination with various other approaches. For example, Vilaca et al., [18] introduce a semi-supervised
machine learning model called RPCA-MD, which utilizes robust PCA and Mahalanobis Distance to automatically
identify anomalies in network traffic and detect potential attacks, offering a promising solution for enhanced
network security addressing the issue of botnet attacks. Wang et al., [19] combined PCA and Single-Stage Headless
Face Detector algorithms offering superior detection speed and accuracy in experiments conducted using IDS2017
and IDS2012 datasets, making it a promising solution for efficient traffic attack detection in network security. Lu
[20] proposes an anomaly detection system based on PCA to enhance the security of networked medical devices,
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and the evaluation using real-world data demonstrates its effectiveness in detecting malicious attacks with a high
detection rate and a low false alarm rate.

3. PCA-Based Outlier Detection

In this section, the PCA-based robust ROBPCA, and PCAGRID methods are described briefly. Since the
methods introduced by [6, 7] before, a brief description of the methods is only given.

As mentioned the classical PCA is a statistical method generally used for dimension reduction. It is based on
transforming relatively large numbers of variables into fewer unrelated variables by finding orthogonal linear
combinations of original variables with the greatest variance [1]. The PCAGRID is introduced by Croux et al. [7]
as a robust PCA method that uses the projection pursuit algorithm. It is based on finding projections of the data
that have maximal dispersion with the grid search algorithm. Instead of using the variance, the algorithm employs
a robust scale estimator called the Median Absolute Deviation. Similarly, the ROBPCA method includes both
projection pursuit and robust covariance estimation. In the robust estimation of covariance, the MCD method is
employed in the algorithm. In both methods, each observation is classified using different outlying scores based
on distance, as normal observations and anomalies. See also [6] for more information on the ROBPCA method.
The ROBPCA and PCAGRID methods are implemented by using the functions of LIBRA, which is a library of
MATLAB published by [21], and the "rrcov" package featured in the R application, respectively.

4. Data and Application
4.1. Abilene data set and synthetic outliers

The traffic matrix used in this study is based on the traffic volumes measured on the origin-destination (OD)
flows in the Abilene network on 1-8 March 2004. Abilene is a backbone network that connects various US
campuses consisting of 12 nodes and 30 links. The Abilene dataset is a well-known data that continues to be used
in various intrusion detection studies such as, [14—16]. It is available in [22]. The topology of the Abilene network
is given in Figure 1. 12 nodes (n1-n12) and 30 links (e1-e30) of the Abilene network are visualized in the network

topology.

Figure 1. Abilene Network Topology [15].

For evaluating the anomaly detection performance of the PCAGRID and ROBPCA methods, synthetic
anomalies are injected randomly into the Abilene traffic matrix which consists of 2016 observations and 144
variables. Anomalies are injected into traffic volumes measured in generated random places between the links el-
e7. The data is contaminated with different sizes of anomalies. As suggested in [23] the large anomalies injected
as 10 times larger than the given traffic volume and small anomalies are injected as 2 times larger than the given
traffic volume. Moreover, 1.2, 1.5, 8, and 12 times larger injections from background traffic volume are injected
to examine both methods' recall (detection) performances in more detail.

4.2. Application scheme

The proposed application scheme is given as follows

1. Create random numbers using discrete uniform distribution (/;,,,) to determine where to inject n synthetic
anomalies. n=100.

For, i=1...n,

2. seti=1
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3. Add synthetic traffic into the original traffic volume (X,16x144) for the corresponding element given in
I, 41 and store injected data as a new data matrix (X1i).

4. Implement the ROBPCA for Xi using the “robpca” function in the LIBRA, MATLAB library.

5. Extract outlier score from flag,y,¢,1 matrix obtained by implementing the “robpca” function. If the
corresponding element of flag matrix (injection) is labeled as 0, classify observation as an outlier, and if it is 1,
classify it as regular observation.

6. Set i=i+1 and repeat 3-5 steps.

Consequently, a detection rate as given in equation 1, is obtained by considering outcomes in each loop. A
similar scheme is followed for the PCAGRID method by using the PcaGrid function of the "rrcov" package
featured in the R software. The ROBPCA method initializes a parameter denoted as 'alpha,’ which serves as a
control parameter to regulate the algorithm's sensitivity to outliers. Alpha is a continuous variable within the range
of 0.5 to 1, with a default value set at 0.75. Here default value of this parameter is chosen since the injections are
not more than %25 of the data (around %1). The PCAGRID is also implemented using default parameter settings
as well.

Detection rate = True positives/ False negatives + True positives 1)
4.3. Application

In this section, anomaly detection performances of the ROBPCA and PCAGRID methods are compared by
injecting synthetic anomalies into the Abilene dataset. The number of principal components to be used in the
ROBPCA and PCAGRID algorithms is determined with the help of the scree plots. A scree plot is a practical tool
used in deciding the number of PCs. The anomaly detection rate is considered a measure of detection performance.

Scree plots of eigenvalues for the ROBPCA algorithms are given in Figure 2.

i ROBPCA
T

Variances
I

Index

Figure 2. Scree plot for the ROBPCA method.

Scree plots of eigenvalues for the PCAGRID algorithm is given in Figure 3.
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Figure 3. Scree plot for the PCAGRID method.

According to Figure 2 and Figure 3, it is decided to consider the first 4 PCs by taking into account the level-
off point on the line.

Hair et al. [24] stated that the percentage of total explained variance of at least 60% is a satisfactory rate. A
high variance explanation rate (86%) is reached by considering 4 PCs.
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Figure 4. Detection rates for different sizes of injected anomalies.

Detection rates for various injections are given for both methods in Figure 4. With the ROBPCA algorithm,
the %98, %90, %86, %76, %78, and %78 of injections are detected for 12, 10, 8, 2, 1.5 and 1.2 sized injections,
respectively. With the PCAGRID algorithm, the %91, %83, %70 %94, %93, and %93 detection rates are obtained
for 12, 10, 8, 2, 1.5 and 1.2 sized injections, respectively. Consequently, it can be said that the PCAGRID method
is effective in detecting small anomalies better than ROBPCA. Moreover, although in larger anomalies the
ROBPCA performed better, the PCAGRID reached higher detection rates overall. According to the results, it is
seen that the ROBPCA provides better performance in detecting larger network anomalies and PCAGRID provides
better performance in detecting smaller network anomalies. Also, anomaly detection rates are consistent with
previous studies, such as [12] and [25] which reached around a % 90 detection rate. The false alarm rate is not
given since it would require a data cleaning process. Also, it is seen that the ROBPCA method, which has been
successfully used in chemometrics and genetics [9, 26, 27] can be adapted to network anomaly detection as well.

5. Conclusion

In this study, the anomaly detection performance of two robust PCA methods, ROBPCA and PCAGRID,
across various injection scenarios are investigated. First, the background traffic volume is contaminated with
synthetic anomalies by injecting them into random links of Abilene data. Then, it is examined whether these two
methods can detect these outliers. Results show that the ROBPCA method performed better when the data are
contaminated with large anomalies and the PCAGRID method is superior in recall of small anomalies.
Consequently, the two methods that are highly popular in different fields, such as chemometrics, biology, and
engineering, have been applied to network anomaly detection, providing significant performance in the subjected
area, which should be investigated in more detail in future studies.
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Abstract: Polylactide (PLA) is a biodegradable polymer derived from natural resources used in various applications ranging
from medical to packaging. In this study, biocomposites were developed by combining perlite mineral (PER), a natural filler
material, with a biodegradable PLA matrix in incorporated contaminations of 2.5%, 5%, 10%, and 15%. The purpose of this
work is to obtain composites having low production costs while retaining their main properties. Mixing force measurements,
tensile, Shore hardness, impact tests, melt flow indices (MFI), and scanning electron microscopy (SEM) evaluations were
carried out on composite samples to determine the processing, mechanical, melt flow, and morphological aspects of the
developed composites. When the tensile test data were reviewed, minor decreases in the tensile strength and % elongation
parameters were noticed with perlite loadings. The inclusion of perlite powder significantly reduced the impact strength value
of PLA. Composites with high amounts of PER displayed elevated hardness values. While the MFI results were analyzed, it
was deduced that the addition of PER increased the melt flow characteristics of the PLA polymer. At low PER quantities, SEM
micrographs displayed that PER particles were homogeneously distributed in the PLA phase. The particle homogeneity in the
composite morphology deteriorated as the PER loading ratio in the composites rose. According to the overall results, the highest
performance among composites was achieved in the sample including 2.5% PER, and this sample was considered to be the
most suitable option for applications regarding PLA-based biocomposite material purposes.

Keywords: Biocomposites, polylactide, perlite, polymeric composites, biodegradable polymer.

Polilaktid Esash Biyobozunur Kompozitlerde Dogal Bir Katki Maddesi Olarak Genisletilmis
Perlit Mineralinin Kullanimi

Oz: Polilaktit (PLA), tiptan paketlemeye kadar gesitli uygulamalarda kullanilan, dogal kaynaklardan elde edilen ve biyolojik
olarak pargalanabilen bir polimerdir. Bu ¢alismada, biyokompozitler, dogal bir dolgu malzemesi olan perlit mineralinin (PER)
biyolojik olarak pargalanabilen bir PLA matrisi ile %2.5, %5, %10 ve %]15'lik ekleme oranlarinda harmanlanarak
hazirlanmistir. Gelistirilen kompozitlerin islenme, mekanik, erime akisi ve morfolojik 6zelliklerini belirlemek igin kompozit
numuneler {izerinde karistirma kuvveti 6lgtimleri, gekme, Shore sertligi, darbe testleri, erime akis indisleri (MFI) ve taramali
elektron mikroskobu (SEM) degerlendirmeleri yapilmistir. Cekme testi verileri incelendiginde, perlit yiiklemeleri ile gekme
mukavemeti ve % uzama parametrelerinde ufak diistisler goriilmiistiir. Perlit tozunun dahil edilmesi, PLA'nin darbe dayanimi
degerini 6nemli Olgiide azaltmistir. Yiiksek miktarda PER iceren kompozitler, yiiksek sertlik degerleri gostermistir. MFI
sonuglar1 analiz edildiginde, PER ilavesinin PLA polimerinin erime akis 6zelliklerini arttirdigi bulunmustur. Diisiik PER
miktarlarinda, SEM mikrograflari, PER partikiillerinin PLA fazinda homojen bir sekilde dagildigin1 ortaya ¢ikarmigtir.
Kompozit morfolojisindeki partikiil homojenligi, kompozitlerdeki PER yiikleme oran: arttikga bozulmustur. Genel sonuglara
gore kompozitler arasinda en yiiksek performans %2,5 PER igeren numunede elde edilmis ve bu numunenin PLA esash
biyokompozit malzeme amagli uygulamalar i¢in en uygun segenek oldugu degerlendirilmistir.

Anahtar kelimeler: Biyokompozitler, polilaktid, perlit, polimerik kompozitler, biyobozunur polimer.
1. Introduction:

Minerals are commonly employed as reinforcements for polymeric materials due to their low cost and ease
of processing. Perlite is a naturally occurring mineral that is a type of amorphous volcanic silica glass with high
water content. When heated, this aluminosilicate can expand 30 times its initially formed volume. Tiirkiye has the
highest perlite deposits, accounting for over fifty percent of the world's total. The other countries with substantial
perlite abundance include Japan, Greece, Hungary, Iran, USA, Italy, Mexico, and Iran. In addition to the low-cost
plastic additive, coatings, flooring, insulation goods, concrete, lightweight structural components, medicines,
dental substances, detergents, soapy products, and water filtering applications have all found uses for perlite
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mineral [1-9]. As a porous volcanic rock, perlite mineral donates weight-reduction in addition to a decrease in
production cost as it is used as a filler material [10,11].

Perlite mineral was evaluated as reinforcing material for various polymers in experimental studies according
to the literature. In these research studies, perlite inclusions yielded performance improvements for thermal
conductivity characteristics in the case of heat storage behavior of poly (ethylene glycol) (PEG) [12], mechanical
characteristics of polystyrene (PS) based composites [13], decline in the drug release rate of poly (methacrylic
acid) (PMAA) regarding drug delivery application [14]. Additionally, the bone tissue efficiency of hydroxyapatite
(HA) was investigated after the integration of perlite [15]. Melt flow properties of acrylonitrile-butadiene-styrene
terpolymer (ABS) involving perlite powder were reported in which process parameters were not affected by
mineral incorporation related to additive manufacturing application of ABS [16]. The thermal and mechanical
performance of poly (vinyl alcohol) (PVA) composites was also optimized with the help of perlite additions [17].
Biodegradable chitosan polymer was filled with expanded perlite which produced composites that showed
viscoelastic behavior [18]. Perlite-incorporated polyaniline exhibited a reduction in electrical conductivity
compared to unfilled polymers [19]. The flame retardant effect of perlite was also postulated by its integration
with polypropylene (PP) composites involving wood flour [20] and expandable graphite [21]. Polyethylene (PE)
was compounded with perlite in several research works. In these studies, thermal stability and mechanical strength
of composites were reported [22-28]. Thermal insulation behaviors of polyurethane foam (PUF) [29] and epoxy
resin [30] loaded with perlite powder were also studied. PLA-based composites involving perlite were fabricated
in two research affords according to the literature survey. In one of these studies, perlite addition with high loading
amounts (from 20 to 50%) to PLA was evaluated by limited characterization methods including thermal and
structural properties [31]. In another publication dealing with PLA/perlite composites, nanosized perlite was used
with filling ratios ranging from 1 to 7% by weight. Similarly, the thermal decomposition and crystallinity of
composites were reported [32].

Polylactide (PLA) is a broadly accessible thermoplastic made from materials that are renewable
and biodegradable. As a result of these features, polylactide has great potential as a substitution for petroleum-
based products. However, in circumstances needing a high level of mechanical resistance, polylactide's strength
in its unadulterated condition is frequently inadequate. As a result, a great deal of effort has been expended in
researching solutions to this material property defect. The biomedical industry has employed PLA, a biodegradable
aliphatic polyester with good qualities for many polymer applications, mostly because of its high cost, which is
the result of high-priced polymerization and purifying procedures. The main application area of PLA and related
composites is the packaging industry due to its biodegradable character. The use of PLA in textile, transportation,
biomedical, and building sectors also exhibits an increasing trend as well as recently being applied as a filament
feedstock material in the additive manufacturing process [33-36].

In this work, the PLA matrix was compounded with expanded perlite to achieve low-priced and reduced-
weight biocomposites with optimized performances. The resulting composites can be employed as 3D filament
material thanks to the wide use of PLA in this application area. The novelty of the study lies in the experimental
evaluation of perlite inclusion on mechanical, mixing force, and melt-flow behavior of PLA composites since these
properties were not reported in similar research works dealing with PLA/PER composite systems [31,32] as
discussed in the literature survey. Melt-blending method was applied to develop composite samples due to its
practical integration into high-level production stages in the industry. Mechanical characteristics are crucial factors
for PLA as it is used as a packaging material. For this reason, mechanical strength parameters of produced
composites were investigated employing tensile, hardness, and impact resistance tests. Reduction of weight for the
composite material is highly required in vehicles. The inclusion of a natural mineral in bio-based PLA yields a
green composite that retains biodegradable and environmentally friendly behavior. Melt flow measurements were
performed since this characterization provides processing ability in the case of developing 3D printed parts via
PLA-based composite filaments utilizing additive manufacturing techniques. Besides cost-reduction using low-
cost perlite mineral, the force values exerted in the melt-blending process were recorded since it affects the total
production cost in industrial manufacturing steps. Morphological analysis was carried out to visualize the
dispersion quality of perlite particles in composite morphologies.
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2. Experimental
2.1. Materials and instruments:

Expanded perlite with a bulk density of 300-1000 kg/m’ and an average particle size of 40 um was obtained
from Eti Maden, Izmir, Tiirkiye. The commercial name of PLA polymer was Ingeo Biopolymer which was
purchased by Natureworks LLC, USA.

In this study, Xplore Instruments program was employed to quantify force values throughout the extrusion
process. The screw force values in the melt were determined using the micro-compounder's rheological software
as a function of mixing time. Lloyd LR 30 K universal tensile testing machine was used for tensile properties of
composites in accordance with ASTM D-638 standard. Hardness analysis was carried out using an EBP
Electromechanical Equipment digital shore hardness tester according to the ASTM D2240 procedure. Coesfeld
impact tester was utilized to investigate the impact resistance of composite samples having dimensions of
7.6x2.0x50 mm? by ASTM D256 standard method. MFI measurements were performed in accordance with ASTM
D1238 via Coesfield Meltfixer LT under the conditions of a 2.16 kg standard load at 190°C. The JSM-6400
Electron Microscope, a field emission scanning electron microscope, was used for observing the morphological
characteristics of composite materials. A small coating of gold was applied to the surfaces of the cracked samples
from the impact test to establish conductive surfaces.

2.2. Preparation of composites:

Before compounding, PLA pellets and PER powder were vacuum-dried at 80 °C for 6 hours to reduce
moisture content. Co-rotating twin screw extruder (Micro-compounder, 15 ml, Xplore Instruments, Netherlands)
was utilized for developing composites. In the PLA matrix, PER was compounded by loading ratios of 2.5, 5, 10,
and 15 % by weight. Process temperature of 190°C, screew speed of 100 rpm, and mixing time of 5 minutes were
applied during the melt-bending process. Using an injection molding equipment (Micro-injector, Daca
Instruments, USA), test specimens in the shape of dog bones with dimensions of 7.6x2.0x80 mm? were prepared.
The gauge length of the injection-molded specimens was 50 mm. A barrel temperature of 195°C, a mold
temperature of 50°C, and an injection pressure of 8 bar were used in the injection molding process.

3. Results and Discussions:

3.1 Tensile properties of PLA and PLA/PER composites:

The characteristic tensile stress curves versus the percentage strain of PLA and composites were visualized
in Figure 1.
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Figure 1. Stress vs. strain curves of PLA and composite samples.
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PLA displayed brittle behavior according to its stress vs. strain curve since no necking property at the ultimate
strength value. On the contrary, necking behavior was observed for composites filled with low amounts (2.5% and
5%) of PER as curves exhibited a small decline before the breaking point. This finding revealed that PLA/PER
composites showed ductile characteristics in low concentrations of PER inclusions. Composites involving high
adding amounts (10% and 15%) of PER yielded a brittle tendency similar to unfilled PLA. The necking tendency
of a polymer is linked to its ductile property, in which polymer chains resist tensile deformation throughout the
test. In this case, PER particles promote the ductility of brittle PLA polymer as they were incorporated with low
amounts due to their homogeneous dispersion. On the contrary, weak points in polymer structure were formed for
highly-filled PER particles stemming from their poor dispersion in the PLA matrix. The incorporation of PER
regardless of its concentration caused the increase in the initial tensile strength of PLA.
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Figure 2. Tensile strength data of PLA and composite samples.

The ultimate tensile strength data of samples were demonstrated as bar graphs in Figure 2. The tensile strength
of PLA was reduced by inclusions of PER according to Figure 2. PLA/2.5 PER reached maximum strength value
among composites. Further additions of PER caused a slight decrease with a reduction ratio of 7.7% in the tensile
strength of composites. Particulate geometry of PER particles might be responsible for this decrease as similar
findings were reported in studies dealing with the mechanical performance of PER-filled polymers [13,16,28].
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Figure 3. Young’s modulus data of PLA and composite samples.

Figure 3 represents Young’s modulus values of PLA and relevant composites. PLA/10 PER and PLA/15 PER
samples gave higher modulus compared to unfilled PLA where nearly a 5% increase was obtained. This result
implied that the addition of high amounts of PER resulted in the improvement of Young’s modulus of PLA.
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Young's modulus of composites involving high amounts of PER was found to be higher since compounding high
amounts of PER increases the hardness and brittleness of the PLA matrix On the other hand, a small decline was
observed for composites containing low amounts of PER. As displayed with elongation data of samples in Figure
4, percent elongation and elongation at break parameters of PLA showed a decreasing trend with PER loadings.
Obtaining higher elongation values in composites involving low amounts of PER relative to highly PER-filled
composites might be caused by the necking tendency of PLLA/2.5 PER and PLA/5 PER as stated in Figure 1.
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Figure 4. Elongation data of PLA and composite samples.
3.2 Impact resistance of PLA and PLA/PER composites:

The impact properties of PLA and composites are shown in Figure 5. The impact strength of unfilled PLA
was reduced proportionally with the increase in the concentration of PER. Lowering in impact resistance was
found to be more significant for highly-filled PLA/PER composites where a 31% reduction was calculated.
Particulate geometry of PER powder resulted in the propagation of cracks exhibiting a negative effect against
impact deformation of the PLA matrix due to the disorientation of load transfer with the inclusion of PER particles.
Generally, plate-like additives such as graphite and mica donate impact strength thanks to the high surface area of
their layers resulting in the load-bearing capacity during deformation [37-40].
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Figure 5. Impact strength data of PLA and composite samples.
3.3 Hardness performance of PLA and PLA/PER composites:

A and D type Shore hardness results of unfilled PLA and PER-involved PLA composites are postulated in
Table 1.

Table 1. Shore hardness data of samples.

Sample code Shore A Shore D
PLA 95.0£0.1 86.020.1
PLA 2,5PER 95.540.1 86.510.1
PLA 5 PER 96.0£0.1 88.040.1
PLA 10 PER 97.0£0.2 88.540.1
PLA 15 PER 97.540.1 89.5+0.2

As listed in Table 1, the Shore hardness of unfilled PLA was enhanced with the integration of PER into the
composite structure. Hardness values of composites were found to be increased as the PER concentrations were
elevated. Higher hardness values were obtained after PER inclusions thanks to the rigidity of the polymer increased
with the concentration of mineral additive [34]. According to hardness findings, the correlation between Shore A

and Shore D was achieved.
3.4 Force measurements of PLA and PLA/PER composites:

The exerted force values recorded during the melt-mixing process are given in Figure 5. This parameter
provides experimental information before production planning related to the fabrication expenditure of resulting
composite materials prior to high-scale manufacturing stages.
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Figure 6. Force measurements of PLA and composites.
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As displayed by force versus time curves in Figure 6, PER additions caused an increase in mixing force values
since powder inclusions yielded improvement in shear force stemming from enhanced melt viscosity during the
extrusion process. Elevated force values were obtained with an increase in the amount of PER due to the
aggregation tendency of PER particles in the case of their higher concentrations [41-43].

3.5 Melt-flow behavior of PLA and PLA/PER composites:

In order to evaluate the viscosity of macromolecular melts, melt-flow index analysis is widely applied
for thermoplastics. MFI parameters of PLA and relevant composites are shown in Figure 7.
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Figure 7. MFI data of PLA and composite samples.

PER-incorporated composites gave relatively higher MFI values compared to unfilled PLA. The increasing
amount of MFI was found to be remarkable for composite samples containing higher amounts of PER whereas
lower filling ratios of PER displayed very close MFI values to PLA. As an overall observation regarding the melt-
flow behavior of PER-loaded PLA composites, MFI parameters of composites were found to be in a narrow range
concerning unfilled PLA. This result indicates that PER addition caused no restriction to additive manufacturing
application of PLA-based composites as the production of the 3D printing process is considered. The correlation
between MFI measurements and additive manufacturing is previously stated in related research work which
implied that the printability of polymer is highly affected by its melt-flow characteristics [44-48].

3.6 Morphological analysis of PLA and PLA/PER composites:

Morphological characterization of composite samples was carried out via SEM micro-images as visualized
in Figure 8.
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Figure 8. SEM micro-images of composites.

According to SEM micro-images of PLA/2.5 PER and PLA/5 PER samples, PER particles exhibited
homogeneously dispersed morphology into the PLA matrix. Conversely, the dispersion homogeneity of PER
disoriented as their added content increased due to the tendency for forming agglomeration was favored in the
PER phase by particle-particle interactions despite particle-polymer interactions. This finding provided visual
evidence for the reduction in related performances of composites described in earlier sections.

4. Conclusion

PLA is a thermoplastic material derived from renewable resources that is considered a green choice for
petroleum-derived plastics. Perlite, on the other hand, is a naturally occurring volcanic glass mineral that is
frequently used in horticulture, construction, and industrial applications due to its unique properties. While the
combination of PLA and perlite offers several advantages, the specific properties and applications of the composite
depend on factors such as the perlite ratio of PLA, processing methods, and the intended use of the material.
Specifically, in this study, 2.5% PER-added PLA, while exhibiting the highest impact strength compared to other
PER-filled PLAs, was considered to be the most suitable option. The properties of PLA and perlite composites can
be adjusted by changing the composition and processing parameters. This customizability allows manufacturers
to tailor the material to specific application requirements and expand its potential uses. Due to the porous nature
of perlite, it can potentially decompose more efficiently than pure PLA, allowing microorganisms to access the
material more easily. What's more, it can offer greater sustainability. The use of PLA reduces reliance on
petroleum-based plastics and perlite is a naturally occurring resource. The low content of PER is suggested in the
case of PLA-based composites since optimum results were obtained for this loading level in this study.
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Abstract: Two kinds of fresh apricot (Prunus armeniaca L.) samples were sulphurized in various concentrations of sodium
metabisulfite solution at different immersion times. The sulphur contents in fresh apricot samples and in the apricot samples
dried in open air for a week were determined as a function of immersion time. Variations of vitamins of K1, D2, E and
phytosterols were determined as a function of sulphur content of two kinds of fresh apricot samples. It was observed that
amount of vitamins of K1, D2 and E decreased with increasing concentrations of sodium metabisulfite solution and prolonging
immersion time. Moreover, it was observed that there was no regular relationship between sulfur content and phytosterol
changes in both apricot samples. While fatty acids such as palmitic acid, myristic acid and oleic acid were determined in all
apricot samples, the palmitoleic acid, stearic acid and arachidonic acid were encountered in some samples.

Key words: Apricot, sulphurization, vitamins, physterols, fatty acids.

Kiikiirtleme Isleminin Tiirkiye'de Yetistirilen Bazi Kayis1 Cesitlerinin Vitamin, Fitosterol ve
Yag Asidi Diizeyleri Uzerine Etkisi

Oz: iki gesit kayisi rnekleri farkli daldirma siirelerinde cesitli Sodyum metabisiilfit konsantrasyonlarinda kiikiirtlendi. Taze
ve agik havada bir hafta kurutulmus kayist érneklerinin kiikiirt igerikleri daldirma siiresinin fonksiyonu olarak belirlendi. Tki
cesit kayist Orneklerinin kiikiirt igerigine baglh olarak K1, D2 ve E vitaminlerinin ve fitosterollerin degisimleri saptandi.
Sodyum metabisiilfit konsantrasyonunun ve daldirma siiresinin artmastyla K1, D2 ve E vitaminlerinin miktarlarinin azaldig:
gozlendi. Ayrica, her iki kayist 6rneklerinde de kiikiirt igerigiyle fitosterol degisimleri arasinda diize'nli bir iligkinin olmadigi
gozlendi. Palmitik asit, miristik asit ve oleik asit gibi yag asitleri biitiin kayisin1 numunelerinde saptanirken, pamitoleik asit,
stearik asit ve arasidonik asit bazi kayis1 6rneklerinde bulunmustur.

Anahtar kelimeler: Kayisi, Kiikiirtleme, vitaminler, fitosteroller, yag asitleri.
1. Giris

Apricot named as Prunus armeniaca L. which can be produced in the various parts of the World is one of the most
important fruits. Apricot cultivation depends upon the soil compositions, its variety and climate conditions. The
nutrition values, quality and yield of the apricot depend on processing method, variety, climate conditions and soil
composition where apricot trees are cultivated. Apricot can be considered an important foodstuff on account of the
nutrients and its minerals. Since the harvest period for apricots is short and the fresh apricots are quickly
deteriorated, the large amount of apricot all over the world has to be consumed in fresh or be conserved with some
preservation method to consume later. Therefore, some preservation methods such as drying and treatment with
some chemicals are necessary to consume this fruit in different times and places from its producing time and place.
It is reported that 20-25 % of the fresh apricots around the world are dried and processed products of the canned
apricots, apricot jam, nectar marmalade, jelly and cream [1]. By preservation of this fruit, the economic loss of the
fruit can be decreased and nutrition loss can be protected. The preservation methods will most likely protect the
perishable foodstuff from spoilage and supply economic value by exporting. The drying of foodstuff with and
without pretreatment prevents or retards microbial or non-microbial spoilages. The pretreated apricots with the
sulphur contained substances should be dried since water dependent activities can be either prevented or retarded
by drying process and Millard reactions can be either prevented or retarded by sulphurization. Moreover, the drying
period of time is shortened for the pretreated apricots since shells of apricots are injured during sulphurization,
allowing to remove moisture easily. The sulphurization that can be done by sulphur dioxide, bisulfites and
metabisulfites is one of the most important effective methods used to prevent or retard browning reactions in the
foodstuffs. Although the sulphurization prevents or retards browning reactions in the foodstuff, it should be done
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carefully since sulphur content in apricots is necessary to be less than 2000 ppm that is a maximum allowable
value.

Enzymatic and non-enzymatic reactions can take place during drying and storage of apricots. The formation
of intermediate carbonyl products owing to series reactions in foodstuff can be called as non-enzymatic browning
reactions that result in undesired brownian pigments with polymerization. The formed intermediate carbonyl
products and reducing sugars react directionally with sulfites during the non-enzymatic reactions to prevent
melanoids of those intermediate products. Ascorbic acid called as the reducing substance in enzymatic Brownian
reactions inhibits color deterioration by reducing the o-kinons to the o-phenols while the ascorbic acid cracks
down. The amount of ascorbic acid should be more than enough in reaction medium since ascorbic acid is
consumed out, there will be no inhibitors on browning reactions. Furthermore, the ascorbic acid is consumed out
by the oxygen having important role in browning reactions that can be retarded with reduction of the oxygen in
reaction medium. Glaucous and fructose having, respectively, free aldehydes and ketones are called as the reducing
sugars. The nutrition value of the foodstuff can be decreased with Millard reaction reducing sugar with proteins or
amino acids.

In apricot drying, the sliced, halved or whole samples of apricot are commonly exposed to either directly to
sun lights or conventional hot air that can be heated by sun lights ([2], [3]). Drying process and pretreatment of
apricot samples affect quality of apricot, which is subject of several researchers ([4], [S], [6]). Horoz et al. [7] used
hot air and microwave together to dry apricot samples in which quality of the dried apricot samples was compared
with conventional drying process and it is claimed that the quality of apricot dried in the combined drying process
(hot air +microwave) is better than that of the dried in conventional method. Albanese et al. [5] used hot air and
infrared together to dry apricot in which quality of dried samples was compared with the sun drying apricot and it
was claimed that the quality of apricot dried in this process is better than those dried in the sun lights. The combined
drying process for the sulphurized and unsulphurized apricot samples was investigated by Ozbek et al. [8] to
determine difference from the conventional drying method/methods in terms of hardness, color, retention of
vitamin C, antioxidant activity, total phenolic content and B-carotene of apricot samples. According to food
legislation, the allowable largest sulphur content is 2000 mg/kg (ppm) in dehydrated fruits. The sulphur dioxide
preserves the texture and color of apricots and thus taste characteristics by inhibiting browning reactions and
microbial deteriorations, which makes the dried apricots attractive to the consumers. It was reported by Pala et al.
[9] that the amount of carbon hydrates, protein, oil, moisture, cellulose, total acid and ash in apricot depend upon
variety of the apricot. Belloso and Barrichero [10] stated that some kinds of apricots are more suitable for drying
to give vitamins, high calorific values and mineral rich products. The contents of minerals, vitamins, appearances
and calorific values affected by the preservation method namely sulphurization and drying processes determine
the quality of a foodstuff. Vitamins A, E and C having antioxidant roles against oxidative damage and cofactors
for many enzymes must be taken into body ([11], [12], [13]).

In the sulphurization process, the fresh apricot can be sulphurized with either water soluble sulfite salts such
as NaxS>0s and K2S>0s or sulphur dioxide used to preserve their color and to exterminate microbial agents that
cause spoilage. The apricot samples are dried in open-air sun drying before and after removing stones from apricot.
Pizzoferrato et al. [14] reported that sulfites are converted into the harmless products such as sulfate ions by
oxidizing or removing from the foodstuff by evaporating. Polyphenol oxidase activity is prevented by decreasing
pH of the solution used for sulphurization of apricot lower than 4.2 [15]. On the other hand, non-enzymatic
browning reactions were accelerated in alkaline solution or neutral medium [16]. It was reported that the prevention
of the browning reactions of litchi pericarp can arise from inhibition of polyphenol oxidase activity and
stabilization of anthocyanins. Non-enzymatic and enzymatic browning reaction in vegetables and fruits can be
prevented by sulphurization process ([17], [2]). The formation of H2SOs increases with increasing sulphur
concentration in the treatment solution, which results in values of larger titratable acidity [18].

In none of the reviewed papers, the variations of K1, D2, E and phytosterols in two kinds of apricot samples
locally known hacihaliloglu and kabaagi with concentrations of sodium metabisulphite (SMBS) solution and
immersion times and thus, sulphur contents were not investigated. Therefore, in this study, variations of K1, D2,
E (a-tocopherol and o-tocopherol) vitamins and phytosterols as a function of immersion time were examined for
various concentrations of SMBS solution. Moreover, amounts of fatty acids such as the myristic acid, oleic acid,
palmitic acid, stearic acid palmitoleic acid and arachidonic were tried to determine in all apricot samples
sulphurized in various concentrations of SMBS solution at different immersion times.

2. Material and Method

The chemicals used in the sulphurization and titration preprocesses were 37 % HCI, Na>S20s, 35% H20,
NaOH, Brome phenol, Ethyl alcohol that were in analytical grade and purchased from Sigma Chemical Co.
(Darmstadt, Germany).

124



Fethi KAMISLI, Nazh Giilim MUTLU

Two different kinds of apricot samples locally known as hacihaliloglu and kabaas1 (Prunus armeniaca L.)
existed in the apricot research center in Malatya, Turkey were collected in the same side of the tree with the same
size, the same ripeness (pH = 4.25-4.35 for hacihaliloglu, pH = 4.30-4.50 for kabaasi1) and the same appearance
for each kind of the apricot samples to use in the experimental study. The harvested apricots samples were put into
plastic bags and transferred to the laboratory and the apricot specimens in the plastic bags were kept in refrigerator
at 5 °C. pH of fresh hacihaliloglu and kabaas1 apricot samples was measured to be in ranges of 4.25-4.35 and 4.30-
4.50, respectively. In order to measure pH values of apricot samples, the apricot samples were homogenized in the
homogenizer having three fold the distilled water of the apricot weight and the mixture was filtered using Whatman
No.1 filter paper. The pH values of the apricot samples were measured using Mettler Toledo Delta pH meter.

The hacthaliloglu apricot is one of the important apricot type to dry in Malatya, Turkey. This fruit has an
average size (25 -35 g) in yellow color with reddish cheek and less water content, and shell of this fruit is thin and
it is a luscious fruit. Kabaas1 apricot type has a large size (30-45 g) with oval and symmetric shape and the shell
of this fruit in the yellow color is thick and it is a very luscious fruit.

All apricot samples used in the study were sulphurized with sodium metabisulfite (Na2S20s) that releases
SO2 when it dissolves in water. In other words, it forms sulphurouse acid (H2SO3), bisulfite (HSO3)!' and sulphur
three oxide (SOs3)? in water. Sodium metabisulfite (Na2S205s) solutions were prepared in various concentrations
namely 5, 15 and 20 % (w/v) to sulphurize apricot samples at different immersion times.

After sulphurization with various concentrations of sodium metabisulfite (SMBS) at different immersion
times namely 15, 45, 60 and 90 minutes, all apricot samples were dried in open air for a week to determine the
effect of drying process on the sulphur content of the apricot samples. As it is known, the drying, one of the oldest
preservation method, is used to preserve food stuffs since beginning of human’s history. The water content of food
decreases with drying times and thus, water-dependent microbial deterioration in the food stuff is either decreased
or entirely preserved with decreasing water activity [19]. In this study, the apricot samples were taken out from
immersion utensils and placed on the cloths to be dried in open air. After three days of the drying, the stones of
apricot samples were taken out and the apricot samples were shaped by hands and the shaped apricot samples were
left to be dried in the open air for another four days. The dried apricot samples were put into the sterilized bags
and closed carefully and then placed in a deep freeze at -60 °C and kept in there until being analyzed for
determining sulphur contents of apricot samples.

3. Sulphur, Vitamins and Fatty Acids Analysis
3.1.1 Determination of sulphur in the apricot samples

The 5 g apricot sample treated with the certain concentration of SMBS solutions and certain immersion times
were taken into homogenizer and made it slurry with 50 ml the distilled water. This slurred apricot sample
(homogenized sample) was put in a round-bottom flask and 40 ml 15 % HCI was added into it. All remains of
slurred apricot sample were transferred to the round-bottom flask by washing homogenizer with 100 ml distilled
water. The flow of N2 was adjusted to be 40 bubbles per minutes in the round-bottom flask since flow rate of N2
is the most critical factor in performing experiment. N2 and the releasing gas consisting of SOz and SOs were taken
into 10 ml of 3 % H20z solution in a trap tube connected to the outlet of a condenser. The mixture (homogenized
apricot sample + distilled water + 15 % HCI) in the round-bottom flask was boiled under the condenser mounted
on the top of the round-bottom flask for 60 minutes to release sulphur compounds in the sulphurized apricot
samples. The homogenized apricot samples were boiled in the presence of HCI to release the sulphur compounds
in the apricot samples since HCI solution damages the structure of apricots [15] and damages become more
pronounced by increasing acid concentration and temperature [20].

The reaction being taken place in the trap tube containing 10 ml of 3 % H20xz solution can be written as in
Equation (1).

H>0 + SO3; + SO2 +H202 — 2 H2SO4 (1
The solution in the trap tube was put into a flask and added 2-3 drops of brome phenol indicator and then exposed
to titration with 0.1 M NaOH solution to determine sulphur contents of apricot samples. The following formula

derived from the naturalization reaction between NaOH and H>SO4 was used to calculate amount of sulphur in the
apricot samples since the neutralization reaction as shown in Equation (2) can take place in the titration process.
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H2SO4 +2 NaOH — Na:SO4 +2 H.O 2)

S ( ppm) = 16000 L se0n naors

apricot

Here S stands for amount of sulphur in ppm, M molarity of NaOH solution, V volume of NaOH in L and W weight
of apricot sample in kilograms.

3.2 Preparation of apricot samples for vitamins and oil analysis

All slurred apricot samples were centrifuged at 600 rpm for 10 minutes to obtain pellets from the apricot slurry. 2
g of pellets was taken into falcon tube and 10 ml hexane propyl alcohol with butylated hydroxytoluene (BHT) was
added into the tube and homogenized in the homogenizer. After homogenization process, the samples were again
centrifuged at 600 rpm for 10 minutes and supernatant being formed at the top of tubes was taken and filtered with
Whatman No.1 filter paper for analysis of vitamins and oils.

3.2.1 Analysis of vitamins

5 ml methanol-potassium hydroxide was added to the supernatant and the obtained solution was kept in an oven
at 85 °C for 20-30 minutes. After the tube was removed from the oven 5 ml distilled water was put into the tube,
after that 10 ml hexane propyl alcohol was added and the tube was waited at the room temperature for 12 hours
for a phase separation. The supernatant (upper phase) being formed at the top of tube was taken and placed in the
oven at 37 °C to evaporate. After evaporation takes place, 1 ml acetonitrile/methanol was added into the tubes with
remains of the samples and vortexed and then the samples were taken into 1 ml vials. Analyses were performed
by HPCL (Shimadzu, Kyota, Japan) in which acetonitrile/methanol (60 % v +40 % v) was used as a mobile phase
at rate of 1 ml/s. The UV detector was used to determine amount of a vitamin. Supelcosil LC18 (14x46 cm, 5 pum,
sigma, USA) was used as column. Amounts of vitamin E, D and K were determined with the HPCL according to
the method described in the papers by Catignani [21] and Miller, Lorr & Yang [22]. Detection wave length for
vitamin E was chosen to be 296 nm and for vitamin D2 and K1 were chosen to be 265 nm.

3.2.2 Analyses of fatty acids

5 ml of 2 % methanolic H2SO4 was added into the supernatant obtained from homogenization process and resulting
solution was vortexed and incubated at 55 °C for 12 hours. 5 ml of 5 % NaClI was added into the solution after
cooling down at the end of the incubation [23]. 5 ml n-hexane was added to methyl ester of fatty acid formed in
reaction medium. The levels of all specimens in tubes were made to be equal and they were closed and were made
upside-down. After having been waited at room temperature for 5 hours, the supernatant was taken and 5 ml of 2
% KHCOs solution was added and the sample tubes were closed and made them upside-down and were waited for
3 hours. After this period of time, the supernatant was taken into small tubes exposed in the oven at 37 °C to
evaporate. After the evaporation process was completed, the tubes with remains were filled 1 ml n-hexane to solve
those remains and then samples were put into vials in which samples were analyzed with Shimadzu GC17. 25 m
long, 0.25 pm inner radius, 25 pwm film thickness of capillary column (Machery-Nagel, Germany) was used to
analyze the sample. During fatty acids analyses, the injection temperature was kept constant at 240 °C and detector
temperature at 280 °C and the program for column temperature was adjusted from 120 °C to 220 °C. An increase
in the temperature was adjusted to be 5 °C/min. up to 200 °C and after this point, the increase in the temperature
was adjusted to be 4 °C/min. up to 220 °C. Nitrogen was used as a carrying gas.

During analysis, methyl ester of standard fatty acid was injected into the GC to determine the time for each
fatty acid of a sample analyzed. After performing this operation, the amount of fatty acids was calculated with unit
of mg/kg using class GC10 program.

3.2.2.1 Analyses of phytosterol

The determination of phytosterol in oils was carried out according to the method described in ISO 12228-1:2014.
In this method, ethanolic potassium hydroxide solution is used to saponify oil by boiling under reflux. The sterols
have to be separated from fatty acid anions and the unsaponified mater isolated by solid-phase extraction an
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aluminum oxide column (Merck, Darmstadt, Germany). Also the thin-layer chromatography (Merck, Darmstadt,
Germany) was used to separate sterols from other unsaponified matters. The separated sterols were determined by
GC using betulin as internal standard. 25 m long, 0.25 pm inner radius, 25 um film thickness of capillary column
(Machery-Nagel, Germany) was used to analyze the sample. The conditions applied for temperature here were the
same as in fatty acids analysis.

4. Results and Discussion

As mentioned previously, two kinds of fresh apricot samples locally know hacihaliloglu and kabaas1 were
sulphurized in various concentrations of SMBS solution at different immersion times. The Sulphur contents of
apricot samples as a function of immersion time for various concentrations of SMBS solution were determined for
both kinds of fresh and dried apricot sample. Variations in vitamins and phytosterols of two kinds of fresh apricot
samples as a function of immersion time for various concentrations of SMBS solution were also determined.

For each run, the values given in either graphics or tables for the sulphur content, vitamins K1, D2, E and
phytosterol and fatty acids were the average value of three apricot specimens that were treated at the same time.

4.1 Variation of sulphur with immersion time

In order to determine the effect of immersion time and concentration of SMBS solution on the sulphur content
in apricot samples, two kinds of apricot samples locally known as hacihaliloglu and kabaasi at the same size, the
same ripeness, and the same appearance were collected from the same tree for each kind of apricot sample. While
some of the samples were put into the sterilized bags and put in refrigerator to use later, some of them were
immediately immersed into the SMBS solutions at 5 %, 15 % and 20 % (w/v) for 15, 45, 60 and 90 minutes of
immersion times.

The sulfur contents of fresh hacihaliloglu apricot samples immersed into various concentrations of SMBS
solutions as a function of immersion times. It was observed that the sulphur contents of apricot sample increase
with increasing immersion time at each concentration of the SMBS solution. The sulphur contents of apricot
samples also increase with increasing the concentrations of the SMBS solution. The maximum sulphur content of
the apricot samples was obtained at the maximum concentration and the maximum immersion time namely 20 %
of the SMBS solution and 90 minutes of immersion time, respectively.

The sulphur content of the fresh kabaagi apricot samples immersed into 5 %, 15 % and 20 % of SMBS
solution as a function of immersion time. As in hacihaliloglu apricot samples, the sulphur contents of kabaasi
apricot samples increase with increasing immersion times and the concentration of the SMBS solution. While
minimum sulphur content of apricot specimens was obtained at the shortest immersion time and the lowest
concentration of the SMBS solution, the maximum sulphur content of apricot samples was obtained at the longest
immersion time and largest concentration of the SMBS solution. While the sulphur content of hacihalliloglu apricot
samples increase with immersion time, those of kabaasi apricot samples become almost constant after the
immersion time of 45 minutes at high concentrations namely 15 % and 20 % of the SMBS solution.

When the sulphur contents of the fresh hacihaliloglu and kabaas1 apricot samples immersed into 5 % of the
SMBS solution are compared, it will be seen that the sulphur content of both kinds of apricot samples are close to
one another. However, the sulphur contents of the fresh hacihaliloglu and kabaasi apricot samples are different
from one another at the high concentration namely 15 % and 20 % SMBS solution for all immersion times.
Although the amount of sulphur absorbed by both kinds of apricot specimens increase with increasing immersion
times, the sulphur contents of kabaas1 apricot samples were found to be higher than those of hacihaliloglu for all
immersion times at high concentrations namely 15 % and 20 % SMBM solutions. While sulphur content of
hacihaliloglu apricot samples increase linearly with immersion time at all concentrations of the SMBS solution,
those of kabaasi apricot samples became almost constant after the immersion time of 45 minutes at high
concentration namely 15 % and 20% of the SMBS solutions.

4.2 Effect of drying on sulphur content of apricot samples

Two kinds of apricot samples locally known as hacihaliloglu and kabaas1 sulphurized in the 5, 15 and 20 % SMBS
solutions for the immersion times of 15, 45, 60 and 90 minutes were dried in open air for seven days. The variation
of sulphur content in the dried apricot samples as a function of immersion times and the concentrations of the
SMBS solution were also determined for hacihaliloglu and kabaasi apricot samples. As expected, the trend for
sulphur content obtained during sulphurization was observed to be maintained after drying process. In other words,
the apricot samples with the highest or the lowest sulphur content in the sulphurization had the highest or the
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lowest sulphur content after drying, respectively. While the sulphur contents of the fresh hacihaliloglu and kabaas1
apricot samples sulphurized in 5 % of SMBS solution were close to one another for all immersion times, the
sulphur contents of the dried hacihaliloglu and kabaas1 apricot samples were found to be different from one another
for all immersion times. Before drying, the sulphur contents of hacihaliloglu apricot samples were less than those
of kabaas1 apricot samples for concentrations higher than 5 % SMBS solution. After drying, the trend for sulphur
content of apricot samples was maintained. The existed difference between the sulphur contents of the
hacihaliloglu apricot samples and that of the kabaas1 apricot samples increased with drying. This can be attributed
to the structure of kabaas1 apricot samples allows water to evaporate more than that of hacihaliloglu. The levels of
moisture, carbohydrate, cellulose, nutrient, mineral contents, calorific values, vitamins depend on variety of
apricot. Therefore, the apricot variety is an important parameter and some kinds of apricots are more appropriate
for drying to give high vitamins, mineral-rich products and calorific values [10]. Amounts of moisture,
carbohydrate, protein, oil, total acid, cellulose and ash in apricots change with apricot varieties [9].

Amount of sulphur per unit mass of the apricot samples increases according to evaporation of water in the
structure of apricot samples with drying time.

4.3 Effect of sulphur content on vitamin and phytosterol of apricot samples

Vitamin K1, vitamin D2, and vitamin E (a tocopherol and ¢ tocopherol) were found in all apricot samples
considered in the present study. The amount of a tocopherol in the apricot samples was found to be higher than
those of other vitamins. Amount of vitamin K1 of the fresh hacihaliloglu apricot samples sulphurized in 5, 15 and
20 % SMBS solutions was illustrated in Figure 1a as a function of immersion times. As can be seen from the figure
amount of vitamin K1 in the fresh hacihaliloglu apricot samples decreases with increasing both the concentrations
of the SMBS solution and the immersion times, and thus, the content of sulphur in the specimen. While the highest
value for vitamin K1 was obtained at the lowest concentration of the SMBS solution and the shortest immersion
time, the lowest value for vitamin K1 was obtained at the highest concentration of the SMBS solution and the
longest immersion time.
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Figure 1. Variation of vitamin K1 of fresh apricot samples with immersion times for various concentrations of
SMBS solution
(a: Hacihaliloglu, b: Kabaas1)

The trend for variation of vitamin K1 with the concentration of SMBS solution and the immersion time similar to
hacihaliloglu apricot samples was observed for kabaasi apricot samples as illustrated in Figure 1b. While the
highest value for vitamin K1 was obtained at the lowest concentration of the SMBS solution and the shortest
immersion time, the lowest value for vitamin K1 in the fresh kabaags1 apricot samples was obtained at the highest
concentration of the SMBS solution and the longest immersion time.

Vitamin K1, resisting heat, dissolvable in oil, can be inactivated by alkali strong acids, radiation and oxidase
agents. Here while acidity of apricot samples increases with sulphur content, the concentration of SMBS solution
and the immersion time makes the amount of vitamin K1 decrease in the apricot samples.

Variation of ¢ tocopherol in hacihaliloglu apricot samples with concentration of the SMBS solutions and
immersion times were depicted in Figure 2a. As can be seen in the figure while the highest value for ¢ tocopherol
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in the fresh apricot samples sulphurized in various concentrations and immersion times was found at the lowest
concentration and the shortest immersion time, the lowest ¢ tocopherol in the fresh apricot sample was obtained
at the highest concentration of SMBS solution and the longest immersion time. The trend for variation of &
tocopherol with concentration of the SMBS solution and immersion time similar to hacihaliloglu was observed for
kabaas1 apricot samples as evidenced in Figure 2b

Variation of vitamin D in the fresh hacihaliloglu apricot samples sulphurized in 5, 15 and 20 % SMBS
solution was illustrated in Figure 3a as functions of immersion times of 15, 45, 60 and 90 minutes. As seen in the
figure while the highest value for vitamin D2 in the fresh apricot samples sulphurized in various concentrations
and immersion times was found at the lowest concentration of SMBS solution and the shortest immersion time,
the lowest vitamin D2 in the fresh apricot sample was obtained at the highest concentration of SMBS solution and
the largest immersion time. The trend for variation of vitamin D2 with concentration of the SMBS solution and
immersion time similar to hacihaliloglu apricot specimens was observed for kabaasi apricot samples as evidenced
in Figure 3b.
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Figure 2. Variation of 6-tocopherol of fresh apricot samples with immersion times for various concentrations of
SMBS solution
(a: Hacihaliloglu, b: Kabaas1)

20 Hacihaliloglu 0.5 Kabaasi
o —m—5 % SMBS B}
= =
E —&— 15 % SMBS 2
= —e—20 % SMBS o
A 10 A
= g —&—5 % SMBS
E g —a— 15 % SMBS
_§ #‘hﬁ#ﬂq ; 0 —e—20 % SMBS

o
o

. 50 . 100
0 20 40 60 80 100 Immersion time (min.)

Immersion time (min.)

Figure 3. Variation of vitamin D2 of fresh apricot samples with immersion times for various concentrations of
SMBS solution
(a: Hacihaliloglu, b: Kabaas1)

The o tocopherol (vitamin E) that is a quite powerful antioxidant decreased with increasing concentration of
SMBS solution and immersion times for both sulphurized fresh hacihaliloglu and kabaas1 apricot samples. In other
words, while the highest value of a tocopherol in both sulphurized fresh hacihaliloglu and kabaasi apricot samples
was observed at the lowest concentration and the shortest immersion time, the lowest value of a tocopherol in both
sulphurized fresh hacihaliloglu and kabaasi apricot samples was found at the highest concentration of SMBS
solution and the longest immersion times as illustrated in Figure 4a and Figure 4b, respectively.

It is known that vitamins can be oxidized with time, heat and light. Amounts of vitamins decreased with
increasing concentrations of SMBS solution and prolonging immersion times as evinced in Figs. 1-4. In this study,
the enzyme causing oxidation may be inhibited with acidification in some apricot samples (pH less than 4.2). As
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mentioned earlier, Jiang et al. [24] reported that no polyphenol oxidase activity was observed in the enzymatic
reaction below pH 4.2. Moreover, it was indicated that co-pigmentation of anthocyanins in litchi fruit can be
formed with a suitable treatment with acids and thus, stabilized the anthocyanin pigments [25].

Processing time, temperature, oxygen concentration in drying atmosphere, light, and pH value of a sample
affect the loss of vitamins during fruit and vegetable processing. As can be seen from Figs. 1-4, amounts of
vitamins of K1, D2 and E in both kinds of apricot samples sulphurized in various concentrations of SMBS solution
at different immersion times decreased with increasing concentrations of SMBS solution and prolonging
immersion times. This observation agrees with previous studies ([27], [4], [26], [28]). Karabulut et al. [26] reported
that the light accelerated degradation in vitamin C. Furthermore, it was reported that degradation in vitamin C can
be accelerated with light intensity and an increase in Sulphur content of samples ([28] and [4]).
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Figure 4. Variation of a-tocopherol of fresh apricot samples with immersion times for various concentrations of
SMBS solution
(a: Hacihaliloglu, b: Kabaas1)

The ergosterol, sigmasterol and B-sitosterol were found in both hacihalliloglu and kabaag1 apricot samples.
The stigmasterol among the phytosterols was observed to be the largest one in the hacihalliloglu apricot samples.
Amounts with standard deviations of the -sitosterol, the stigmasterol and ergosterol in the fresh hacihaliloglu and
kabaas1 apricot samples sulphurized in various concentrations of the SMBS solutions at different immersion times
are given in Table 1 and Table 2, respectively. As can be seen in the tables the relation between amount of
ergosterol and sulphur content in the samples is not in order. Amount of ergosterol in the fresh hacihaliloglu apricot
samples sulphurized in 5 and 15 % of the SMBS solution are higher than those in the fresh kabaasi apricot samples
sulphurized in the same concentration of SMBS solution.

The relationship between concentrations of SMBS solution and thus, sulphur content and the stigmasterol
content in both kinds of apricot samples are not in order as seen in Table 1 and Table 2. The stigmasterol in both
kinds of apricot samples are usually higher than that of the ergosterol. As being the ergosterol and the stigmasterol,
B-sitosterol contents in both kinds of apricot samples do not change orderly with concentrations of the SMBS
solution and immersion times as illustrated in Table 1 and Table 2, respectively.

While the myristic acid, palmitic acid (16:0), linoleic acid (18:2, n6t) and a-linoleic acid (18:3, n3) were
found to be in all apricot samples considered in present study, the other types of fatty acids were encountered some
of the apricot samples. The contents of palmitic acid of fresh hacihaliloglu and kabaas1 apricot samples sulphurized
in various concentrations of SMBS solution at different immersion times were found to be 91 mg/kg and 110
mg/kg, respectively. The given value of palmitic acid for each kind of apricot sample was an average of lots of
apricot samples sulphurized in various concentrations of SMBS solution at different immersion times.

The contents of myristic acid of fresh hacihaliloglu and kabaasi apricot samples sulphurized in various
concentrations of SMBS solution at different immersion times were found to be 198.1 mg/kg and 121.1 mg/kg,
respectively. The given value of myristic acid for each kind of apricot sample was an average of a lot of apricot
samples sulphurized in various concentrations of SMBS solution at different immersion times.
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Table 1. Values of phytosterols for hacihaliloglu apricot samples

. Concentration of SMBS solution
gﬁ‘:‘gﬁiﬁ‘; 5% | 15% [ 20% | 5% [15% ] 20% | 5% | 15% | 20%
B-sitosterol (mg/kg) Stigmasterol (mg/kg) Ergosterol (mg/kg)
15 48,75 77 42 88,6 95,7 54,2 1,7 6,7 1,95
4.2 +6.5 | £3.35 | £6.34 | £8.2 +5.16 | £0.165 | £0.93 | £0.113
45 39,2 63 42,5 99,9 90,6 0,1 1,5 4,6 0,95
+3.43 | £5.23 | £3.85 | £8.35 +7.2 | £0.012 | £0.132 | £0.82 | £0.054
60 26,15 | 85,05 | 85,85 | 111,05 | 92,15 ND 1,4 2,25 1,7
123 6.4 | £8.2 | £10.52 | £8.5 +0 +0.135 | £0.213 | £0.144
90 68,6 | 92,15 | 53,2 157,6 90,3 0,35 3,51 1,5 0,45
525 | £7.3 | #4.87 | £13.65 | £7.6 | £0.028 | +£0.292 | +0.145 | £0.075

The numbers after + sign point out standard deviation. ND: not detected

Table 2. Values of phytosterols for kabaasi apricot samples

Concentration of SMBS solution
gﬁ‘:‘gﬁiﬁ‘; 5% [ 15% [ 20% [ 5% | 15% [20% | 5% | 15% | 20%
B-sitosterol (mg/kg) Stigmasterol (mg/kg) Ergosterol (mg/kg)

15 84,8 | 35,65 | 49,45 | 98,6 | 87,2 | 89,1 0,25 0,05 2,6
6.2 | £3.25 | £+4.85 | £7.62 | £7.65 | +8.65 | £0.025 | £0.0042 | +0.18

45 753 | 33,1 | 53,05 66 89,8 | 98,8 ND 0,075 3,2
1+6.54 | £2.83 | £5.25 | £6.35 | £7.85 | 9.35 0 +0.0035 | +0.22

60 296 | 262 | 3945 | 56,8 | 8325 | 67,7 0,1 0,125 23
3.15 | £2.03 | +4.35 | #4.85 | #8.38 | +£5.78 | £0.015 | +0.021 | +2.43

90 942 | 39,55 | 11,8 107 | 84,85 | 41,6 0,95 0,145 1,2
+8.5 | £3.52 | £1.15 | £9.82 | £7.85 | £3.83 | £0.097 | £0.0135 | +0.097

The numbers after + sign indicate standard deviation. ND: not detected

While the average values of linoleic acid (18:2, n6t) and a-linoleic acid (18:3, n3) of fresh hacihaliloglu
apricot samples sulphurized in various concentrations of SMBS solution at different immersion times were found
to be 121.5 mg/kg and 77.3 mg/kg, respectively, the average values of those acid in kabaas1 apricot samples
sulphurized at the conditions that were applied to hacihaliloglu apricot samples were found to be 63 mg/kg and
64.3 mg/kg, respectively.

The acids such as palmitoleic acid (16:1, n7), stearic acid (18:0), oleic acid (18:1, n9t), oleic acid (18:1, n9c),
linoleic acid (18:2, n6¢) and arachidonic acid (20:4, n6) were encountered in some samples.

5. Conclusions

Two kinds of apricot samples locally known hacihaliloglu and kabaasi were sulphurized in various
concentrations of SMBS solution at different immersion times. The sulphur contents of fresh apricot samples as a
function of immersion time were depicted for each kind of apricot samples for various concentrations of SMBS
solution. Furthermore, the sulphur contents of the apricot samples dried open air for a week were determined as a
function of immersion time for each kind of apricot samples for various concentrations of SMBS solution.
Variations of vitamins of K1, D2 and E and phytosterols in each fresh apricot sample were determined as a function
of immersion time for various concentrations of SMBS solutions and thus, the sulphur contents of apricot samples.
It was observed that amount of vitamins of K1, D2 and E decreased with increasing concentration of SMBS
solution and prolonging immersion time and thus, increasing sulphur content of both kinds of apricot samples.
Variations of phytosterol in both kinds of apricot samples sulphurized in various concentration of SMBS solution
at different immersion times were not in order. While fatty acids such as the myristic acid, palmitic acid and oleic
acid were determined in all apricot samples sulphurized in various concentrations of SMBS solution at different
immersion times, the palmitoleic acid, stearic acid, oleic acid and arachidonic acid were encountered in some
samples.
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Abstract: With the widespread use of wireless communication technologies and IoT applications, researchers are developing
approaches that utilize WiFi signals for indoor location determination. In this study, indoor positioning process based on
heuristic optimization-based methods was performed by creating weighted visibility matrices of access points based on WiFi
signal strength (RSSI) values. In the proposed method, the PSO and GA approaches determine the position of the mobile user
using a common fitness function based on the visibility weight matrices. The proposed method has been tested on a virtual
scenario where position ranges based on RSSI ranges are determined. Both heuristic optimization methods are compared
according to different criteria and the positioning process is performed with a maximum error of 3m for the GA based method
and a maximum of 1.5m for the PSO based method.

Key words: WiFi Indoor Positioning, Visibility Graphs, PSO, GA.

Sezgisel Optimizasyon Kullanan Agirhikh Goriiniirliik Grafi Tabanh Kapah Alan WiFi
Konumlandirma Yontemi

Oz: Kablosuz iletisim teknolojilerinin ve IoT uygulamalarmin yaygmlasmasiyla birlikte arastirmacilar, WiFi sinyallerini i¢
mekan konum tespiti i¢in kullanan yaklagimlar gelistirmektedir. Bu ¢alismada WiFi sinyal giicii (RSSI) degerlerine dayali
erisim noktalarmnin agirlikli goriiniirliik matrisleri olusturularak sezgisel optimizasyon tabanli yontemlere dayali i¢ mekan
konumlandirma islemi gergeklestirilmistir. Onerilen yontemde, PSO ve GA yaklagimlari, goriiniirliik agirlik matrislerine dayali
ortak bir uygunluk fonksiyonu kullanarak mobil kullanicinin konumunu belirler. Onerilen yontem, RSSI araliklarma dayal
konum araliklarmin belirlendigi sanal bir senaryo iizerinde test edilmistir. Her iki sezgisel optimizasyon yontemi farkli
kriterlere gore karsilastirilmis ve GA tabanli yontem i¢in maksimum 3m, PSO tabanli yontem i¢in maksimum 1,5m hata ile
konumlandirma islemi gerceklestirilmistir.

Anahtar kelimeler: WiFi, Kapali Alan Konumlandirma, Goriiniirliik Graflari, PSO, GA.
1. Introduction

Shopping malls, parking garages, airports etc. determination of location information in large indoor areas
such as, has become an important need for service users and business managers. Today, indoor positioning systems
can be realized with different approaches with the development of wireless communication technologies and the
spread of IoT applications. The types of wireless communication used here are generally communication
technologies such as WiFi and Bluetooth that every user can carry on their smartphone. WiFi communication
technology is communication in the 2.4 — 2.5 GHz or 5.0 GHz frequency range and with the IEEE 802.11 protocol.
In WiF1i indoor positioning applications, since the distance between the mobile wireless communication source
and the communication with the access point can be calculated with a scalar (non-directional) value, there are more
than one reference access point in positioning systems. At this point, features such as signal strength (RSSI,
Strength) and response time to the signal of wireless communication between access points and mobile users are
used.

In the literature, there are many studies focused on indoor positioning [1-14]. In a study, a high-performance
positioning process was performed with a method based on the round-trip time (RTT) of WiFi signals [1]. Here,
researchers have developed two different position estimation approaches, which they call coarse and fine. The
methods proposed in the literature study were tested in an area of 96m? with 8 reference access points, and in 80%
of the test scenarios, the position determination process was performed below the deviation value of 2.5m.

In another study, the authors investigated the effects of antenna number and antenna connection methods for
indoor positioning systems using triangulation [2]. In another study, a comparison of the error depending on the
communication frequency was carried out in the WiFi signal strength-based (RSSI) positioning process [3]. In the
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proposed method, WiFi positioning is performed with a Knn-based method. As a result of the comparison made
in the method applied for the 2.4 and 5.0 GHz frequency communications, it was concluded that the location
estimation process with the 5.0 GHz communication was more successful. In addition, in the study, the positioning
method based on signal strength (RSS) and positioning methods based on path loss were also compared. As a
result of this comparison, it was seen that the positioning methods depending on the signal strength gave a higher
performance. In another study, an image-based method that automatically configures floor plans for indoor
positioning systems (IPS) is proposed [4]. In another study, they developed a classifier in an encoder-decoder
structure by using past WiFi signal intensity data for indoor positioning and performed floor and building
determination with this classifier [5]. In another study, a method using qr code technology was proposed for IPS
[6]. In some studies, Ultra-Wide-Band wireless communication technologies were used [7,8]. With UWB wireless
communication technology, indoor positioning can be performed very successfully. So much so that in IPS where
WiFi or Bluetooth signals are used, the position error is calculated in the order of meters, while in the UWB-based
systems, the error is calculated in the order of centimeters. As a matter of fact, in the study numbered [8], the
indoor positioning process was carried out with an error of approximately 9 cm. Despite the high performance of
UWB-based methods in positioning applications, they are less preferred in such applications because they have
high costs. Table 1 includes the technologies used in studies focused on indoor positioning systems in the literature.

In this study, the visibility weight matrixes depending on the WiFi strength characteristics of the wireless
communication of WiFi access points and mobile users are determined and the wireless communication
environment is expressed with visibility graphs. Then, the moving position was estimated by heuristic optimization
methods using the fitness function based on the visibility weight matrix. Two different methods using GA and
PSO heuristic optimizations have been developed to solve the problem. Each method was compared according to
calculation speed and performance criteria.

Table 1. Approaches belong to indoor positioning focused studies.

Literature Aporoach Motivation
Study PP

[1] WiFi Weighted Scaling
[2] WiFi Triangulation
[3] WiFi Comparative Study
[4] Image Processing Image Processing
[5] WiFi Fingerprinting
[6] QR Code QR Code Landmark
[7] UWB Fingerprinting
[8] UWB Range Error Calibration
[9] WiFi Fingerprinting
[10] Bluetooth Beacons BLE
[11] WiFi Triangulation
[12] WiFi Temporal — Spatial Fetures
[13] Bluetooth Beacons Triangulation
[14] WiFi Comparative Study

2. Visibility Graphs

It will be useful to explain the Visibility Graphs in detail for a better understanding of the proposed method.
Visibility Graphs, objects, signals, etc. They are graphs in which a weight matrix is used that deals with the visibility
relations with each other. Today, visibility graphs are used in many fields such as robotics, signal processing and
path planning. In computer science, graphs are expressed as a vector of nodes (V) and a matrix of edges (E).
Visibility graphs are also expressed with G=(V, E) as in classical graphs. For a better understanding of the mentioned
structure, the visibility matrix of the objects in the environment given in Figure 1 is given in Table 2 and the visibility
graph expressed by this matrix is given in Figure 2. As you see, the neighborhoods of objects can see each other in
Fig 1, has been assigned 1 and the other neighborhoods has been assigned 0 in weight matrix given in Table 2.
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Figure 1. Sample environment belong to given visibility graph in Fig 2.

Table 2. Visibility Matrix Belong To Given Visibility Graph In Fig 2.

A|B |C|D|E |F |G
A 0 |1 1 1 {0 |0 |O
B 1 {0 |0 (1 |O (O |O
C 1 {0 |0 (1 |O (O |O
D 1 1 1 (0 |1 1 1
E 010 |0 |1 (0 |1 (O
F 010 |0 |1 1 |0 |1
G 010 |0 |1 (0 |1 (O

Figure 2. A sample visibility graph.

There are many studies using Visibility Graphs in the literature [15-22]. In one of these, the EEG activities of people
with Alzheimer's disease were performed using a visibility graph-based method [15]. The study is a very important
example for signal processing applications of Visibility Graphs. Visibility graphs are widely used in signal
processing applications today. Especially in neurology, the use of visibility graphs is quite common for the detection
of epileptic seizures that occur with the irregularity of EEG signals. In one of the literature studies we discussed, it
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focused on the classification of motor images obtained from EEG signals with a versatile, weighted visibility graph
and a deep learning-based method [16]. In another study, a method using visibility graphs was used to detect bearing
failures in asynchronous motors [17]. In another study, pulse variability-related visibility graphs were used to detect
late-onset sepsis in premature infants [18]. In another study, visibility graphs were used to determine the routes of
ships [19]. In other studies, methods using visibility graphs are suggested for radar antenna scanning type detection
and recognition [20-21]. In another study focused on radars, a visibility graph-based method has been proposed for
low probability intercept (LPI) radar signal detection and recognition [22].

In this study, a weighted visibility graph based on the ability of indoor wifi sources to communicate with each
other and the RSSI values of wifi signals has been constructed. Reference access points and the visibility of the wifi
source to be determined are discussed in the graph. Since the location of the reference points is known, the estimation
of the location of the mobile wifi source is performed with two separate methods based on GA and PSO. The
proposed methods are tested on a virtual scenario. Existing positioning approaches usually focuses on fingerprinting
of WiFi signals broadcasted from different sources. Our motivation in this study is predicting position by
constructing a visibility graph using WiFi signals strength and position optimization using heuristic methods. By
this way, data collection and tagging which the most difficult step of fingerprinting become unnecessary and this
situation makes our method very appliable.

In the virtual scenario, the mobile WiFi source is assumed to be a smartphone, and the WiFi communication distance
limit is configured to match the wireless communication capabilities of the smartphones. Since wifi signals are
highly susceptible to noise in distance conversions based on RSSI values, value ranges are used. Visibility weights
were determined with values between 0-1 assigned to each weight. After testing, the proposed methods were
compared according to different criteria.

3. Proposed Approach

In this study, as mentioned before, an indoor positioning method based on Visibility Graphs and heuristic
optimization is proposed. The wireless communication technology to be used for positioning here is WiFi. In indoor
positioning methods where WiFi communication is used, signal characteristics such as signal strength (RSSI),
round-trip time (RTT) belonging to more than one access point and a mobile WiFi source are generally used. In this
study, visibility graphs are created based on RSSI values. The weight matrix of the visibility graphs created based
on the RSSI values is used in the fitness function in the intuitive optimization step. The general block diagram of
the proposed method is given in Figure 3.

RSSI to Distance

I
Conversion |
:_. -

Visibility Weight Distance ranges

corresponding to RSSI corresponding to RSSI I
ranges (Z) ranges (D) I
P e — —_—— e — — —

Heuristic I

Optimization

, I

Initial |

* Population I

Construction of l + |

Visibility Graph Iterations I

__l__-l

Predicted Positions

Figure 3. An overall block diagram of Proposed Method.
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3.1. RSSI to Distance Conversion and Construction of Visibility Graph

In the proposed method, the aim is to estimate the location of the WiFi source, whose location is desired to be
determined, by using the relationship between the RSSI value and the distance to the access point, with a method
based on the distances from more than one access point. The mathematical expression used to calculate the RSSI
value is given in Equations (1) to (6) [23].

Pi(d) = P(do) + 10nlog () + X, (1)

RSSI = P, — P,(d) )

P(d) = P(dy) — 10nlog (1) = X, 3)
—A4— 4y _

RSSI = A — 10nlog (do) X, @)

RSSI' = A — 10nlog(d) Q)

d= 10(A—RSSI)/10n (6)

Here, P, (d) represents the path loss of the received signal when the distance is d meters. P, (d,) refers to the
path loss of the reference distance received signal. n denotes the path loss index in a given environment. It shows
the speed of path loss increasing with increasing distance. Xo s in dB and represents the coverage factor. A
represents the signal strength received from the reference point. Here, RSSI' refers to the RSSI values measured
multiple times. As can be seen from the equation sets, distance conversion from RSSI can be performed with more
than one RSSI value taken from the reference points. But as mentioned before, wifi signals are very sensitive to
noise. Therefore, distance ranges corresponding to RSSI value ranges were used while creating visibility graphs.
In addition, visibility weights between 0 and 1 are assigned to each value range. In Figure 4, the pseudo-code of
the approach introduced for the creation of visibility graphs is given. Here, visibility weights are created according
to RSSI intervals. N stands for RSSI intervals, Z stands for visibility weights corresponding to this interval. V
represents the wifi resources in the environment and W represents the weight matrix.

3.2. Heuristic Optimization

After the visibility graph was built, two separate methods based on Genetic Algorithm (GA) and Particle
Swarm Optimization (PSO) were developed to perform position estimation. In Figure 5, the block diagrams of both
methods are given, and in Figure 6, the block diagram that expresses the operations of the individual module used
in both methods. As can be seen here, the initial populations for both methods were generated using a random
approach. Then, the Euclidean distances of each individual in the population to the reference access points were
determined. After this process, the visibility weights corresponding to the distance intervals obtained were
determined and the visibility graphs of the individuals were constructed. Here, the fitness function is determined
based on the difference averages between the visibility matrices. In both methods, iterations continue until an
individual with a fitness value of 1.

1. W= zeros(size(v),size(v))
2. for i in size(v):

3. forj in size(v):

4. ifi==)):

5. continue

6. end

7. for k in size(N):

8. if rssi(V[i],V[j]) between N[k]:
9. W(ij[j] = Z[k]

10. end

11. end

12. end

13. end

Figure 4. Obtaining of the weight matrix.
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Figure 5. Heuristic optimization methods.(a:GA,b:PSO)
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Figure 6. Processes of individual module using in Heuristic Optimization step.

4. Experimental Results

A virtual scenario was set up to test the proposed method. The first thing to consider here is the maximum
distance that the WiFi sources used in the virtual scenario can reach. As it is known, the wifi communications of
smart phones have a range of about 30m indoors. However, WiFi communications with an RSSI value below -80
dBm are unstable. Therefore, in the configuration made, a communication scenario with an RSSI value of -80dBm
at a distance of 30m was emphasized. RSSI library is integrated into Python programming language for distance
and RSSI value conversions. This library provides a function that takes the reference RSSI-distance pair and returns
the corresponding RSSI value in meters. At this point, the reference RSSI value we give to the relevant function is
-80dBm, and the distance value is 30 meters. In Figure 7, the graph showing the change of the distance value
depending on the RSSI value in the relevant configuration is given. In Table 3, the distance ranges and visibility
weights corresponding to the selected RSSI intervals are given. As seen in Figure 7, the curve in the graph has a
logarithmic character. The reason for this is understood from the mathematical expressions given in Equation 1-6.
The proposed method will be tested in a 1800m? virtual area. The area mentioned here has dimensions of 30mx60m.
Access points are located at 15m intervals horizontally and vertically.
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Figure 7. Distance graph based on RSSI.

Table 3. Visibility weights corresponding to rssi and distance range.
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Figure 8. Virtual indoor environment.

In Figure 8, a diagram expressing the placement of access points in the virtual environment is given. In Figure
9, the graph expressing the visibility relations of the access points with each other is given.
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Figure 9. Visibility graph belongs to Access Points.

4.1. Experimental Results of PSO

Users at random positions were added to the virtual environment created for testing the PSO-based positioning
method. In Table 4, the randomly added user positions and the predicted positions of these users with PSO, and the
Euclidean distance of the predicted position from the actual position are given. The PSO was run at 50 population
counts and 150 iterations. In Figure 10, the actual position, and the predicted position of the test case no. In Figure
11, the visibility graph of the test case numbered III is given. In Figure 12, the positions of Test Case V are marked.

Figure 13 shows the convergence graph of the PSO.

Table 4. Test results of PSO.

Test No. Real Predicted Euclid
Position Position Distance
I (25,50) (26,50) Im
II (12,20) (12.43,20.38) 58cm
111 (18,27) (19.42,26.96) 1.42m
v (2,5) (2.59,5.39) 72cm
A% (7,29) (7.35,29.07) 36cm
60 L] [ ] [ ]
50 1
[ ] [ ] [ ]
40
30 [ ] [ ] [ ]
L N ]
20 1
10 1
04 ® [ ] [ ]

10 15

0 5 20 25 30
Figure 10. Real and predicted positions belong to Test Case 111, (red: Predicted, blue:Real, green:Reference

Access points).
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Figure 11. Visibility graph belongs to Test Case III.
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Figure 12. Real and predicted positions belong to Test Case V, (red: Predicted, blue:Real, green:Reference
Access points).
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Figure 13. Fitness values belong to iterations.
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4.2. Experimental Results of GA

Users at random positions were added to the virtual environment created for testing the GA-based positioning
method. In Table 5, randomly added user positions and their predicted positions with PSO, and the Euclidean
distance of the predicted position from the actual position are given. The GA was run for 10 populations and 1500
iterations. In Figure 14, the actual position and the predicted position of the test case IV on the virtual environment
are marked. In Figure 15, the visibility graph of the test case no. III is given. In Figure 16, the positions of Test
Case V are marked. Figure 17 shows the convergence graph of the GA.

Table 5. Test results of GA.

Test No. Real Predicted Euclid
Position Position Distance
I (25,50) (25,49) 1m
11 (12,20) (11,19) 1.41cm
I (18,27) (18,26) 1m
v (2,5) (2,8) 3m
A\ (7,29) (7,28) 1m
6014 @ [ ] [ ]
50
[ ] [ ] [ ]
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3041 @ [ ] [ ]
201
L ] [ ] [ ]
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{ ]
[ ]
o4 @ L ] [ ]
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Figure 14. Real and predicted positions belong to Test Case IV, (red: Predicted, blue:Real, green:Reference
Access points).

Figure 15. Visibility graph belongs to Test Case IV.
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Figure 16. Real and predicted positions belong to Test Case V, (red: Predicted, blue:Real, green:Reference
Access points).
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Figure 17. Fitness values belong to iterations.
5. Discussion

When the experimental results are examined, it’s seen that our position estimation approaches has achieved with a
meter degree error. The results of comparisons between PSO and GA based methods proofed that the PSO based
methods performance is better than GA based method. Because, almost all test error of PSO based approach is in
centimeter degree, only one test error of GA based approach in centimeter degree. Besides, when Figures 13 and
17 are compared, PSO based method converges the optimum results faster than GA based method. Figure 10 and
Figure 12 indicate us the real position and predicted positions and sensibility of both methods.

6. Conclusions

In this study, visibility graphs depending on Wi-Fi signal strength were created for indoor positioning and these
graphs were used in the fitness function of two different heuristics for position estimation. When the experimental
results are examined, it is seen that the PSO-based position estimation method works with a higher performance
than the GA-based position estimation method. This situation is thought to be due to the presence of the position
update approach in the working principle of the PSO and the search in the solution space with the crossover
approach in GA. In addition, GA gave the results without converging the fitness value to 1.0 in many estimation
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processes, PSO gave the results by obtaining a fitness value of 1.0 in each study. If we consider the working speed
of the methods as another comparison criterion, it has been observed that PSO has a great advantage over GA
(almost 250 times). In general, the developed approaches have achieved very efficient results in terms of
performance (error < 1.5m) and position estimation time (340 ms) for PSO.
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Abstract: The prediction of heart disease has gained great importance in recent years. Efficient monitoring of cardiac patients
can save tremendous number of lives. This paper presents a method for classification and prediction of electrocardiogram data
obtained from 452 patients representing the risk of cardiac arrhythmia. The aim of the study is to select highly related features
with arrhythmia risk by using three different feature selection algorithms. In addition, various machine learning models are
utilized for the classification task such as k-Nearest Neighbors (k-NN), Support Vector Machines (SVM) and Decision Tree
(DT). The experimental results show that combination of a purposed feature selection method which later is called “Matched
Selection” using SVM classifier outperforms other combinations and have an accuracy of 81.27% while k-NN and DT
classifiers have an accuracy of 69.66% and 73.50% respectively. The study, in which detailed analyses are presented
comparatively, is promising for the future studies.

Keywords: Arrhythmia, Classification, Feature Selection, Matched Selection.
Oznitelik Secim Algoritmalarinin Kombinasyonu ile Kardiyak Aritminin Simiflandiriimasi

Oz: Kalp hastaliklarmin énceden tahmin edilmesi son yillarda biiyiikk énem kazanmugtir. Kalp hastalarimin etkin bir sekilde
izlenmesi, sayisiz hayatin kurtarilmasini saglayabilir. Bu makale, kardiyak aritmi riski tasiyan 452 hastadan elde edilen
elektrokardiyogram verilerinin siniflandirilmas1 ve hastaliklari tahmin edilmesi icin yenilik¢i bir yontem sunmaktadir. Bu
¢alismanin ana hedefi, ii¢ farkli 6znitelik se¢me algoritmasini kullanarak aritmi riski ile yiiksek derecede baglilik gosteren
oOzniteliklerin se¢ilmesidir. Ayrica, siniflandirma gorevi i¢in En yakin komsular algoritmasi(k-NN), Destek Vektor Makineleri
(SVM) ve Karar Agaclar1 (DT) gibi ¢esitli makine 6grenimi modelleri kullanilmaktadir. Deneysel sonuglar, Destek Vektor
Makineleri (SVM) smiflandiricisi ve "Eslestirilmis Se¢im" 6znitelik se¢im yonteminin diger kombinasyonlari geride biraktigini
gostermektedir. Bu kombinasyon %81.27 dogruluk oranma sahipken, k-NN ve DT siniflandiricilarinin dogruluk oranlari
strasiyla %69.66 ve %73.50'dir. "Detayli analizlerin karsilagtirmali olarak sunuldugu bu ¢alisma, gelecekteki arastirmalar i¢in
umut vadetmektedir.

Anahtar Kelimeler: Aritmi, Smmiflandirma Oznitelik Se¢imi, Eslestirilmis Se¢im.

1. INTRODUCTION

Cardiac diseases are considered as life threatening among chronic diseases which are responsible for many
casualties around the world. Prevention or early detection can save many lives by monitoring heart activity. There
are some technological methods such as ECG to examine these cardiac activities. An electrocardiogram (ECG) is
the basic technique used to monitor heart activity in human beings. This technique can detect and diagnose various
heart conditions, including arrhythmias (irregular heartbeats), heart attacks, and heart disease [1]. During an ECG,
electrodes are placed on the chest, arms, and legs, and they pick up the electrical impulses generated by the heart.
The impulses are then transmitted to a machine that records the data and produces a graph of the heart's activity.
The results of an ECG can help doctors determine if there are any problems with the heart's rhythm or if the heart
muscle is damaged [2]. The P, Q, R, S, and T waves are components of an electrocardiogram (ECG) that represent
different phases of the cardiac electrical cycle [3]. Certain features of these waves such as peaks, duration and
pauses between two waves provide key information to diagnose any abnormalities. In an arrhythmia, the electrical
impulses that control the heart's rhythm are disrupted, causing the heart to beat too fast, too slow, or irregularly.
There are many types of arrhythmias, including atrial fibrillation, atrial flutter, supraventricular tachycardia,
ventricular tachycardia, and ventricular fibrillation [4]. Arrhythmia can cause a range of symptoms, including
palpitations (a feeling of fluttering or racing in the chest), dizziness, shortness of breath, and chest pain. In some
cases, arrthythmias can be life-threatening. Thus, early detection of arrhythmia is essential. If left untreated,
arrhythmia can also lead to more serious complications, such as stroke, heart attack, or even sudden cardiac death.
However, if detected early, arrhythmia can often be effectively managed with medication, lifestyle changes, or
medical procedures such as ablation or implantation of a pacemaker or defibrillator [4].
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In summary, early detection of arrhythmia is important because it can lead to effective management and
prevention of serious complications. For the reasons described, there are many studies in the literature. In a work,
Giivenir et. al. used VFIS5 algorithm which is majority deterministic algorithm for classification of Arrhythmia data
set. Arrhythmia data set is also used in this study. By using the VFI Algorithm with 10-fold cross validation
technique, the accuracy was obtained as 62%. Authors also used genetic algorithm to make VFI5 Algorithm
effective and increased the accuracy to 68%. Moreover, 50% and 53% accuracy were obtained in regarding study,
respectively, by applying Naive Bayes and Nearest Neighbors classifiers [3]. In another work, Niazi et. al.
analyzed the same data set, Arrhythmia. They classified the data set using SVM and k-NN algorithms. They
applied improved F-score and sequential forward search (IFSFS) for the feature selection process. After
performing 20-fold cross validation on their presented model, average accuracy of 73.8% in case of KNN, and
68.8% in case of SVM [5]. Isin and his colleague Ozdalili used pre-trained deep learning models for ECG
arrhythmia diagnosis. They employed AlexNet as a feature extractor and basic neural network for the classification
of the extracted features. They obtained 98.51% accuracy while the testing accuracy is around 92%. In the light of
their findings, they claimed that transfer learning can be an efficient automatic cardiac arrhythmia detection
method [6]. Sannino and Pietro presented a study of ECG beat classification using MIT-BIH Arrhythmia
Database. They proposed a deep learning approach developed by using Tensor Flow and Google deep learning
library. Their experimental results show that the accuracy, sensitivity, and specificity metrics of the model are
more efficient than the state of the art [7]. Alfaras et. al. proposed an automatic ECG arrhythmia classifier based
on machine learning technique known as Echo State Networks which are a type of recurrent neural network (RNN)
that have gained popularity in the field of machine learning. They used the MIT-BIH AR and the AHA ECG
databases. They declared that the obtained results are comparable with the state of the art [8]. In another study
Togacar M. and his colleagues classified chest CT’s by using different ML models and improved the results by
integrating MRMR algorithm to their model [9].

One of the most important parameters effecting the success of a machine learning (ML) application is the
data set used in the model training process. The reliability, precision and efficiency of ML model is directly
dependent on the data set. In order to achieve high performance, the data set with high numbers of features and
samples must be pre-processed before the training phase. These improvements in the data set can be achieved by
using feature selection methods [10]. Feature selection algorithms reduce the size of the data and make the data
set suitable for training phase by choosing the most relevant features in the data set. Yasar Ciklacandir and her
colleague reduced their sample size by 90% by using feature selection methods such as; CHI2, MRMR and ReliefF
in their work. Authors obtained 83.58% and 89.89% using DT and SVM classifiers respectively. [11]

The main goal of feature selection is to identify the most informative and relevant features which are most
strongly associated with the target variable. By reducing the number of features, feature selection can help to
improve the accuracy and generalizability of the model, as well as reduce the risk of overfitting [12]. In this paper,
an improved feature selection method is proposed achieving higher classification accuracies for the Arrhythmia
data set. Three different feature selection methods are applied on the data set for obtaining the most discriminative
features. After the feature selection process, ML algorithms are implemented for the classification.

The aim of the study is to determine the most effective combination of the feature selection method and the
classification algorithm. The study divided into three parts consists of the following scheme: In the first part, the
data set and the methods used in this study are presented. Additionally, the usage of feature selection algorithms
and classification processes are explained. In the next section, the findings obtained from the applied methods are
presented. In the final section, the obtained results are reveled and recommendations for further studies are given.

This study aimed to effectively diagnose cardiac arrhythmias using the data set from the UCI Machine
Learning Repository. By employing different feature selection methods and classification algorithms. Our research
experiments led to the development of an improved feature selection method, achieving superior classification
accuracies. Notably, the matched selection method consistently outperformed its alternatives, with a maximum
accuracy of 81.27% when used with the SVM classifier. A similar result is obtained by Alshamlan H. and his
colleagues. They identified and classified genes involved in the progression of the Alzheimer's Disease. Authors
used SVM classifier with various feature selection methods such as; MRMR, CFS, CHI2 and F-Score. They
achieved classification accuracy of 84% with the MRMR and F-Score filter methods. [13] Despite slightly longer
completion times, our proposed method demonstrated remarkable accuracy and robustness, offering promising
implications for improving cardiac arrhythmia diagnosis.
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2. MATERIALS AND METHODS

2.1. Data Set: The purpose of this study is to classify the presence and the types of cardiac arrhythmia disease by
using an ECG data set created from various patients. To serve this purpose, the data set taken from UCI Machine
Learning Repository, contains ECG recordings of 452 patients. There are 279 features for all measurements,
represented by the columns of the data set. Labels of the classes from 1 to 16 in the 280th column is representing
the type of arrhythmia patients encounter [14]. The data set contains missing measurements. Regarding missing
data is handled by setting as zero. The most occurring three classes in the data set are normal rate, right bundle
branch block and coronary artery disease with their respective occurrence rates are 54.2, 11.1, 9.7 per hundred
subjects. All the features of the data set are given in Table 1. below.

Table 1. Features in the data set

Number of Feature Features Number of Feature Features
79 :R'
1 F1:Age 19 ) _Wave, small peak
Jjust after R
2 f2 :Sex 20 S 20 : S wave
3 /3 : Height o1 S :Numl?er of-mtrmslc
deflections, linear
: Existy
4 F4 s Weight 2 f2> : Existence of.ragged
R wave, nominal
/>3 : Existence of diphasic
5 /5 : QRS duration 23 derivation of R wave,
nominal
6 4 : PR interval o4 f24 : Existence ofragged
) P wave, nominal
/25 : Existence of diphasic
7 f7 :Q-T interval 25 derivation of P wave,
nominal
3 5+ T interval 26 f26 : Existence ofragged
X T wave, nominal
/57 : Existence of diphasic
9 fo P interval 27 derivation of T wave,
nominal
10 f10 : QRS 160. f 160 : JJ wave, linear
11 ST 161. f1s1 : Q wave, linear
12 Sf12:P 162. f162 : R wave, linear
13 f13 :QRST 163. f163 ' S wave, linear
14 Sf1a:d 164. f164 : R wave, linear
15 f15 : Heart rate 165. f1ss5 : S' wave, linear
16 f15 : Q wave 166. f166 : P wave, linear
17 f17 : R wave 167. f167 : T wave, linear
18 f1s S wave

All of the above features from 16 to 27 measured for the DI channel are also measured for the DII channel
(f2s-f39), DII channel (f10-f5:), AVR (Augmented Vector Right) channel (f52-f53), AVL (Augmented Vector Left)
channel (fs+-f75), AVF (Augmented Vector Foot) channel (f7s-fs7), V1 channel (fss-fo9), V2 channel (fioo-f111), V3
channel (f112-f123), V4 channel (f124-f135), V5 (f136-f147), V6 channel (f14s-f159). AVL, AVR, AVF, V1, V2, V3, V4,
V5, and V6 are the names of the channels used in a standard 12-lead ECG to record the electrical activity of the
heart from different perspectives. AVL is a modified chest lead that provides a view of the heart's electrical activity
from the left lateral perspective. Likewise, AVR provides this activity from a right side. AVF is a modified limb
lead that provides a view of the heart's electrical activity from the foot or inferior perspective. V1 to V6 are chest
leads that are placed on specific locations on the chest to provide a view of the heart's electrical activity from
different angles. Together, these leads or channels allow healthcare professionals to assess the electrical activity
of the heart from multiple perspectives, which helps them diagnose a wide range of cardiac conditions, including
arrhythmias, and other abnormalities. The following measurements from 160 to 167 are obtained from the DI
channel. Features 168 (f1ss) and feature 169 (fi69) named QRSA and QRSTA, respectively, are derived from some
of the metrics detailed as follows:
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QRSA = sum of areas of all segments divided by 10. (Area = width x height + 2)

QRSTA = QRSA + 0.5 x width of T wave x 0.1 x height of T wave. (If T is diphasic then the bigger segment is
considered).

The features from 160 to 167 measured for the DI channel are also measured for the DII channel (fi70-f179),
DIII channel (f1s0-f189), AVR channel (f190-f199), AVL channel (f200-f209), AVF channel (f210-f219), V1 channel (f220-
f229), V2 channel (f230-f239), V3 channel (f240-f249), V4 channel (f250-f259), V5 (f260-f269), V6 channel (f270-f279).

2.2. Feature Selection: The data set contains many features, and using all of these features can lead to long
processing times, incorrect classification and low prediction results. It may be sufficient to consider only some of
the features in determining the disease that the patient will encounter. The selection of relevant features is an
important step in machine learning as it can reduce the complexity of the model and increase its accuracy,
interpretability, and efficiency [15]. There are several methods for feature selection, and they can be classified into
three categories: filter methods, wrapper methods, and embedded methods.

2.2.1. Wrapper Methods: Wrapper methods select features by evaluating the performance of a machine learning
model with different subsets of features. They can select the most relevant features and account for the interaction
between features. However, they can be computationally expensive and prone to overfitting. Examples of wrapper
methods include recursive feature elimination, forward selection, and backward elimination [16].

2.2.2. Embedded Methods: These methods select features during the training of a ML model. They can be
computationally efficient and select the most relevant features for a specific model. However, they may not always
select the most relevant features for other models, and they can be sensitive to the choice of the model. Examples
of embedded methods are Lasso Regularization, Ridge Regularization, and Decision Tree-Based feature selection
[17].

2.2.3. Filter Methods: Filter methods select features based on their statistical properties without considering the
performance of the model. They can be fast and efficient. However, like the embedded methods, they may not
always select the most relevant features. Examples of filter methods include chi-squared, mutual information,
correlation-based feature selection, and variance threshold [17].

In a nutshell, filter methods are computationally efficient but may not always select the most relevant features.
Wrapper methods can select the most relevant features but can be computationally expensive. Embedded methods
can be efficient and select the most relevant features for a specific model but may not always be suitable for other
models. Therefore, two different filter methods and a purposed hybrid approach are performed in the paper. Feature
selection algorithms are applied before the classification process, such as a pre-processing filter operation. In this
study, three different feature selection algorithms were applied including Minimum Redundancy Maximum
Relevance, Chi-square, and Matched Feature Selection Method. These methods are briefly described in the
following subsection.

Minimum Redundancy Maximum Relevance (MRMR) Feature Selection Method: This method creates the
smallest set of features which consists of highly related features with class labels. This algorithm calculates
relevance and redundancy of the respective feature with class labels and create a score list by using these
calculations. In every loop, algorithm reduce the size of the data set until it reaches the determined set size or
maximum number of repetitions. Therefore, processing time of the algorithm increases as the desired size of the
data set is decreased [18].

Chi-square Feature Selection (Chi2) Method: Chi-Square test to all features and create list of features with
their respective scores. Desired features can be obtained via setting a number of features or setting threshold score
to take all features with higher score values. The processing time of this method is independent from the desired
number of features as it calculates for all features once [19].

Matched Feature Selection (MFS) Method: This purposed method combines the two different methods
mentioned the previous subsections: MRMR and Chi-square. The algorithm works by calculating both MRMR
and Chi-square test scores for all of the features once. After this stage, algorithm calculates the mean scores for all
of the features. Finally, as in the second method, a threshold can be set for selecting the relevant features for
prediction. This algorithm provides a robust set of features, also has a similar completion time to Chi-square test
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and similar performance to the MRMR algorithm. All of the algorithms have the same inputs including features,
labels and the threshold level that can be set by the user. Output of the algorithms are the first set scores assigned
to each feature. Number of features they selected according to the threshold level, the reduced data set is created
with the important features. Afterwards, the created data set is employed for the train and the test procedures of
the selected ML models.

2.3. Classification: Machine learning classification is a process of predicting a categorical label or class for a
given input based on the patterns and relationships learned from a labeled training dataset. The classification
process involves several steps:

Data preparation
Feature selection
Model selection.
Training, validation, and test the selected model.

Overall, the purpose is to create an accurate and efficient model which can generalize well to unseen data and
automate the classification task. The classification process is carried out by using the ML models which described
in the following subsections.

2.3.1. k-Nearest Neighbors (k-NN): The k-NN algorithm is one of the easiest and simplest algorithms for
classification and prediction tasks. k-NN classifies new data based on its respective distances with the other
samples. In order to utilize k-NN algorithm, it is necessary to determine the number of the neighbors which is
demonstrated as ‘k’. The key point of the algorithm is the selection of the k value, which directly affects the
performance of the output [20].

Algorithm calculates all the distance between new data and each existing sample, these distances are listed
and sorted from low to high. First k samples are considered from the list. Number of k class labels are counted,
and new data are assigned to a class with the highest number of a certain class labels.

The algorithm is a distance based and there are numerous ways to calculate distances. However, the most
common method is Euclidian Distance calculation and normalization. The visual representation of the algorithm
can be seen in the Figure 1.
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Figure 1. Visual representation of the k-NN algorithm.

2.3.2. Support Vector Machines (SVM): Support Vector Machines Algorithm is capable of determining
difference between the samples. SVM uses decision functions to classify new data. Decision functions are created
during the training process of the model [21]. SVM uses different methods for classification of multi-class data
sets. In this study, two different SVM classification methods are concerned: one vs. one (OvO), and one vs. all
(OvA). One vs. one considers only two classes while creating the support vectors which helps to separate the
classes. For every combination of two classes, there must be a different decision vector in order to separate classes
from each other. On one hand, this method results in high precision of classification and prediction rate. On the
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other hand, process needs a high requirement of processing time since every two class combinations require a
decision vector, particularly in a great number of classes.

The second method, one vs all, considers all classes while creating the support vectors. Thus, every class
requires only one decision function. This method results in low precision of classification and prediction, also high
chance of errors in the process. However, all classes need only one decision function completion time of this model
would be lower than the first method. Main differences between these methods are their completion time and the
precision. Both algorithms classify the new data by inserting the data in the decision functions created during the
training process.

2.3.3. Decision Trees (DTs): This algorithm is based on the comparison of class parameters. This algorithm is
used tree-like structures for classifying the new data [22]. The algorithm uses root-node-leaf relation. Every leaf
of the tree is corresponding to a class label. Nodes of the tree are representing the features of the data set. For the
root node feature which has the highest relation with the class label must be used.

Entropy and gain calculations are utilized in the algorithm in order to determine the level of feature — class
relation. First entropy of the class labels is calculated, then entropy of all features with the class labels are
computed. Finally, the gain is calculated by subtracting the second value from the first. Feature with the highest
gain is used for the regarding specific node. This algorithm mostly uses with great amounts of samples in the data
set and have small amounts of features. Structure of the algorithm is visualized in the Figure 2.

Decision Node Decision Node
| Leaf Node | | Leaf Node | | Leaf Node |
Decision Node
‘ Leaf Node | ‘ Leaf Node |

Figure 2. Structure of the Decision Tree Algorithm.

2.4. Proposed Feature Selection Method: The proposed model operates by subjecting the dataset to the MRMR
and CHI2 feature selection algorithms. These algorithms compute relevancy score values for each feature, which
are subsequently normalized. After normalization, these scores are multiplied by specific coefficients to create a
combined value. This combined value is compared to the predetermined threshold value. Those exceeding the
threshold value are stored to include in the newly created dataset. Finally, a new dataset is created with the original
ranks and contents of the stored features. This dataset, along with the number of features, is returned as output to
the main function.

3. FINDINGS AND DISCUSSION

Purpose of this study is to determine the risk of cardiac arrhythmias based on the ECG data from the patients.
For realizing this purpose, experimental setup is created by implementing all described algorithms. A block
diagram consists of the functions created and their respective input and output parameters also the interconnections
between them are given Figure 3.
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Figure 3. Block diagram of the experimental setup.

Upon successful implementation of the code and addition of a result evaluation section, the setup undergoes

testing. The test results for a threshold level of 0.35 are given in the Figure 4 and Figure 5.

The test procedure is repeated for various threshold values, resulting in varying success rates. The table
consisting of the results from different tests is created and it can be seen in Table 2. Using the results from the
table, performance comparison graphs are created and illustrated in Figure 6, Figure 7, and Figure 8 for the k-NN,
SVM and DT algorithms respectively. Comparison of different feature selection algorithms for each classification

algorithm can be seen in those figures.

While the model tested with different threshold values, the completion time of feature selection algorithms

were recorded to use in the performance evaluation. These records can be seen in the Table 3.
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Figure 4. Accuracy of the classifiers for different feature selection algorithms.
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Threshold  Completion

level time(Total)
0,1 5,33
0,15 5,06
0,2 4,87
0,25 5,52
0,3 5,06
0,35 4,89
0,4 4,94
0,45 5,47
0,5 5,05
0,55 5,77
0,6 5,97
0,65 7,79
0,7 9,04
0,75 7,79
0,8 8,68
0,85 10,25
0,9 9,75
0,95 7,72
1 4,85
Mean
Standart Deviation

Maximum Value
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Figure 5. Accuracy of k-NN classifier for the different feature selection algorithms and different k values.

Table 2. Results of the algorithm tests

K-NN
CHI2
44,99
53,41
52,18
59,00
59,42
50,94
58,67
47,00
51,67
48,53
55,28
43,73
59,46
56,32
54,39
49,38
59,93
53,48
36,03
52,31
6,17
59,93

Matched
51,72
58,67
60,66
49,27
53,79
52,37
69,66
60,37
59,59
68,43
62,65
63,60
66,21
49,50
56,53
68,95
53,88
57,00
51,42
58,65

6,46
69,66

MRMR
55,47
56,71
53,89
66,50
46,35
51,17
53,84
47,02
59,28
56,05
49,09
46,48
55,95
59,93
68,20
54,40
59,34
61,43
44,98
55,06
6,40
68,20
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SVM
CHI2
62,94
51,82
64,67
59,12
66,82
54,31
53,84
62,36
49,06
54,97
50,13
54,39
52,78
54,77
52,70
68,27
59,34
54,97
56,22
57,03
5,46
68,27

Matched
62,28
60,81
69,49
58,80
70,96
72,10
74,56
81,27
70,88
69,03
64,09
74,20
68,84
63,80
59,73
63,01
75,38
52,78
59,45
66,92

6,99
81,27

9

MRMR
59,00
50,65
54,40
57,00
54,77
59,28
49,87
56,71
51,00
46,48
44,00
51,42
46,40
44,00
53,40
44,44
42,47
52,78
49,06
50,90
5,11
59,28

DT
CHI2
55,00
59,28
55,47
55,95
64,07
63,38
53,78
55,73
57,00
52,41
54,75
50,44
54,13
54,75
46,48
49,60
50,56
48,55
44,98
54,02
4,87
64,07

Matched
63,34
57,60
57,71
68,60
73,24
64,09
73,34
53,71
58,66
60,56
64,09
73,02
73,50
46,20
51,20
51,12
55,35
55,95
47,55
60,46

8,62
73,50
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Figure 6. Performance of different feature selection algorithms with k-NN classification algorithm.
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Figure 7. Performance of different feature selection algorithms with SVM classification algorithm.
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Figure 8. Performance of different feature selection algorithms with DT classification algorithm.
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Table 3. Completion time of individual feature selection algorithms

Threshold Completion  Completion Completion Completion
level time(Total) time(Matched) time(MRMR) time(CHI2)
0,1 5,33 0,6179 0,2791 0,0386
0,15 5,06 0,5984 0,216 0,0377
0,2 4,87 0,5647 0,3237 0,0422
0,25 5,52 0,5745 0,2067 0,0378
0,3 5,06 0,5597 0,2103 0,0369
0,35 4,89 0,7307 0,2185 0,0389
0,4 4,94 0,5703 0,2026 0,0384
0,45 5,47 0,6006 0,1942 0,0368
0,5 5,05 0,5729 0,0264 0,038
0,55 5,77 0,5768 0,2057 0,0379
0,6 5,97 0,5748 0,2038 0,0371
0,65 7,79 0,57 0,2039 0,0375
0,7 9,04 0,5732 0,2022 0,0373
0,75 7,79 0,5646 0,2123 0,0371
0,8 8,68 0,6105 0,2132 0,0375
0,85 10,25 0,5635 0,2084 0,0374
0,9 9,75 0,6238 0,2199 0,0416
0,95 7,72 0,5576 0,2007 0,038

1 4,85 0,5668 0,2123 0,0366

Performance of the system is evaluated using the accuracy and algorithm completion time. The visualization
of this evaluation metrics is depicted in the Figure 9, Figure 10, and Figure 11.

—a— Completion time(Total)

=
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Figure 9. Variation of total completion time according to threshold level.

Completion time(Matched) Completion time(MRMR) Completion time(CHI2)

COMPLETIONTIME (SN)
£ &8 £ & 8§ 8 8%

£

0,10,150,2 0,250,3 0,350,4 0,450,5 0,550,6 0,650,7 0,750,8 0,850,9 0,95 1
THRESHOLD LEVEL

Figure 10. Change in individual completion time of feature selection algorithms with threshold level.
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Figure 11. Average classifier performances for all the feature selection algorithms.

As it is stated before Figure 6, Figure 7, and Figure 8 reveals differences between performance of the feature
selection algorithms with all classification algorithms.

For k-NN classification method MRMR and CHI2 algorithms shows almost identical performance in terms
of mean accuracy. However, the proposed matched selection algorithm outperforms these two algorithms by an
average of 6%. Considering standard deviation, the MRMR feature selection method is the most precise method.
When considering both accuracy and precision simultaneously, the most suitable model to use with k-NN
classification is the proposed matched selection model. Upon comparing the feature selection algorithms for the
SVM classification model, it is evident that the most accurate feature selection algorithm is matched selection.
Similar to results of the k-NN algorithm MRMR and CHI2 feature selection algorithms show close performance.
Again, matched selection algorithm outperforms both algorithms by 11%. When considering precision, the CHI2
method outperforms other methods. The matched selection algorithm demonstrates similar precision performance
when used with k-NN and SVM classification algorithms. Upon evaluating both accuracy and precision, the
matched selection algorithm provides superior results compared to other feature selection algorithms. Additionally,
it can be said that. Matched selection algorithm performs best when paired with the SVM classification algorithm.
When the performance of feature selection algorithms used with the DT classification algorithm is investigated, it
is apparent that the matched selection algorithm outperforms other feature selection algorithms by approximately
7% in the matter of accuracy. However, on the subject of precision matched feature selection algorithms algorithm
demonstrates significantly inferior performance. The most precise feature selection model to use with DT
classification is CHI2 method. Based on these it can be said that matched selection algorithm is not the most
suitable model to use with DT classification algorithm.

Reviewing the information provided in Table 1, it can be concluded that the matched selection algorithm
demonstrates superior performance in terms of accuracy across all classification algorithms. Moreover, proposed
model generally exhibits precision performance comparable to others except when used in conjunction with the
DT algorithm. Consequently, it can be asserted that the model demonstrates a noticeable superior performance
compared to other models in this scenario.

Based on the data presented in Table 2, the performance of feature selection algorithms can be evaluated
based on their completion times. The proposed matched selection model takes approximately 2.5 times longer to
complete compared to the MRMR model and about 15 times longer compared to the CHI2 model. The completion
time of all models, including the proposed model, generally decreases as the threshold level increases. Under these
circumstances, it would be more sensible to use the proposed model in situations requiring high accuracy, such as
healthcare, rather than time-sensitive scenarios.

The proposed matched selection algorithm combines various feature selection methods, making it versatile
and robust. It offers comprehensive selection criteria, enhancing adaptability across tasks. Moreover, it
consistently achieves high accuracy, especially when used with k-NN and SVM methods, making it ideal for
accuracy-focused applications. Overall, the proposed algorithm represents an advancement, offering higher
accuracy, with the potential to enhance classification systems in various domains.
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The proposed model combines various existing feature selection algorithms to form a hybrid algorithm. This
approach enables achieving higher accuracy at the expense of completion time. This innovative methodology
leverages the strengths of individual algorithms while mitigating their limitations, resulting in a more
comprehensive and effective solution to feature selection. Emphasizing higher accuracy, at the expense of
completion time, underlines the innovative nature of this study. In summary, the proposed model represents a
significant advancement in feature selection, promising improved performance.

4. CONCLUSION

The objective of this study is to determine the presence and classify the types of cardiac arrhythmia disease
effectively by using the ECG data set taken from UCI Machine Learning Repository. To achieve this purpose,
different feature selection methods and classification algorithms are engaged. Determining the most effective
combination of the feature selection method and the classification algorithm for the data set, named Arrhythmia,
is the motivation of the work.

In this paper, an improved feature selection method that achieves higher classification accuracies for the
Arrhythmia data set is proposed. Besides, different feature selection methods are applied on the data set for
obtaining the most discriminative features. After the feature selection process, machine learning algorithms are
implemented for the classification task.

Experimental evaluation focused on determining the performance of feature selection methods and
classification algorithms in predicting arrhythmias. The matched selection feature method consistently
outperformed alternatives in terms of accuracy with different classification algorithms, achieving superior
accuracy of 81.27% when used with SVM classifier. In addition to accuracy and precision, computational
efficiency was evaluated by recording completion times of induvial feature selection methods. Despite slightly
longer completion times, the proposed matched selection method's superior accuracy and robustness make it a
viable choice for real-world applications prioritizing accuracy rather than time-sensitivity.
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Abstract: Building a high-performance and scalable system has always been a challenge in tracking systems. At the root of
this problem lies the excessive and real-time data overload. This paper aims to replace traditional approaches with big data
approaches. In this study, a new big data ecosystem design for vehicle tracking system architecture is presented. The aim is to
process real-time and extremely fast-generated location/tracking data very fast and increase the overall system performance.
The process speed performance of the newly developed big data ecosystem is compared with the table query speed performance
of a relational database. As a result of the comparison, the query speed of the big data ecosystem was found to be much faster
than that of the relational database management system.

Key words: vehicle tracking system, satellite tracking system architecture, big data, cassandra, kafka.

Iliskisel Veri Tabaninda Cahsan Arag¢ Takip Sisteminin Biiyiik Veri Ortamina Tasinmasi

Oz: Yiiksek performansli ve 6lgeklenebilir bir sistem olugturmak, takip sistemlerinde her zaman bir sorun olmustur. Bu sorunun
temelinde asir1 ve gercek zamanli veri yogunlugu yatmaktadir. Bu makale geleneksel yaklasgimlarin yerine biiyiik veri
yaklagimlarini uygulamay1 amaglamaktadir. Bu ¢alismada ara¢ takip sistemi mimarisi i¢in geleneksel yontemlerin disina
¢ikarak yeni bir biilyiik veri ekosistem tasarim ortaya koyulmustur. Bunu yapmadaki amag; gercek zamanli ve agir1 hizli iiretilen
konum/takip verilerinin ¢ok hizli islenmesi ve genel sistem performansmin arttirilmasidir. Yeni gelistirilen biiylik veri
ekosisteminin hiz performansi, iligkisel veri tabanin tablo sorgulama hiz performansiyla karsilagtirilmistir. Karsilagtirma
sonucunda biiyiik veri ekosisteminin sorgulama hizinin iligkisel veri tabani yonetim sistemine kiyasla ¢cok daha hizli oldugu
gorilmiistiir.

Anahtar kelimeler: arag takip sistemi, uydu takip sistemi mimarisi, biiylik veri, cassandra, kafka.
1. Introduction

The cumulative developments in recent history occupy an important position in human life. Technological
developments brought on remarkable changes in our lives and there was a considerable increase in the number of
technological software and hardware. This increase led to competition among organizations participating in the
race for technology, and this in turn resulted in the introduction of the concept of the internet of things (IoT), which
aims for customer satisfaction, to our lives. The internet of things can be defined as network of devices with
communication channels which makes it possible to collect or send the data on media, as well as tracking and
performing actions over the data [1]. Smart home systems and GPS systems can be given as examples for IoT.
Since all this communication network data is borne by the internet, a massive amount of data has been generated
and processing of this data has brought up a new problem [2]. This problem, in turn, has introduced us to the
concept of big data. This concept was articulated for the first time by Michael Cox and David Ellsworth at the
IEEE 8th Conference on Visualization, during which the researchers stated that the excessive amount of data in
their study entirely filled their computer’s memory as well as external hard drives, referring to the incident as the
“Big Data Problem” [3].

The popularity of vehicle tracking systems has gradually increased in recent times. In general, vehicle tracking
systems operate over Global Navigation Satellite Systems (GNSS). Determination of location and speed through
these systems is useful in search and rescue, target detection, measurement in areas of limited sight, tourism,
animal agriculture and many other fields [4].

In order to resolve the 3 main issues related to tracking of vehicles and collection and analysis of data at a
single hub, the essential requirements that should be met by the data analyses are as follows:

= Real-time cleansing, addition, organization and interpretation of collected data.
* High speed in data input to the system and data output from the system.
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= For purposes of customer satisfaction, real-time transfer of information and historical data to users as well
as delivery of instant alerts when necessary.

Since data producers generate data at varying formats and intervals, the size of the generated data differs as
well. The storage of these varying data types and analysis of real-time streaming data is very difficult through the
database management systems and architectures that are currently used. The definition of big data is storage and
reading of data in a significant and scalable manner [5].

Vehicle tracking systems are technological systems which make it possible for vehicles and vessels used in
road, air and marine transportation to be located and tracked via electronic hardware and software. Tracking
devices calculate the vehicle’s speed by determining the latitude and longitude values of the vehicle, and send the
data acquired from sensors such as RFID, navigation and panic button through the TCP/IP protocol.

In [6], the performance of store and query operations in NoSQL databases is described, with estimates made
for the read and write speed using both basic and sophisticated queries. The results show that the performance
NoSQL based Apache Cassandra’s query read/write processes outperform relational database system.

2. Design of Vehicle Tracking Systems

The structure of vehicle tracking systems is very similar to that of IoT (Internet of Things). It requires for
many hardware components to be controlled and used as data producers through the internet. It may not be possible
to predict the scaling for the data generated by data producers. Therefore, it was intended for the designed system
to be fault-tolerant and solution-oriented. In the 2016 article by Fatih Aydemir and Aydin Cetin which refers to a
structure designed for border security, a similar configuration was prepared for border security vehicles [6]. This
study, however, intends to address the data intensity that has occurred in vehicle tracking systems through current
technology and innovative solutions.

The closest study that has been conducted so far involves the pipeline design by Fatih Aydemir. This study
aims to ensure border security and includes a pipeline design in which a data stream is provided between data
resources and servers [8]. However, its design is more suited to military purposes. Our study, on the other hand,
rather focuses on the field of vehicle tracking. The study is based on the common protocol and modes of operation
of vehicle tracking systems.

3. Real-Time Reading of Data from Multiple Resources on The Speed Layer

Many solutions have been created to provide optimization for enabling data transfer, and Apache ActiveMQ
is one of these. The data is read and distributed by Apache ActiveMQ and the distributed data is captured by
Apache Spark; it is then introduced to the Map/Reduce application and served over ActiveMQ to NodelS as a
topic associated with the JSON language for analysis of processed data such as Web service, mobile access and
Web interface.

3.1 ActiveMQ

The ActiveMQ structure involves producers, consumers and brokers. Data producers provide the resource for
the data and transmit the data to brokers. Depending on the state of the system, brokers send the data to consumers.
Messages can be sent in the queue structure or with a topic. Flow control is performed at the brokers and can be
shut off if desired. When flow control is on, the producer enables data delivery by receiving a confirmation
message from the consumer. This ensures for the data to be retained at the broker in unfavorable conditions such
as a full cache at the receiver. When flow control is off, however, the brokers remain connected to any slow
consumers and stopping of the system is prevented. Ifa fast receiver sends a message to a slow or blocked receiver,
the sent message changes direction and the system continues to operate through data transmission to the fast
consumer [9].

Devices which are interconnected over TCP/IP and send data in seconds are kept in parallel to Java. Data
blockages are prevented through processing at a minimum level. The processing of the collected raw data is carried
out with Apache Spark. The data captured with simultaneously operating threads is sent with a queue that is
associated with ActiveMQ. In this case, port listeners act as producers.

3.2 Apache Spark

Real-time reading and processing of data in vehicle tracking systems does not always yield all of the necessary
solutions. Various capabilities such as interpretation, grouping and customization of the read data, as well as
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interventions on it, are required. In order to achieve these, it was intended to perform distributed processing on
large amounts of data through the use of Apache Spark. Apache Spark possesses the capability of real-time data
processing and retains incoming requests until the action function is recalled; it keeps the acquired data in
temporary storage and continues to operate.

The data flow library of Apache Spark is Apache Spark Streaming. In addition to locally supporting many
messaging systems such as Kafka, Flume, Kinesis and Sockets, Apache Spark Streaming also supports data reading
from external resources [10].

Javed Awan et al. aimed to support retail companies create personalized deals and promotions for their
customers, using a big data framework that allows them to handle huge sales volumes with more efficient models
[11]. Using the Apache Spark big data framework, they trained two machine learning models: linear regression
and random forest to forecast future pricing and sales. At first, they implemented the two models without using
the Spark framework and achieved accuracies of 68% and 74%, respectively. Later they trained these models on
the Spark machine learning big data framework and achieved an accuracy of 72% for the linear regression model
and 81% for the random forest model.

3.3 NodedS

NodelS is a popular server-side programming language which can work asynchronously, has a language
based on Javascript as well as a powerful, fast and flexible structure, and is integrated with many current libraries
[12].

3.4 Openlayers

Openlayers has an open source and powerful mapping structure. It can be directly integrated into maps such
as Google Map, BingMap and OpenMap, as well as an external map service. It has a structure designed on layers.
Openlayers is a map layering library developed with Javascript. Data which is broadcast with NodeJS is captured
with Javascript on the client side and instantaneously reflected on maps through use of the required APIs of
Openlayers.

4. Recording Meaningful Data in The Database

The data which is read through being distributed according to the server load status at the consumer with
Spark is both broadcast over NodeJS at the speed layer and recorded in the database. At the stage of recording, it
is subjected to the Map/Reduce processes of Apache Spark. Apache Cassandra, which carries out column-oriented
recording in the NoSQL structure that serves as a big data solution, was selected as the database. Compared to
relational databases, NoSQL databases are more advantageous in terms of speed [13]. They are more suitable for
batch processing and the internet of things. Various industrial requirements, continuous data production,
digitalization of existing data types, consolidation and each similar factor form different resources for big data
[14].

4.1 Apache Cassandra

Apache Cassandra is a scalable, open source NoSQL database management system which is designed on the
basis of the Apache Cassandra column structure and can be applied on distributed systems. Apache Cassandra is
also used by some large companies such as Apple (10 PB of data storage with 75,000 nodes), Netflix (420 TB of
data and over 1 trillion daily requests with 2,500 nodes) and eBay (100 TB of data with over 100 nodes) [15].

Apache Cassandra is designed to process big data over multiple data. The multiple node connections of data
established between clusters ensures for it to be fault-tolerant. Each node communicates by using the Gossip
protocol between pairs and status information is updated continuously. Apache Cassandra allows for an authorized
user to access and query a node at any data center and write data by means of the CQL language.

4.1.1 Key Structures of Apache Cassandra

Node: The building block of Cassandra which retains the information as to where the data is kept.

Data center: The group formed by related nodes. Data centers can be virtual or real data centers. Different
workloads should use different data centers; this applies for both physical and virtual data centers.

Cluster: Contains one or more data centers. Commit log: All data is first written in the commit log for purposes
of durability. Following transfer to SSTables, they can be recorded, deleted or retained for reuse.
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CQL Table: Tables formed by rows that are entered in the columns with the primary key.
4.1.2 The Components Required for Configuration of Apache Cassandra

Gossip: The peer-to-peer protocol over which the status and location information of nodes are periodically
shared among themselves for exploratory purposes.

Partitioner: Determines in which clusters and nodes the data segment copies of nodes will be kept. A
partitioner is the function which subjects the relevant row and its primary key to the hash process.

Replication factor: The total replication number for clusters. A replication factor indicates only one-time
replication for each row in the node. The replication amount increases in proportion to this value. All copies are
equally important and there are no primary or backup copies. In general, the number of copies is higher than 1 and
lower than the number of clusters.

System operating tables: These allow for changes to be made on the main tables in order to modify the storage
properties through use of the CQL language.

Replica placement strategy: Recording copies are kept in multiple nodes. Replica placement strategy
determines the location of the nodes in which the copies will be kept.

Snitch: Defines the machine groups at the data center and the topologies in which replica placement strategy
is used. Cassandra.yaml configuration file is the main configuration file. It is the file in which many adjustments
such as property identification for clusters, cache parameters for their tables, resource use parameters for
performance, timeout, client connection limitations, backup and security are carried out.

5. System Design and Modules

The basis of the structure design relies on adaptability, flexibility and sustainability of the system. The
properties which the system should possess in the structure design are as follows:

*  minimizing the interaction time between clients and devices,

= performing a higher number of tasks with a lower amount of load through correct use of system resources,

* increasing data reliability,

= performing a higher number of tasks with a lower amount of work through correct use of system

resources,

= facilitate system growth in parallel to data growth by forming a horizontally scalable system.

Vehicle tracking systems require real-time and bi-directional processing on real big data. Therefore, Apache
Spark was chosen to process the real-time data. The data of vehicle tracking hardware, which is sent with TCP
over GSM, was received with multiple sockets via ports and the use of parallel programming capabilities. Due to
being open source, powerful, free of charge and fault-tolerant, Apache ActiveMQ messaging service was chosen
to distribute the received data over servers. For analysis of the raw data captured with ActiveMQ, Apache Spark
was chosen due to being the most suitable structure for real-time parsing and easy integrability with Cassandra,
which is being used to store the data.

5.1 Design of the Structure

In structure design, each segment should perform its duty in the form of small modules and the system should
be as sustainable and scalable as possible. The stages of the structure completed according to this principle are as
follows.

Stage 1: The raw input received from multiple data providers with ActiveMQ is assimilated with the queue and in
a manner which is independent from the receiver.

Stage 2: The data which is read over the queue is combined with Apache Spark and subjected to the Map/Reduce
process.

Stage 3: The data which is analyzed and interpreted with Spark is assimilated and broadcast if it has a receiver,
and all data is recorded in the Cassandra database.

Stage 4: The parsed data is read at the consumer with NodeJS and sent to the relevant user with the Socket.IO
library over WebSocket. NodelJS allows application development on the server side with the JavaScript
programming language and is suitable for asynchronous tasks. Its powerful structure ensures for it to process
instantaneous operations with low resource consumption and high performance.

Stage 5: Multiple map integration is performed through use of Openlayers within the web page with a user
interface. Openlayers is an open source, free of charge map layering library which is integrated with multiple maps
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and developed with Javascript. Data which is broadcast with NodelJS is captured with Javascript on the client side
and instantaneously reflected on maps through use of the required APIs of Openlayers.

The stages provided above show the data analysis and its reflection on the user panel; the flow chart of the whole
process is given in Figure 1.

Is tracking devices
connected?

lYe s

Is the data in the No
ActiveMQ queue?

lYes
Is the queue No

———— r
cleaned with Spark? { Clear the queue ‘

lYe s

Send data to
connected users

|

Write data to
Cassandra database

Figure 1. Flow chart of the migration process

Push the data to the
queue

5.2 Instantaneous Delivery of Data

In instantly delivered data, it is possible for there to be congestion and bottlenecks in the system due to
changes in the data transmission frequency of data providers. In order to prevent this, the listener processes each
received message at the minimum level before transferring it to the queue. Each connection on the port is assigned
to the independent thread and the producer initiates data flow by using the capabilities of parallel programming.

The data from the data providers is received through use of ServerSocket and Socket classes with TCP. Each
device that establishes a connection continues the process as an independent thread with a derivative object from
its own Socket class. The data which is read over the port is transferred to the queue in a similar manner to threads.
A failover operation is performed during data transfer with ActiveMQ to ensure data delivery to servers in
situations such as interruption of instantaneous communication or timeout among servers.

5.3 Processing, Interpretation and Cleansing
In vehicle tracking systems, it is not always sufficient for the data to be instantaneously read and processed.
Various capabilities such as interpretation, grouping, customization and intervention on the read data should also

be provided. In order to achieve these capabilities, it was intended to perform distributed processing on large-scale
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data through the use of Apache Spark. Apache Spark keeps incoming requests until the action function is recalled
(lazy evaluation). It keeps the acquired findings in temporary storage and continues to operate without waiting.

Spark Stream forms a DStream (Discretized Stream) for the streaming data in the Apache ActiveMQ and
Apache Spark integration. DStreams are series of the same type in which RDDs (Resilient Distributed Datasets)
are continuously created. The data on ActiveMQ are deleted from the queue after the required operations are
carried out. This also ensures cleansing in the queue.

5.4 Data Storage and Broadcasting

Apache Spark and Cassandra integration was provided by the Spark Cassandra Connector library. Due to
operating in coordination with Apache Spark, this library also carries out recording processes with Map/Reduce.
In order for the data of end users to be shown in real time over the system, the data is broadcast in JSON format
over ActiveMQ before being recorded in the database. When broadcasting is performed with a topic, delivery to
the subscribers is only carried out if the broadcast has any current subscribers. In order to capture the broadcast
data, NodeJS acts as an ActiveMQ client. In order to prevent unnecessary use of system resources through
broadcasting of all data, the user information which is active over the system is delivered to the software which
interprets data over ActiveMQ with NodeJS.

NodelJS pairs the relevant data with the relevant users. Socket.IO was used to provide communication between
the end user and the web client. With Socket.1O, a request can be returned in case of data arrival on the server side
when there are no requests on the user side. Socket.IO allows bi-directional and simultaneous communication.
Location data captured on the client side is positioned and reflected on the map through use of Openlayers.

Requests such as speed limit adjustment, region identification and data transmission to sensors connected to
vehicle tracking hardware (VTH) are required for VTH on the data client side. It is required for the system to send
a request to the server on the web client side. In this case, the operations are carried out in the opposite direction
to the process of data acquisition from VTH. The web client sends its message to Node]S with Web Socket.
NodelS attaches a queue with ActiveMQ and performs broadcasting. The message is read over Spark and recorded
in Cassandra with Resilient Distributed Datasets (RDDs); delivery to the relevant devices is simultaneously carried
out over ports and the TCP listener.

5.5 Configuration

After the reading and interpretation operations in the data sources are concluded, the data is transmitted in
JSON format. The data acquired from VTH and other sensors is recorded in the table of locations through use of
the IMEI (International Mobile Equipment Identity) number of VTH and the time at which the incident occurred
as a primary key. The data which is sent to web clients on the NodeJS side with Socket.IO is reflected on the maps
through use of the Javascript APIs of Openlayers. The map shows the location, speed, status and direction
information for vehicles with icons (Figure 2).

D

Figure 2. Openlayers map view
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6. Results and Conclusion

The conducted research led to Apache Cassandra, a column-oriented NoSQL solution, to be chosen as the
database for recording the data. Apache Cassandra was preferred due to being fault-tolerant, distributed, scalable
and compatible with many software products. This study involves a comparison between Apache Cassandra and
the relational database MYSQL. The same tables were generated on the two databases. MYSQL and Cassandra
were installed on two different virtual machines of the same properties. The virtual machines in question ran the
Ubuntu 14.04 LTS operating system. Cassandra was chosen because it was fast in adding, deletion and reporting
processes, as well as allowing operations over the columns. It is designed to provide high write and read
throughput. It excels in write-heavy workloads and can handle a large number of concurrent writes across the
distributed cluster. With this feature, Apache Cassandra is perfect for targeted work.

The results of the INSERT SQL-CQL queries ran on the databases are shown in Figure 3. It is impossible for
the INSERT operation intensity to be predicted for IoT structures such as vehicle tracking systems. It is critical
for the operations to be performed in the lowest amount of time possible in order for the system resources to be
used correctly and data loss to be prevented. The INSERT operations which were carried out indicated that
Cassandra yielded better results in terms of speed for each query directed at the two database systems installed on
the same type of system.

Select Query
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Figure 3. MYSQL-Cassandra record fetch time comparison

Data records from 16 different devices were kept for a period of 6 months for both systems. The following

queries were ran in the two systems on completely identical data records and the relevant time was measured
(Figure 4).
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Figure 4. MYSQL-Cassandra insert record comparison
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Abstract: Digital pathology refers to image-based environment in which acquisition, extraction and interpretation of pathology
information is supported by computational techniques. It has a huge potential to facilitate the diagnostic process, however, big
data size and necessity of large storage areas are challenging. Therefore, in this research, Compressed Sensing (CS) scheme is
studied with digital pathology images in order to reduce the amount of data for reconstruction. CS requires the sparsity of
signals for a successful recovery which means that different sparsifying bases can alter the final performance. Wavelet,
Contourlet and Shearlet Transforms are investigated to sparsify the digital pathology images, it is seen that Contourlet
Transform is superior. Alternating Direction Method of Multipliers (ADMM) is chosen for reconstruction since it is a robust
and fast convex optimization method. Despite the fact that digital pathology images are less sparse than classical images, CS
reconstruction is satisfactory, which emphasizes the potential of CS for digital pathology. This study can be pioneering in the
field of CS with digital pathology so it can encourage further studies of CS based imaging with different type of microscopes
or at different wavelengths.

Key words: Compressed Sensing, Digital Pathology, Wavelet Transform, Contourlet Transform, Shearlet Transform.

Dalgacik, Contourlet ve Shearlet Doniisiimleri Kullanilarak Carpanlarin Alternatif Yon
Yontemi ile Dijital Patoloji Goriintiisii Gericatilmasi

Oz: Dijital patoloji, patoloji bilgilerinin elde edilmesi, ¢ikariimasi ve yorumlanmasmnin hesaplamali tekniklerle desteklendigi
goriintii tabanli ortamu ifade eder. Teshis siirecini kolaylastirma agisindan biiyiik bir potansiyele sahiptir ancak biiyiik veri
boyutu ve genis depolama alanlarmin gerekliligi zorlayicidir. Bu nedenle, bu arastirmada, yeniden yapilandirma icin veri
miktarini azaltmak amactyla Sikistirilmis Algilama (CS) semasi dijital patoloji goriintiileri ile incelenmistir. CS, basarili bir
kurtarma i¢in sinyallerin seyrekligini gerektirir; bu, farkli seyreklestirici bazlarin nihai performansi degistirebilecegi anlamina
gelir. Dijital patoloji goriintiilerini seyreklestirmek i¢in Dalgacik, Contourlet ve Shearlet Doniistimleri incelenmistir, Contourlet
Déniisiimiiniin iistiin oldugu goriilmistiir. Geri¢atma i¢in Alternatif Yon Carpan Yontemi (ADMM) saglam ve hizli bir
disbiikey optimizasyon yontemi oldugundan secilmistir. Dijital patoloji goriintiilerinin klasik goriintiilere gore daha az seyrek
olmasima ragmen CS gerigatmas tatmin edicidir, bu da CS'nin dijital patoloji i¢in potansiyelini vurgulamaktadir. Bu ¢aligma,
dijital patoloji ile CS alaninda oncii olabilir ve farkli tipte mikroskoplarla veya farkli dalga boylarinda CS tabanl
goriintillemeye yonelik daha ileri ¢aligmalar tesvik edebilir.

Anahtar kelimeler: Sikistirilmig Algilama, Dijital Patoloji, Dalgacik Doniisiimii, Contourlet Doniistimii, Shearlet Doniistimii.
1. Introduction

Medical imaging is a general term for using several different technologies to view the human body or human
specimens in order to diagnose, monitor, or treat medical conditions. Through medical images, the area of the
human body that is invisible or too small to be observed with the naked eye can be visualized and examined.
Medical images provide very important data in the treatment process. Digital pathology is a dynamic branch of
medical imaging which enables the acquisition, extraction and interpretation of pathology information using a very
high-resolution picture of a microscope slide containing a sample of tissue in a digital environment [1]. The
collaboration and engagement of professionals from different medical institutions are facilitated by digital
pathology methods. The clinicians in other locations can easily be consulted for second opinion and obviously
time and cost for diagnose are saved considerably. Besides, the risks associated with physically transporting slides
are eliminated. The COVID-19 pandemic's emphasis on leveraging digital infrastructure for remote patient
monitoring [2] also underscored the potential of digital pathology, which can allow pathologists to analyze and
diagnose disease from anywhere, improving both healthcare accessibility and efficiency. Moreover, there are lots
of studies to develop automated pathology techniques to make the diagnosis less subjective and less time
consuming [3]. It is estimated that the global digital pathology market size will reach USD 1.74 billion by 2030,
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registering a CAGR of 7.5% [4]. However, digital pathology slide images are big in size and need large storage
areas therefore both the storage and the transmission of pathological images for diagnosis and monitoring purposes
are still challenging. One of the solutions for reducing the data is compressing the images after they are sampled
at Nyquist rate [5,6]. On the other hand, the drawback of these conventional compression methods is that acquiring
too much data in a fast way is hard and quite expensive due to physical constraints. Besides, there is an obvious
question asking whether there is a way of getting the data which contains information directly. The efforts for
answering this question have led to a novel sensing paradigm called as Compressed Sensing (CS) in 2006. CS
basically claims that signals can be reconstructed with lower sampling rates than Shannon-Nyquist theorem
dictates [7, 8]. In other words, the signal is compressed at the time of sensing [9] so the number of measurements
for reconstruction, acquisition time and energy are reduced.

CS has applied to a wide range of areas such as astronomy, communications, signal processing and imaging
beyond the visible band. It is claimed that CS has a big potential on medical imaging [10]. In fact, first application
of CS was reducing the measurement time of data acquisition for MRI [11]. The technology using CS in MR
imaging has been quite mature so that in 2017, FDA has approved the clinical usage of Compressed Sensing MRI
[12]. It is indicated that cardiac cine imaging is reduced from 4 minutes to just 16 seconds if CS is applied to
acquire the required data. In addition to MRI, compressed sensing methods are also intensively studied in medical
fields such as x-ray, computed tomography, ultrasound imaging, and compression of ECG/EEG signals [10],
Another application area of CS is the possibility of imaging with single-pixel architecture at different wavelenghts
such as THz or infrared [13]. Advances in CCD and CMOS technology made it much easier and cheaper to obtain
high resolution images in digital cameras. However, at wavelengths where silicon cannot be used, cameras are still
too expensive and/or too large in size. Therefore, there is a need for inexpensive and accessible microscopes that
can be used for imaging biological samples, for quality control in industry or for research in materials science. In
order to satisfy this need, single pixel microscope with compressed sensing techniques has drawn attention in
academia [14]. Besides, CS with different type of microscopes such as electron, fluorescence, photoacoustic and
laser scanning are also promising since they reduce the measurement time and increase the quality of imaging [15—
17]. In this study, compressed sensing of digital pathology images with different sparsifying transforms is
considered. Wavelet, Contourlet and Shearlet Transforms are studied as sparsifying bases. Contourlet and Shearlet
Transforms are multi resolution and multi scale, therefore these transforms are attractive for medical imaging
applications. Alternating Direction Method of Multipliers (ADMM) [18] is selected for the reconstruction part. It
is a robust convex optimization algorithm that breaks the problem into smaller pieces, each of which is easier to
handle. In the previous work [19], CS based single pixel microscope configuration was studied, Gaussian and
Bernoulli random matrices were used as measurement matrices, during that study it was observed that, random
matrices require large storage and cause slow reconstruction. Moreover, total variation and €1 norm minimization
algorithms which were used for recovery part need the inverse matrix of the sparsifying transform. However,
obtaining a compact single matrix when multi resolution and multi scale transformation is not possible. Therefore,
in this study, reconstruction algorithm is changed to ADMM, another outcome of this choice is the possibility of
studying higher resolution images than the previous work [19]. The performance of compressed sensing of digital
pathology images is compared with classical peppers image and the quality of reconstruction is evaluated using
different image similarity indices such as Structural Similarity Index (SSIM) [20], Haar Wavelet-Based Perceptual
Similarity Index (HaarPSI) [21] and Peak Signal to Noise Ratio (PSNR). CS scheme ensures compression during
the acquisition of data therefore digital pathology images could be reconstructed using fewer data, besides this
study can encourage CS based microscopic configurations beyond the visible band or with different type of
microscopes.

2. Materials and Methods
2.1 Compressed Sensing

Compressed Sensing theory [7], [8] claims that if a signal is sparse or compressible, then the signal can be
reconstructed using considerably less data than Shannon-Nyquist theorem states [5]. The data acquisition process
can be modeled as in equation 1:

z= Mx 1)

where z are measurements, M is the measurement matrix or masking operator, x is the signal that is desired to be
reconstructed. In CS, the measurement matrix M is not full rank, meaning that there will be infinitely many
solutions corresponding to same z due to the null space of M, so the reconstruction problem is an ill posed problem,
however, these kind of problems can be solved by convex optimization methods [8], [9] thanks to the sparsity of

170



Esra SENGUN ERMEYDAN, ilyas CANKAYA

the signal x. The problem in Equation 1 is known to have a unique sparse solution if the masking operator M
satisfies the Restricted Isometry Property (RIP) [22] which geometrically means that the projection of M preserves
the geometry of the set of sparse signals. Designing a combinatorial RIP matrix is unfortunately NP hard problem;
however random matrices are known to satisfy RIP with high probability [23]. Although the problem of masking
operator with RIP can be solved with random matrices, another key assumption for a successful reconstruction is
that the signal x should be sparse. In many real-life applications, the signal x is not directly sparse but it becomes
sparse if a suitable transform is applied. For images, Wavelet Transform (WT) [24] is the most prominent
sparsifying transform, it is at the heart of JPEG2000 [6] which is widely used compression scheme. On the other
hand, for cartoon-like images such as digital pathological ones, multilevel and multi scale transforms like shearlets
and contourlets can represent the edges and curves better that are present in the image [25], [26].

2.2 Wavelet, Contourlet and Shearlet Transforms

Wavelet Transform is generally defined as a technique in which a signal/image is analyzed in the time/spatial
domain by using shifted or contracted versions of a basis function called the mother wavelet. By using a set of
wavelet orthonormal basis functions constructed by Mallat and Daubechies [24], [27], [28] both the frequency and
time/spatial information can be captured simultaneously. Therefore, following the introduction of wavelets, they
have been applied to a diverse range of areas from seismic signal analysis to data compression, medical imaging,
pattern recognition, computer graphics. Although it is used in a wide range of areas, one of the most popular
applications of WT is in image processing. It specifically sparsifies the images by decomposing it in low and high
frequencies. The detail parts of the image are represented by high frequencies whereas smooth parts of the images
are decomposed in the low frequencies. In WT, the mother wavelet i is dilated and translated to form a basis for
image representation. In other words, the high frequency part of image is stored in the wavelet function ¥, and

the low frequency part is described by the scaling function ¢, as in (2) and (3):

91(x) = 220(2Ix — k) @)
;@) = 22p(20x — k) 3)

Scaling functions are orthogonal to wavelet functions ((¢; , (x), ¥; x (x)) = 0 for k # ). N-point Discrete Wavelet
Transform of a function f(x) can be written as in the equations (4) to (6) [29]:

) = =[BT, Go ) (¥) + ZJ2 B2 T G R (0)] (4)
Tyl k) = (f (), (X)) = =58 ()9 ) 5)
Ty (k) = (F 0O, ¥ (0)) = 2= 267 F (0, e ©)

The functions Ty, (jo, k) are called scaling or approximation/low frequency coefficients and Ty, (j, k) are called

wavelet or detail/high frequency coefficients, ¢ (x) and Yk (x) are the duals of ¢(x) and Y (x). The Wavelet
Transform is a powerful and right tool for approximating and analyzing one-dimensional piecewise smooth
signals. Thanks to the separable extension from 1-D bases, it can isolate the discontinuities at edge points for
images. However, its performance degrades for contours or curvilinear singularities, therefore directional
representational transforms such as contourlets and shearlets are introduced [25], [26]. Contourlet Transform uses
non-separable filterbank approach in order to capture and represent the directional information present in the
images. There are mainly two parts to obtain the Contourlet Transform representation of an image. In the first part,
the image is decomposed into sub-bands by using Laplacian Pyramid and point discontinuities in the sub-band
decomposition stage are captured. In the second part, the details of the image are analyzed by directional filter
banks [25]. Shearlet Transform detects image saline features such as directional singularities and geometrical
features by defining the direction using shearing matrices. This transform forms an affine system by generating
one single function which is dilated by a parabolic scaling and a shear matrix and translated in the time domain
[26]. The multiscale of shearlets are obtained using A, the parabolic scaling matrix and Sy the shear matrix for
a > 0 and s € R [26] and the resulting shearlet system is given by (7) and (8) :

4= w)s=6 7) )

171



Digital Pathology Image Reconstruction with ADMM using Wavelet, Contourlet and Shearlet Transforms

{¢jkm(x) = Z_jgzp(S_kA4_jx - m):j,k EZmE ZZ} (®

where 1 is a shearlet, j, k and m denote the scale, shear and translation parameters, respectively. In this study, to
see the practical perspective of these three sparsifying transforms, a synthetic image of letters O, G, R and S which
have contours or curvilinear properties have been considered. The transform coefficients have been computed and
depicted in Figure 1.

Wavelet Coefficients Contourlet Coefficients

Shearlet Coefficients

K\“ !

(- “\ﬂ N (& "N\
]

”" N\ ) | \\ N

Figure 1. Wavelet, Contourlet and Shearlet Coefficients illustrations for letters O, G, R and S.

2.2 Alternating Direction Method of Multipliers (ADMM)

ADMM is a powerful convex optimization algorithm that combines the advantages of augmented Lagrangian
and dual decomposition [18], [30]. ADMM is closely related to the Bregman iterative algorithms for €1 problems,
proximal methods and Douglas—Rachford splitting algorithms in the literature. The algorithm is basically formed
on a decomposition-coordination procedure with a goal to find a solution to a large scale problem by solving small
local subproblems [18]. ADMM solves the following constrained optimization problem:
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minimize f,(x) + f,(x) subject to Ax + By = ¢ ©)
where x ER™ ,y € R™, A € RP*", ¢ € RP, f,, f, are convex functions. As it is seen, the main difference of (9)
from the general linear equality-constrained problem is that the variables have been split into two parts.

The problem in (9) takes the form in (10) for compressed sensing or lasso or our image reconstruction problem:
minimize t||z — Mx||3 + ||y|l, subject toy = ®x (10)
where z are measurements, M is masking operator and @ is the sparsifying operator which is Wavelet, Contourlet
or Shearlet Transform in our study. There are three main steps in ADMM: x-minimization step, y-minimization
step and dual variable update. As the name of ADMM implies, the variables x and y are updated in an alternating

manner [18]. The steps of ADMM of the convex minimization problem in (10) can be expressed as in the equations
(11) to (13):

X-minimization step:
X+ = argmin, tllz — Mx|l + 2 lly* — ox +uk|l3 (1)
y-minimization step:

y¥*t = argmin, llyll; + % lly — ox**1 + uk||3 (12)
dual variable update step:

uk+1 — uk + yk+1 _ d)xk+1 (13)

where u is the dual variable and the penalty parameter p > 0.
3. Results

By using CS scheme, we have reconstructed peppers and Breast Cancer digital pathology image taken from TCGA
[31] under different sparsifying transforms with MATLAB. As it is stated, Wavelet, Contourlet and Shearlet
Transforms are used as sparsifying bases and the compression ratio is 8, in other words, 12.5 % of the pixels in
the ground truth is used for reconstruction. The original and reconstructed images for 512 X 512 peppers and
digital pathology image are given in Figure 2 and Figure 3 respectively.
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Original Image Wavelet Based Reconstruction

Contourlet Based Reconstruction

e W

- o a1 = i A
Figure 2. Peppers Image Reconstruction 512 X 512.
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Ongmal Image Wavelet Based Reconstrucnon

Figure 3. Digital Pathology Image Reconstruction 512 x 512.

The quality of the reconstructed images are evaluated using reference based Image Quality Assessment (IQA)
methods, namely SSIM [20] , HaarPSI [21] and PSNR. SSIM basically compares local patterns of pixel intensities
that have been normalized for luminance and contrast [20]. On the other hand, HaarPSI makes decomposition with
Haar wavelet to assess local similarities between two images and the obtained coefficients are utilized to make
image comparison [21]. The calculated SSIM, HaarPSI and PSNR metrics for the reconstructed images are given
Table 1. In order to investigate the performance of CS in digital pathology images profoundly, 10 different
512 x 512 images are extracted from different Breast Cancer whole slide images. After the reconstruction
process, SSIM and HaarPSI metrics are calculated for each image, they are given Figure 4 and Figure 5
respectively.
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Table 1. SSIM and HaarPSI metrics for Peppers and Digital Pathology Image.

Transform .
Type Peppers Digital Pathology Image
SSIM HaarPSI PSNR SSIM HaarPSI PSNR
Wavelet 0.659 0.516 70.27 0.551 0.526 70.71
Contourlet 0.688 0.599 72.47 0.628 0.605 72.63
Shearlet 0.588 0.503 63.51 0.518 0.527 63.00
065 T T T T T
—k— Wavelet
—>—— Contourlet
—©O©— Shearlet
0.6
2 0.557
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Figure 4. SSIM metrics for 10 different digital pathology images.
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Figure 5. HaarPSI metrics for 10 different digital pathology images.

176




Esra SENGUN ERMEYDAN, ilyas CANKAYA

4. Discussion

In this research, compressed sensing with different sparsifying bases is considered specifically for digital
pathology image. Figure 2 and Figure 3 show that the reconstruction is successful even when a few percent of the
data (12.5 % for this particular case) is used. The quality measures changes for SSIM, HaarPSI and PSNR,
however, if Table 1 is considered, it is seen that the performance of Contourlet Transform is better than Wavelet
and Shearlet Transforms in every metrics. This observation aligns with the findings presented in Figure 1, which
displays the transforms of synthetic image letters O, G, R, and S. These letters, characterized by their smooth
curves and contours, serve as an effective analogy for the patterns and cellular structures typically observed in
digital pathology images. In this context, the Contourlet Transform demonstrates a distinct advantage. Not only
does it yield a sparse representation, but it also more accurately captures the edges, curves, and contours of these
letters compared to both the Wavelet and Shearlet Transforms. This is clearly illustrated in Figure 1. The
Contourlet Transform is particularly effective at showing smooth contours and continuous edges in images. It
smoothly handles different levels of detail, allowing for a clearer and more accurate depiction of complex patterns.
This feature is especially useful in digital pathology, where images often contain detailed and complicated
structures.

During the study, it is observed that the fastest computation of coefficients is for the wavelet case. However,
Contourlet Transform is faster to compute than Shearlet Transform, even though both transforms are considered
as multilevel and multi resolution, the filter bank approach in Contourlet Transform is advantageous for the speed
of computation. Besides, the reconstructions of digital pathology image are satisfactory compared to the
reconstructions of classical peppers image when SSIM, HaarPSI and PSNR metrics are taken as a reference. While
Table 1 shows that our reconstructions exhibit high quality based on PSNR values exceeding 40 dB, this metric
does not accurately reflect the true quality of our images. This discrepancy arises because PSNR is traditionally
geared towards grayscale images and may not correlate well with human visual perception, particularly in the
context of color nuances and high dynamic range images. Figures 4 and 5 demonstrate the effectiveness of the
Contourlet Transform, showcasing its application in 10 varied digital pathology images. In these figures, we have
primarily focused on the results obtained from SSIM and HaarPSI measurements, which offer a more accurate and
perceptually relevant assessment of image quality compared to PSNR. However, Wavelet and Shearlet Transforms
result in similar quality in reconstruction specifically when the HaarPSI metric is taken into account. Digital
pathology slide images can be more challenging than classical images, on the other hand, the results show that CS
is very promising for digital pathology which is a growing medical industry. CS can be advantageous for imaging
at different wavelengths; therefore, this study can initiate CS based imaging of digital pathology samples beyond
the visible band.
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Abstract: Drought is a prolonged period of inadequate rainfall, such as one season, one year or several years, on a statistical
multi-year average for a region. Drought is a natural disaster effective on several socio-economic activities from agriculture to
public health and leads to deterioration of the environment sustainability. The drought starts with meteorological drought,
continues with agricultural and hydrological drought, and when it is in the socioeconomic dimension, the effects begin to be
observed. Generally, drought studies are based on drought indices in the literature. This study applied long-term precipitation,
temperature, and evaporation data from Samsun, Tokat, Merzifon, Corum and Amasya meteorological stations from 1961 to
2022 to investigate the drought in the Yesilirmak basin of Turkey. The present study applied Standardized Precipitation Index
(SPI), and Effective Drought Index (EDI), China Z- Index (CZI) and Standardized Precipitation Evapotranspiration Index
(SPEI) based on daily, monthly, seasonal, and annual time periods to evaluate drought. The Sen slope and Mann-Kendall test
were employed for data analysis. The results revealed that the monthly drought indices for the study area were almost identical
for the study area. Although dry and wet periods were observed.

Key words: Drought, EDI, Mann-Kendall, Sen slope.

Yesilrmak Havzasi'nin uzun vadeli veriler kullanilarak kurakhiginin degerlendirmesi

Oz: Kuraklik, tarimdan halk saghgmna kadar birgok sosyo-ekonomik faaliyeti etkileyen ve cevrenin siirdiiriilebilirligini
bozulmasina neden olan dogal bir afettir. Kuraklik meteorolojik kuraklikla baslar, tarimsal ve hidrolojik kuraklikla devam eder,
sosyoekonomik boyuta gectiginde ise etkileri goriilmeye baslar. Literatiirde genellikle kuraklik c¢alismalari kuraklik
indekslerine dayandirilmaktadir. Bu ¢alismada, Tiirkiye'nin Yesilirmak havzasindaki kuraklik 6zelliklerini incelemek igin
1961-2022 yillar1 arasinda Samsun, Tokat, Merzifon, Corum ve Amasya meteoroloji istasyonlarindan elde edilen uzun siireli
yagis, sicaklik ve buharlagma verileri kullanilmistir. Bu ¢aligsmada, kurakligi degerlendirmek icin aylik, mevsimlik ve yillik
zaman dilimleri kullanilarak giinliik verilere dayali CZI, SPEI, SPI ve EDI degerleri elde edilmistir. Veri analizi i¢in Sen egimi
ve Mann-Kendall testi kullanilmistir. Sonuglar, ¢alisma alani i¢in aylik kuraklik indekslerinin neredeyse ayni oldugunu ortaya
koymustur. Ozellikle siddetli ve yagish donemler gdzlemlenmis olmasina ragmen, genel olarak normal kuraklik seviyeleri
gozlenmistir

Anahtar kelimeler: Kuraklik, EDI, Mann-Kendall, Sen egimi.

1. Introduction

Drought is a life-threatening natural disaster leading to several socio-economic activities such as agriculture,
public health, and leads to deterioration the sustainability of environmental systems. There is not a precise
definition of drought in the literature. However, drought effects are increasingly seen across the world. Humans
usually feels drought when water scarcity begins [1]. There are four main types of droughts in the literature:
meteorological, hydrological, socioeconomic, and agricultural droughts. The drought starts with meteorological
drought, continues with agricultural and hydrological drought, and when it is in the socioeconomic dimension, the
effects begin to be observed. Therefore, it is crucial to analyze the drought situation [2].

Generally, drought studies are based on drought indices in the literature. Several indices are employed in the
literature to evaluate drought such as SPI (Standardized Precipitation Index, [3], CZI (China-Z Index), [4], EDI
(Effective Drought Index), [5], PDSI (Palmer Drought Severity Index) [6], SPEI (Standardized Precipitation
Evapotranspiration Index) [7], RDI (Reconnaissance Drought Index) [8], SDI (Streamflow Drought Index) [9],
SWSI (Surface Water Supply Index) [10], SMDI (Soil Moisture Deficit Index) [11], ARI (Agricultural Rainfall
Index) [12], ETDI (Evapotranspiration Deficit Index) )[11]], etc.

The SPI has been commonly applied in Turkey ([13—15] and worldwide [16—19]

Morid et al. [18] used several drought indices for drought and compared them with each other. They
concluded that EDI and SPI are better at identifying the start of drought, but EDI outperforms the SPI based on
the sensitivity. Mishra and Singh [20] compared the strong and weak points of different indices against each other
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in their drought study. They stated that the best results are obtained with SPI when Gamma distribution is used
since rainfall fits the Gamma distribution better than other distributions.

Yacoup and Tayfur [16] conducted a comparison of various meteorological drought indices for the Trarza
Region of Mauritania for 1, 3, 6 and 12 months. They found that SPI values obtained from gamma and log-normal
distributions can detect more severe droughts than SPI and CZI values obtained from normal distribution. Malik
et al. [21] studied drought with the EDI for the Uttarkand State of India and used Mann-Kendall and the Innovative
Sen Method for trend detection. It was determined that Innovative Sen method outperformed the MK method when
different drought types are studied in the study. This advantage is due to the fact that the trend that cannot be
studied with the MK method can be examined with the Innovative Sen method. Drought studies are widespread in
Turkey as several parts of world.

Dogan et al. [22] performed a drought study in the Konya Closed Basin and performed a comparison of
several drought indices and reported that EDI provides better performance than the others. Tugrul et al. [23]
identified the droughts that are important for the region with EDI for the Southeastern Anatolia Region, studied
the droughts occurring in the provinces in the region, and determined the percentages of drought events in total
time. Gumus et al. [24] analyzed drought with monthly total precipitation data for the Southeastern Anatolia
Project region and investigated the trend of drought with nonparametric MK and Mann-Kendall Rank Correlation
tests. It was stated that a downward trend was determined in the majority of the region. Katipoglu et al. [25]
analyzed SDI values with MK and Modified MK tests to detect trends in the hydrological drought of the Euphrates
basin. It was reported that downward trends were determined in the Euphrates basin in summer and fall months.

Katipoglu et al. [26] applied Innovative Sen method and Mann-Kendall to detect the trend in the hydrological
droughts of Yesilirmak basin. It was found that upward trends were dominant at monthly and annual scale. Simsek
et al. [27] analyzed meteorological drought for the Coruh Basin using the SPI method. It was found that the longest
dry time was observed after 2010 and drought increased with increasing time scale. Tugrul and Hinis [28]
conducted meteorological and hydrological drought trend analysis in Konya Apa Dam Basin. Trend analysis
demonstrated that there is an upward trend in all data in the findings obtained from ITA and in SPI-6, SPI-9 and
SPI-12 in the findings obtained from MK at 0.01 significance level. Yuce et al. [29] analyzed drought in Samsun
province with SPI and SPEI. Normal drought was observed more than the other drought types in Samsun while
very severe drought was observed less. There is little difference between the two indices.

Deger et al. [30] analyzed hydrological drought using SDI and Innovative Trend Analysis (ITA) for 1, 3, 6,
9, 12-scale for the Kizilirmak Basin. The results show that mild drought was observed more. The Drought analysis
in the Yesilirmak Basin was studied with RDI and SPI indices by Hinis and Geyikli [31]. They show that the SPI
and RDI methods generally indicate similar values for wet periods, whereas the RDI defines more extreme dry
periods than the SPI during extreme dry periods. Zeybekoglu et al. [32] compared drought indices for Yesilirmak
Basin to assess the drought. They found that these indices yield similar results and SPI determines drought at an
earlier stage than the other indices. Simsek et al. [33] evaluated the drought for the Black Sea region in Turkey. It
was observed that the occurrence of severe and extreme droughts is nearly 15%. Yuce et al. [34] studied the
hydrological drought analysis of Yesilirmak Basin of with SDI and ITA. It was observed that drought categories
are less than wet categories.

The drought indices, as given above, can be analyzed according to the drought type and the data to be used,
as well as the function and the area of application of the indices. This study used SPI, CZI, SPEI and EDI
compatible with the literature. The EDI, which is considered in this study, is frequently preferred as indices that
provides satisfactory results because it can be calculated using daily temperature and precipitation values to assess
drought [21-23].

This study was conducted using the most updated data (1961-2022) of Amasya, Corum, Merzifon, Samsun
and Tokat monitoring stations in Yesilirmak Basin in Turkey. CZI, SPEI, SPI, and EDI values were used in the
drought assessment of Yesilirmak basin. It is seen in the literature that drought assessments have been made for
the Yesilirmak basin according to many different drought indices. Nevertheless, SPI, SPEI and CZI drought indices
commonly used in the literature were used. In addition, the EDI was employed in the present study, which is
different from the literature and adds originality to the study. In addition, Mann Kendall method and Sen slope
were used to determine the trends in precipitation and mean temperature for 95% confidence interval.

2. Study area
Yesilirmak Basin is located at 35° 49" 52" East longitude and 40° 38" 54" North latitude. It occupies an area of

approximately 40.000 km?, which is 5% of Turkey's total area (Fig. 1). The basin is bordered by the Seyhan,
Kizilirmak, Western and Eastern Black Sea, Euphrates-Tigris basins [34].
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Figure 1. Location map of the present study
3. Methods and Materials

3.1. Data analysis

The meteorological data were provided from the General Directorate of Meteorology in daily average, maximum
and minimum temperature, and daily precipitation data (P). In this study, homogeneity procedure was applied to
complete the missing data. SPI, CZI, SPEI and EDI were calculated using daily values. Station details are shown
in Table 1.

Table 1. Meteorological Monitoring Station

. . . . Daily
Station names Latitude Longitude Altitude T () Toel©) Tom(C) P (mm)
17083-Merzifon 40.8793 35.4585 754 -21 11.5 42.6 1.17
17085-Amasya 40.6668 35.8353 409 -21 13.6 45 1.26
17086-Tokat 40.3312 36.5577 611 -22.1 12.5 45 1.17
17084-Corum 40.5461 34.9362 776 -27.2 10.8 42.6 1.22
17030-Samsun 41.3442 36.2564 4 -7 14.6 38.7 1.95

3.2. Sen slope
It is a nonparametric test to detect the trend slope, developed by Sen [35]. Sen’s slope is effective in large data

errors and is employed to compute the trend in the time series data [36]. The magnitude of the trend is computed
in (1) as follows [37,38]:

=

[ = median (ti_:j) )
in which x;: value at time # and x;: data value at time # (i> j). B indicates the magnitude of the trend.

3.3. Mann-Kendall test

Mann-Kendall test is employed commonly in the literature to detect the trend of meteorological and hydrological

parameters in the hydrology [39—46]. The trend slope of time series can be computed using the Mann-Kendall test
[47—49] as given in equations (2) to (5).
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S = Xk=1 Xjorr1 Sgn(x; — x,) @
L,  if(xj—x)>0

sgn(x; —x;) = f(x) =40 if(xj—xx) =0 3)
-1 if(x;—x) <0

in which # is the data length. A downward trend refers to for $<0, but an upward trend refers to for $>0.

n(n-1)@n+5)-%_ t;(t;—1)(2t;+5)

2 —
o2(s) = - @
where p=number of groups, t=data number at p” group. The Z value is calculated as below.
5-1 .
\/a?(s)’ lf §>0
Z=+0 ifS=0 (5)
S+l ifS<0

02(s))’

There has a tendency if |Z|>Zi-a2, while there is no statistical trend if the condition |Z|<Zi.2. A significance level
of 5% was used for the analysis.

3.4. Drought indices

3.4.1. Effective Drought Index (EDI)

The EDI is computed on a daily time scale and Byun and Wilhite [5] pioneered the development of the EDI, aiming
to overcome some of the shortcomings observed in other indices such as the SPI. The EDI has a numerical range
of -2.5 to 2.5. The EDI is calculated by applying the equations (6) to (8):

EP, = n= 1[(27‘1 Pi_ m)] (6)

DEP; = EP; — MEP @)
_ DEPi

EDI; = 1 (®)

Here, DS is the number of days (usually 365 or 15) used for rainfall accumulation to compute drought severity,
while o is a standard deviation and MEP is the mean EP. The EDI ranges from -2.5 to 2.5. The drought range is
different from SPI and SPEI (Table 2).

3.4.2.  China Z Index (CZI)

CZI was developed by China International Climate Centre to evaluate drought in China [4,22,50]. CZI is calculated
in the following equations (9) to (11) [4,22,50]:

1

6 (Cs 3 6 Cs
CZIj=C—St(7tgoj+1) -t ©)
(x;-%)°
=3V, ,jmg (10)
_X] X
(0].— o (11)

where ¢ is the time (1, 2, 3, ...9, 12, 24, 36, 48 months), Cs is a skewness coefficient for 7, ¢; is a standard deviation,
N is the total number of observation years, o and X are the standard deviation and average of the rainfall Xj,
respectively.

3.4.3. Standardized Precipitation Index (SPI)

The SPI is the dominant drought index on a global scale used for monitoring and comprehensive analysis [51-53].
As seen in the studies of [22,54,55], SPI has been recognized as an important tool for the identification of
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meteorological drought patterns. The pioneering work of [3] has shown that the SPI can be measured at multiple
temporal scales (1, 3, 6, 9, 12, 24, and 48 month scale). The SPI values vary from +2.0 to -2.0.
SPI is based only rainfall data that can be cumulated over different time scales, and can be computed as in (12):
-P
Pl ’F

900 = (12)

In this context, the gamma function is denoted by I', where P is the rainfall, a is the shape parameter, and f is the
scale parameter [22].

3.4.4. Standardized Precipitation Evapotranspiration Index (SPEI)

SPEI is employed to assess the meteorological drought considered rainfall and temperature in a region [7]. Firstly,
the SPEI is computed using potential evapotranspiration (PET). The equation of water balance is applied to
compute the monthly deficit (D) in the following equations (13) and (14).

D=P—PETi (13)
in which P; is the total precipitation at i month. SPEI is computed by Eq. (14) [15,56].

2
2.515517+0.802853W;+0.010328W};
SPEL=W;— i -

1+1.432788W,:+0.189269Wi +0.001308Wi

{ p <0.5, J—2Ilnp
p>05 -2In(1-p)

where p is the exceeding probability of calculated D; values.

(14)

1

In the computation of SPEI and SPI, the methodology of the studies of McKee et al. [3], Mersin et al. [15] and
Vicente Serrano et al. [54] were employed. The drought classification calculated indices is shown in Table 2.

Table 2. Drought classification of CZI, EDI, SPI and SPEI [18,54,57]

Conditions CZI, SPI and SPEI EDI
Extremely wet value > 2.00 value > 2.50
Very wet 1.50 < value < 2.00 1.50 < value < 2.50
Moderately wet 1.00 < value < 1.50 0.7 < value < 1.50
Near normal —1.00 < value < 1.00 —0.70 < value < 0.70
Moderately dry —1.50 < value < —1.00 —1.50 < value < —0.70
Severely dry —2.00 < value < —1.50 —1.50 < value < —2.50
Extremely dry value < —2.00 value < —2.50

4. Results and Discussions

The present study was conducted by using monthly, seasonal, and annual time scales to compute the EDI, CZI,
SPEI and SPI values to assess the drought of Yesilirmak basin. In the present study, precipitation data for the
Yesilirmak basin for the years 1961-2022 were analyzed by applying the Sen slope and Mann-Kendall test and
shown in Table 3. A downward trend was determined in rainfall data for all meteorological stations at 95%
confidence interval based on Sen’s slope. These trends were also evaluated with Mann-Kendall test.

Table 3. Mann-Kendall and Sen’s slope results and descriptive statistics of rainfall

Station Descriptive statistics Mann-Kendall Sen's

name Maximum Mean Std. deviation Kendall's tau p-value slope
Amasya 71.2 1.26 3.713 -0.001 0.770 -0.001
Corum 58.4 1.22 3.635 -0.016 0.002 -0.001
Merzifon 95.8 1.17 3.464 -0.010 0.055 -0.001
Samsun 238.2 1.95 5.896 0.008 0.128 -0.001
Tokat 52.5 1.17 3.322 -0.001 0.805 -0.001

183



Drought assessment of Yesilirmak Basin using long-term data

Figure 2 shows the variation of SPI-1, SPEI-1 and CZI-1 values derived between 1961 and 2022. In this date range,
dry and wet periods were obtained for SPI-1, SPEI-1 and CZI-1. According to the findings, it is realized that
especially SPI-1 values differ from the other indices. As seen in Fig. 2, the values below the -2 line represent an
extremely dry situation, while the values above the +2 line represent an extremely wet situation. As seen in Fig. 2,
for SPI-1, SPEI-1 and CZI-1, very severe, severe, and moderate drought and very severe, severe, and moderate
wet periods were observed.

—CIZI-1 SPEI-1 Amasyz ——CZI-1——SPEI-1 Corum
44 ——SPI-1 44 ——SPI1

Months Months

CZI-1— SPEL1 Samsun
SPI-1

CZI-1——SPEL-1 Merzifon
44 ——SPL-1

Months

CZI-1
44 ——SPI-1

SPEI-1 Tokat

Figure 2. Monthly variation of CZI, SPEI and SPI values

Figure 3 presents the variation of SPI-3, SPEI-3 and CZI-3 values between the years 1961-2022. Dry and wet
periods were obtained for SPI-3, SPEI-3, and CZI-3 between 1961-2022. The findings show that especially SPI-3
values are different from other indices. As mentioned above, values below the -2 line represent extremely dry
conditions, whereas values above the +2 line represent extremely wet conditions. As shown in Fig. 3, there are
very severe drought, severe and moderate drought and very severe, severe, and moderate wet periods for SPI-3,
SPEI-3, and CZI-3. It was observed that droughts occurred in almost all seasons in Yesilirmak basin, but extremely
droughts generally occurred in the fall season.
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Merzifon

Sammer

Figure 3. Seasonal variation of CZI, SPEI and SPI values

Figure 4 shows the variation of SPI-12, SPEI-12 and CZI-12 values obtained between 1961 and 2022. Wet and
dry periods were observed for SPI-12, SPEI-12 and CZI-12 during this period. As seen in Fig. 4, extremely dry,
severe and moderate drought and extremely wet, severe and mild wet periods were detected for SPI-12, SPEI-12
and CZI-12.

In general, the results of drought indices are compatible with each other. As seen in the Fig. 4, extremely dry
periods occurred in Amasya in 2020s, in Corum in 1960, 2010 and 2020s, in Merzifon in 1960 and 2020s, and in
Samsun in 1980s. However, almost no extremely dry conditions were observed at Tokat station.

185



Drought assessment of Yesilirmak Basin using long-term data

[ soE1-12 | AmEERE

-SPEI-I’ Merzifon -SPEI-H Samsun

e 2 | Tokt

Figure 4. The variation of CZI, SPEI and SPI at annual time scale

Figure 5 shows the correlation between SPEI, CZI and SPI used for drought for Tokat. The linear correlation for
SPEI, CZI and SPI shows a strong relationship. The R? values were used to analyze the correlation between SPEI,

Z?=1 (Oi_omean)z—zzl:1 (Oi_Pi)Z
CZI and SPI ( ST, (or—omean)?
observed and predicted i values. R? values close to 1 mean that they have the most accurate prediction results
possible [58]. As seen in Fig. 5, the lowest R? value was obtained between SPEI and SPI with 0.817 in the 1-month
time scale. As shown in Fig. 5, consistent results were obtained between SPEI, CZI and SPI values at Tokat station.
The results are more consistent between SPI and CZI.

). p is the predicted value and o is the observed value, o; and p; are the
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SPI-12

Figure 6 depicts the variation of EDI-1, EDI-3 and EDI-12 values obtained between 1961 and 2022. As seen in
Fig. 6, the values below the -2.5 line represent an extremely dry situation, while the values above the +2.5 line
represent an extremely wet situation. As shown in Fig. 6, for EDI-1, EDI-3 and EDI-12, extremely dry, severe and
moderate drought and extremely wet, severe and moderate wet periods were observed. For EDI-1, extremely dry

Figure 5. The comparisons of CZI-1, SPI-1 and SPEI-1

conditions occurred at all stations except Amasya station.

Moreover, Figure 6 shows that droughts occur in almost all seasons in Yesilirmak basin in EDI-3. According to

EDI-3 and EDI-12, no extremely dry condition occurred at any station.
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Figure 6. The variation of EDI-1, EDI-3 and EDI-12

The number of dry and wet months between 1961 and 2022 for the Yesilirmak basin is given in Fig. 7. While
SPEI, SPI and CZI are subject to the same drought classification, EDI is subject to a different drought class.
Therefore, the number of dry and wet months obtained was used to make comparisons between the indices. For
example, when SPI, SPEI and CZI<-2.00, extremely dry occurs, while the same is true for EDI<-2.5 in EDI (Table
2). Considering the 1-month time series, the normal condition occurred at most in all stations for CZI-1, SPEI,
EDI-1 and SPI-1. When EDI-1 drought index is considered, extremely dry did not occur in any station. Extremely
dry occurred 6, 6 and 19 times for CZI-1, SPEI-1 and SPI-1 for Amasya station, respectively. Extremely dry
occurred 4, 8 and 21 times for Corum, 9, 13 and 16 times for Merzifon, 14, 12 and 18 times for Samsun and 6, 8
and 21 times for Tokat.

Extremely dry occurred 14 times for Samsun according to CZI index, 13 times for Merzifon according to SPEI
index, 21 times each for Tokat and Corum according to SPI index and no extremely dry events occurred according
to EDI. As seen in the Fig. 7, the highest number of extremely dry conditions was obtained according to SPI index.
The driest month in Yesilirmak basin occurred in Corum in March 1986 with SPI-1=-4.12. The driest month
according to CZI index was in Merzifon in May 2002 with CZI-1=-3.65, the driest month according to SPEI was
in Corum in October 1973 with SPE-1=-3.21 and the driest month according to EDI was in Corum in January 2014
with EDI-1=-2.30.
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Figure 7. The number of dry and wet months

The precipitation and temperature trend behaviors of the Yesilirmak basin were reported by Serencam [59] using
ITA. The downward trends at low, medium, and high levels, with an average of -3.4%, -3.8% and -2.4% were
detected, respectively. They also indicated that temperature and precipitation records showed increasing (5-10%)
and decreasing trends, respectively. Although the rainfall of the basin is higher than the national average, it has a
decreasing trend. Katipoglu et al. [26] found that many moderate droughts were observed and only a few extreme
droughts were observed in the monthly and annual series using SDI in the hydrologic drought assessment of
Yesilirmak Basin. Katipoglu et al. [26] applied the ITA method to trend analysis of hydrological droughts in the
Yesilirmak basin to classify wet (SDI > 0) and dry periods (SDI < 0) reported that, except for some stations, the
trends in both dry and wet periods showed downward trends.

Aktiirk et al. [14] conducted a meteorological drought assessment for 1967-2017 with SPI for the Kizilirmak River
Basin, neighboring the Yesilirmak Basin, and reported that thirty one years of the period were affected by drought
categories and twenty eight of the thirty one years belonged to mild drought categories. Yuce et al. [29] analyzed
drought in Samsun province with SPI and SPEI. Normal drought was observed more than the other drought types
in Samsun while very severe drought was observed less. There is little difference between the two indices As seen
in the study of Yuce et al. [29], they used the Mann-Kendall test to rainfall data of Samsun, the findings show that
there is a relative decrease in this parameter in the trend of the rainfall based on the 95% confidence interval (-
0.118). The degree of trend was measured by Sen's slope method for the rainfall (-0.102). The trend in the rainfall
data for Samsun in the present study was detected 0.001 based on Mann-Kendall test and -0.001 was detected for
Samsun based on Sen’s slope. The reason for the difference between the present study and Yuce et al. [29] can be
due to the different period and data format. In this study daily data was used to assess the drought of Yesilirmak
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Basin. In the present study downward trends were determined in the rainfall data of Yesilirmak Basin for all
stations based on Sen’s slope whereas an upward trend was determined in the rainfall data for Samsun based on
Mann-Kendall test.

5. Conclusions

In this study, China Z Index (CZI), Standardized Precipitation Index (SPI) and Standardize Potential
Evapotranspiration Index (SPEI) and Effective Drought Index (EDI) indices based on daily data were obtained by
using rainfall, temperature and evaporation data measured by MGM between 1961 and 2022 for Samsun, Tokat,
Merzifon, Corum and Amasya stations located in Yesilirmak basin. Drought analysis based on monthly, seasonal,
and annual time scales was performed using different indices. According to CZI, SPI, SPEI and EDI indices, the
number of dry and wet months at each station, as well as the seasonal and annual variations were obtained. The
findings of the study were generally in parallel with each other. In addition, according to SPI, SPEI and CZI
indices, extremely dry periods occurred in the same time periods. However, according to the EDI index, which is
based on daily data, extremely dry periods never occurred at any station. The correlation between SPEI, SPI and
CZI values showed that all three indices give similar results. Trend analysis of precipitation data by applying Sen
and Mann-Kendall test showed that precipitation showed a decreasing trend. This study represents a step towards
a comprehensive understanding of historical drought characteristics in the Yesilirmak basin. Therefore, the
following recommendations for future studies are made. The combination of meteorological drought with
hydrological as well as agricultural and groundwater drought can be investigated to highlight the effects of climate
change conditions.
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Abstract: In this work, the mapping diversity technique is exploited for generalized spatial modulation. In this context, multiple
constellations, obtained as the solution of the optimization problem that maximizes Euclidean distance between the elements
of the signal set, are employed in the active transmit antennas of the generalized spatial modulation scheme. Supported by
analytical analysis and simulation results, the proposed scheme is shown to enhance the error rate performance of conventional
generalized spatial modulation.
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Eslemleme Cesitlemesi ile Iyilestirilmis Uzaysal Modiilasyon

Oz: Bu calismada genellestirilmis uzaysal modiilasyon igin eslemleme cesitlemesi tekniginden faydalanilmustir. Bu kapsamda,
genellestirilmis uzaysal modiilasyon semasindaki aktif iletim antenlerinde sinyal kiimesindeki elemanlar aras1 Oklit mesafesini
maksimize eden optimizasyon probleminin ¢6ziimii olarak elde edilen ¢oklu isaret kiimeleri kullanilmistir. Tasarlanan semanin
geleneksel uzaysal modiilasyon tekniginin hata orani performansini iyilestirdigi analitik analiz ve benzetim sonuglari ile
desteklenerek gosterilmistir.

Anahtar kelimeler: Uzaysal modiilasyon, eslemleme ¢esitlemesi, isaret kiimesi tasarimi, soniimlemeli kanal.
1. Introduction

Using multiple antennas in both transmitter and receiver nodes of a wireless communication system [1] is a
promising solution to improve capacity and throughput. In this context, there have been tremendous works in the
literature in the first decade of this century that develop multiple input — multiple output (MIMO) transmission
techniques. The two well-known approaches in MIMO systems are spatial multiplexing [2] and space-time block
codes [3]. Although it is possible to achieve high bandwidth efficiency by employing spatial diversity, interference
arises as an important drawback in detection at the receiver. On the other hand, space-time block codes have been
shown to attain high diversity order with reasonable receiver complexity.

Spatial modulation is an enhanced MIMO technique that exploits the antenna index in addition to
conventional modulation techniques to increase the number of information bits per symbol [4-10]. Specifically,
for each channel use in a spatial modulated system, a certain number of the data bits are utilized to identify the
active antennas used for transmission, while the remaining bits are used to select the corresponding symbol from
the constellation diagram. Consequently, it is possible to improve the bandwidth efficiency by employing spatial
modulation techniques. Spatial modulation is designed for quadrature amplitude modulation (QAM) and phase
shift keying (PSK) modulation schemes and shown to outperform maximum ratio combining for different data
rates in one of the pioneering works [4]. Space shift keying (SSK) [5] can be considered the simplest form of
spatial modulation because it only uses antenna indices to transmit information without any specific modulation
scheme. Specifically, SSK is a special case of spatial modulation in which the active antenna index is determined
by data bits and the unmodulated carrier signal is transmitted from the corresponding active antenna/antennas.
Spatial modulation is extended for OFDM in [6] and analytical performance results are supported with simulation
results. In the general survey paper [7], transceiver design and link adaptation techniques are provided together
with spatial constellation optimization. The results in [7] show that with proper spatial constellation design, it is
possible to decrease the bit error ratio (BER) in spatial modulation systems.

In the spatial modulation technique, the overall system consists of a combination of two domains, namely
space and signal domains. Increasing the constellation size of one of them requires decreasing the other, so it is
critical to balance the constellation size of these two domains. Related to this issue, the optimal constellation sizes
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of signal and space domains in spatial modulation are found in [8] using the union bound of the bit error probability
parameter. In the milestone work [9], spatial modulation is combined with the space-time block coding technique,
and in addition to the increase in spectral efficiency provided by spatial modulation, the diversity and coding gains
are attained due to the use of space-time block codes. In another related work [10], a spatial modulation multiple-
input-multiple-output (SM-MIMO) system is proposed with spatial constellation diagrams and shaping filters
being used as design parameters. It was shown in [10] that properly designed SM-MIMO systems achieve better
performance than their counterpart MIMO systems, even with lower decoding complexity. Trellis-coding schemes
are also considered in spatial modulation systems and like trellis-coded modulation, trellis coding is introduced in
spatial modulation as well [11].

Generalized spatial modulation (GSM) [12-14] is an extension of spatial modulation in which the constraint
of using only one transmit antenna for each message symbol is removed and multiple antennas are activated
simultaneously for each group of information bits to be transmitted. By increasing the number of active transmit
antennas, it is possible to improve spectral efficiency and error resilience. In GSM, an active set of transmit
antennas is selected through a predetermined mapping table, and by using a maximum likelihood detector at the
receiver, both the used antenna combinations and the transmitted symbols are detected [12]. The BER performance
and capacity analysis of GSM is presented in [13]. In a concurrent work [14] the general framework of the GSM
system is presented in which multiple active transmit antennas transmit the same information. Since multiple
simultaneous transmission occurs in GSM, the performance may be enhanced with proper signal constellation
design. In this context, there exist several works [15-18] in the literature that investigate the effect of constellation
design on spatial modulation schemes. In [15], the rotated versions of the original constellation are used at several
active transmit antennas carrying different information symbols. In the other related paper [16], it was shown that
for the quadrature spatial modulation system, a remarkable increase in performance may be attained with optimized
constellations compared with standard PSK and QAM constellations. A related paper [17] employs union bound
to analyze the bit error probability of quadrature spatial modulation and reveals that in addition to Euclidean
distance and energy, the in-phase and quadrature components of the symbols have an impact on the error
performance. As an extension in [18], three constellation designs are suggested to improve the error performance
of MIMO systems with spatial modulation.

The automatic repeat protocol (ARQ) is probably the simplest but the most effective solution for error-free
transmission [ 19]. It has a simple signaling rule that forces the source to retransmit the packets detected erroneously
by the receiver. Instead of simple repetition, Benelli proposed a method for automatic repeat request (ARQ) [20]
which improves the Euclidean distance and consequently increases throughput by using two different mappings
for transmitting the same symbol. In this context, employing different constellations for different retransmissions
of the same information block is generally referred to as mapping diversity (MD) or mapping rearrangement in the
literature. The motivation behind the idea of multiple transmissions of the same data block is the potential to
improve the reliability of the link affected by channel conditions [21]. Symbol mapping diversity is applied for
multiple packet transmissions in [21] using M different rotated versions of 8-PSK, 16-PSK, and 16-QAM. The
uncoded BER upper bound is minimized by optimizing the mapping. In a related work, it was shown in [22] that
by altering bit-to-symbol mappings, the increase rate of minimum squared Euclidean distance is larger than that
of the number of transmissions. Constellation Rearrangement (CoRe) is a particular form of mapping diversity and
is proposed [23] for equalizing the reliabilities of the individual bits in a single symbol. Such a need for
equalization is necessary because the variations in bit reliabilities naturally increase if identical constellations and
mappings are employed when identical symbols are retransmitted. It was shown in [23] that in the case of 16-
QAM for the AWGN channel, the average log-likelihood ratios of bits can be equalized with a total of four
different mappings. CoRe is also used to enhance the performance of the relay channel [24].

Since simultaneous transmission of the same symbol from all active antennas occurs in a MIMO system
employing GSM, the constellation rearrangement technique is embedded in the system design to enhance the error
correction capability in this work. Specifically, multiple different signal constellations obtained by the
constellation rearrangement method are used individually at active transmit antennas at each time slot. The
constellation optimization in mapping diversity is based on increasing the Euclidean distance of the successive
constellations considered together. The overall effect can be regarded as an increase in BER performance like
coding gain. Since embedding mapping diversity in the generalized spatial modulation system requires only using
a second predetermined constellation obtained with optimization, no additional complexity arises compared to
standard GSM. So, it can be stated that embedding mapping diversity in GSM system has the potential to enhance
the BER without bringing any increase in the complexity of the system. Therefore, the main difference between
the system structure of this paper and those of existing ones in the literature can be explained from the
implementation aspect. In this work, multiple versions of the same symbol are transmitted using multiple
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constellations which are obtained by optimization. The organization of the paper is as follows: In the following
second section, the system model is introduced together with transmission protocols. The analytical BER
performance analysis is presented in the third section. Following the Monte Carlo simulation results in Section IV,
the paper is concluded in Section V.

2. System Model and Transmission Protocols

The general framework of the GSM transceiver is given in Fig. 1. It is assumed that a total of m = m; + m;
information bits are grouped to message vector b. Next vector b is partitioned into two parts, while the first m; bits
are used for antenna mapping, the last m; bits constitute the transmitted modulation symbol. There exists a total of
Nr transmit antennas and N receive antennas. Among Ny transmit antennas, N4 of them are active at each time
slot and they all transmit the same symbol. The number of possible combinations of active antennas out of all

transmit antennas can be givenas C N,,N, where C . stands for binomial coefficient.

Since the first m; bits of data vector b is used for antenna selection, it is enough to use only N = plioes[ NN |

combinations among all these possible combinations and straightforward to define m, = {10g2 [(C N,,N, “ where
|k| is the largest integer less than or equal to kA and N =2" . Let us define the set of all used combinations by L.

Each combination, / ={l],12,...,1,v }EL, is a set, elements of which gives indices of the N, active antennas. As

4

mentioned before, the last m; bits are used to form the M-ary modulated symbol s €S where M =2" In each
period, the same symbol, s, is transmitted simultaneously from all N, active antennas, and the remaining Nr-Ny4
antennas remain silent. The overall spectral efficiency is m = m; + m; bits per transmission.

The Rayleigh flat fading transmission channel H is a matrix whose individual elements are complex
independent and identically distributed (i.i.d.) Gaussian random variables. Additionally, there exists an additive
white Gaussian noise (AWGN) with zero mean and o variance in each transmission path. The transmitted signal

is a N, x1 sized vector x, whose elements are the same symbol, s, at indices {11,12,...JNA} and the remaining

elements are zeros. Following this definition, let s be a length N, x1 vector with all elements s. In this context,

the received signal can be expressed as given in equation (1),

Ny
y:Hx+n:Zh,’s+n:H,s+n (1)

n=1

where h, is the /" column of the channel matrix H and H, is a sized submatrix of H formed by extracting the

[= {1] slysenly, } indexed columns of H. At the receiver, maximum likelihood detection is employed to jointly detect

the active antenna set and transmitted symbol. Spatial modulation (SM) detector employs maximum likelihood

algorithm and implements an exhaustive search over the sets L and S to find possible transmitted signal. It is
assumed that perfect channel state information is available in respective receivers. The estimate of transmitted
symbol and active antenna set can be found following the work [13] and is given in Eq (2).

. Y

bits Antenna !
mapping Antenna .o a )
Message | b Message bits selection [y + . OU ]
Bits Partitioning | 71, & . 2 gL | sMm Demapper - |__ ¢
bits | Constellation | S T ransmit A 2 Detecto Sort& Merge
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i 2 data bits
2
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Figure 1. General block diagram of GSM system
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[i,§] = argmin”y —H,s"i (2)

leL,seS

In this work, a special case of the general spatial modulation is evaluated and specifically, it is assumed that
there exists a total of four transmit antennas, two of which are active in each transmission at the transmitter node.
In classical generalized spatial diversity scheme, as previously stated, the same symbol is transmitted from both
two active antennas. Moreover, the same constellation is used for two simultaneous transmissions from two
antennas. Additionally, to enhance the performance, mapping diversity is embedded in spatial modulation, and it
is proposed to use two different constellations obtained by solving the optimization problem that aims to minimize
the symbol error rate.

In this context, let the two different constellations used for mapping diversity be defined as S and S®
respectively. Since two active antennas are selected among all four transmit antennas, the set of antenna

combination, L= 14,23 ,2,4,34 , is selected and the corresponding four possible x vectors representing
transmitted signals from four transmit antennas is given in Table 1. Without loss of generality, the while first active
antenna uses the constellation S to determine the transmitted symbol, the second antenna employs the

constellation diagram S . In the spatial domain, m; = 2 data bits are used to select one element of the set of
antenna combinations.

Table 1. Transmit Antenna Mapping Table

bits used for
antenna mapping

00 x=[s(l) 00 S(Z):I

Transmitted vector

01 x=[0s" s 0

[ ]
10 x=[0 sV s(2)]
[ ]

11 X=

3. Analytical Performance Analysis

In mapping diversity technique, the constellation diagrams can be found by solving the optimization problem
that tries to minimize the BER. In this context, assuming a message out of M elements is transmitted through the
N channel uses each with different constellation diagrams, the union bound for error probability [25] can be defined
as given in Eq. (3),

B <

1 M M
og 11 31 & 2 u(508,)P(si =) ©

i=l j=1,j#i

Here 8, = [Si(l),si(z),...,si(m] is the /" message vector formed by collecting all the i indexed message symbols from

a total of N different constellations and sl.(k) is the /" element of the constellation S"'. Additionally, d,, (sl.,sj)
represents the Hamming distance between vectors s, and s, and P(si —s j) is the pairwise error probability of

detecting s, although s, is transmitted. Assuming that maximum ratio combining is employed at the receiver, the

pairwise error probability, given in Eq.(4), can be expressed using the Chernoff bound as [26]
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4N,)"

(k) _ ¢(0)
) ;

P(s *S,-)Sﬁ 2 @
S

k=1

The pairwise error probability expression given in Eq. (4) shows that to minimize the symbol error rate, the term
N 2

H ‘si(k) - sﬁk)‘ should be maximized. For N=2 (single retransmission) we can express this optimization problem
k=

[24] mathematically as given in Eq.(5).

)

In Eq. (5), C=(4N,)? is a constant where Ny/2 is the noise variance. This optimization problem can be solved using
an exhaustive search method. To obtain the optimum solution, the classical uniform constellations are chosen as

the first constellation set, S"', as a baseline reference. Upon this selection, S is found by minimizing the metric
given in Eq. (5). The constellations obtained by this search are given in Fig. 2 for 16-QAM.

S4 S8 | S12 Si6 Sio $2 Sia Se

53 . S §15 S S S16 S8

2 %6 | S0 Su4 9 S| S 5

S 55 S Si3 su B S %7
s g

Figure 2. Mapping diversity constellations for 16-QAM

To derive the analytical average error probability of GSM the union bounding technique is applied [12,25].
Since the transmitted symbol in spatial modulation is the combination of spatial symbol and data symbol, a
maximum likelihood joint detection of active antenna set, and transmitted data is realized at the receiver. Therefore,
the pairwise error probability (PEP) can be defined as the probability that rather than deciding in favor of the actual
transmitted spatial and data symbols (Z,s) another set of symbols is detected. Following the analysis in [12,13] the
PEP can be expressed mathematically as given in Eq.(6).

N; H)
Hs-H (6)
o llz_ll ( /Zyj
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15 e . . -2 .
where Q(a) = 2—J.ex Pdx s the well-known O function and y, = ‘h, S—h _S‘ . Also h, . is the " element of
T > S E

a

N
the vector h;. The random variable & =, %z 7. 1is chi-squared distributed and its probability distribution function
r=I1

[27] can be given as in Eq.(7),

__ 1 Ve | —
S = Ty ep( 7) ®

where > is the mean value of J. Since two different constellations are applied for two simultaneous

transmissions from two active antennas, » can be defined as given in Eq.(8),

|50 —50||s® =5 if 7 =1

7= ®)

805 4059 if 7

Following the works [28,29], the average value of PEP can be calculated as given in Eq. (9).
E[0(VR)|= [ A (w0 ax
_ 1 (Ne-1) K
_LFNR—NRK exp(—?jQ(«/;)dK )

ere B2 _,7_/2
wh ﬂ_z(l 1+7/2]

Consequently, the analytical BER [25,28] can be obtained as given in Eq.(10) ,

BER:%ZZ?}W ic((NR—m),i)(l—ﬂ)" (10)

1,5 1s
where e is the Hamming distance of the PEP event between (/,s) and (l~ ,§ ) )

4. Simulation Results

The performance of the proposed scheme is evaluated for the Rayleigh fading channel. In all the simulations
presented in this work, perfect channel state information is assumed at all the receivers. Additionally, the average
signal energy is chosen as unity for all modulation schemes. The derived analytical BER performances are
presented together with simulation results. Following the main framework with four transmit antennas among
which two are active at each transmission and two receive antennas, the BER performances with respect to signal-
to-noise ratio (SNR) value are obtained for both conventional GSM system and the proposed GSM system with
mapping diversity. For a fair comparison between the conventional GSM system without mapping diversity and
the proposed GSM system with mapping diversity, all common parameters (block size, transmit power) are chosen
as the same.
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In terms of modulation technique, uniform decomposable QAM schemes are applied initially. The two
different constellations used in mapping diversity for 16-QAM are already given in Fig. 2. For the conventional

GSM system in which mapping diversity is not employed, the conventional 16-QAM (S(l) in Fig. 2) constellation
is used at both two active transmit antennas. The simulation results of the proposed mapping diversity embedded
generalized spatial modulation for 16-QAM modulation are presented in Fig. 3. The main observation from
simulation results is that a remarkable gain in terms of BER can be achieved by incorporating mapping diversity
in spatial modulation. Defining the gain as the decrease in required SNR for a certain BER, it can be stated that
this gain increases with increasing SNR and is almost constant in the high SNR regime. For instance, the gain is
around 1,2 dB for a BER level of 107, Also, the derived analytical BER bound is shown to align perfectly with
simulation results for high SNR values. To determine its effect, the number of receive antennas is increased to
four, and the results are given in Fig. 4. It can be easily stated that, since increasing the number of receive antennas
increases the diversity as well, the BER performance increases with the number of receive antennas. Additionally,
the proposed GSM system with mapping diversity still outperforms the conventional GSM system without
mapping diversity.

: . ; . ;
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100~ GSM with MD (analytical) | -
S — — — GSM w/o MD (analytical)
*
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5 10 15 20 25 30
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Figure 3. Analytical and simulation results for 16-QAM modulation

To determine the effect of constellation size, the M value is increased to 64 and another uniform,
decomposable QAM scheme, namely 64-QAM is also considered. Following the optimization technique given in
Section 3, two different constellations are obtained to be used in mapping diversity. The analytical and simulation
results of the proposed system for 64-QAM modulation are presented in Fig. 5. Likewise, embedding mapping
diversity in generalized spatial modulation achieves a larger gain in terms of BER than the 16-QAM case. To
compare, the gain for the BER level of 10~ is 2,1 dB which is 0,9 dB larger than 16-QAM modulation. The reason
for this is that the potential of improvement with mapping diversity increases with modulation level, i.e., increasing
modulation level value (M) from 4 (16-QAM) to 6 (64-QAM) results in a better improvement in average BER.

Lastly, two non-decomposable QAM schemes, 8-QAM and 32-QAM are used as the modulation technique,
and the performances of the proposed systems are presented in Fig. 6 and Fig. 7 respectively. The analytical results
still align with simulation results and embedding mapping diversity in the GSM system improves the BER
performance. Numerically, while the gain for 8-QAM is 0,9 dB at a BER level of 1073 (Fig. 6), which is 0,3 dB
smaller than that of 16-QAM, it reaches a value of 1,4 dB for 32-QAM (Fig. 6) which is slightly larger (0,2 dB)
than 16-QAM case.
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Figure 5. Analytical and simulation results for 64-QAM modulation.
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Figure 6. Analytical and simulation results for 8-QAM modulation.
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Figure 7. Analytical and simulation results for 32-QAM modulation.
5. Conclusion

In this work, mapping diversity is deployed in a MIMO system with generalized spatial modulation. Precisely,
differently from conventional generalized spatial modulation in which the same constellation is applied in the
transmission phase, multiple distinct constellations optimized for mapping diversity are used individually from all
the active antennas in the setup. The potential of the proposed system is first evaluated analytically and then
quantified with simulations. The results revealed that the performance of the generalized spatial modulation can
be enhanced with the mapping diversity technique. Since perfect channel state information is assumed in this work,
investigating the effect of channel estimation errors on overall performance is a future work of this paper.
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Abstract: In this study, the Bauschringer Effect (BE) resulting from tension-compression deformation applied to nanowires
obtained by placing Cu atoms in <100>, <110> and <111> highly symmetric crystallographic directions was investigated using
the Molecular Dynamics (MD) simulation method. The forces between atoms were determined from the gradient of the
Embedded Atom Method (EAM) potential function, which includes many-body interactions. It was determined that there is an
asymmetry between the stress-strain curves obtained as a result of the tension and compression deformation process applied to
the model system. From this asymmetry, it was determined that the yield stress obtained in the drawing process for nanowire
with <100> crystallographic orientation was greater than the yield strain obtained as a result of the compression process. In
contrast, the opposite was found for nanowires with crystallographic orientation <110> and <111>. In addition, after the yield
strain value is exceeded as a result of the drawing process applied to the model nanowire system, compression deformation
process was applied at different pre-strain values. The existence of the Bauschinger Effect (BE), which is expressed as the yield
strength value as a result of forward loading corresponding to the tension operation, is smaller than the yield value obtained as
a result of the compression process in which the loading is removed, was determined. To clarify the effect of BE on Cu
nanowires with different crystallographic orientations, Bauschinger Stress parameter (BSP) and Bauschinger Parameter (BP)
values were calculated.

Key words: Nanowire, Bauschinger effect, crystallographic orientation, mechanical properties, molecular
dynamics.

Farkh Kristalografik Yonelime Sahip Cu Nano Telindeki Bauschinger Etkisinin Molekiiler
Dinamik Benzetimi

Oz: Bu calismada, Cu atomlarimin <100>, <110> ve <111> yiiksek simetrili kristalografik dogrultulara yerlestirilmesiyle elde
edilen nano tellere uygulanan ¢ekme-sikistirma deformasyonu sonucu olugsan Bauschringer Etkisi (BE) Molekiiler Dinamik
(MD) benzetim yontemi kullanilarak incelendi. Cok cisim etkilesmelerini igeren Gomiilmiis Atom Metodu (GAM) potansiyel
fonksiyonunun gradientinden atomlar arasindaki kuvvetler belirlendi. Model sisteme uygulanan g¢ekme ve sikistirma
deformasyon iglemi sonucu elde edilen zor-zorlanma egrileri arasinda bir asimetri oldugu belirlendi. Bu asimetriden <100>
kristalografik yonelime sahip nano tel igin ¢ekme isleminde elde edilen akma geriliminin sikistirma iglemi sonucu elde edilen
akma geriliminden daha biiyiik oldugu belirlendi. Buna karsilik <110> ve <111> kristalografik yonelime sahip nano teller i¢in
tam tersi bir durum tespit edildi. Ayrica model nano tel sistemine uygulanan ¢ekme islemi sonucu akma gerinim degeri
asildiktan sonra farkli 6n-gerinim degerlerinde sikistirma deformasyon islemi uygulandi. Cekme islemine karsilik gelen ileri
yiikleme sonucu akma dayanimi degerinin yiiklenmenin kaldirildig: sikistirma islemi sonucu elde edilen akma degerinden
kiiciik olmasi olarak ifade edilen Bauschinger Etkisi (BE) nin varlif1 belirlendi. BE’ nin farkli kristalografik yonelimlere sahip
Cu nano telleri iizerindeki etkisini agikliga kavusturmak i¢in Bauschinger Stress parametresi (BSP) ve Bauschinger Parametresi
(BP) degerleri hesaplandi.

Anahtar kelimeler: Nano tel, Bauschinger etkisi, kristalografik yonelim, mekanik 6zellikler, molekiiler dinamik.
1. Introduction

Nanowires are of great technological importance due to their potential applications in nanoscale electrical,
optical, thermal and mechanical systems. These nanowires allow for the construction of nanoelectromechanical
systems with unprecedented functions [1-4]. However, in addition to their physical and chemical properties, since
these devices are exposed to external forces and deformation where they are used, it is extremely important to
know their mechanical properties. Therefore, it is necessary to know the deformation mechanisms of nanowires
under complex stress conditions. Since nanowires have a large surface area to volume ratio compared to bulk
materials, their structure and properties are quite different from bulk materials.

The different crystallographic orientations of nanowires significantly affect their mechanical properties such
as Young's modulus, yield stress, yield strain plastic deformation mechanism. Diano et al. [5] observed an
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unsymmetrical yield stress in the Au nanowire for <100>, and <110>, orientations due to surface-acting internal
forces and different shear systems during tension-compression. Park et al. [6,7] studied the effects of stress
deformation for fcc nanowires with different crystallographic orientations.

It is known that during the tension-compression deformation process applied to the sample, the symmetry in
the stress-strain relationship is preserved only within the elastic region boundaries. Bauschinger observed in 1886
that this symmetry breaks down when the yield stress of the material is exceeded. If a material is plastically
deformed in one direction, plastic yielding in the reverse loading direction occurs at a lower stress than in the
forward loading direction. In general, during plastic deformation, dislocations stack up against obstacles of
different kinds. This decrease in yield stress in the reverse loading direction is known as the Bauschinger effect
(BE) [8, 9]. BE; It is observed in many single and polycrystalline metallic materials, including Al [10], Cu [11],
Nb [12,], steel [13]. However, its amount varies from metal to metal, depending on its microstructural properties.
Many industrial applications are affected by BE, such as metal forming processes, flattening of sheets and bars
[14-16]. This effect minimizes the accumulation of defects and significantly affects the service life and
performance of metallic components during cyclic loading processes such as fatigue [17], wear [18,19] by reducing
stress concentrations. Although many studies have been conducted to investigate the origin of BE, the number of
models and theories developed is very few [20].

Cu element exhibits anisotropic properties depending on the crystal orientation and its mechanical properties
such as yield strength and modulus of elasticity vary considerably [21,22]. However, Cu is widely used in many
nano/micro electromechanical systems in circuit construction [23].

Many studies have been carried out to experimentally determine the mechanical properties of nanowires [24-
26]. However, atomistic simulation methods, especially MD simulations, produce very realistic results in this area
[27,28]. Today, MD simulations are widely and effectively used in materials science research with the latest
developments in computer technology. Researchers have carried out extensive experiments and atomistic
simulation studies to understand the deformation behavior of fcc, bce metallic nanowires [29-32]. Compared to
experimental measurements, simulation studies provide more structural detail during deformation, allowing us to
examine the mechanism from a microscopic perspective. Among many atomic models such as effective medium
theory [33], tight binding model [34], Finnis-Sinclair dual function formulation [35], EAM [36] has a solid
theoretical basis, density function theory and It is one of the most successful approaches because of its simple
analytical expression. To date, EAM has been applied to various systems such as liquids, metals and alloys,
semiconductors, ceramics, polymers, nanostructures and composite materials. Structural [37], mechanical [38,39],
and thermal properties [40] have been extensively studied in studies.

In this study, the Bauschinger effect in the tension-compression deformation process applied to Cu nanowires
with different crystallographic orientations at 10K temperature and 1x10'%! strain value was investigated by MD
simulation method. Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) open source MD
simulation program was used for modeling nanowire structures [41]. Plastic deformation of nanowires as a result
of tension-compression cycle was determined by CNA analysis method from OVITO [42] program. It was
determined that crystallographic orientations had a significant effect on the stress-strain curve of the nanowire
system and the BE effect was clearly seen.

1. Simulation Details

The Lagrangian function of the system to be modeled in the MD method is given in (1) below.

N N N
1 1
Lpa (K™, i, h, ) = Ez m; ($£G8,) — Z Z B (|hsyy[) + 5 MTr(b'h) - Py )
i=1

i=1 j>i
where si, h, G and Pext parameters define the scaled coordinate, the axes of the calculation cell, the metric tensor

and the external pressure, respectively. The equations of motion obtained from this function for the particles and
the calculation cell are given in equations (2) and (3), respectively.

§ = ——F -GG )
h =M (- 1P )V (W)~ (3)
For a system subjected to deformation, the stress is calculated by the microscopic stress tensor as given in equation

(4) [43.,44].
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An object under the influence of external forces is said to be in a strain state. The state of the stress at any
point in the matter is determined by the nine-component stress tensor as in (5).

011 012 033
0;j =| 021 022 023 %)

031 O3z 033

The components of the stress tensor o11, a22, 633 (Which can also be expressed as ox, oy, gz, respectively) are
known as the normal components of the stress, and the other components are known as the shear components of
the stress. The positive values of the normal components correspond to the tension stress and the negative values
to the compression stress. In uniaxial loading applied to the system along the x-axis, only the 6x component
changes. In contrast, the other components are zero [45,46].

EAM is a quasi-experimental potential energy function, which includes many-body interactions and is used
to model systems of monoatomic elements and alloys. In EAM, the energy of the system is determined from the
energy required to embed an atom in the charge density of other atoms around it. Total energy of the system in
EAM is expressed in (6) as;

Eiop = XV F(p) + %Zi#:j @ (1)) (6)

The first term in the function, F;(p;), gives the embedding energy including many-body interactions, and the
second term ®(r;;)gives the two-body interaction [47]. EAM parameters of Cu element can be found in the
literature [48].

In this study, nanowire systems were formed by placing Cu atoms at fcc lattice points along the <100>, <110>
and <111> high symmetry directions. Periodic boundary conditions were applied only along the x-direction. No
boundary conditions were applied along the y and z directions. The numerical solution of the equations of motion
was carried out with the velocity form of the Verlet algorithm. In order for the pre-tension value of the nanowire
to be zero, 5x10* MD steps were stabilized using the system NVT canonical ensemble without applying shrinkage
for all crystallographic orientations. The strain rate and an integration step were determined as 1x10'° s! and 1 fs,
respectively, in the study. The conjugate gradient algorithm was used to minimize the energy in the initial structure.

Cu nanowires with <100>, <110> and <111> orientations used in the study consist of 4647, 4857 and 4903
atoms, respectively. The length of the nanowire was determined as 10.8 nm in the x direction and 2.17 nm in the
y and z directions. In the whole study, compression deformation was applied to different oriented Cu nanowires
by tension deformation and removal of this deformation at different pre-strain values. Several atomic layers were
fixed in the two end regions along the x-direction of the model nanowire system. Dynamic behavior of the
remaining atoms in the intermediate region is allowed. In order to comply with the experimental pulling method,
one of the fixed ends was kept motionless, while the other end was pulled.

2. Results and Discussion

In this study, the BE of the model systems was investigated by applying tension deformation along the x-axis
and compression at certain pre-strain values to nanowires in which Cu atoms were placed at fcc lattice points along
the <100>, <110> and <111> high symmetry directions. In Figure 1, the initial structures of Cu nanowires with
these three different crystal orientations are given. The tension-compression mechanical processing process was
applied by keeping the left fixed end of the nanowire motionless, pulling the right fixed end with a strain rate of
1x10'% s and removing the tension strain with the same strain rate. Both fixed ends of the nanowire consist of
three fixed atomic layers.

In Figure 2(a-c), stress-strain curves obtained as a result of applying the initial tension and compression
deformation process separately along the x-axis direction to the initial structures of Cu nanowire systems with
crystallographic orientations of <100>, <110> and <111> are given. It is noteworthy that crystallographic
orientations have a significant effect on the stress-strain curves obtained as a result of the calculations. Cu
nanowires show elastic anisotropy as a function of crystal orientation. As seen in Figure 2(a), point A where the
strain is 0.11 in the drawing process applied to the <100> Cu nanowire is the yield point at 7.18 GPa at which
plastic deformation begins. Then the voltage drops abruptly to 2.23 GPa at point B. This change in voltage is 4.95
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GPa. These changes in tension for <110> and <111> nanowires were determined as 3.83 GPa and 8.97 GPa,
respectively. This sudden change in the voltage value is known as the nucleation of dislocations within the
nanowire system [7,49,50]. Partial dislocations dominated by Shockley partial dislocations slide rapidly along the
{111} crystal plane, causing a sharp drop in stress [51]. It can be said that the greatest stress variation occurs in
the <111> nanowire and this crystallographic orientation is the optimal arrangement of atoms in the nanowire for
nucleation, growth and movement of dislocations. During the compression process applied to the <100>, <110>
and <111> nanowires, this change in stress was determined as 0.405 GPa, 6.31 GPa and 12.09 GPa, respectively.
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~

fixed end
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[110] [~ .
3 o
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Figure 1. (a) <100>, (b) <110> and (c) <111> Initial atomic structures of Cu nanowires. The yellow
colored spheres indicate the stationary boundary atoms defined as the fixed end, the red colored spheres the
dynamic atoms.
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Figure 2. Stress-strain curves for (a) <100>, (b) <110> and (c) <111> Cu nanowires obtained as a result of
tension-compression deformation.

Figure 3 shows the yield stress (oy) in the tension direction, the pre-strain stress (of) in the tension direction
and the yield stress (or) in the compression direction in the stress-strain curve obtained as a result of the tension-
compression process applied to the nanowire system. Tension and compression deformation in nanowires with all
three crystallographic orientations show an asymmetry in mechanical properties related to free surface effects in
wires. When the strain reaches 0.056 as a result of the compression applied to the <100> nanowire system, o: =
0.985 GPa. This value is quite small compared to oy = 7.18 GPa. However, for <110> and <111> nanowires, the
situation is the opposite (or > oy). It is also seen for nanowires with three different crystallographic orientations
that the stress-strain curve exhibits a zig-zag change as the strain value continues to increase. It can be said that
the reason for this change is due to the growth and spread of nucleated dislocations [52,53]. If both tension and
compression yield stresses are equal, the material behaves isotropically. To compare the difference in strength
under tension and compressive loads, the tension-compression asymmetry (oy — or) / 6y formula was used [51].
The tension-compression yield strength and calculated tension-compression asymmetry for Cu nanowires with
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three different atomic orientations are given in Table 1. It can be clearly seen that the tension compression
asymmetry of the <100> nanowire is more pronounced than that of the <110> and <111> nanowires. Tension-
compression asymmetry is usually caused by different microscopic mechanisms. However, the different tension-
compression asymmetries and BE exhibited by monocrystalline and polycrystalline materials await investigation
[51].

Stress (GPa)

-2 __I 1 1 1 ] 1 1 1 1 ] 1 1 1 1 ] 1

0.00 0.05 0.10 0.15
Strain

Figure 3. The yield stress in the tension direction (oy), the pre-strain stress in the tension direction (or) and the
yield stress in the compression direction (or) points in the stress-strain curve obtained as a result of the tension-
compression process applied to the Cu nanowire system.

The stress-strain curves obtained as a result of the tension-compression deformation process applied to Cu
nanowires with three different crystallographic orientations within elastic limits are given in Figure 4(a-c). First,
as seen in Figure 4(a), the <100> nanowire was subjected to tension processing up to a pre-strain value of 0.08
within the elastic region boundaries. After reaching this strain value, the applied load was removed and
compression was performed. The compression yield stress was determined to be 0.985 GPa. This value is the same
as the original compression yield stress given in Figure 2(a). The same processes were applied to the <110> and
<111>nanowires within the elastic region limits, as seen in Figure 4(b-c). The resulting compression yield stresses
were found to be the same as the original compression yield stresses. In this case, it was determined that BE was
not observed for all three nanowire systems, since the nanowires were not plastically deformed.

F 10
- N | . 3 |
5 E (a) : 4 F (b) | tension E (C) |
4 L | 5t | / i
E : tension 2 | C | tension
= 3F = r | = C |
& | & 3 & ob-——————
) E | o O~ A-———~ o %
= 2 B | = E |compression | = ¢ I compression
5 1 [ ol B 2F | 5 5L |
2 1E compression | & p= L |
% 2 | @ E ! Z 5
0F—————— e f e —— - 4 - | s |
N | -10 [ |
-1 : | -6 | L !
Y] ST I I —8-"“"““"“‘ -15-'""""""‘l"“"“‘
-0.1 0.0 0.1 -0.10 20.05 0.00 0.05 -0.15 -0.10 -0.05 0.00 0.05 0.10
Strain Strain Strain

Figure 4. Stress-strain curves for (a) <100>, (b) <110> and (c) <111> Cu nanowires obtained as a result of
tension and compression deformation within elastic region boundaries.
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Table 1. Tension-compression yield stresses and asymmetry of Cu single crystal nanowire.

Orientation o} (GPa) of (GPa) Asymmetry (%)
<100> 7.18 0.98 86.3
<110> 5.06 7.57 -49.6
<111> 11.88 12.29 -3.45

The mechanical response of metals subjected to plastic deformation depends not only on the current stress
state, but also on their deformation history. This history can be seen as the difference between tension and
compression yield stress in a ductile material [54]. In order to determine the Bauschinger effect depending on the
deformation history, as seen in Figure 5(a-c), after the plastic deformation started to occur as a result of the tension
loading applied to the nanowires with different crystallographic orientations, reverse loading was performed at
different pre-strain values. As seen in Figure 5(a), tension deformation was applied to the <100> nano wire up to
the pre-strain values of 0.16, 0.23, 0.31 and 0.40, and after these values, the load was removed and the compression
process was performed. The same operations were performed at different pre-strain values in nanowires with other
crystallographic orientation, as seen in Figure 5(b-c).
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Figure 5. Stress-strain curves for (a) <100>, (b) <1 10> and (c) <111> Cu nanowires obtained as a result of

compression deformation for different pre-strain values.

There are two types of mechanisms behind BE. The first mechanism is that during plastic deformation,
dislocations accumulate in barriers, producing both long-range and short-range interactions, and dislocation stacks
are formed. As a result, back stress develops in the material, which aids the reverse loading dislocation motion. In
the second mechanism, when the loading direction is reversed, opposite sign dislocations are produced from the
same source. Dislocations attract each other and dislocations disappear. Since stress hardening is related to the
dislocation density, decreasing the number of dislocations reduces the strength. The result is that the compression
yield strength is smaller than the tension yield strength [55,56]. However, the Bauschinger effect is affected by
many factors such as grain boundaries, twinning, interphase boundaries, and second phases [57].

Table 2. BSP and BP values of Cu single crystal nanowire for different crystal orientations and pre-strain

values.

Orientation pre-strain (g) 0.16 0.23 0.31 0.40
o7 (GPa) 3.95 355 3.10 2.09

<100> o, (GPa) -0.85 -0.66 -0.52 -0.29
BSP 0.78 0.81 0.83 0.85

BP 0.13 032 0.47 0.70

- 0.09 0.16 0.28 0.39

o7 (GPa) 272 3.83 1.80 1.03

<110> o, (GPa) 0.13 -0.06 0.85 035
BSP 0.95 0.98 0.52 0.66

BP 0.98 0.99 0.88 0.95

- 0.11 021 0.28 0.35

o7 (GPa) 432 431 3.82 3.12

6.35 4.57 4.56 238

<u1> ”Tég 2 0.47 -0.06 -0.19 0.23
BP 0.48 0.63 0.62 0.81
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Many different definitions have been used to measure the magnitude of the Bauschinger effect. The
Bauschinger effect can be observed qualitatively from stress-strain curves. In order to quantitatively explain the
Bauschinger effect for nanoscale simulation studies, Abel (1987) introduced a parameter called the Bauschinger
stress parameter (BSP), which is a function of the pre-stress [58,59]. The BSP defines the relative reduction in
stress from the forward bias stress to the reverse yield stress. However, Caceres et al. He stated that BSP is a
parameter that measures the amount of back stress that particles exert on dislocations in the matrix [60]. where of
is the pre-strain stress in the tension direction and o is the yield stress in the compression direction is determined
as in eq. (7) below [8];

_ |0'f|—|0'r|
BSP = o7 @)

At the nanoscale, the plastic region of the stress-strain curve appeared to exhibit a saw-like pattern. Since a
specific hardening pattern cannot be predicted for the material at this scale, the Bauschinger parameter (BP) is
defined in (9) to clarify this effect.

ol -of

BP = ©

0
or

In this equation, ¢;? is the original compression yield stress and oy is the compression yield stress obtained at
different pre-strain values. The definition of the BP parameter indicates that the stronger Bauschinger effect leads
to a greater BP value [53]. The calculated BSP and BP values of Cu nanowires with three different crystallographic
orientations and different pre-strain for each orientation are given in Table 2. It is seen that the BSP increases as
the pre-strain value for the <100> nanowire increases. It is thought that the increase in the pre-strain values at the
completion of the tension applied to the sample will cause an increase in the plastic deformation of the material,
resulting in a decrease in the difference between oy and o;.values, resulting in a BE effect for this crystallographic
orientation. However, it can be said that the <100> nanowire moves away with increasing pre-strain from isotropic
strain, which corresponds to the oy=0,. state and is expressed as the expansion of the yield surface of a material
with plastic deformation [54]. In addition, the increase in BP as a result of the increase in the pre-strain value
indicates that a stronger BE is formed in the nanowire. In many fcc metals such as Cu, especially in nanoscale
crystals, deformation at room temperature is achieved by the formation of deposition defects and the movement
of partial dislocations associated with slumping defects [61,62]. Setoodah [53] et al. They found that a larger pre-
strain value causes a higher dislocation density in the material and therefore a lower yield strength in the opposite
direction. Also, dislocations formed under tension deformation are more likely to slip under compression
deformation, resulting in premature yielding. For <110> nanowire, BSP and BP were found to be high at low pre-
strains (0.099 and 0.163), and low for high pre-strains (0.283 and 0.393). This corresponds to a greater BE effect
in the nanowire at low pre-strain values. With an increase in the amount of forward pre-strain, the number of
mobile dislocations may decrease due to more dislocation interaction and possible formation of a more stable
dislocation structure [63]. Therefore, with the increase of the amount of pre-strain, the back stress increases up to
a certain pre-strain level and then decreases or becomes saturated, depending on the number of mobile dislocations
present in the material [64-66]. Compared to nanowires with <100> and <110> crystallographic orientation, it is
seen that g, value is greater than oy value in <111> nanowire, except for the pre-strain value of 0.35. From this, it
can be said that the model nanowire structure exhibits reverse BE behavior where the compression yield strength
is higher than the tension yield strength. The twin structures formed under compression deformation inhibit the
movement of dislocations, causing the compression yield strenght to be slightly greater than the tension yield
strenght, resulting in inverse BE [51]. However, it can be said from the increase in BP value that the increase in
pre-strain increases the effect of BE.

3. Conclusion

In this study, the Bauschinger effect, which is the result of uniaxial tension compression deformation applied
to Cu nanowires with different crystallographic orientation and modeled with the EAM potential function, was
investigated by MD simulation. Crystallographic orientations have a significant effect on the stress-strain curves
obtained from the calculations. The existence of tension-compression asymmetry was determined for Cu
nanowires with three different atomic orientations. It was determined that the tension-compression asymmetry of
the <100> nanowire was more pronounced than that of the <110> and <111> nanowires. BE was clearly seen in
the Cu nanowire with different crystallographic orientations. The results of BE are important in nano-scale forming
processes of nanomaterials. In single crystal structures, plastic deformation is related to dislocation shift and
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twinning. Dislocations formed under tension are more likely to slip under compression, resulting in lower yield
stress.

References

Wang JF, Gudiksen MS, Duan XF, Cui Y, Lieber CM. Highly polarized photoluminescence and photodetection from
single indium phosphide nanowires. Science 2001; 293: 1455-1457.

Joyce HJ, Gao Q, Tan HH, Jagadish C, Kim Y, Zou J. et.al. I1I-V semiconductor nanowires for optoelectronic device
applications. Prog Quant Electron 2011; 35: 23-75.

Cui Y, Zhong ZH, Wang DL, Wang WU, Lieber CM. High performance silicon nanowire field effect transistors. Nano
Lett 2003; 3: 149-152.

Huang Y, Duan XF, Lieber CM. Nanowires for integrated multicolor nanophotonics. Small 2005;1: 142-147.

Diao J, Gall K, Dunn ML. Yield Strength Asymmetry in Metal Nanowires. Nano Letters 2004; 4: 1863-1867.

Park HS, Zimmerman JA. Modeling inelasticity and failure in gold nanowires. Physical Review B 2005; 72: 054106.
Park HS, Gall K, Zimmerman JA. Deformation of FCC nanowires by twinning and slip. J. Mech. Phys. Solids 2006; 54:
1862-1881.

Mabhato JK, De PS, Sarkar A, Kundu A, Chakraborti PC. Effect of deformation mode and grain size on Bauschinger
behavior of annealed copper. International Journal of Fatigue 2016; 83: 42-52.

Paul JDH, Hoppe R, Appel F. On the Bauschinger effect in TiAl alloys. Acta Materialia 2016; 104: 101-108

Stoltz RE, Pelloux RM. The Bauschinger effect in precipitation strengthened aluminum alloys. Metall Trans A 1976; 7:
1295-1306.

Pedersen OB, Brown LM, Stobbs WM. The bauschinger effect in copper. Acta Metall 1981; 29: 1843-1850.

Waheed S, Hao R, Bhowmik A, Balint DS, Giuliani F. A unifying scaling for the Bauschinger effect in highly confined
thin films: a discrete dislocation plasticity study. Model Simulat Mater Sci Eng 2017; 25: 54003.

Han K, Van Tyne CJ, Levy BS. Effect of strain and strain rate on the bauschinger effect response of three different steels.
Metall Mater Trans A 2005; 36: 2379-2384.

Gui HL, Li Q, Huang QX. The influence of Bauschinger effect in straightening process. Math. Probl. Eng 2015; 2015;
1-5.

Chun BK, Kim HY, Lee JK. Modeling the Bauschinger effect for sheet metals, part II: applications. Int. J. Plast. 2002;
18: 597-616.

Chun BK, Jinn JT, Lee JK. Modeling the Bauschinger effect for sheet metals, part I: theory, Int. J. Plast. 2002; 18: 571—
595.

Srivatsan TS, Al-Hajri M, Troxell JD. The tensile deformation, cyclic fatigue and final fracture behavior of dispersion
strengthened copper. Mech. Mater. 2004; 36: 99—116.

Tang CY, Li DY, Wen GW. Bauschinger's effect in wear of materials. Tribol. Lett. 2010; 41: 569-572.

Tang C, Wang JM, Wen GW, Wang Y, Li DY. Bauschinger effect in wear of Cu—40Zn alloy and its variations with
the wear condition. Wear 2011; 271(9): 1237-1243.

Xiaoyu H, Chao W, Margolin H, Nourbakhsh S. The Bauschinger effect and the stresses in a strained single crystal. Scr.
Metall. Mater. 1992; 27: 865-870.

Gao Y, Wang H, Zhao J, Sun C, Wang F. Anisotropic and temperature effects on mechanical properties of copper
nanowires under tensile loading. Computational Materials Science 2011; 50: 3032-3037.

Sainath G, Choudhary BK. Orientation dependent deformation behaviour of bee iron nanowires. Computational Materials
Science 2016; 111: 406-415.

Lieber CM. Nanoscale science and technology: building a big future from small things MRS Bull. 2003; 28: 486—491.
Mughrabi H. Dislocation wall and cell structures and long-range internal stresses in deformed metal crystals. Acta Metall.
1983; 31: 1367-1379.

Liu X, Yuan F, Zhu Y, Wu X. Extraordinary Bauschinger effect in gradient structured copper. Scr. Mater. 2018; 150:
57-60.

Tsuru T. Origin of tension-compression asymmetry in ultrafine-grained fcc metals. Phys. Rev. Mater. 2017; 1: 2—4.
Park HS, Zimmerman JA. Modeling inelasticity and failure in gold nanowires. Phys. Rev. B 2005; 72: 054106.

Olsson PAT, Melin S, Persson C, Atomistic simulations of tensile and bending properties of single-crystal bce iron
nanobeams. Phys. Rev. B 2007; 76: 224112.

Sainath G, Choudhary BK, Jayakumar T. Molecular dynamics simulation studies on the size dependent tensile
deformation and fracture behaviour of body centred cubic iron nanowires. Comput. Mater. Sci. 2015; 104: 76-83.

Zhou M, Liang W. Response of copper nanowires in dynamic tensile deformation. Proc. Inst. Mech. Eng. Part C J. Mech.
Eng. Sci. 2004; 218(6): 599-606.

Park HS, Gall K, Zimmerman JA. Deformation of FCC nanowires by twinning and slip. J. Mech. Phys. Solids 2006; 54:
1862-1881.

XieH, Yin F, Yu T, Lu G, Zhang Y. A new strain-rate-induced deformation mechanism of Cu nanowire: Transition from
dislocation nucleation to phase transformation. Acta Mater. 2015; 85: 191-198.

Norskov JK. Covalent effects in the effective-medium theory of chemical binding: Hydrogen heats of solution in
the 3d metals. Phys. Rev. B 1982; 26: 2875.

Cleri F, Rosato V. Tight-binding potentials for transition metals and alloys. Phys. Rev. B 1993; 48: 22.

210



Sefa KAZANC, Canan AKSU CANBAY

Finnis MW, Sinclair JE. A Simple Empirical N- body Potential for Transition Metals. Philos. Mag. A-Phys. Condens.
Matter Struct. Defect Mech. Prop. 1984; 50: 45.

Daw MS, Baskes M. Embedded-atom method: Derivation and application to impurities, surfaces, and other defects in
metals. Phys. Rev. B 1984; 29: 6443.

Nam HS, Hwang NM, Yu BD, Yoon JK. Formation of an Icosahedral Structure during the Freezing of Gold Nanoclusters:
Surface-Induced Mechanism. Phys. Rev. Lett. 2002; 89: 275502.

Cagin T, Dereli G, Uludogan M, Tomak M. Thermal and mechanical properties of some fcc transition metals. Phys. Rev.
B 1999; 59: 3468.

Koh SJA, Lee HP, Lu C, Cheng QH. Molecular dynamics simulation of a solid platinum nanowire under uniaxial tensile
strain: Temperature and strain-rate effects. Phys. Rev. B 2005; 72: 085414.

Sturgeon JB, Laird BB. Adjusting the melting point of a model system via Gibbs-Duhem integration: Application to a
model of aluminum. Phys. Rev. B 2000; 62: 14720.

http://lammps.sandia.gov/. LAMMPS Molecular Dynamics Simulator (Erisim Tarihi:02.04.2021).

Stukowski A. Visualization and analysis of atomistic simulation data with OVITO-the Open Visualization Tool.
Modelling and Simulation in Materials Science and Engineering 2010; 18(1): 015012.

Kazanc S. The effects on the lattice dynamical properties of the temperature and pressure in random NiPd alloy. Can. J.
Phys. 2013; 91(10): 833-838.

Kazanc S, Ozgen S, Adiguzel O. Pressure effects on martensitic transformation under quenching process in a molecular
dynamics model of NiAl alloy. Physica B 2003; 334(3-4): 375-381.

Saitoh KI, Liu WK. Molecular dynamics study of surface effect on martensitic cubic-to-tetragonal transformation in Ni-
Al alloy. Computational Materials Science 2009; 46: 531-544.

Jacobus K, Sehitoglu H, Balzer M. Effect of stress state on the stress-induced martensitic transformation in polycrystalline
Ni-Ti alloy. Metallurgical and Materials Transactions A 1996; 27(A): 3066-3073.

Guellil AM, Adams JB. The application of the analytic embedded atom method to bcc metals and alloys. J Mater Res
1992; 7: 639-652.

Foiles SM, Baskes MI, Daw MS. Embedded-atom-method functions for the fcc metals Cu, Ag, Au, Ni, Pd, Pt, and their
alloys. Phys Rev B 1986; 33: 7983.

Setoodeh AR, Attariani H, Khosrownejad,M. Nickel nanowires under uniaxial loads: A molecular dynamics simulation
study. Computational Materials Science 2008; 44: 378-384.

Wang P, Chou W, Nie A, Huang Y, Yao H, Wang H. Molecular dynamics simulation on deformation mechanisms in
bodycentered-cubic molybdenum nanowires. J Appl Phys 2011; 093521:110.

Zhou J, Shen J, Essa FA, Yu J. Twins and grain boundaries-dominated the reverse Bauschinger effect and
tensioncompression asymmetry. journal of materials research and technology 2022; 18: 15 -28.

Wu HA. Molecular dynamics study of the mechanism of metal nanowires at finite temperature. European Journal of
Mechanics A/Solids 2006; 25: 370-377.

Setoodeh AR, Attariani H. Nanoscale simulations of Bauschinger effects on a nickel nanowire. Materials Letters 2008;
62: 4266-4268.

Jordon JB,Horstemeyer MF,Solanki K,Xue Y. Damage and stress state influence on the Bauschinger effect in aluminum
alloys. Mechanics of Materials 2007; 39: 920-931.

Abel A, Muir H. The Bauschinger effect and discontinuous yielding. Phil Mag 1972; 26: 489-504.

Brown LM. Orowan’s explanation of the Bauschinger effect. Scr Metall 1977; 11: 127-131.

Zhu D, Zhang H, Li DY. Influence of Nanotwin Boundary on the Bauschinger’s Effect in Cu: A Molecular Dynamics
Simulation Study.Metallurgical and Materials Transactions A 2013; 44A: 2013-4207-4217.

Abel A. Historical perspectives and some of the main features of the Bauschinger effect. Mater. Forum 1987; 10(1): 11—
26.

Horstemeyer MF. Damage influence on Bauschinger effect of a CAST A356 alluminum alloy. Scripta Mater. 1998; 39:
1491-1495.

Caceres CH, Griffiths JR, Reiner P. Influence of microstructure on the Bauschinger effect in an Al Si-Mg alloy. Acta
Metall. 1996; 44: 15-23.

Prinz F, Argon AS. Dislocation cell formation during plastic deformation of copper single crystals. Phys. Status Solidi A
1980; 57: 741-753.

Rzychoil T, Rodak K. Microstructure characterization of deformed copper by XRD line broadening. Arch. Mater. Sci.
Eng. 2007; 28: 605-608.

Novak V, Sittner P. Stability of dislocation structure. Acta Universities Caroline-Math et Phys 1990; 22: 89-94.

Sohn SS, Han SY, Shin SY, Bae JH, Lee S. Effect of microstructure and pre-strain on Bauschinger effect in API X70
and X80 line pipe steel. Met Mater Int 2013; 19: 423-431.

Han SY, Sohn SS, Shin SY, Bae JH, Kim HS, Lee S. Effect of microstructure and yield ratio on strain hardening and
Bauschinger effect in two API X80 linepipe steels. Mat Sci Engg A 2012; 551: 192-199.

De PS, Kundu A, Chakraborti PC. Effect of prestrain on tensile properties and ratcheting behavior of Ti-stabilised
interstitial free steel. Mat Des 2013; 87-97

211






Turkish Journal of Science & Technology Research Paper
19(1), 213-222, 2024 https://doi.org/10.55525/tjst. 1344460

Evaluation of SNP in the CDHS8 and CDH10 Genes Associated with Autism Using In-Silico Tools

Azadeh REZAEIRAD', Omer Faruk KARASAKALZ*, Tugba KAMAN3, Mesut KARAHAN*
!Institute of Science, Molecular Biology, Uskiidar University, Istanbul, Tiirkiye
24 Vocational School of Health Services, Medical Laboratory Techniques, Uskiidar University, Istanbul, Tiirkiye
3 Department of Medicinal and Aromatic Plants, Vocational School of Health Services, Uskiidar University, Istanbul,
Tiirkiye
*2 omerfaruk.karasakal@uskudar.edu.tr

(Gelis/Received: 17/08/2023; Kabul/Accepted: 22/03/2024)

Abstract: Autism spectrum disorder (ASD) is defined as a pervasive and multifactorial neurodevelopmental disorder (ND). It
is characterized by repetitive behavioral patterns as well as symptoms of social interaction and communication disorder. The
cadherin (CDH) superfamily is a large group of synaptic cell adhesion molecules and has been widely related with ND,
including autism. The aim of this study is to evaluate the potentially deleterious missense single nucleotide polymorphisms
(SNPs) in CDHS and CDH10 genes, which are related with ASD and cause amino acid changes, using internet-based software
tools. To identify potentially harmful missense SNPs; all SNPs were screened using SIFT, PolyPhen-2, PROVEAN,
SNPs&GO, Meta-SNP, and SNAP2 software tools, and common deleterious ones were filtered out. Its effect on protein
stabilization was investigated with I-Mutant 3.0 and MUpro tools. Three-dimensional models of these common damaging
amino acid changes were evaluated with the HOPE software. As a result of in silico analysis of 577 missense SNPs in the
CDHS gene; The rs145143780 (Y572C) polymorphism common damaging SNP has been detected by all software tools.
According to the results of the in silico analysis of 526 missense SNPs found in the CDH10 gene; The rs13174039 (V459G),
rs147882578 (N485K), rs201423740 (Y306C), rs201956238 (F317L) and rs373340564 (R128C) common damaging SNPs
have been identified in all polymorphisms by all software tools. As a result of this study, it is thought that the data obtained
will make important contributions to future relevant experimental studies.

Key words: Single nucleotide polymorphism (SNP), CDHS8, CDH10, in silico, autism spectrum disorder (ASD).

In-Silico Araclar Kullamlarak Otizmle Iliskili CDH8 ve CDH10 Genlerindeki SNP'lerin
Degerlendirilmesi

Oz: Otizm spektrum bozuklugu (OSB), yaygin ve cok faktorlii bir ndrogelisimsel bozukluk (NB) olarak tanimlanir.
Tekrarlayan davranis kaliplarinin yani sira sosyal etkilesim ve iletisim bozuklugu belirtileri ile karakterizedir. Kadherin (CDH)
stiper ailesi, biiylik bir sinaptik hiicre adezyon molekiilleri grubudur ve otizm de dahil olmak iizere NB ile genis ¢apta
iligkilendirilmistir. Bu ¢alismanin amaci, otizm spektrum bozuklugu ile iliskili ve amino asit degisikliklerine neden olan CDHS
ve CDH10 genlerinde potansiyel olarak zararli olan missense tek niikleotid polimorfizmlerinin internet tabanli yazilim araglari
kullanilarak degerlendirilmesidir. Potansiyel olarak zararli yanlis anlamli SNP'leri tanimlamak icin; tim SNP'ler SIFT,
PolyPhen-2, PROVEAN, SNPs&GO, Meta-SNP ve SNAP2 yazilim araglar1 kullanilarak tarandi ve ortak zararli olanlar
filtrelendi. Protein stabilizasyonu tizerindeki etkisi, I-Mutant 3.0 ve MUpro araglartyla arastirildi. Bu ortak zararli amino asit
degisikliklerinin ti¢ boyutlu modelleri HOPE yazilimi ile degerlendirildi. CDHS8 genindeki 577 missense SNP'nin in silico
analizi sonucunda; SNP'ye zarar veren rs145143780 (Y572C) polimorfizmi tiim yazilim araglar: tarafindan tespit edilmistir.
CDH10 geninde bulunan 526 missense SNP'nin in silico analiz sonuglarina gore; rs13174039 (V459G), rs147882578 (N485K),
15201423740 (Y306C), rs201956238 (F317L) ve 1rs373340564 (R128C) ortak zarar veren SNP'ler, tiim polimorfizmlerde tiim
yazilim araglar tarafindan tanimlanmistir. Bu ¢aligma sonucunda elde edilen verilerin gelecekte ilgili deneysel ¢aligmalara
onemli katkilar saglayacag: diisiiniilmektedir.

Anahtar kelimeler: Tek niikleotid polimorfizmi, CDHS, CDH10, in silico, otizm spektrum bozuklugu (OSB).
1. Introduction

Autism spectrum disorder (ASD) is a multifactorial, pervasive neurodevelopmental disorder (ND)
characterized by restricted, repetitive behavioral patterns as well as core symptoms of significant impairment in
social interaction and communication [1]. ASD has been reported as a psychiatric pathology that affects almost
1% of the world's population, is more common in men (male/female ratio 4.3:1) and is generally common in
children under 3 years of age [2]. Common early signs and symptoms in these children include not responding
when called by name, no or very limited use of gestures in the communication process, and lack of creative play
[3]. ASD is a serious ND with a strong genetic basis. However, the genetic contributions to ASD are extremely
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heterogeneous, and many different loci have been reported to underlie the disease to varying degrees in different
individuals [4]. Despite the evidence that harmful variants in the same genes play a role in multiple ND, there has
been great interest in identifying genes that, when mutated, confer a large degree of ASD-specific risk [5].

The cadherin superfamily is a large group of synaptic cell adhesion molecules and has been widely related to
ND, including ASD [6,7]. Cadherin-8, which is encoded by the CDHS8 gene, a gene associated with ASDs, is
known as the homophilic adhesion protein. This gene is type II from the cadherin superfamily and encodes integral
membrane proteins that mediate calcium-dependent cell-cell adhesion [8]. The CDH10 gene encodes the type 11
classical cadherin protein and is located in the cortex, which is thought to be critical in ASD. In addition, it has
tasks such as regionalization of the brain, formation of neural circuits, and plasticity [9-11].

Among the variations in the human genome, the most common are SNPs [12]. SNPs are divided into non-
synonymous ones located in the coding region of the target gene. Missense SNPs are amino acid changes that
cause changes in the function of proteins [13]. These functional changes may have different impacts on the
structure and function of the protein. For example, gene regulation can affect its modulation, protein
hydrophobicity, charge, stability, interactions, and translation [14]. For these reasons, missense SNPs are
associated with various diseases [15]. In-silico studies are used to analysis the impacts of variants on the structure
and function of proteins [16]. Bioinformatics software tools provide significant advantages to researchers.
Especially with in silico analysis performed before experimental studies, savings can be made in terms of cost and
time. In addition, it provides rapid prediction for many compounds, allows obtaining pioneering data in drug
development activities, and missense SNPs with possible harmful effects in genes known to be associated with
diseases can be detected, as in our study. Thanks to this detection, instead of analyzing hundreds or thousands of
SNPs, those predicted in silico can be studied first in research [17-19].

The aim of this study is to evaluate the potentially deleterious missense SNPs in the CDHS and CDH10 genes,
which are related with ASD and which cause amino acid changes, using internet-based software tools. In this
relationship, it includes the evaluation of the possible consequences of the findings by estimating the possible
effects of SNPs on the function, structure, and stabilization of the protein.

2. Materials and Methods

In this study, the possible impacts of missense SNPs in CDHS8 and CDHI0 genes related with ASD on protein
structure, stabilization, and function were estimated, and possible high-risk SNPs that are common harms in all
software tools were determined. In this context, the steps of the method applied to the selection of the target genes
in the study are as follows (Figure 1).

SIFT
NCBI PolyPhen-2
dbSNP PROVEAN I-Mutant 3.0 Project
UniProt || GeneMANIA SNPs&GO MUpro HOPE
SFARI Meta-SNP
SNAP2

Figure 1. Workflow Diagram

2.1. Data mining

Literature searches and the SFARI database (https://gene.sfari.org) were used to identify the genes to be analyzed
in the study. SFARI Gene is an evolving online database designed to help researchers track the ever-expanding
genetic risk factors emerging in the literature [20]. SNPs in the CDHS and CDH10 genes were obtained from the
NCBI dbSNP database (https://www.ncbi.nlm.nih.gov/snp/). Among these SNPs, missense SNPs were selected.
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The protein sequences encoded by the CDHS and CDH10 genes and access codes were obtained from NCBI Gene
(https://www.ncbi.nlm.nih.gov/gene/) and UniProt databases. (http://www.uniprot.org/).

2.2. Determination of gene-gene interactions

The relationships between the genes analyzed with bioinformatics tools and gene-gene interactions were
determined via GeneMANIA (https://genemania.org). GeneMANIA is a comprehensive software tool that
explores publicly available biological data [21,22].

2.3. Bioinformatics evaluation of missense SNPs

In order to estimate the possible effects of missense SNPs in CDHS8 and CDH10 genes on protein function and
structure, SIFT, PolyPhen-2 (Hum-Div, Hum-Var), PROVEAN, SNPs&GO, Meta-SNP, and SNAP2 software
tools were used, and common damaging ones were identified in all of them. The variants predicted to be potentially
harmful in each of the tools used were selected for further analysis.

SIFT (Sorting Intolerant From Tolerant) (https://sift.bii.a-star.edu.sg/) analyzes the physical properties and
sequence homology of amino acids to understand whether an existing amino acid change in protein sequences
causes a change in protein function [23]. The PolyPhen-2 (Polymorphism Phenotyping-2)
(http://genetics.bwh.harvard.edu/pph2/) software tool is divided into two Hum-Div and Hum-Var. A tool for
predicting the possible impact of amino acid changes on the function of human proteins using evolutionary and
physical considerations is a software tool [24,25]. PROVEAN (Protein Variation Effect Analyzer)
(http://provean.jcvi.org/index.php) is a publicly available tool that determines whether an amino acid change or
minor genetic variation has an effect on protein functionality [26,27]. SNPs&GO (http://snps.biofold.org/snps-
and-go/snpsand-go.html), is defined as an SVM (Support Vector Machine) based web server used to estimate
whether variations in protein structure are associated with the disease [28,29]. Meta-SNP
(http://snps.biofold.org/meta-snp/) is a software tool that predicts SNPs are likely to be included in polymorphism
or disease classification [30,31]. SNAP2 (https://www.rostlab.org/services/SNAP/) estimates the impact of
missense SNPs on protein function. SNAP2 generates predictions based on machine learning methods [32,33].

2.4. Evaluation of the effect of predicted deleterious SNPs on protein stabilization

At this point, SIFT, PolyPhen-2 (Hum-Div, Hum-Var), PROVEAN, SNPs&GO, Meta-SNP, and SNAP2 were
used for each amino acid change, and common harms were identified in all of them. After, the effects of these
detected variants on protein stabilization were analysis with I-Mutant 3.0 and MUpro. The I-Mutant 3.0
(http://gper2.biocomp.unibo.it/cgi/predictors/I-Mutant3.0/[-Mutant3.0.cgi) and MUpro
(http://mupro.proteomics.ics.uci.edu/) tools were used to estimate the impacts of predicted potentially deleterious
SNPs on protein stabilization. Both of these tools are publicly available tools that estimate the impacts of variants
at a single location on the stabilization of proteins [34-36].

2.5. 3D-modeling of predicted harmful variations

Using the Project HOPE software, 3D models of proteins with amino acid changes, which are common in all
software tools, were created. Project HOPE (https://www3.cmbi.umcn.nl/hope/) is a software tool that performs
calculations on the three-dimensional structure of mutated proteins and provides information about the structural
effects of mutation [37,38].

3. Results

The information about the SNPs in the CDHS8 and CDH () genes was obtained from the NCBI dbSNP database in
December 2021. A total of 142242 SNPs were found in the CDHS gene. When the missense SNPs were filtered
out among the 142242 SNPs, it was determined that only 577 of them were missense SNPs. A total of 620 different
variants of these SNPs were determined. Also, a total of 59691 SNPs were found in the CDH10 gene. When the
SNPs with false meaning among 59691 SNPs were filtered, it was determined that only 526 of them were missense
SNPs. A total of 615 different variants of these SNPs were reported.

When the missense SNPs in the CDHS8 gene found to be harmful in all programs were evaluated, the rs145143780
(Y572C) polymorphism was determined to be the most common damaging SNP. In the evaluation of SNPs in the
CDH10 gene that is harmful in all programs, rs13174039 (V459QG), rs147882578 (N485K), rs201423740 (Y306C),
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rs201956238 (F317L), and rs373340564 (R128C) polymorphisms have all been identified as the most common
damaging SNPs.

3.1. Results of SNPs on protein stabilization

One variant of the CDHS gene, which was determined to be associated with disease in all software tools, was
analyzed with [-Mutant 3.0 and MUpro tools. As a result of the study, it has been determined that one variant has
the effect of reducing protein stabilization in both programs (Table 1). In addition, five variants of the CDH10
gene, which were determined to be related with diseases in all software tools, were analyzed with the I-Mutant 3.0
and MUpro. As a result of the study, it was determined that five variants had a reducing effect on protein
stabilization in both programs (Table 1).

Table 1. Results of stabilization of CDHS and CDH1( genes

Amino 1I- I-Mutant

Gene SNP . o e DDG MUpro Mupro
Acid Mutant  Reliability
Name Number Change Result Value (Kcal/mol) Result DDG value
SO
E rs145143780 Y572C Decrease 2 0.95 Decrease -1.0298355
)
rs13174039 V450G~ Decrease 9 2.07 Decrease | 9914738
rs147882578  N4gsK ~ Decrease 8 229 Decrease 1 5179979
S
ay D Decrease
g rs201423740  Y306C ccrease 3 0.37 -1.1597179
)
rs201956238 F317L Decrease 3 2.19 Decrease 1 417702
rs373340564  RI28C  Decrease 2 -0.15 Decrease () 18078604

3.2. Results of CDH8 and CDH10 gene-gene interaction

Interactions between genes were determined using the GeneMANIA software tool, and functional and interactional
information for two genes was obtained. The interaction of the CDHS8 gene with CTNNDI, JUP, CTNNAI,
CDH11, and PSENI genes the maximum has been identified. Also, CDH10 gene with CTNND1, JUP, CTNNAI,
CTNNBI, and CDHI genes the maximum interaction has been identified. The gene-gene interaction network of
the CDHS and CDH10 genes is given in Figure 2.
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Figure 2. CDHS and CDH10 gene-gene interaction network
3.3. Bioinformatics Analysis Results

Belonging to the CDHS8 and CDHI10 genes associated with autism, gene-gene interaction, prediction of possible
damaging effects of SNPs, estimation of the impacts of SNPs on protein stabilization, and a three-dimensional
modeling study and its results are presented below. Software tools such as SIFT, PolyPhen-2 (Hum-Div, Hum-
Var), PROVEAN, SNPs&GO, SNAP2, and Meta-SNP were used to identify common harms using missense SNPs
obtained from the NCBI dbSNP and amino acid change information of each SNP based on variants in the protein
sequences (Table 2).
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Table 2. Prediction results of CDHS and CDH10 genes SNP in all software tools

. PolyPhen- PolyPhen-
Gene Aminogpp grpy PolyPhen- 2 PolyPhen- o GVEAN PROVEAN  SNPs&GO  SNPS&GO  SNAP- - gy, p  SNAP-2 - Meta-  Meta-
Nam SNP ID Acid Result Scor Result 2 Score Result 2 Score Result Score Result Reliability 2 2 Score Expected SNP SNP
€ Change esu core esu't (HumDiv) v (HumVar) v " Value Result Accuracy  Result Score
(HumDiv) (HumVar)
)
E rs145143780 Y572C DIt 0.002 PD 1.000 PD 0.997 Dit -7.172 Ds 2 Effect 48 71% Ds 0.721
S}
rs13174039 V459G DIt 0 PD 0.998 PD 0.978 DIt -6.651 Ds 2 Effect 78 85% Ds 0.661
rs147882578 N485K DIt 0.015 PD 0.977 PSD 0.727 Dit -4.576 Ds 2 Effect 34 66% Ds 0.74
=
= rs201423740 Y306C DIt 0.015 PD 1.000 PD 1.000 Dit -7.654 Ds 5 Effect 53 75% Ds 0.823
S
rs201956238 F317L DIt 0.011 PD 0.995 PSD 0.786 DIt -5.105 Ds 5 Effect 54 75% Ds 0.785
rs373340564  R128C DIt 0.028 PD 1.000 PD 0.999 DIt -5.043 Ds 5 Effect 19 59% Ds 0.751

DIt: Deleterious, Ds: Disease, PSD: Possibly Damaging, PD: Probably Damaging




3.4. Modeling results for CDHS8 and CDH10 genes
The mutant residue resulting from the polymorphism often differs from the original wild-type residue. These
differences are the charge, hydrophobicity, and size values specific to amino acids. The patterns of amino acid

changes resulting from polymorphisms and the differences between residues are presented in Table 3.

Table 3. Wild and mutant-type residue properties of the CDHS and CDH (0 determined using Project HOPE

Gene AMINO WILD-TYPE RESIDUES MUTANT-TYPE RESIDUES
SNP ID ACID —
Name CHANGE Size  Charge Hydrophobicity =~ Size  Charge Hydrophobicity
co
E rs145143780 Y572C > - < < - >
)
rs13174039 V459G > - > < - <
rs147882578 N485K < Neutral - > +charge -
=
s} rs201423740 Y306C > - < < - >
Q
Q
rs201956238 F317L > - - < - -
rs373340564 R128C > +charge < < Neutral >

According to the results, it was determined that the amino acid change created by SNP belonging to the CDHS
gene, which was predicted to be high risk, was Y572C. Furthermore, amino acid changes created by high-risk
SNPs of the CDH10 gene have been identified as V459G, N485K, Y306C, F317L, and R128C. The 3D model of
the protein created using the Project HOPE tool is shown in Table 4.

4. Discussions

In this study, estimation results of the possible impacts of SNPs in CDHS and CDH10 genes related to ASD
disorder on protein structure, function, and stabilization were obtained using in silico methods. CDHS;
15145143780 (Y572C) and CDHI0; rs13174039 (V459G), rs147882578 (N485K), rs201423740 (Y306C),
rs201956238 (F317L), rs373340564 (R128C) were identified as high-risk SNPs via bioinformatics analysis tools
as shown in the workflow in Figure 1 (Table 4). During the creation of three-dimensional models by the Project
HOPE, analysis is also performed in terms of hydrophobicity, charge, and size differences. It was also evaluated
how the SNPs detected in both genes affect the structure or function of the protein in this respect Table 3. Changes
that may occur in protein stabilization can cause proteins to deteriorate or misfold [39]. Due to the decrease in
stabilization because of the amino acid change that occurs, folds with low success rates or an increase in unfolded
protein sections can be seen [40]. In our study, it was determined that it decreased protein stabilization in all
variants that were predicted to have a possible harmful effect. Although it has not yet been defined in autism,
which is a ND, current studies show that multiple genes, epigenetic effects, or gene-gene interactions pose a risk
[41,42]. Therefore, the gene-gene interactions were determined via GeneMANIA. For example, it was determined
that physical and genetic interaction, co-expression, co-localization, estimated interaction, shared protein domains
and pathways in CDHS and CDH10 genes (Figure 2) [43].
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Table 4. HOPE tool 3-D modelling results of CDHS and CDH10 genes

Gene

Name SNP ID MODELING EXPLANATION
J
As a result of the
Ec 5145143780 ‘\ ( rs145143780 polymorphism,
e ~J the amino acid tyrosine is
8 (Y5720) < :
S — SH converted to cysteine at
> ‘ ng/@“ position 572.
) As a result of the rs13174039
rs13174039 \ '3 X polymorphism, the amino
(V459G) i — acid valine is converted to
H,N H,N O glycine at position 459.
] T
9
j . As aresult of the
5147882578 7 1s147882578 polymorphism,
(N485K) [ the amino acid Asparagine is
© converted to Lysine at
i OH e H position 485.
[e] o
'S
ff) As a result of the
OH .
p) 1s201423740 polymorphism,
: rs?‘(l{éé(i)263c7)40 : the amino acid Tyrosine is
T SH converted to Cysteine at
8 - - /g/OH position 306.
HN I 8
{\\? | As a result of the
. N 15201956238 polymorphism
\ ]
rs%g:l;zgil)SS the amino acid phenylalanine
is converted to leucine at
- oH HoN H position 317.
o O
HEN\%\‘H As a result of the
NH 1$373340564 polymorphism,
rsf;{iﬁ;()CS)64 the amino acid Arginine is

HoN

converted to Cysteine at
position 128.
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In a study conducted on the CDHS gene, they reported that CDHS showed a predisposition to autism and
learning disabilities as a result of rare familial 16q21 microdeletions and expression analysis [6]. In an ASD study
in which genetic analysis was performed, including more than 10,000 people of European origin, it was determined
that CDH10 and CDHY genes showed a significant relationship in the pathogenesis of ASD [44]. To understand
the role of classical Type II cadherins (CDH8 and CDH11) in the etiology of ASD, their expression patterns were
analyzed during mouse brain development and in autism-specific human tissue (induced pluripotent stem cell
(iPSC)). The results show that both cadherins may have a critical role in ASD [45].

5. Conclusions

As a result of this study, high-risk missense SNPs, which are predicted to have potentially harmful effects,
were detected in each of the online analysis tools used. In addition to making more cost-effective, target-oriented
studies in a shorter time with in-silico methods, it also makes a great contribution to providing preliminary
information for experimental studies that are planned by making pre-laboratory preliminary studies. In particular,
it is predicted that it will be useful in SNP research and genotyping studies on the CDHS and CDH 10 genes.
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Abstract: Predicting Alzheimer's disease (AD) at an early stage can assist more successfully prevent cognitive decline.
Numerous investigations have focused on utilizing various convolutional neural network (CNN)-based techniques for
automated diagnosis of AD through resting-state functional magnetic resonance imaging (rs-fMRI). Two main constraints face
the methodologies presented in these studies. First, overfitting occurs due to the small size of fMRI datasets. Second, an
effective modeling of the 4D information from fMRI sessions is required. In order to represent the 4D information, some studies
used the deep learning techniques on functional connectivity matrices created from fMRI data, or on fMRI data as distinct 2D
slices or 3D volumes. However, this results in information loss in both types of methods. In order to model the spatiotemporal
(4D) information of fMRI data for AD diagnosis, a new model based on the capsule network (CapsNet) and recurrent neural
network (RNN) is proposed in this study. To assess the suggested model's effectiveness, experiments were run. The findings
show that the suggested model could classify AD against normal control (NC) and late mild cognitive impairment (IMCI)
against early mild cognitive impairment (eMCI) with accuracy rates of 94.5% and 61.8%, respectively.

Key words: Alzheimer’s disease preliminary diagnosis, machine learning, magnetic resonance imaging,
convolutional neural network, recurrent neural network.

4B fMRI Tabanh Alzheimer Hastaliginin On Tespiti icin 3B-CAPSNET ve RNN Modellerinin
Kullanilmasi

Oz: Alzheimer hastaligimn (AH) ilerlemesinin erken tahmini, bilissel gerilemenin daha etkili bir sekilde yavaslatilmasina
yardimei olabilmektedir. Dinlenme durumu fonksiyonel manyetik rezonans gériintiileme (dd-fMRG) kullanilarak otomatik AH
tanist igin evrisimli sinir aglarma (ESA) dayali farkli yontemlerin uygulanmasina yonelik gesitli calismalar yapilmistir. Bu
calismalarda tanitilan yontemler iki biiyiik zorlukla karsilagmaktadir. Birincisi, fMRG veri kiimeleri kiigiik boyutta oldugundan
agirt uyum gozlemlenebilmektedir. Tkincisi, fMRG oturumlarinin 4 boyutlu (4B) bilgilerinin verimli bir sekilde modellenmesi
gerekmektedir. Calismalardan bazilari, derin 6grenme yontemlerini, 4B bilgiyi modellemek i¢cin fMRG verilerinden olusturulan
fonksiyonel baglanti matrislerine veya ayr1 2B dilimler veya 3B hacimler olarak fMRG verilerine uygulamistir. Ancak bu
durumun her iki yontem tiiriinde de bilgi kaybina neden oldugu gézlemlenmistir. Bu ¢alismada, AD tanisi i¢in fMRG verilerinin
uzay-zamansal (4B) bilgilerini modellemek amactyla Kapsiil ag1 (CapsNet) ve tekrarlayan sinir agini1 (RNN) temel alan yeni
bir model énerilmektedir. Onerilen modelin etkinligini degerlendirmek igin deneyler yapilmistir. Sonuglara gére, dnerilen
modelin AH’na kars1 normal kontrol (NK) ve geg hafif biligsel bozukluk (GHBB) ile erken hafif bilissel bozukluk (EHBB)
smiflandirma gorevlerinde sirasiyla %94.5 ve %61.8 dogruluk elde edebildigi goriilmiistiir.

Anahtar kelimeler: Alzheimer hastalif1 tespiti, makine 6grenmesi, manyetik rezonans goriintiileme, evrisimli sinir aglari,
yinelemeli sinir agi.

1. Introduction
1.1 Preamble

Alzheimer’s disease (AD) is the sixth cause of death among older people in the United States [1]. It is expected
that the over-60 population will become 2 billion by 2050 which will be 21% of the world’s population after it
was 8% in 1950 [2]. This reveals a massive increase in the number of people affected by Alzheimer’s disease
estimated to be 100 million by 2050 [3]. AD is the most common type of dementia, it is a neurodegenerative
disease that occurs as a result of changes in amyloid and tau protein levels causing a disability of communication
between neurons and cell death in different brain regions resulting in the loss of cognitive abilities. Several brain
regions can be damaged due to AD as well as a reduction in some neurotransmitters. As a result, the functionality
for which a certain region or a neurotransmitter is responsible for is affected. For example, the hippocampus is
responsible for learning and memory, and it is more likely to get damaged before other regions. Also,
Acetylcholine (ACh), a neurotransmitter responsible for memory and learning is decreased in concentration. Other
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regions that are affected by AD include the left medial orbital part of the superior frontal gyrus, left caudate
nucleus, right middle frontal gyrus, left orbital part of the Inferior frontal gyrus, left triangular part of the inferior
frontal gyrus, and left inferior temporal gyrus [4]. Till now, there is no treatment for this disease, but an early
prediction of conversion to AD helps slow down the progression of dementia more effectively. Changes in the
brain associated with AD begin 20 years before AD symptoms appear [1]. It is more helpful for patients to predict
the progression of a patient from mild cognitive impairment (MCI) stage toward AD than distinguishing AD from
health normal control (NC) (see Figure 1 [5]). MCI is the cognitive decline stage before AD immediately, where
subjects in this stage suffer from mild cognitive ability loss but they are still able to do their daily activities without
any sign of dementia. This stage is categorized into early MCI (eMCI) and late MCI (IMCI). Another way of
categorizing subjects in this stage is to divide them into stable MCI (sMCI) and progressive MCI (pMCI) based
on developing AD or staying stable in a follow-up period [4]. The development of AD always occurs in a time
range of 6 to 36 months. However, diagnosis of Alzheimer’s disease in its early stages is more challenging than in
later ones, as distinguishing between sMCI and pMCI or IMCI and eMCI is very hard due to the high similarities
between brain changes in the distinguished cases.

A Whole-brain Activation Areas in Older Controls and Alzheimer Patients

B Medial Temporal Activation Areas in Older Controls and Alzheimer Patients
L;-24,-4,-28

. Older Controls Alzheimer Patients

Figure 1. Demonstrates the increase in fMRI activity in neocortical (A) and medial temporal (B) brain areas
of Alzheimer’s disease (in red) relative to healthy older control subjects (in yellow) [5].

The human brain consists of multiple regions that interact with each other, neurodegenerative diseases such
as AD are associated with a change in different brain regions’ activity as well as the interaction patterns between
different brain regions known as functional connectivity networks [6]. Different from structural magnetic
resonance imaging (sSMRI) (known traditionally as MRI) which scans the brain’s anatomical structure, functional
magnetic resonance imaging (fMRI) scans brain activity by capturing the blood oxygenation level-dependent
(BOLD) signal as the indicator for brain activity. The information on the brain’s functional disturbance provided
by fMRI proved to be very helpful with the diagnosis of several brain diseases at an early stage, as brain activity
changes happening as a result of AD or any of its previous cognitive decline stages happen earlier than structural
(anatomical) changes scanned by sSMRI [7]. There are two kinds of fMRI: resting-state fMRI (rs-fMRI) and task-
based fMRI. In rs-fMRI, the session is recorded while the subject is at rest. While in task-based fMRI, the subject
performs some cognitive tasks during the session. The majority of studies use rs-fMRI for automated AD diagnosis
due to being easier to obtain as the subjects are not performing any task which also reduces the motion artifacts
making the pre-processing of fMRI data less complicated. Still, fMRI is not yet reliable in the clinical diagnosis
of AD due to two major problems. First, sophisticated statistical analysis is required for useful information
extraction from raw fMRI. Second, the difficulty of fMRI visualization due to its complicated data structure. Here
comes the role of applying deep learning to fMRI images for automated medical diagnosis as a step toward making
fMRI applicable in clinical practice. An fMRI session is captured as a time series of brain volumes. In the literature,
very few studies investigated applying deep learning in fMRI-based AD diagnosis. The brain activity information
recorded by fMRI can be complementary with other neuroimaging biomarkers such as MRI and positron emission
tomography (PET) for more accurate diagnosis. However, it is still early to rely on fMRI for clinical diagnosis of
AD. Several challenges need to be overcome to make fMRI usage in automated diagnosis reliable and trustable.
An fMRI session is captured as a time series of brain volumes. Hence, one of the main challenges is the overfitting
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problem that goes back to training complex 4D models on fMRI datasets that are always available with small sizes
to capture the spatial and temporal features of the fMRI time-series [7].

1.2. Related Work and Contribution

For more than a decade, various machine learning methods have been proposed for automated AD diagnosis
based on rs-fMRI data. The first conventional approach introduced in the literature was using Pearson’s correlation
coefficients between pairs of brain regions to construct a functional connectivity (FC) network (matrix)
representing the temporal functional relationships between different brain regions from an fMRI scan after using
regions of interest (ROI) template (e.g., AAL) to extract the regions between which the connectivity network is of
the analysis interest. Each element in this matrix denotes the Pearson correlation coefficient between the time
series of a pair of ROIs. Then, using a feature extractor to extract from the FC matrices the discriminative features
to be used in training a machine learning model for classifying different AD stages. For example, Jie et al. applied
a graph-kernel method to FC networks to measure the topological similarity between different subjects as a feature
extractor to train an SVM for classification [8]. Different from previous studies that used a single SVM, Bi et al.
proposed a random SVM cluster to overcome the information loss problem encountered with a single SVM [9].
Each SVM in the cluster is built by randomly selecting a set of samples and their FC features achieving higher
feature diversity. To categorize a sample, the prediction by the majority of the multiple SVMs is used. Jie et al.
constructed dynamic connectivity networks (DCNs) and extracted both temporal variability features (e.g., the
temporal correlation between brain regions) and spatial variability features (e.g., spatial variability within a
specific brain region) neglected by most of the studies that existed before [6]. They used a manifold regularized
multi-task feature learning model to extract the most important features on which a multi-kernel SVM was trained
for disease classification.

However, the aforementioned methods have the disadvantages of feature extraction and the classifier’s
training being performed as two separate processes in addition to performing feature extraction in a handcrafted
manner, which degrades the classification performance. Thanks to deep learning, both processes can be
automatically combined into a single training process. Hence, the literature shifted toward applying deep learning
methods, particularly convolutional neural networks (CNNs) to FC networks directly leading to significantly better
classification accuracy, as feature extraction is directed by the classification feedback through the training process.
Also, deep neural networks are capable of learning more hidden disease-related patterns. For example, He et al.
constructed an FC matrix by calculating the time series correlation coefficient between each pair of brain regions
based on both the variance of the mean value of all voxel time series in the two brain regions over time and the
covariance of the time series mean value of the two brain regions [10]. Then, feeding the adjacency matrix of each
subject into a simplified instance of 3D-MobileNet [11] architecture. In another study, Duc et al. applied ICA to
fMRI data to generate an FC matrix representing the time-series correlations between 16 different independent
components (brain regions) for each subject [12]. Then, from these matrices, 3D ICA feature maps were obtained
using dual regression and fed into a 3D VGG-Net model. With another approach to decrease the fMRI dataset’s
small size overfitting effect, Wang et al. utilized PCANet [13] on FC matrices [14]. The choice of PCA was due
to its unsupervised nature that eliminates its need for feedback adjustment parameters, making it an efficient choice
for small datasets. Lin et al. introduced their end-to-end CRNN framework where they combined a CNN with an
LSTM to model the 4D information [15]. They applied CNNs to dynamic FC (dFC) networks for extracting the
temporal features based on which an LSTM was used to model the sequential information of the dFC networks.
To perform the spatiotemporal analysis avoiding the 4D information complexity and model the 4D features at the
same time, Jia et al. used mReHo transformation [16] that represents the whole time series of volumes as a single
volume [17]. In the study, a 3D-PCANet was trained on the mReHo volumes as the classifier model. Due to the
small size of the fMRI dataset, a disparity in sample distribution is encountered causing overfitting. As a solution
for this problem, graph autoencoder (GAE) was applied over a node-edge connectivity graph that represents each
node’s (brain region) connectivity profile over the time series [18]. Graph theory helps to model the spatiotemporal
pairwise correlation between brain regions by encoding the nodes and edges of a graph into a latent vector space
to capture hidden information despite the disparity of a dataset. The GAE was trained as the generator part of a
generative adversarial network (GAN) [19] that reconstructs the brain connectivity graphs to enforce the GAE to
better learn the connectivity graph features benefiting from the discriminator’s loss. In [20], a 3D-CNN was trained
on fMRI images, and the temporal dimension was neglected. While Wang et al. applied a 2D-CNN to ROIs and
then passed the extracted spatial features from sequential fMRI volumes to an LSTM to model the temporal
features, they neglected the third spatial dimension [21].

Despite the classification performance improvement achieved by applying CNNs to FC networks or mReHo
representations, both representations have the drawback of losing some spatial and temporal information. Also,
applying 3D-CNNs to the fMRI session’s volumes separately neglects the temporal dimension totally, and

225



Use of 3D-CAPSNET and RNN models for 4D fMRI-based Alzheimer’s Disease Pre-detection

applying 2D-CNNs to fMRI volumes’ slices neglects the third spatial dimension resulting in information loss in
both cases. To preserve both spatial and temporal information, Li et al. introduced a concatenation of a 3D-CNN
with an LSTM applied directly to fMRI scans [22]. In this model, the spatial feature maps generated by the 3D-
CNN from all volumes along the fMRI time-series are passed sequentially to the LSTM to model the temporal
relationship along the fMRI time-series. To model the 4D information, eliminating the complexity of the CNN-
RNN combination, Parmar et al. designed a 3D CNN with the first two convolutional layers ofa (1 X 1 x 1) kernel
to learn the temporal features hierarchically [7], then the spatial features of the volumes in the time-series were
learned through the following layers. Although CNN-based methods achieved efficient results being the best in
fMRI-based AD diagnosis, an overfitting problem still exists, especially when applying CNNs to small-size
datasets, which is always the case for most of the medical datasets, including fMRIs.

In this study, to develop an effective method for early-stage diagnosis of AD we introduce a CapsNet-RNN
model to efficiently learn the spatiotemporal features of fMRI data for AD diagnosis tackling the small-size dataset
problem that causes overfitting. We propose to utilize an enhanced version of CNNs called Capsule Network
(CapsNet) introduced by Sabour et al. [23] as a solution to the overfitting problem encountered with traditional
CNNs, combined with a recurrent neural network (RNN) to model the 4D information of fMRI sessions. In other
words, to address the issue of overfitting in medical datasets, such as fMRIs, the Capsule Network (CapsNet), a
modified version of traditional CNNs created specifically for this use, was combined with an RNN to simulate the
spatiotemporal characteristics of fMRI data. The spatial characteristics of every volume in an fMRI time-series
were extracted using CapsNet to create a feature vector. Next, to simulate the temporal features along the fMRI
volume time-series, the vectors of the time-series are successively input to an RNN. CapsNet was introduced with
two main modifications to solve two major problems in traditional CNNs. First, it replaces the scalar feature
detectors lacking efficient representation of the spatial correlation between different entities (shapes) produced by
a conventional CNN with the capsule concept, dividing output feature maps into several groups and viewing each
group of the output feature maps as a grid of capsules. Each capsule outputs a vector and the length of a vector
indicates the probability that the entity (shape) represented by its capsule exists at this capsule’s location in an
image, while the orientation of this vector encodes different properties of the entity such as pose, position, size,
orientation, deformation, and texture. Second, instead of the pooling operation that results in information loss, it
applies a routing-by-agreement algorithm to alleviate this problem and model the relationship between lower-level
entities constructing higher-level ones in the image features hierarchy. In our proposed CapsNet-RNN model, the
CapsNet outputs a feature vector representing the spatial features of each volume in the fMRI time series. The
vector of each volume is then given to an RNN to model the temporal dependency information between the fMRI
volume sequences. The proposed model is able to achieve 94.5% and 61.8% accuracy for the AD vs. NC and IMCI
vs. eMCI classification tasks, respectively.

2. Proposed Model

In this section, firstly, CapsNet and RNN models are overviewed to comprehend the structure of the proposed
model. Then, the architecture of the proposed model is explained.

2.1. CapsNet

CNNs have proven to be efficient with image classification, especially in the medical domain. However,
CNNe s still suffer from some drawbacks that are more obvious with small datasets, which is almost the case for
medical image datasets. CNNs suffer from two major drawbacks [23]: first, they use scalar feature detectors, which
do not efficiently capture the spatial relationships between different entities. This makes CNNis less robust to affine
transformations, which means that a CNN needs to be trained on a big dataset containing most, if not all, possible
transformations, while medical datasets like fMRIs are usually of small size with respect to a deep learning model’s
number of parameters, which causes the trained model to overfit the dataset. The second drawback is performing
pooling after each convolutional layer to reduce the number of parameters for achieving a lower computational
complexity. This reduction of parameters results in precise position information loss. To solve these issues,
CapsNet applies two concepts: vector-output capsules and routing-by-agreement as a replacement for scalar
feature detectors and max-pooling operation, respectively.

2.1.1. Vector-output capsules

A CapsNet can have one or more convolutional capsule layers; each layer performs convolution on the
resulting convolutional capsules (feature maps) from the previous layer. Convolution is used to maintain the shared
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weight property of CNNs (knowledge replication across space) by learning the reusable feature detectors across
the entire image. Each convolutional capsule represents a shape entity, where a convolutional capsule is a group
of N feature maps; the number of these feature maps is referred to as the number of atoms. This group of N feature
maps can be viewed as a grid of capsules, each capsule outputting a vector. At each location on this grid, there is
a capsule’s N-dimensional output vector that consists of the feature detectors at the same location across this group
of N feature maps forming the convolutional capsule. The length of a capsule’s output vector represents the
probability of the existence of the entity (e.g., rectangle, triangle, etc.) represented by its convolutional capsule at
this capsule’s location. While the orientation of the capsule’s output vector encodes various properties of the entity
it represents, including different types of instantiation parameters such as pose, position, size, orientation,
deformation, and texture. The capsules of each convolutional capsule layer represent a set of entities at a certain
level in a hierarchy of shape complexity, where the entities in a higher layer are constituents of entities from the
layer below.

2.1.2. Routing-by-agreement

To assign parts to the wholes, an algorithm called routing-by-agreement is used to couple each capsule
representing an entity in a capsule layer with the capsules of the entities (parts) in the layer below. This routing-
by-agreement process iteratively takes place between each capsule layer and its previous layer for a defined
number of iterations within a single training iteration for the whole network. There is a coupling coefficient
between each capsule in the capsule layer and each capsule in the lower layer, indicating the extent to which a
lower-level capsule (entity) is probably a part of a higher-level capsule. The input to a capsule s; is calculated as

a weighted sum over all “prediction vectors” Wy; for this capsule. These prediction vectors are calculated by
multiplying the output vectors u; of all capsules in the layer below by a weight matrix W;; that is learned through

the training process as in (1) [23]:
s; = i Cijlj; u;; = Wju,. (1)

The following squashing function is applied to capsule input vectors to shrink their values slightly below 1
as they are used as probability values as follows in (2):

Is;l* s; @
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where a capsule j receives an input s; and outputs a vector v;. The summation of prediction vectors ;; is weighted
by coupling coefficients c;; and the coupling coefficients between capsule i and all the capsules in the layer above
sum to 1. A coupling coefficient ¢;; is computed by a “routing softmax” whose initial logits are log prior
probabilities b;; that a capsule i should be coupled to capsule j as in (3):
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The logits b;; are initially set to zero, and their optimal values are learned iteratively through the dynamic
routing-by-agreement process based on measuring the agreement between a capsule output v; and the prediction
vector U;; from capsule i. The agreement is calculated as the scalar product a;; = v; - Uj;, then added to the
current logit b;; to calculate the new logits and coupling coefficient values for the following iteration and so on.
The routing-by-agreement algorithm is demonstrated in Table 1.
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Table 1. Routing algorithm.

Routing algorithm

1: ROUTING(T;;, 7, 1)

2 for all capsule { in layer [ and capsule j in layer (I + 1): b;; « 0.

3 for r iterations do

4: for all capsule i in layer I: C; « softmax(b;) P softmax computes Eq. 3

5 for all capsule j in layer (I +1): S; « %; C;; l7]-|i

6 for all capsule j in layer (I + 1): V; « squash(S;) » squash computes Eq. |

7 for all capsule i in layer [ and capsule j in layer (I + 1): b;; « by; + Uj“-. V;
return V;

2.2 Recurrent Neural Networks

RNNs are used to label, classify, or generate sequences. Data is input to an RNN as a sequence of feature
vectors [24]. An RNN can be used to predict a class for each feature vector in the sequence or to predict a class
for the whole sequence. RNNs are used with any kind of data that contains sequential dependencies. Therefore,
RNNs s are used for applications like natural language processing and forecasting time series.

2.3 Proposed Model

The proposed model consists of two parts: a CapsNet to capture the spatial features of volumes in the fMRI
time series, followed by an RNN to capture the temporal features across the time series. CapsNet first receives an
fMRI time series sample of five volumes to extract the spatial features from each volume as a 32D feature vector.
Then, these five vectors are fed sequentially into the RNN to model the temporal features of this volume sequence,

followed by a fully connected layer for final prediction.

2.3.1. CapsNet Architecture

We designed our CapsNet architecture to start with a convolutional layer with a 3D kernel of size 5, stride 1,
valid (zero) padding, and 16 output channels, followed by 2 other convolutional layers with a 3D kernel of size 5,
stride 2, valid padding, 32 and 64 output channels, respectively. The convolutional layers are followed by 3
convolutional capsule layers; the output of each is 32 convolutional capsules, each consisting of 8 atoms. Note
that the size of a convolutional capsule’s grid in a convolutional capsule layer is the size of the feature maps
generated from the convolution operation in this layer, and the number of capsules in a convolutional capsule’s
grid is equal to the size of this grid. Each convolutional capsule layer has a 3D kernel of size 3, stride 2, and
padding 1. The architecture of the CapsNet is illustrated in Figure 2. It should be noted that the number of
convolutional capsules from the previous layer to the first convolutional capsule layer is equal to 1, as the previous
one is a traditional convolutional layer.
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Output: 32 capsules with a size of 8 atoms

3 Final capsule layer

]
]

3D kernel of size5, 3D kernel of size5, 3D kernel of size5,

stride 1, stride 2, stride 1,

padding 0, padding 0, padding 0, 3D kernel of size3, Two 16D Capsules
16 output channels 32 output channels 64 output channels stride 2,

padding 1

32D Flattened vector

Figure 2. The CapsNet architecture used in the proposed model consisting of a convolutional layer with a
3D kernel of size 5, stride 1, valid (zero) padding, and 16 output channels, followed by 2 other convolutional
layers with a 3D kernel of size 5, stride 2, valid padding, 32 and 64 output channels, followed by 3 convolutional
capsule layers.

Between every two capsules in two consecutive convolutional capsule layers, there should be a weight matrix,
as explained in Section 2.1.2. Thus, it is expected to have a number of weight matrices equal to (number of
convolutional capsules in the lower layer X number of convolutional capsules in the higher layer x grid dimension
of the lower convolutional capsule layer x grid dimension of the higher convolutional capsule layer), which means
an explosive number of parameters. To reduce the number of parameters and replicate knowledge across space, an
approach is applied. Based on this approach, a set of filters convolving the convolutional capsules in the lower
layer was used, like traditional convolution, which replaces a set of pixels equal to the kernel size by a pixel, a set
of capsules is replaced by a capsule. Thus, the weights between the capsules of two convolutional capsule
(convolutional capsule) layers are the weights of convolutional filters (playing the role of weight matrices W;;
mentioned in Section 2.1.2).

The final layer in the CapsNet stage of the proposed model is composed of two 16D capsules; each of these
two capsules outputs a 16D vector, where two vectors represent the spatial features of an fMRI volume, not acting
as class capsules like the original CapsNet architecture introduced in [23]. Here, the capsules in the last
convolutional capsule layer use a separate weight matrix W;; between each capsule i in this layer and each capsule

j in the final layer of CapsNet. No convolution is applied between these two layers.
2.3.2 Recurrent Neural Network Architecture

In our model, we used an RNN to model the fMRI time series properties. Therefore, the two output vectors
by CapsNet representing the spatial features of each volume are flattened as a single 32D vector, then all the
flattened vectors are fed as a sequence to the RNN for modeling the temporal features of the volumes’ time series.
In the RNN architecture, there is a single layer with 64 hidden cells. Finally, the output of the RNN is passed to a
fully connected layer with a single neuron, after which a sigmoid function is applied to perform the binary
classification. Overall, the architecture of the proposed model based on CapsNet and RNN is illustrated in Figure
3.
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Figure 3. The architecture of the Vproposed model with an RNN to model the fMRI time series properties.
3. Experiments

3.1. Dataset and Pre-processing

Experiments were performed in order to evaluate the efficiency of the proposed model. In the experiments,
rs-fMRI data acquired from the Alzheimer’s Disease Neuroimaging Initiative (ADNI) database [25] was used. The
rs-fMRI dataset contains four classes of a total of 147 subjects, including 34 AD subjects, 34 NC subjects, and 80
MCI subjects divided into 40 eMCI and 40 IMCI. For each subject, 140 volumes were acquired in a session, with
each volume consisting of 36 — 48 slices. Each slice is of size 64 x 64, slice thickness is 3.1 mm, TE (echo time)
is 30 ms, and TR (repetition time) is 2200 — 3100 ms. The rs-fMRI dataset was pre-processed using the SPM 12
toolbox [26] and MATLAB 2022b. The pre-processing steps included removing the first three volumes for
magnetization equilibrium, head motion correction, slice timing correction, and spatial smoothing by a Gaussian
kernel with a full-width-at-half-maximum (FWHM) of 6 mm. Finally, fMRIs were co-registered with T1-weighted
MRIs of the same subjects to normalize the fMRIs onto the standard 152 Montreal Neurological Institute (152
MNI) space. By the end of this process, the dimension of fMRI volumes is changed from 64 % 64 x 48 to 61 x 73
x 61 due to the deformations applied by the spatial normalization module to register the images into the standard
space.

3.1. Implementation Details

The Python-based Pytorch framework was used to implement and train the proposed model. Besides, Google
Colab Pro was used to perform the experiments, utilizing the NVIDIA A-100 GPU with 40 GB of RAM and 83.5
GB of CPU RAM. The proposed model was trained for two binary classification tasks: AD vs. NC and IMCI vs.
eMCI classifications. Binary cross-entropy was used as a loss function for the proposed model. The model was
trained using the Adam optimizer with a learning rate of le-6 and L2 regularization to prevent overfitting with a
regularization coefficient of 0.1. The training was completed in 20 and 15 epochs (to avoid overfitting) for the AD
vs. NC and IMCI vs. eMCI tasks, respectively. Moreover, the batch size was set to 2 for both classification tasks.
The proposed model was trained for nearly 1 hour and 10 minutes. It should be noted that the number of parameters
in our model is 4.4 M parameters. Furthermore, the GPU RAM consumption was 1.9 GB, and the CPU RAM
consumption used mainly for holding the dataset was 49.5 GB and 43.9 GB for AD vs. NC and IMCI vs. eMCI
tasks, respectively.

Before the implementation, the dataset was divided into three categories: 70% as training data, 10% as
validation data, and the remaining 20% as testing data. The proposed model was trained on 34 AD, 34 NC, 40
IMCI, and 40 eMCI subjects, taking a maximum of three sessions and two sessions from each subject in AD vs.
NC and IMCI vs. eMCI, respectively, due to memory constraints. Following an approach applied in [7], we
obtained the first 100 volumes from each session after the pre-processing stage and divided these 100 volumes
into 20 samples to have 5-volume time-series samples. Obtaining five samples from a single session increases the
number of trainable samples, leading to a higher generalization of the proposed model. Thus, 1680 AD, 1680 NC,
1460 IMCI, and 1460 eMCI samples were obtained to carry out the experiments.
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3.2 Results
3.2.1. Classification performance

The classification accuracy achieved by the proposed model for the two binary classification tasks is given in
Table 2. For the AD vs. NC classification task, it is clear that the proposed model achieved the accuracy at 100%,
100%, and 94.5% for training, validation, and testing datasets, respectively. For the IMCI vs. eMCI task, it
achieved the accuracy at 99%, 64.3%, and 61.8% accuracies for training, validation, and testing datasets,
respectively.

The loss and accuracy curves for the AD vs. NC task are plotted in Figure 4 and 5, respectively, and for the
IMC vs. eMCI task in Figure 6 and 7, respectively.

Table 2. Classification accuracy of the proposed model.

Accuracy AD vs. NC IMCI vs. eMCI
Training 100% 99%
Validation 100% 64.3%
Test 94.5% 61.8%
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Figure 4. Loss curves of AD vs. NC.

3.2.2. Comparison with State-of-the-Art Methods

In this section, the accuracy of the proposed method is compared with several state-of-the-art methods
proposed in the literature. We can see from Table 3 that the proposed model performs comparably well in terms
of testing accuracy to the recent studies for the AD vs. NC task. Besides, it can be seen that nearly all the models
reach high accuracies with the AD vs. NC task, while there is still a gap between the accuracies achieved by our
study and studies [6], [21] when performing IMCI vs. eMCI classification and those achieved by nearly all studies
in the AD vs. NC task. Thus, the IMCI vs. eMCI task and its similar sMCI vs. pMCI are reported to be challenging
tasks in the literature [4]. Hence, the authors are planning to consider enhancing the accuracy of the IMCI vs. eMCI
task in the near future.
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Figure 5. Accuracy curves of AD vs. NC.
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Figure 6. Loss curves of IMCI vs. eMCI.
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Figure 7. Accuracy curves of IMCI vs. eMCI.
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Table 3. Comparison with other studies.

Study Method Agcvs. IMCI vs. eMCI pMCI vs. sMCI Multi-Class
He et al. [10] ZD'CNEaifiElésed toFC 93% N/A N/A N/A
3D-CNN applied to 3D-
Duc et al. [12] ICA feature maps based on 85.27% N/A N/A N/A
FC networks.
Multi-task feature
Jie et al. [6] learning+SVM applied to N/A 78.8% N/A N/A
FC networks.
War[11g4e]t al. PCANfItl;;;?CléfS:d to FC 88% 100% N/A N/A
Jiaetal [17] | PCANetapplied to mReHO 80% N/A N/A N/A
transformation images.
. . Graph-CNN applied to
erak[l;(ér]h ctal brain connectivity node- 97.1% N/A N/A N/A
edge graph.
. CNN+LSTM applied to FC o AD vs eMCI vs IMCI
Linetal. [15] networks 92.8% N/A N/A Vs NC: 61.7%
2D-CNN-+LSTM applied to AD VS#%,/: s. NC:
. . o o .
Wang et al. [21] overlappllré%}vmdows of 90.28% 79.36% N/A AD vs. eMCI vs. IMCI
8. vs. NC: 60.67%
. § + i :
Lietal 220 | Nkt voumes timeeries. | 21377 NA NA M
A special configuration of
Parmar et al. [7] 3D-CNN to model the 4D AD vs. eMCI vs. IMCI
information applied to N/A N/A N/A vs. NC: 93%
fMRI volumes time-series.
Our study CapsNet +RNN applied to 94.5% 61.8% N/A N/A
fMRI volumes time-series.

As discussed earlier, there are two aims behind combining a CapsNet with an RNN in the same model. The
first is to model the 4D information by applying the model directly to the time series of fMRI volumes in order to
avoid information loss associated with applying CNNs to FC networks or mReHo transformation images, and the
second is to overcome the overfitting problem that occurs with traditional CNNs that was replaced with CapsNet.
From the comparison results, it has been observed that the proposed model and the studies introduced in [7] and
[22], which model the 4D information from the fMRI volume sequence directly, were able to achieve better
accuracies than the models introduced in [10], [12], [14], [15] (which apply CNNs to FC networks), and [17] (that
apply CNNs to mReHO images). Moreover, despite CapsNet being designed to achieve better generalization than
traditional CNNs, the method which applies CNNs with LSTM directly to fMRI volumes [22] still achieves better
accuracy than our model. Hence, we concluded that some enhancement is required in the pre-processing stage to
improve the performance of our model, which can be considered as a future work.

4. Discussion

The proposed CapsNet-RNN-based model exhibits a high capability of generalization and learning more
hidden patterns of interest from a small dataset and in a relatively small number of epochs. In addition, it efficiently
models the 4D information of fMRI sessions, which is unique to fMRI different from other neuroimaging
modalities.

Medical datasets generally suffer from being of small size including brain neuroimaging datasets. This is due
to several reasons, such as the difficulty of acquiring medical datasets from a wide range of subjects and privacy
and data protection concerns. Here, the role of CapsNet comes as a solution to one of the CNNs’ drawbacks that
becomes more obvious with smaller datasets. CNNs suffer from a lack of capturing sufficient affine transformation
features, as discussed earlier resulting in an overfitting problem. CapsNet with its representation of shape entities
as vectors and applying the routing-by-agreement algorithm can efficiently learn the relationship features of
assigning parts to wholes, which alleviates the need for big datasets to learn all possible affine transformations as
in the case of CNNs.

Regarding fMRI data, the CapsNet-RNN models both brain activity dynamic changes within a specific region
and dynamic FC between different regions across the fMRI time series. It does not need to construct FC matrices
as a pre-processing step, where it learns the spatiotemporal features entirely through the training process performed
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directly on fMRI images. Thus, it avoids the information loss associated with constructing FC networks or just
taking into account the spatial features and neglecting the temporal ones.

This relatively high accuracy reached in less than 20 epochs with the AD vs. NC task reveals the powerfulness
of CapsNet to generalize and converge in a relatively small number of epochs with small-size datasets. Similarly,
CapsNet converged to the desired classification accuracy in 10 epochs in another study utilizing it in a multi-class
brain tumor classification [27]. The promising results of CapsNet in the medical domain and other various domains
[28] show that CapsNet is revolutionizing computer-vision-related applications, thus it can be helpful with several
medical tasks such as diagnosis, prognosis, and segmentation.

5. Conclusion and Future Work

To capture the 4D information of the rs-fMRI time-series data for AD diagnosis, an end-to-end deep learning
model (CapsNet-RNN) is proposed in this study. Specifically, an RNN was concatenated with a version of standard
CNNs known as CapsNet, created for this purpose, to represent the spatiotemporal aspects of fMRI data, therefore
mitigating the overfitting issue associated with medical datasets, including fMRIs. The spatial characteristics of
every volume in an fMRI time series were extracted as a feature vector using CapsNet. Subsequently, an RNN is
trained with the time series vectors in order to model the temporal properties along the fMRI volume time series.
The robustness of CapsNet to obtain a reasonable generalization level on limited datasets is demonstrated by the
reasonably high accuracy (94.5%) reached in fewer than 20 epochs with the AD vs. NC task.

Although the results of applying the suggested model to fMRI data for AD diagnosis have been encouraging,
the pre-processing step still needs to be revised. Furthermore, it is also essential to enhance the proposed model
to achieve closer accuracy achieved by well-known models for the AD vs. NC task and to attain similar accuracy
for the AD vs. NC task along with more challenging tasks like the IMCI vs. eMCI task. As a future work,
combining different neuroimaging biomarkers, such as sMRI and PET with fMRI using CapsNets for AD
diagnosis needs to be investigated. Combining multi-imaging modalities can lead to better diagnosis accuracy in
clinical practice, as different modalities can provide complementary information to each other. Moreover, only
binary classification was used in this investigation. The suggested model is anticipated to be used in the near future
for multi-class classification of various phases of AD or possibly for differentiating AD from other types of
dementia.
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Abstract: In this study, high entropy FeCoNiMnMoV and FeCoNiMn (Ferro Mo-Ferro-V) alloys were produced by arc melting
method. After the arc melting process, the samples were annealed at 1000°C under argon atmosphere for 15 hours physical and
thermodynamic calculations were performed to determine the properties of the alloy. In the study, both alloys were
characterized. For characterization, XRD, SEM, EDS and Micro hardness were taken from the samples. The aim of my study
is to examine the effect of using low-priced starting materials on the microstructure of HEA. For this purpose, ferro-alloys were
added to the alloy. As a result, similar properties were obtained for the microstructure of both alloys. However, it has been
determined that the hardness of samples containing ferro-alloys decreases more due to their chemical composition, especially
after heat treatment.

Key words: High Entropy Alloy, Arc Melting, Ferro Alloys, SEM, Hardness.

Ark-Ergitme Yontemi ile ﬁre_pilen FeCoNiMnMoV Bilesimine Sahip Yiiksek Entropili Alasimin
Ogzelliklerine Ferro-Alasimlarin Etkisi

Oz:Bu ¢aligmada yiiksek entropili FeCoNiMnMoV ve FeCoNiMn (Ferro Mo-Ferro V) alagimlar ark ergitme yontemi ile
iretilmistir. Ark ergitme islemi sonrasi numenelere 1000°C’de argon atmosferi altinda 15 saat tavlama islemi uygulanmustir.
Alasimin 6zelliklerini belirlemek i¢in fiziksel ve termodinamik hesaplamalar yapilmistir. Caligmada her iki alagim karakterize
edilmigtir. Karakterizasyon i¢in numunelerden XRD, SEM,EDS ,Mikro sertlik alinmistir. Calismanim amaci diisiik fiyatl
baslangi¢ malzemelerinin kullanilmasinin HEA’larm mikro yapisina etkisini incelemektir. Bu amagla alasimi igine ferro
alasimlar ilave edilmistir. Sonug olarak, her iki alasim mikro yapisi i¢in benzer 6zellikler elde edilmistir. Ancak 6zellikle 1s1l
islemden sonra ferro alagimli numunelerin kimyasal bilesimlerinden kaynakli olarak sertliklerinin daha fazla diistiigii tespit
edilmistir.

Anahtar Kelimeler: Yiiksek Entropili Alasim, Ark Ergitme, Ferro Alasimlar, SEM, Sertlik.

Introduction

Some properties are improved and some are worsened by the alloy. The intermetallics that are hard and brittle
and form in the structure make the alloy stronger, but they also make it less plastic[1]. Each new material leads to
a new application area, thus leading to the development of engineering practices. The search for new materials
continues at full speed today. In many traditional alloys, a family of alloys based on the main element is obtained
by adding different types of alloying elements to a main element [2]. For example, Zn, Mg, Si, Mn added to Al
causes the emergence of new alloys with different properties. While Si provides increased strength, Mg causes the
development of corrosion properties. [3]. The formation of complex microstructures, intermetallic compounds and
precipitate phases is the result of adding different metals to the base metal in various proportion [4]. Intermetallic
compounds that are typically hard and brittle are formed when the amount of minor alloy element increases. The
strength of the alloys is enhanced, but the plasticity of the alloys frequently declines. [5]. In the alloy concept first
proposed by YEH and her colleagues in 1995, new generation alloys that are not similar to traditional alloys have
emerged [6] . This new generation alloy concept is called “high entropy alloy (HEA)”. HEAs are groups of alloys
containing 5 or more major elements [7, 8]. Each major element has a concentration between 5% and 35% [9,
10]. The mixing entropy in these alloys is very high compared to conventional alloys. Unlike conventional alloys,
the formation of simple structured solid solution phases is observed in these alloys instead of several dozen phases
and intermetallics that cause embrittlement. These simple structured solid solutions in HEAs make HEAs different
from other alloys. High strength, excellent wear resistance, unusual fatigue resistance, low temperature strength,
good corrosion resistance, antioxidation and excellent microstructural stability are the properties that make HEAs
better than conventional alloys [11-14]. HEAs have the potential to be used in many engineering applications
thanks to the unique properties they exhibit. HEAs have some disadvantages. One of them is their weight. The
other is their cost, which is more important than their weight. Since HEAs are alloys obtained by adding at least 5

: Corresponding author: sevalhaleguler@munzur.edu.tr. ORCID Number of authors: 0000-0001-5888-9437



Effect of Ferro-Alloys on the Properties of High Entropy Alloy with FeCoNiMnMoV Composition Produced by Arc-Melting Method

metals in equimolar and/or near-equimolar ratios, this causes their costs to increase [15]. The Ferro-alloy form of
a metal is preferred over its pure form for alloying in the traditional alloy production sector. The reason is that the
Ferro-alloy form of a metal is significantly less expensive than its pure form [16, 17]. The production of HEAs
will be more affordable by using ferroalloys in HEAs. Ferroalloys are of two types; these are those produced in
high quality and those produced in lower quality. Even in high quality Ferroalloys, there are still some impurities.
The effect of these impurities found in ferroalloys on the properties of HEAs is an issue that needs to be
investigated. In this study, HEA alloy in FeCoNiMnMoV composition was also produced using some Ferroalloys
and the changes between the structural and some mechanical properties of both alloys were revealed.

2. Experimental Procedure

High purity V (Merck, 99.5%), Co (Merck, 99+%), Fe (Merck, 99%), Ni (Merck, 99.5%), Mo (Merck,
99.5%), Mn (Nanography, 99.5%) metals were used in the first method, and high purity Al, Co, Fe, Ni were used
in the second method to produce HEA with FeCoNiMnMoV composition in this study. However, instead of high
purity Mo and V, high quality Ferrovanadium and Ferromolybdenum were used. Ferrovanadium and
Ferromolybdenum were obtained from Acarer Metal company and their compositions are given in Table 1.

Table 1. Compositions of Ferroalloys used in the study

Ferrovanadium Ferromolybdenum
\ 65 % min Mo 70 % min
Al 1.5 % max Cu 0.5 % max
Si 2 % max Si 1.5 % max
P 0.1 % max S 0.01 % max
C 0.25 % max C 0.1 % max
P 0.05 % max

Table 2. Sample codes, composition, processes

Sample Code Composition Treatment
S1 (As-Cast) Only Elemental Metal Powders Arc Melting
S2 (As-Cast) Ferroalloys and Elemental Metal Powders Arc Melting
SG1 (Cast-Annealing) Only Elemental Metal Powders Annealing after Arc Melting
SG2 (Cast-Annealing) Ferroalloys and Elemental Metal Powders Annealing after Arc Melting

Sample codes and the procedures performed on the samples are given in Table 2. The powders weighed in
appropriate proportions were mixed and turned into pellets. Then, the obtained pellets were melted 3 times
consecutively using Arc-melting to obtain alloys. The other group of samples were subjected to annealing at
1000°C under argon atmosphere for 15 hours after the arc melting process (Table 2). The flow chart for the
experiment is given in Figure 1.

Annealing .15 hours
I [=]

¥ Powder Mixture
SG1 Group

SG2 Group

S1 Group S, Group

e eoe
Co Ni Fe Ni Mn

Co. ®  Ferro-Mo
Ferro-V

Pellet

Samples "

Arc Melting

Figure 1. Experiment flow chart
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The obtained samples were subjected to X-ray diffraction spectra (XRD, RIGAKU Miniflex 600) analysis
for morphological examinations. Then, the samples were examined with scanning electron microscopes (SEM,
Hitachi SU3500) and energy dispersive spectroscopy (EDX, Oxford AZtech) and Mitutoyo Corporation brand
microhardness tester. Additionally, formulas for determining the properties of alloys are given in Table 3.

Table 3. Formulas required for physical and thermodynamic calculations of alloys

Formulation Amorphous Solid solution (SS) SS-+Intermetalic
Im
6 2
5= ’Z ¢ (=) 829 [19] 0< 5 <8.5[19] SS and IM
r 3.6% < 31 < 6.6%
[18] M ,8r > 6.6 %
[20]
Q Ty ASpmix - Q>1.1[18] MI<Q<2
= AH SSandIM 1.1 <Q < 10
[18] [20]
- VEC <6.87 BCC -
VEC > 8 FCC
VEC n 6.87 <VEC >8:
VEC = Z C; (VEC); FCC+BCC
7 [22]
[21]
ASnix - 7< ASmix <14 Jmol-! 11< ASpmix <19.5 -
ASpmix = —R Z C;Ing; K- [19] Jmol! K-'[19]
1A
[21]
AHyix = . -35< AHpix <-8.5 -22< AHpix <7
AHp = Z 4AHT™ kJmol-1[19] kJmol-1[19] Containg IM;
i=1j#i AHpix <-7.5
[20]
[21]

In the given equations, the value of n represents the number of components (ci and cj). i and j give the mole
fractions of the elements in the alloy. In addition, the binary mixing enthalpy values (4 Hijmix) between the elements
i and j can be calculated with the Miedema approach [23].ASmix, represents the mixture entropy, ASconf represents
the configuration entropy. 8 gives the atomic size difference. In the formula (r) refers to the atomic diameter of the
alloying elements. The term Q refers to the probability of forming a solid solution. In this expression €2, is a symbol
of the conflict between entropy and enthalpy. VEC describes the valence electron configuration. Using the
formulas in Table 3 and the Miedema approach, the thermodynamic and physical properties for the S1 and S2
alloy are given in Table 4.

Table 4. Physical and thermodynamic properties for samples S1 and S2

Sample Code AScont ASmix AHwmix VEC Q o Tm
S1 1.79R 14.88 -4.377 7.47 6.07 7.28 1990.9
S2 1.77R 14.71 -2.91 7.55 9.92 7.36 1961.7

3. Results and Discussion

Figure 2 shows the XRD analysis results of samples S1, S2, SG1 and SG2. S1 sample is the sample produced
using elemental metal powders and arc melting. Sample S2 is an HEA sample produced by arc melting using both
elemental powders and ferro-alloys. 3 characteristic peaks are seen in both the XRD spectra of the S1 sample and
the S2 sample (Figure 2.a - b). The most intense and broad peak at approximately 43¢ is the peak showing BCC
and FCC structure. Since the peak is strong and broad, the (111) FCC peak and the (110) BCC peak are on top.
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Other characteristic peaks are the FCC peak at approximately 52° (200). The peak at approximately 73° is the (220)

FCC peak.
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Figure 2. XRD spectra a) S1, b) S2, ¢) SG1, d) SG2

Figure 3. a) S1 (500X), b) S (5000X), ¢) S2 (500X), d) S2 (5000X)
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XRD spectra of SG1 and SG2 samples are given in Figure 2c and d. SG1 and SG2 samples are the samples
of SI and S2 annealed at 1000°C for 15 hours after arc melting. As can be seen from the XRD spectra, the
characteristic peaks at 43°, 52° and 73° are also present in the SG1 and SG2 samples. However, at the end of the
annealing process, it is seen that Cos.ssFeis47 Vizz, CoMo:Ni, Fe:Mo and FeMns structures precipitate.
Additionally, Co3Al3Sis and various aluminides are observed to precipitate in the SG2 sample. The high annealing
temperature of 1000 °C and the long annealing time of 15 hours caused the precipitation of such structures. Because
both temperature and time contributed to the diffusion conditions for the formation of these structures. The main
reason why these phases cannot precipitate in S1 and S2 samples is that cooling occurs very quickly after the arc
melting process and there is not enough time for the metals in solid solution to come out of the cage. Therefore,
solid solutions seen in classical HEAs were observed in samples S1 and S2. Although there is no Al and Si in the
composition of the alloy, it was observed that Co3Al3Si4 and various aluminides were formed in the SG2 sample.
The reason for this situation is due to the ferro-alloys used in the SG2 sample. As seen in Table 1, Ferro-alloys
contain up to 1.5% Al and Si.

Figure 3 shows the SEM images of S1 (Figure 3.a-b) and S2 (Figure 3.c-d) samples at different magnifications
after casting. It is seen that the S1 sample has a thinner casting structure than the S2 sample and the dendritic
structure is longer and more continuous. It is seen that the dendritic structure in the S2 sample is discontinuous
and the grains are coarser compared to the S1 sample.

Each sample was inspected and analysed by scanning electron microscopy (SEM) and energy-dispersive X-
ray spectroscopy (EDS), and mapping was carried out to verify the spatial distribution of the alloy components. A
SEM image and typical mapping of a 6-component alloy is shown in Figure 4.(a-b). The regions in the mapping
with a good distribution of alloying elements showed the formation of the high-entropy alloys that were the
objective of this study. From these results, when the elemental mapping given in Figure.4 for the S1 sample of the
microstructure of this alloy is examined, it is seen that Mo, V, Co, Fe elements are concentrated in the dendritic
phase, while Ni and Mn are in the dendritic phase in less density. The mapping for each element is shown in the
Figure.4 (c-h). It is seen that the regions rich in vanadium element are concentrated as a separate phase within this
dendrite phase. In the interdendritic structure, Mn, Fe, Ni, Co elements are predominantly seen. V is not seen in
the interdendritic structure.

In Figure 5.(a-b),SEM image and the elemental mapping for the sample S2 is given. The mapping for each
element is shown in the Figure.5 (c-h). Here, similar to the S1 sample, it is seen that Mo, V are more concentrated
in the dendritic phase, Mn and Ni elements are more concentrated between the dendrites, and Co and Fe are
concentrated in both regions.

Figure 6 shows the microstructure images of SG1 (Figure 6.a-b) and SG2 (Figure 6.c-d) samples at different
magnifications. SG1 and SG2 samples are the samples after heat treatment. Therefore, especially in the SG1
sample, it is seen that the dendritic arms in the structure have transformed into equiaxed grains. The structure is
coarser in the SG2 sample. This suggests that the different elements in the ferro alloy cause a slow diffusion effect
in the homogenization annealing.

Figure 7. (a-b) shows SEM image and the elemental distribution mapping for the SG1 sample. The mapping
for each element is shown in the Figure.7 (c-h). With the effect of heat treatment, the elements are distributed
more homogeneously between grains and grains. We can say that only Mo is present in the grain and the other
elements are more homogeneously distributed. According to the XRD analysis given in Figure 2, different
precipitates formed in the structure due to the effect of heat treatment. These precipitates are Coa.3sFe13.47 Viza,
CoMo:Ni, FexMo and FeMny
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. 27% Mol 20% VK 12% MnK . 16% FeK . 14% CoK . 11% NiK

Figure 4. S1 sample a)SEM image b)Elemental distribution mapping for the sample c-h) The mapping for each
element
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. 18% Mol 25% VK 11% MnK . 20% FeK

. 13% CoK . 11% NiK

Figure 5. S2 sample a) SEM image b) Elemental distribution mapping for the sample c-h) The mapping for
each element
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. 31% Mol 19% VK . 11% MnK . 15% FeK . 13% CoK 10% NiK

Figure 7. SG1 sample a) SEM image b)Elemental distribution mapping for the sample c-h) The mapping for
each element
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- 22% Mol 25% VK . 9% MnK . 19% FeK . 14% CoK 10% NiK

Figure 8. SG2 sample a) SEM image b)Elemental distribution mapping for the sample c-h) The mapping for
each element

Figure 8. (a-b) shows the elemental distribution mapping and SEM image of the SG2 sample. The mapping
for each element is shown in the Figure.8 (c-h). In Figure 8.a is seen that the regions rich in the V element have
expanded. The Mo element is also present in the grain. Unlike SG1, Mn and Ni elements are concentrated at the
grain boundary in the SG2 sample. According to the XRD graphs, Co3Al3Sis and various aluminides were
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precipitated for the SG2 sample. Although they are not included in the alloy, structures containing Al and Si come
from ferroalloys.

Il Grain
[ Intergranular

Microhardness (Hv)

Samples

Figure 9. Microhardness of samples

In Figure 9, microhardness analysis was performed on the grain and intergranular regions of the samples.
Accordingly, when S1 and SG1 samples were compared with each other, the hardness of the grain and intergranular
region changed as a result of the separation and diffusion in the elements after the heat treatment. The same changes
are observed in S2 and SG2 samples. Comparing S1 and S2, while the hardness within the grain does not change,
the hardness in the intergranular region is higher than the S1 sample. In SG1 and SG2 samples, the effect of heat
treatment is seen; while the hardness of the intragranular region decreases, an increase is observed in the
intergranular region. This situation was considered as the expected effect of homogenization annealing. Because
the elements had enough time to diffuse during annealing. The effect of lattice distortion provided by high entropy
decreased with annealing. This caused a decrease in hardness.

4. Conclusions

This study focuses on investigating the effect of lower-priced starting materials to create high-entropy alloys.
For this purpose, FeCoNiMnMoV and FeCoNiMn (Ferro Mo-Ferro-V) alloys have been successfully produced by
the arc melting method. As a result of the microstructure research, a coarser grained structure was observed,
especially in the samples with ferroalloy addition, after casting and after heat treatment. As a result of the
microhardness test, it was observed that the hardness decrease was greater in ferro-alloy samples, especially after
heat treatment.

References

[1] George EP, Raabe D, and Ritchie RO. High-entropy alloys. Nature reviews materials. 2019; 4:8: 515-534.

[2] Tsai M-H and Yeh J-W. High-entropy alloys: a critical review. Materials Research Letters. 2014; 2:3: 107-123.

[3] Rambabu P, Eswara Prasad N, Kutumbarao V, and Wanhill R. Aluminium alloys for aerospace applications. Aerospace
materials and material technologies. 2017: 29-52.

[4] ShiY, Collins L, Feng R, Zhang C, Balke N, Liaw PK, and Yang B. Homogenization of AlxCoCrFeNi high-entropy alloys
with improved corrosion resistance. Corrosion Science. 2018; 133: 120-131.

[5] Xiao D, Zhou P, Wu W, Diao H, Gao M, Song M, and Liaw P. Microstructure, mechanical and corrosion behaviors of
AlCoCuFeNi-(Cr, Ti) high entropy alloys. Materials & Design. 2017; 116: 438-447.

[6] Yeh JW, Chen SK, Lin SJ, Gan JY, Chin TS, Shun TT, Chang SY. Nanostructured high-entropy alloys with multiple
principal elements: novel alloy design concepts and outcomes. Advanced engineering materials. 2004; 6:5: 299-303.

[7] Zhang Y, Zuo TT, Tang Z, Gao MC, Dahmen KA, Liaw PK, and Lu ZP. Microstructures and properties of high-entropy
alloys. Progress in materials science. 2014; 61: 1-93.

[8] Murty BS, Yeh J-W, Ranganathan S, and Bhattacharjee P, High-entropy alloys. 2019: Elsevier.

[9] Santodonato LJ, Zhang Y, Feygenson M, Parish CM, Gao MC, Weber RJ, Liaw PK. Deviation from high-entropy
configurations in the atomic distributions of a multi-principal-element alloy. Nature communications. 2015; 6:1: 1-13.

246



(10]
(11]
[12]
(13]

[14]
[15]

[16]
[17]
(18]
(19]
(20]
(21]

(22]

(23]

Seval Hale GULER

Zhang Y, Yang X, and Liaw P. Alloy design and properties optimization of high-entropy alloys. Jom. 2012; 64:7: 830-
838.

Wu Z, Bei H, Pharr GM, and George EP. Temperature dependence of the mechanical properties of equiatomic solid
solution alloys with face-centered cubic crystal structures. Acta Materialia. 2014; 81: 428-441.

Verma A, Tarate P, Abhyankar A, Mohape M, Gowtam D, Deshmukh V, and Shanmugasundaram T. High temperature
wear in CoCrFeNiCux high entropy alloys: The role of Cu. Scripta Materialia. 2019; 161: 28-31.

George EP, Curtin W, and Tasan CC. High entropy alloys: A focused review of mechanical properties and deformation
mechanisms. Acta Materialia. 2020; 188: 435-474.

Shi Y, Yang B, and Liaw PK. Corrosion-resistant high-entropy alloys: A review. Metals. 2017; 7:2: 43.

Fu X, Schuh CA, and Olivetti EA. Materials selection considerations for high entropy alloys. Scripta Materialia. 2017;
138: 145-150.

Giiler SH. The Effect of Using Ferro-Alloy on the Properties of AlCoFeNiMoTi High-Entropy Alloy Produced by Arc-
Melting Method: Design of Low Cost. International Journal of Metalcasting. 2023: 1-10.

Ozkul I. Characterization of AlICoCrFeNiVTi High Entropy Alloy Produced with Different Alloying Sources. Journal of
Materials Engineering and Performance. 2023: 1-7.

Youssef KM, Zaddach AJ, Niu C, Irving DL, and Koch CC. A novel low-density, high-hardness, high-entropy alloy with
close-packed single-phase nanocrystalline structures. Materials Research Letters. 2015; 3:2: 95-99.

Sheng G and Liu CT. Phase stability in high entropy alloys: Formation of solid-solution phase or amorphous phase.
Progress in Natural Science: Materials International. 2011; 21:6: 433-446.

Senkov O and Miracle D. A new thermodynamic parameter to predict formation of solid solution or intermetallic phases
in high entropy alloys. Journal of Alloys and Compounds. 2016; 658: 603-607.

Tian F, Varga LK, Chen N, Shen J, and Vitos L. Empirical design of single phase high-entropy alloys with high hardness.
Intermetallics. 2015; 58: 1-6.

Yang S, Lu J, Xing F, Zhang L, and Zhong Y. Revisit the VEC rule in high entropy alloys (HEAs) with high-throughput
CALPHAD approach and its applications for material design-A case study with Al-Co—Cr—Fe-Ni system. Acta
Materialia. 2020; 192: 11-19.

Takeuchi A and Inoue A. Classification of bulk metallic glasses by atomic size difference, heat of mixing and period of
constituent elements and its application to characterization of the main alloying element. Materials transactions. 2005;
46:12: 2817-2829.

247






Turkish Journal of Science & Technology Research Paper
19(1), 249-256, 2024 https://doi.org/10.55525/tjst.1410187

Physicochemical Effects of PEG Content in Alginate-based Double Network Hydrogels as
Hybrid Scaffolds

Ozgul Gok”
Department of Biomedicla Engineering, Faculty of Engineering and Natural Sciences, Acibadem Mehmet Ali Aydinlar
University, Istanbul, Turkey
*ozgul.gok@acibadem.edu.tr

(Gelis/Received: 26/12/2023; Kabul/Accepted: 26/03/2024)

Abstract: This study aims to prepare a double-network hydrogel as hybrid networks bearing both natural and synthetic
polymers to obtain scaffolds with increased swelling capacity and tunable mechanical and morphological properties.
Physically cross-linked alginate hydrogel was reinforced with various ratios of Poly(ethylene glycol) (PEG) polymers which
were chemically gellated via UV light exposure with a water soluble initiator. Physicochemical properties of the resulting
hydrogels were systematically investigated via Fourier-transform infrared (FT-IR) spectroscopy for chemical composition
and Scanning Electron Microscopy (SEM) for their morphological features like porosity. Furthermore, the effect of PEG
amount in the final hydrogel (10, 20 and 40%) on swelling capacity was evaluated as well as the rheological properties.
Prepared double-network hydrogels were demonstrated to be composed of both natural alginate polymer and synthetic PEG
chains in FT-IR spectrum. Although 10%PEG containing hydrogel was not significantly different in terms of swelling
capacity from the alginate hydrogel alone, increasing PEG amount seems to have improved the swelling ability. Comparative
reological studies presented that introducing covalently cross-linked PEG network into alginate one increased crosspoint of
storage and loss moduli almost 12 times more providing a stiffer scaffold. Increasing PEG content decreased the pore size on
SEM images, indicating more crosslinking points in hydrogel structure.

Key words: Hybrid Hydrogels, Physical Cross-linking, UV Curing, Porous Scaffolds.

Hibrit iskeleler Olarak Aljinat Bazh Cift Ag Hidrojellerindeki PEG I¢eriginin Fizikokimyasal
Etkileri

Oz: Bu calisma, artan sisme kapasitesine ve ayarlanabilir mekanik ve morfolojik 6zelliklere sahip iskeleler elde etmek igin
hem dogal hem de sentetik polimerleri tastyan hibrit aglar olarak ¢ift agl bir hidrojel hazirlamay1 amaglamaktadir. Fiziksel
olarak capraz bagl aljinat hidrojel, suda ¢oziiniir bir baslatici ile UV 1s181ina maruz birakilarak kimyasal olarak jellestirilen
¢esitli oranlarda Poli(etilen glikol) (PEG) polimerleri ile giiglendirildi. Elde edilen hidrojellerin fizikokimyasal dzellikleri,
kimyasal bilesimleri i¢in Fourier déniisiimii kizilotesi spektroskopisi (FT-IR) ve gozeneklilik gibi morfolojik 6zellikleri
acisindan Taramali Elektron Mikroskobu (SEM) araciligiyla sistematik olarak arastirildi. Ayrica reolojik 6zelliklerin yani sira
son hidrojeldeki PEG miktarinin (%10, 20 ve 40) sisme kapasitesine etkisi de degerlendirildi. Hazirlanan ¢ift ag yapili
hidrojellerin, FT-IR spektrumunda hem dogal aljinat polimerinden hem de sentetik PEG zincirlerinden olustugu
gosterilmistir. Her ne kadar %10 PEG igeren hidrojel sigsme kapasitesi agisindan tek basina aljinat hidrojelden énemli dlciide
farkli olmasa da, artan PEG miktarinin iyilestirici etkisi vardir. Karsilastirmali reolojik c¢aligmalar, kovalent olarak ¢apraz
bagli PEG agmnin aljinata dahil edilmesinin, depolama ¢apraz noktasini ve kayip modiiliinii neredeyse 12 kat artirdigini ve
daha sert bir yapi iskelesi sagladigini ortaya koydu. PEG iceriginin arttirilmasi, SEM goériintiilerinde gozenek boyutunun
azalmasina neden oldu ve bu da hidrojel yapisinda daha fazla ¢apraz baglanma noktasinin oldugunu gosterdi.

Anahtar kelimeler: Hibrit Hidrojeller, Fiziksel Capraz Baglama, UV Kiirleme, Gézenekli Iskeleler

1. Introduction

Regarding the rapidly growing field of tissue engineering, the need for innovative biomaterials remains very
significant and is desired to address the complexities of mimicking native tissue microenvironments [1,2]. As
powerful scaffold platforms, hydrogels have emerged as very advantageous scaffolds for three-dimensional (3D)
networks, owing to their inherent biocompatibility, tunable mechanical properties and porosity levels, together
with their potential for controlled release of biomolecules like bioactive agents and growth factor [3,6]. Although
there are numerous hydrogel designs in the literature, most of them depend on either physical interactions like
electrostatic interactions or self-assembly of amphiphilic polymers or chemical cross-linking like UV-based
radicalic gelation or wellknown coupling reactions such as NHS/EDC coupling dependent amidation, 1,4
Michael addition or click reactions [7,14]. With the need for better control on hydrogel scaffolds by improving
the complexity coming from the composite designs, it has been recently switched to combine both natural and
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synthetic polymeric biomaterials with different cross-linking strategies to come up with more advantageous
polymeric networks.

Double network hydrogels are such systems providing step-wise cross-linking ability of different types of
materials in a more controlled fashion [15,16]. Each part can be cured independently from each other and this
orthogonal cross-linking strategy can be seen as a new, yet more powerful tool to obtain more tough and
biomimetic scaffolds for the target tissue modeling [17,19]. In the literature, there are several examples of
interpenetrating networks that involve two different types of polymers, one of which is cured and the other one is
entrapped in the generated pores [20,21]. However, based on their degradation tendencies and pore size, the
mechanical properties of the resultant scaffold might be weaker than desired. The above-mentioned hydrogel
systems are obtained by orthogonally cross-linked two polymeric biomaterials in the same environment in a
sequential or simultaneous fashion so that the resultant scaffold becomes more stable and modular, enabling
more possibilities for the adjustment of final properties of the obtained scaffold [22].

Literature reveals that the double-network hydrogels have been mostly prepared by the combination of
natural polymers. Alginate, a naturally occurring polysaccharide derived from brown seaweed, possesses
inherent biocompatibility and gel-forming properties based on electrostatic interactions with divalent cations like
Ca'?, making it an attractive candidate for tissue engineering applications [23]. Despite their biomimetic features
for a solid tissue, high degradation rate and low stability require the urgent need for the contribution of synthetic,
yet biocompatible polymers, among which biodegradable polyesters have a very limited use due to their
hydrophobicity. On the other side, PEG (Poly(ethylene glycol)) remarkably stands as a potential solution for
both introducing the increased hydrophilicity to the final scaffold structure and providing more options for cross-
linking process with its versatile functional groups. In 2015, Chee et al. presented the preparation of alginate
hydrogel integrated with polymerized PEG monomethyl methacrylate, which was cured under UV light to obtain
injectable gel-like material [24]. However, the PEG chains in this study were appended to the main polymer
backbone, hence less likely to contribute to the stiffness of the final scaffold. In a very recent study released in
2023, Zhu and coworkers prepared alginate/PEG double network hydrogels containing anthracene-functionalized
4-arm PEG polymer which crosslinks based on the UV-mediated dimerization of terminal anthracene moieties
[25]. This structure was utilized for obtaining patterning of resultant hydrogel with photolithography and may
not have a great potential for bio-applications due to the toxicity of anthracene groups [26]. As a more relevant
study, Huang et al. has shown the alginate/PEG based double network hydrogels, prepared by different weight
ratios of alginate in PEG-based scaffold [16]. Although they have concluded that the contribution of alginate to
the final hydrogel structure helped to get smaller pores and improve mechanosensing against adipose derived
stem cells, taking PEG network as the basis and introducing alginate polymer with a relatively higher molecular
weight would complicate the reproducibility of the final construct as PEG length and branching degree increases.
As a more relevant study, Hong et al. prepared hydrogels with interpenetration of only 40% acrylated PEG
chains in alginate network, supporting the idea of this polymer pair to obtain highly stretchable and though
scaffolds [27].

Based on the lights of these findings, the study presented in this paper suggests a systematic approach for
the preparation of alginate/PEG double network hydrogels, which takes the alginate hydrogel as the main
network and reinforce it with the UV-light mediated crosslinking of dimethacrylated linear PEG chains of
various ratios in alginate network depending on the ionic interaction with the added CaCl. solution. By
incorporating PEG, a synthetic polymer known for its versatility and hydrophilicity, into the alginate network,
this demonstrated double-network hydrogels provide better control over the synthetic part of this hybrid scaffold
with tunable features for swelling capacity, mechanical strength and porosity (Fig. 1). The prepared double-
network hydrogels containing a natural polymer, alginate, and a synthetic one, PEG, aimed to benefit from their
synergistic advantages to develop more stable and biomimetic environments for further tissue engineering
applications. Characterization results for the obtained hydrogels with varying PEG content revealed that
increased PEG amounts have enhanced the swelling ability of scaffolds tremendously and improved their
mechanical properties with micron-sized pores visualized under SEM.

250



Ozgul GOK

1. cacl,

2. UV light, 12959

Figure 1. General scheme for the preparation of Alginate/PEG double-network hydrogel.

2. Materials and Methods

Materials and Instrumentation

Alginic acid sodium salt from brown algae-medium viscosity was purchased from Sigma-Aldrich.
Poly(ethyleneglycol) dimethacrylate (PEGdiMA) was obtained from Sigma-Aldrich, with an average Mn=750
gmol-'and contains 900-1100 ppm MEHQ as inhibitor, which was removed by passing through basic alumina
column prior to use. Calcium Chloride (CaClz) and Irgacure 2959 (98% purity) were purchased from Merck
Millipore. All used organic solvents were reagent-grade.

FT-IR spectroscopy measurements were done on a Perkin Elmer Spectrum Two FT-IR spectrometer. For SEM
visualization, conductive carbon tabs and mounts were obtained from Ted Pella, and samples were prepared as
coated with 20 nm of gold (Au/Pb) under vacuum. Images were taken under low vacuum at Thermo Fisher
Scientific (FEI) Quattro S ESEM. Mechanical evaluation of hydrogels was performed by Malvern Kinexus Pro
and J2 SR 4703 SS geometry, obtained from ©Malvern, was used in rheological experiments. The strain-
dependent oscillatory rheology measurements of hydrogel scaffolds (500 mg for each sample)was tested at
f=1Hz and with y=0.01, at 37 °C (30 data points).

Preparation of Alginate/PEG Double-Network Hydrogel (AA/PEG-HG)

Only alginate polymer containing control hydrogels (AA-HG) were prepared by physical cross-linking of
alginate chains with Ca* ions in aqueous environment. Briefly, alginate polymer (100 mg) was dissolved in
ddH>0 (10mL) to obtain a solution of 1% by weight. On the other side, 75 mM CaCl: solution was prepared in
ddH20, as well [28]. Their equi-volume mixture was prepared to obtain a homogeneous solution and then let to
shake at 500 rpm in an orbital shaker for an additional 10 minutes for complete gelation. Obtained hydrogels
were washed with fresh ddH20 for three times and obtained transparent hydrogel structures were freeze-dried in
lyophilizer for further characterization steps.

Double network hydrogels were prepared by the incorporation of PEGdiMA polymers into the hydrogel
environment with different ratios by volume. Increasing amounts (10, 20 and 40%) of PEGdiMA polymer,
determined with respect to the final solution volume, were mixed with the alginate solution. After the addition of
1% Irgacure (by weight, with respect to PEGdiMA), the final solutions were mixed with CaClz solution by equal
volume homogeneously and as stated for control hydrogel above, complete gelation of alginate part was obtained
after its incubation for 10 minutes in the orbital shaker. Later on, these mixtures were directly exposed to UV
light (365 nm) for 20 minutes for the chemical cross-linking of PEGdiMA polymers [28,29]. Then, obtained
doublenetwork hydrogels were washed with fresh ddH->O for three times and obtained scaffold were freeze-dried
in lyophilizer for further characterization steps.
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3. Results and Discussion

The preparation of alginate/PEG based double network hydrogels were achieved by physical cross-linking of
negatively charged alginate chains with a divalent cation Ca*? in aqueous environment, followed by UV light
mediated chemical cross-linking of PEG polymers functionalized with methacrylate moieties at its both ends.
Different ratios of PEGdiMA polymers were added into the alginate solutions and after step-wise crosslinking
procedures, the obtained double-network hydrogel constructs were investigated for the effect of immobilized
PEG chains interconnected in an alginate mesh on gel conversion, swelling capacity, mechanical properties and
porosity. The adjustability of PEG amount in the prepared double-network scaffolds clearly provide a modular
approach for tuning the final mechanical, morphological and swelling properties of alginate-based hydrogels
while still preserving its major biomimetic features.

Step-wise gelation procedures were followed by slight modifications from the literature for the mixture of
alginate and PEGdiMA polymers with CaCl> and Irgacure, respectively. The obtained hydrogels were weighed
for their final amounts to calculate gel conversion, based on the equation 1. Obviously, negatively charged
carboxylic acid groups of alginate polymers make electrostatic interactions with the Ca*? ions included into the
media readily, to give a higher yield for the gelation of alginate chains (Table 1). However, the addition of
PEGdiMA polymer seems to decrease the total gel conversion, which might be due to the slower radical
generation by the water soluble photoinitiator, Irgacure. Also, taking the relatively smaller molecular weight into
account, it can be estimated that some of the PEGdiMA chains were not included into the gelation, when gel
conversions of double network hydrogels were compared to the control hydrogel (Eq. (1)).

(Weight of obtained hydrogel)
(Weight of polymers used)

Gel Conversion = [ * 100Gel Conversion = Weight 1)

Table 1.Preparation details and calculated gel conversion for the obtained hydrogels.

V of 1% % of Amount of V of 75 mM

. . . Gel
No Code Agllliz;te PEgI%)MA PEg&g\/IA %::El)z Conversion
1 AA 0.5 0 0 0.5 96
2 AA-10PEG 0.5 10 50 0.5 81
3 AA-20PEG 0.5 20 100 0.5 71
4 AA-40PEG 0.5 40 200 0.5 82

Although alginate polymer is very hydrophilic and readily dissolves in water, the hydrogel dependent on its
physical cross-linking demonstrate a low stability for the final construct. This might be due to not only the high
degradation rate of alginate polymers in aqueous media but also their dissociation upon the removal of Ca*? ion
from the gel part, based on their diffusion to outside environment. Addition of chemically cross-linked PEG
chains into environment, the resultant hydrogel structures were expected to preserve more stability in water, with
an increased swelling capacity and lower degradation profile. With this aim, prepared AA/PEG double network
hydrogels were incubated in pH7.4 PBS (phosphate buffer solution) and at body temperature (37 °C) for a certain
period of time to mimic the physiological conditions. At different time points, the hydrogels were removed from
the solution and excess water was removed. The weight of hydrogels was recorded and the swelling ratio for the
hydrogels was calculated by the Eq. (2).

[Weight of wet hydrogel-Weight of dry hydrogel

Weight of dry hydrogel ] *100 (2)

The swelling ratio =

Fig. 2 demonstrates that addition of PEG chains into the final hydrogel structure leads to an increase in the
swelling ratio value. Compared to only alginate hydrogel, the capacity of hydrogels for water uptake capacity
has improved with the increased amount of PEG chains incorporated into the hydrogel. 10% PEG containing
hydrogel seems to show no significant difference for swelling capacity, however for 20 and 40% PEG containing
ones, it is clearly seen that the swelling capacity of the resultant double-network hydrogels was dramatically
increased. After 3-4 hours, the weight of hydrogels were observed to decrease, which might be due to its
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degradation, and it is notable that the point at which the decrease started was later for PEG containing double-
network hydrogels, compared to only alginate one. This might be an indication for the ameliorating effect of
chemically cross-linked PEG network on the stability of the final scaffold structure.
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Figure 2. Swelling ratios of prepared hydrogels.

For the chemical structure analysis of the prepared hydrogels, FT-IR spectroscopy was used to compare the
characteristic peak evaluations of the polymers separately and they are compared with the peaks observed at the
spectra of double-network hydrogels. Fig. 3 clearly reveals that the spectra for AA-20PEG hydrogel
demonstrates both the peaks belonging to alginate polymer as singlet at 1595 cm! for C=O stretching for
carboxylic acid group and a broad multiplet between1020-1070 cm! for C-O bonds. The broad peak seen at
around 3300 cm! represents the presence of labile proton based bonds in hydrogel structure, coming from the
alginate polymer. On the other site, the presence of a sharp peak at 1736 cm™' comes from the ester carbonyl
double bond in methacrylated ends, verifying the incorporation of PEG chains into the hydrogel structure.
Moreover, the disappearance of peak for hydrogel spectrum, which appears at 1638 cm™' in PEGdiMA one,
points to the removal of C=C methacrylate double bond upon radicalic UV cross-linking. This chemical structure
evaluation for double-network hydrogel indicates the successful network formation by PEGdiMA chains in
alginate network.
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Figure 3. FT-IR spectra of Alginate polymer, pure PEGdiMA polymer and 20%PEG containing alginate (AA-
20PEG) hydrogel.
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The ionic interaction based physical cross-linking of alginate polymer chains are expected to provide a porous
structure, which was visualized by SEM. Fig. 4 clearly shows that alginate hydrogels provide a homogenously
distributed pores with mostly 150-200 pm in diameter. Incorporation of chemically cross-linked PEG chains
obviously decreases the pore size of the resultant double-network hydrogel, indicating to the increased cross-
linking degree in the scaffold. It can be noted that the greater the amount of PEGdiMA chains wasin the
hydrogel, the smaller the generated pores formed to appear around 50 pm. Especially the SEM image for AA-
40PEG hydrogel provides a very clear look to very regular pore distribution, due to the high amount of PEG
chains homogeneously mixed in alginate network, indicated with red arrows. These images confirm the efficient
crosslinking of PEG chains in alginate network, which can be used as a powerful tool to modulate its
morphological properties like porosity and pore size.

Figure 4. SEM images for prepared double-network hydrogels and their comparison with only alginate
hydrogel.

One of the most commonly encountered issues for soft-tissue resembling hydrogel scaffolds is their weak
mechanical properties, which have a determining impact on further cell attachment in tissue-engineering
applications. Reinforcing these properties with increasing the stability of the final construct could be achieved by
the incorporation of comparably less degrading synthetic polymers into the network, which was the strategy
applied in this study. As a natural and biocompatible polysaccharide, alginate polymer provides a very good
biomimicry for soft tissues, from which cannot be benefitted with a high yield because of its less stability and
fast degradation profile in aqueous environment. In this work, we aimed to improve the mechanical stability of
alginate polymer to create scaffolds with tunable stiffness by adding desired amount of PEG chains in hydrogel
structure, without giving up on the main properties of alginate network. This trend of prepared double-network
hydrogels were analyzed by a theometer and compared with that of control alginate hydrogel. Fig. 5 provides the
trends for both G’ (storage modules) and G’ (loss modulus) for the hydrogels, where the former one represents
the elasticity (solid-like structure) of the scaffolds and the latter one is for the viscosity (liquid-like structure).
The strain-dependent oscillatory rheology measurements of hydrogel scaffolds was tested at f=1Hz and with
v=0.01, at 37 °C. Compared to the alginate hydrogel alone, PEG containing double-network hydrogels provide
an increased G’ storage modulus value, indicating enhanced stiffness of the final constructs, which gets better
with an increased amount of PEG (especially for 20 and 40 % content). Also, the cross point values (G’/G’”) are
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seen to be shifted to right, almost 12 times more compared to only alginate hydrogel, strengthening the idea of
getting stiffer and more elastic for the obtained double-network hydrogels with better mechanical properties. It is
more clear for 40%PEG containing alginate hydrogel, G’ curve lasts up to y=100 which indicates the hydrogel
gets more viscous (liquid-like) structure at a higher strain value and withstand with more deformation compared
to other hydrogels.

st modulis Vincous modius and Phase anle vs Shearstran Eiastc moduis Viscous modius and Phase ange va Shear e

AAHG| | AA-10PEG HG

Elastic modulus Viscous modiuus and Phase ange s Sheas stin D —

AA-20PEG HG ) . M ~ | AA-40PEG HG

1%

Pl pal

ve
- Er e

Figure 5. Mechanical evaluations for prepared double-network hydrogels and their comparison with control
alginate hydrogel. (Red curve represents G’ (storage modulus), Blue curve represents G’ (loss modulus))

4. Conclusion

In summary, double-network hydrogel platforms were prepared with high yield (>70%) by physical cross-
linking of alginate polymers with Ca*? ions, followed by chemical cross-linking of PEGdiMA chains under UV
light. Alginate-based hydrogels were aimed to have better properties in terms of their swelling ability, and
mechanical and morphological features without losing their biomimicry by the addition of various amounts of
PEG polymers (10, 20, and 40% by volume), which were immobilized in alginate network to demonstrate the
effect of incorporation of a hydrophilic and synthetic component into the scaffold structure. While these double-
network hydrogels were characterized for their hybrid chemical composition successfully with the expected peak
in FT-IR spectra, their improved mechanical properties as increased G’ value and swelling capacity up to 600%
clearly indicate the benefit of PEG content. Morphological evaluations also verify that the porosity was directly
related to the increased PEG amount and its cross-linking density, which was clearly seen for 40%PEG
containing hydrogels, compared to only alginate hydrogel. Overall, these hybrid scaffolds were obtained as
reinforced double cross-linked networks with tunable properties by adjusting the PEG amount inside the alginate
polymer, which provides a high potential to prepare the optimum scaffolds for more biomimetic environments
for further tissue-engineering applications.
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Abstract: Obstructive sleep apnea (OSAS), which is one of the leading sleep disorders and can result in death if not diagnosed
and treated early, is most often confused with snoring. OSAS disease, the prevalence of which varies between 0.9% and 1.9%
in Turkey, is a serious health problem that occurs as a result of complete or partial obstruction of the respiratory tract during
sleep, resulting in sleep disruption, poor quality sleep, paralysis and even death in sleep. Polysomnography signal recordings
(PSG) obtained from sleep laboratories are used for the diagnosis of OSAS, which is related to factors such as the individual's
age, gender, neck diameter, smoking-alcohol consumption, and the occurrence of other sleep disorders. Polysomnography is
used in the diagnosis and treatment of sleep disorders such as snoring, sleep apnea, parasomnia (abnormal behaviors during
sleep), narcolepsy (sleep attacks that develop during the day) and restless legs syndrome. It allows recording various parameters
such as brain waves, eye movements, heart and chest activity measurement, respiratory activities, and the amount of oxygen in
the blood with the help of electrodes placed in different parts of the patient's body during night sleep. In this article, the
performance of PSG signal data for the diagnosis of sleep apnea was examined on the basis of both signal parameters and the
method used. First, feature extraction was made from PSG signals, then the feature vector was classified with Artificial Neural
Networks, Support Vector Machine (SVM), k-Nearest Neighbors (k-NN) and Logistic Regression (LR).

Key words: Sleep, Sleep Apnea, PSG, Classification.

Uyku Apnesinin Teshisinde Kullamilan Standart Polisomnografik Parametrelerin Performans
Karsilastirilmasi

Oz: Erken tam konulmadiginda ve tedavi edilmedigi zaman Sliimle sonuglanabilen ve uyku hastaliklarmim bagindan gelen
Tikayict uyku apnesi (OSAS) en ¢ok horlama ile karistirilmaktadir. Tiirkiye’de goriilme yayginligi %0,9 ila %1,9 degisen
OSAS hastalig1 uyku siiresi boyunca solunum yollarnin tamamen veya kismen tikanmasi sonucunda goriilen uyku boliinmesi,
kalitesiz uyku gecirme, fel¢ olma ve hatta uykuda 6liimiin bile goriilmesi gibi sonuglar doguran ciddi bir saglik sorunudur.
Bireyin yasi, cinsiyeti boyun ¢api, sigara-alkol tiiketimi, diger uyku rahatsizliklarin goriilme durumu gibi etmenlerle iligkili
olan OSAS tani i¢in uyku laboratuvarlarindan alinan Polisomnografi sinyal kayitlar1 (PSG) kullanilmaktadir. Polisomnografi
horlama, uyku apnesi, parasomnia (uyku esnasinda anormal davranislar), narkolepsi (giin iginde gelisen uyku ataklari),
huzursuz bacak sendromu gibi uyku bozukluklarmin tan1 ve tedavisinde kullanilir. Gece uykusu boyunca hasta viicudunun
farkl1 bolgelerine yerlestirilen elektrotlar yardimiyla beyin dalgalari, géz hareketleri, kalp ve gogiis aktivitesinin dlgiilmesi,
solunum etkinlikleri, kandaki oksijen miktar1 gibi gesitli parametrelerin kayit altina alinmasini saglar. Bu makalede, PSG sinyal
verilerinin uyku apnesinin teshisine yonelik bagarimlari hem sinyal parametreleri hem de kullanilan yontem bazinda incelendi.
[lk olarak PSG sinyallerinden 6zellik gikartimi yapildi daha sonra dzellik vektorii yapay sinir aglari, destek vektdr makinesi
(DVM), k-enyakin komsu (k-NN) ve lojistik regrasyon (LR) ile siniflandirild.

Anahtar kelimeler: Uyku, Uyku Apnesi, PSG, Siniflandirma.
1. Introduction

Sleep is an unconscious state in which the activity of a person's body organs decreases, brain and neural activities
continue, but some stimuli from the outside world are not perceived. Sleep apnea is a breathing disorder and can
be defined as a situation in which a person cannot breathe for at least 10 seconds or more during sleep. Although
treatment is possible, people suffering from sleep apnea, which is often confused with snoring, may neglect
treatment as a result of not being able to recognize the disease or noticing it too late. Diagnosis can be made by
the physician by obtaining PSG signal data with the help of a polysomnography device in sleep laboratories [1].
Polysomnographic signal data includes data such as EEG (Electroencephalography), EOG (Electrooculography),
EMG (Electromyography), ECG (Electrocardiography), Airflow, chest and abdominal movements, SpO2 (Oxygen
saturation), PTT (Pulse transit time).
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Sleep apnea types are divided into three: Obstructive Sleep Apnea (OSAS), Central Sleep Apneoa (CSA) and
Mixed Sleep Apnea (MSA). The incidence of these species is 85%, 14%, and 1%, respectively. It is important to
examine OSAS disease due to its frequency, and the level of the disease is determined according to the AHI (Apnea
Hypopnea Index) index.

AHI, which determines the severity of apnea, is the hourly average of apneas and hypopneas occurring throughout
sleep. OSAS types are classified as mild OSAS patients between 5-15, moderate OSAS patients between 15-30,
and severe OSAS patients 30 and above, depending on the AHI (Apnea-Hypopnea index/total number of apnea-
hypopneas per hour of sleep) level [2].

In OSAS, the most common type of sleep apnea, shortness of breath occurs for more than 20 seconds and can last
up to 1-2 minutes in severe cases. It is the most common of all known sleep apneas. In this type of sleep apnea,
which first shows OSAS symptoms and then evolves into Compound Sleep Apnea, the disease progresses rapidly
for 5-10 years, eventually confining the patient to bed. In Central Sleep Apnea, which is rarer than other types of
sleep apnea, the person experiences more frequent awakenings. All known sleep apneas, CSA constitutes
approximately 1%.

There are many studies in the literature on sleep apnea using clinical and computer-aided programming
approaches. Xie et al. found that there was a relationship between heart rate variability (HRV) and OSAS [3].
Marcos et al. They diagnosed sleep apnea with bayesian neuron networks using oxygen saturation (Sa02) [4]. Liu
et al. analyzed the EEG signals in the ANN method and classified them for the detection of OSAS, and they
achieved a 91% success rate as a result of the classification [5]. Akhter et al. obtained the OSAS model with a
Naive Bayes-based model with a sensitivity of 92%, specificity of 81%, and average accuracy of 82%. They used
REM and NREM data in the voice recordings taken from OSAS patients [6]. Sharma et al. reported the accuracy,
sensitivity, specificity, and Flscore values as 90.11%, 90.87%, 88.88%, and 0.92%, respectively, using wavelet
filter bank (BAWEFB) in the ECG-based OSA-CAD system for OSAS detection [7]. Jane et al. proposed a 2-layer
Feedforward multilayer neural network to detect the snoring of people with OSAS and healthy people. The model
has 82% sensitivity and 90% positive predictive value [8]. Kunyang et al. developed a method based on hidden
markov model (HMM) and deep neural network using ECG signal. The method has been reported to have
approximately 85% classification accuracy and 88.9% sensitivity [9]. Banluesombatkul et al., who introduced a
new approach for OSAS severity classification with the deep learning method. They used one-dimensional
convolutional neural networks and deep recurrent neural networks with long short-term memory. The method used
has an accuracy rate of 79.45% [10]. Akilotu et al. examined the effect of OSAS, the most common type of sleep
apnea, on sleep stages and REM sleep using vector machines and artificial neural networks [11]. Khandoker et al.
applied support vector machines to detect different types of OSAS by taking ECG recordings from 42 subjects,
and as a result, they determined the accuracy to be 92.85% and Cohen's kappa value to be 0.85 [12]. To diagnose
OSAS, Almazaydeh et al. developed a neural network using the SpO2 measurements [13]. Lin et al. examined the
EEG signals they received from patients diagnosed with OSAS with classifiers such as kNN, SVM, LDA (Linear
discriminant analysis) [14]. Karandikar et al. detected sleep apnea from electrocardiogram signals. In this study,
sensitivity, specificity and misclassification parameters (91.93%), specificity (85.84%) and misclassification
(11.94%) results were obtained [15]. Mostafa et al. developed a sleep apnea detection system using the deep
learning method using SpO2 signal data obtained from 33 subjects [16]. Jezzini et al. achieved 98.7% accuracy
using classification in ECG signals for sleep apnea detection [17]. Lee at. al. compared the clinical and
polysomnography (PSG) features of patients with suspected OSAS in otolaryngology, neurology, and psychiatry
clinics. Patients' medical records and PSG reports were analyzed retrospectively [18]. Chien et al. examined 10
years of electronic medical records of OSAS patients. Baseline PSG parameters were compared between patients
with and without memory impairment. In this study, Subgroup analyzes based on OSAS severity and associations
of PSG parameters with memory impairment were presented [19]. Gasa et al. applied cluster analysis to data
obtained from routine polysomnography to optimize OSAS categorization. In this study, it has been emphasized
that OSAS severity using the AHI approach is assessed with an inaccurate or incomplete analysis of the
heterogeneity of the disorder [20]. Edis et. al. evaluated possible risk factors that may lead to sleep-disordered
breathing. Apnea-Hypopnea Index (AHI) scores were calculated for all patients, taking into account thorax
computed tomography, respiratory function tests, carbon monoxide diffusion tests, and echocardiography
polysomnography records [21]. Zhou et al. evaluated the performance of a wearable multisensory system
compared to polysomnography (PSG) in measuring sleep stages and investigating OSAS [22]. Apart from these
studies, compilation studies in the literature on systems that will help classify or detect sleep apnea are also
presented in [23, 24, 25].

The contributions of the study to the literature are as follows.

- Identifying effective signals in the diagnosis of OSAS by examining all PSG signals in the diagnosis of OSAS

- Extracting features from PSG signals and detecting OSAS with classical machine learning algorithms of the
feature vector
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2. Material and Method

2.1 Material

PSG signals were collected from 30 OSAS patients and 30 healthy individuals who applied to Firat University
neurology outpatient clinic, with the decision of the non-invasive ethics committee. Polysomnographic data of a
total of 60 people were examined by a specialist doctor and created in two classes. The PSG signal of each patient
consists of 16 channels. Table 1. Characteristics of the collected data. Figure 1 shows from which body positions
the collected PSG signals were obtained.

Table 1. Dataset and features

Total Number of Data 60

Number of Patient Data 30

Number of stray data 30

Number of Sick/Healthy Men 15/15

Number of Sick/Healthy Women 15/15

Weight Range of Sick and Healthy People 50-87

Apnea-Hypopnea Index Level of Patients Intermediate Level (AHL, Between 15-30)
Number of PSG Channels for Each Individual 16

2.2. The Proposed Method

People diagnosed with sleep apnea face many serious problems both during night sleep and during the day.
Daytime insomnia, headache upon awakening; Sudden death at night, paralysis, and respiratory failure in lung
patients are examples of these negativities. Therefore, there is a need for information systems that will assist the

EEG
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Figl;re 1. PSG signals'

physician in the decision-making process in detecting OSAS disease.

A 2-stage model is proposed for the detection of sleep apnea from PSG signal data. First, feature extraction
was performed from the 16-channel PSG signals of each patient. Secondly, the resulting feature vector was

classified. Figure 2. Shows the structure of the proposed model.
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Figure 2. The proposed method
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The PSG signal of each individual has 16 channels and each channel contains 960 values over time. In the
feature extraction phase, features such as standard deviation, average value, total value, and entropy were extracted
for each channel. The definitions of the extracted features are as in table 2.

Table 2. The extracted features

Feature Defination

Std Standard Deviation of the Signal

MutAvg Absolute Average value of the signal

SSI Sum of square of the signal

H DD_Ent Normalized Shannon wavelet entropy of the signal

H DD Difference Difference between the maximum and minimum value of the signal
num Sum of local maximum and local minimum values of the signal
Vid variance of the first derivative of the signal

vad variance of the second derivative of the signal

N average value of the average difference of the elements of the signal
Var Variance of the signal

The feature vector obtained as a result of feature extraction was fed as input to the classification algorithms.
Many classification algorithms were used to investigate the effect of PSG parameters on the diagnosis of OSAS
disease. These are ANN, SVM, k-NN and logistic regression classifiers.

ANN is defined as a model network structure inspired by the functioning of neurons in the human brain. This
network consists of nerve cells arranged in layers. The model basically has three types of layers: input, hidden,
and output layers. In this study, the input and hidden layers consist of 10 nerve cells and the output layer consists
of a single nerve cell.

SVM, which is used for both classification and regression problems, is especially effective in two-class
problems. SVM attempts to classify data points with a specific hyperplane. It creates a decision boundary between
two classes and tries to maximize the distance between these boundaries. The main goal of SVM is to determine
the hyperplane that draws this decision boundary with a "maximum margin" between data points. This margin is
the distance between the decision boundary and the closest data points, and this distance is tried to be maximized.
Since this study had two classes, a linear kernel was used in the classification process.

In k-NN, neighboring data points are taken into account to determine the class of data. In the algorithm, the
distances between all other training data points of the data are calculated. This distance is usually the Euclidean
distance. A k value is selected for the Nearest Neighbor's Determination. This determines the number of neighbors
of the predicted point. Euclidean distance and k value of 2 were selected in the classification process.

Logistic regression, which is widely used especially in binary classification problems, estimates the
probability of an event based on input features. In the classification process, a sigmoid and a threshold value of
0.5 were selected as the logistic function.

3. Results

Confusion matrix is a matrix model that provides detailed details about the performance of the classification
algorithm. The confusion matrix and the False Positive (FP), False Negative (FN), True Positive (TP) and True
Negative (TN) obtained from this matrix were used to determine the performance of the proposed model.

- False Positive (FP): a healthy person is diagnosed as sick

- False Negative (FN): diagnosing the sick person as healthy

- True Positive (TP): the sick person is diagnosed as sick

- True Negative (TN): diagnosing a healthy person as healthy

The performance of the classifiers was determined by the accuracy (A), sensitivity (S), specificity (Sp),
precision (P) and F1 score values shown in equations (1) to (5) which can be obtained from the confusion matrix.

TP+TN

T TP+TN+FP+FN (1)
TP
" TP+FN )
TN
Sp= TN+FP ®)
TP
T TP+FP 4)
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FI Score=——2 )

2TP+FP+FN

The results regarding the signals trained in the artificial neural network are given in table 3. According to the
table, the signals showing the best results are LOC, O1, O2 with 100% accuracy, A2 with 98.3% accuracy,
AIRFLOW, C4, ECG2, NASAL, PTT, A1 with 96.7% accuracy, SPO2 with 94.5% accuracy, the accuracy degree
was obtained as C3 with 91.7%, the accuracy degree as SNORE with 80% and the accuracy degree as THOR with
76.7%.

Table 3. Results obtained with the ANN algorithm.

Signal A S Sp F1

Al 96.7 967 967 945 96.7
A2 98.3 96.8 100 100 98.3
ABDO 767 786 750 733 75.8
AIRFLOW | 983 100 968 967 983
C3 91.7 879 963 90 92.0
C4 98.3 96.8 100 100 98.3
ECG1 954 972 911 89.8 89.7
ECG2 98.3 100 96.8  96.1 98.3
LOC 100 100 100 100 100
NASAL 98.3 96.8 100 100 91.7
01 100 100 100 100 100
02 100 100 100 100 100
PTT 98.3 96.8 100 100 98.3
SNORE 80 82.1 78.1 76.6 793
SPO2 94.5 926 957 88.2 89.6
THOR 767 682 94 915 81.0

Table 4. SVM, k-NN and Logistic Regresswn classification results

Signal Classifier A SP P F1

Al k-NN 93.3 100 86.6 882 937
A2 LR 93.3 93.3 93.3 93.3 933
ABDO SVM 81.7 80 80 80.6 81.9
AIRFLOW LR 80 76.6 833 82.1 79.3
C3 SVM 80 90 70 75 81.8
C4 k-NN 96.7 967 967 9677  96.7
ECG1 SVM 98.3 100 96 100 98.3
ECG2 SVM 96.7 933 100 100 96.5
LOC LR 100 100 100 100 100
NASAL SVM 91.7 90 933 93.1 91.5
o1 LR 98.3 96 100 100 98.3
02 k-NN 100 100 100 100 100
PTT SVM 96.7 96 96 87.1 96.5
SNORE SVM 733 72 74 724 711
SPO2 LR 100 100 100 100 100
THOR SVM 784 75 719 735 77.2

The results for the signals trained with SVM, k-NN and Logistic Regression are given in table 4 above.
According to the table, the signals showing the best results are LOC, 02, SPO2 with an accuracy level of 100%,
ECGI1 with an accuracy level of 98.3%, O1 with an accuracy level of 96.7%, C4 with an accuracy level of 96.7%,
PTT, ECG2 with an accuracy level of 93.3%, A1 with an accuracy level of 81.7%. With ABDO, the accuracy rate
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was 80% for AIRFLOW, C3, 78.4% for THOR, and 73.3% for SNORE. Figure 3 shows the comparison of the
results obtained with ANN and other classifiers in terms of accuracy.

Accuracy
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Figure 3. Comparison of ANN and other classifiers in terms of accuracy

4. Conclusion

Sleep apnea, which is often confused with snoring, is a chronic respiratory disorder that can result in stroke,
suffocation, heart attack and death. Studies have been conducted on many support systems related to sleep apnea,
especially to help diagnose and treat sleep apnea. Polysomnographic signal data were used in most of these studies.
In our study, classification algorithms from machine learning methods were used. After the features of the PSG
parameters were extracted, they were made suitable for studying with machine learning. PSG signal data subjected
to machine learning methods were examined together in this study and the accuracy of the most effective
parameters was determined comparatively. By comparing the accuracy, sensitivity, specificity, sensitivity and
F1Score values of the PSG signal data examined in the classification algorithms, the effect on disease diagnosis
was tried to be determined.

At the end of the study, the parameters that had the most impact on determining OSAS disease were
determined to be LOC, O1 and O2 signals with 100% accuracy in ANN classifiers.

One of the most important gains and differences of this study is that all standard PSG signals (16) obtained
from OSAS patients were examined together and the results were evaluated comparatively. It can be envisaged
that PSG signals with high accuracy values will be further examined in future studies in order to produce auxiliary
systems for both diagnosis and treatment of OSAS. Another important finding in the evaluation of classifiers is
that signals such as LOC, O1, 02, SPO2, ECGI, which have a high level of accuracy, can be re-examined with
different methods for diagnosis.
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Abstract: This paper uses a cascade-connected fuzzy-PI controller to control the position and speed of a differential drive and
four-wheel drive of an autonomous mobile robot for optimal path planning. The angular speed information obtained from the
encoder of each motor and the instantaneous position and angle information of the robot were calculated. The angle and position
error between the reference points and these values is applied to the fuzzy logic controller as an input signal. The robot angular
and linear speed data obtained from the fuzzy logic output were converted into reference speed values with kinematic equations
to be applied to the motors. The speed controls of the motors were carried out with a PI controller based on these reference
values. The study was performed both as a simulation in the MATLAB program and experimentally in the laboratory
environment for one and more reference coordinates. In the experimental study, reference values were sent to the robot via
Bluetooth with the Android application designed. At the same time, the instant data of the robot was also collected on the
Android device through the same application. These data collected in Excel format were transferred to the computer via e-mail
and the graphics were drawn in the MATLAB program. When the results were examined, it was seen that both speed and
position control were successfully implemented with the fuzzy-PI controller for optimum path planning of the robot.

Keywords: Fuzzy logic, PI, mobile robot, Android application, path planning.

Diferansiyel Siiriisliit Mobil Robotun Bulanik PI Denetleyici Tabanh Yol Planlamasinin
Gerceklestirilmesi

Oz: Bu calismada, diferansiyel siiriislii ve dort tekerden tahrikli otonom mobil robotun, optimum yol planlamasi i¢in, konum
ve hiz kontrolii kaskad baglantili fuzzy-PI kontrolor ile ger¢eklestirilmistir. Her bir motorun enkoderinden alinan agisal hiz
bilgileri ile robotun anlik konum ve ag1 bilgilerini hesaplanmistir. Referans noktalar ile bu degerler arasindaki ag1 ve konum
hatas1 bulanik mantik denetleyiciye giris sinyali olarak uygulanmistir. Bulanik mantik ¢ikisindan alinan robot acisal ve lineer
hiz verileri ise kinematik denklemler ile motorlara uygulanacak olan referans hiz degerlerine doniistiiriilmiistiir. Motorlarin hiz
kontrolleri bu referans degerler baz alinarak PI kontrolor ile gergeklestirilmistir. Bir ve birden fazla referans koordinatlar igin
gerceklestirilen ¢alisma hem MATLAB programinda simulasyonda hem de laboratuvar ortaminda deneysel olarak
gerceklestirilmistir. Deneysel olarak yapilan ¢aligmada, tasarimi gergeklestirilen Android uygulama ile referans degerler robota
bluetooth aracilifiyla gonderilmistir. Ayni zamanda robotun anlik verileri de yine ayni uygulama iizerinden android cihazda
toplanmistir. Excel formatinda toplanan bu veriler mail yolu ile bilgisayara aktarilarak MATLAB programinda grafikleri
¢izdirilmistir. Alinan sonuglar incelendiginde robotun fuzzy-PI kontroldr ile basarili bir sekilde hem hiz hem de konum
kontroliiniin gergeklestirildigi goriilmiistiir.

Anahtar kelimeler: Bulanik mantik, PI, mobil robot, Android uygulama, yol planlama.
1. Introduction

Robotics is a sector that is expanding quickly along with technological advancements, and robots are
increasingly playing a significant role in daily life for humans. In addition to classical areas such as industrial,
medical, and rehabilitation, human-robot interaction increases its impact in areas such as exploration, urban search,
and rescue, due to reasons such as saving manpower and time, being more economical, and working with fewer
errors. These robots can be controlled manually by humans, depending on their area of use and purpose, or they
can perform the tasks assigned to them autonomously [1]. An autonomous mobile robot (AMR) is a system that
operates in an unpredictable and partially unknown environment. There is little or no human intervention in
autonomous mobile robot movement [2].

Mobile robot (MR) systems are separated into three main modules: information sensing, path planning, and
control of motion. Path planning is the connection between information perception and motion control, and it is a
crucial aspect of a mobile robotic system. The continuous development of path-planning technology brings
innovations to every part of life. For example, the sweeping robot can replace people doing housework and make
people's work easier; As long as the destination location is entered in driverless vehicles, it can provide an optimum
route and provide safe and accurate transportation; In emergency rescue and disaster assistance, AMRs can locate
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targets quickly, accurately, and safely in hazardous conditions. In scientific research, it can replace humans by
entering harsh environments to help humans recognize unknown planets and complete the task of acquiring
knowledge [3].

To assist an MR in choosing the best path, numerous algorithms have been presented by researchers since the
1950s. These algorithms can be examined in general under three headings: classical, bionic, and artificial
intelligence algorithms. Cell decomposition method (CD), sampling-based method (SBM), and graph search
algorithm (GSA) can be given as examples of classical algorithms that have the advantage of easily observing the
calculation results. Each algorithm can also be classified among themselves, and studies related to each are
available in the literature. The CD was analyzed in three parts: regular (RCD) [4-6], approximate (ACD) [7,8],
and exact decomposition (ECD) [9,10]. RRT (rapidly exploring random tree) [11] and PRM (probabilistic roadmap
method) [12,13] algorithms were studied under the heading of SBM. Dijkstra algorithm [14,15] and A* algorithm
[16] are in the GSA group. The bionic algorithm is a random algorithm inspired by the biological herd intelligence
phenomenon in nature. It can be grouped according to different path-searching mechanisms. Genetic algorithm
(GA) [17,18], ant colony optimization (ACO) [19,20], and particle swarm optimization (PSO) [21,22] are some of
the studied bionic algorithms related to path planning. Artificial intelligence (AI), which has basic needs such as
algorithms, data, and computing capability, simulates human behaviors such as learning, reasoning, thinking, and
planning. The most used Al algorithms for path planning in MRs; are bioinspired neural network algorithms
[23,24] and fuzzy logic control algorithms.

Fuzzy logic (FL), presented by Zadeh in 1965 [25], is an artificial intelligence algorithm that processes real-
time information from the sensors as input data and generates the output values required for the path planning of
the MR as a result of its analysis. Because it is less influenced by outside forces, it is appropriate for path planning
in unknown environments [26]. However, it has the disadvantage that the optimum path to be followed depends
on the rule base created by experts. Many researchers have used different algorithms together with the FL
algorithm to improve the performance and accuracy of FL [27]. For example, Zagradjanin et al. used the D*lite
algorithm with FL [28], while Ntakolia and Lyridis obtained high-quality solutions by integrating the swarm
intelligence graph-based pathfinding algorithm and the FL algorithm [29]. Gharajeh & Jond presented the adaptive
neuro-fuzzy inference system (ANFIS) method and shortened the planned path by 30 percent compared to other
algorithms [30]. Besides, the most common integrated use is FL and PID (proportional-integral-derivative)
algorithms [31-35].

When the MR path planning studies with Fuzzy-PID in the literature are examined, it is seen that the fuzzy
logic controller is generally used to regulate and adjust the proportional, integral, and derivative coefficients of the
PID algorithm. In this study, unlike the studies in the literature, the reference value, not the parameters of the PI
algorithm, was determined with the fuzzy logic controller. The reference target points were sent to the robot with
the designed Android application and these values were compared with the instant data of the robot and the position
and angle error values were calculated. These values are applied as input signals to the fuzzy logic controller.
Linear and angular velocities of the robot are obtained as output signals. By using these speed values in the
kinematic equations, the angular speeds that each motor must reach instantaneously are calculated. The
instantaneous speed of the motors was controlled by applying the error between the instantaneous speed values
obtained from the encoders and the reference motor angular speed values to the PI controller. The robot, which
reached the target within the approach distance given for the reference positions, performed its next movement
with the reference speed values obtained from the fuzzy logic. The instant speed, angle, and position values of the
robot were transferred via Bluetooth with the same Android application and collected on the Android device in
Excel format. This file was then sent to the computer by e-mail and the robot's graphics were drawn with the
MATLAB program. When the graphics are examined, it is seen that the robot reaches the desired positions within
the given approach distance and by taking the optimum path.

2. Materials and Methods

2.1 Mobile robot

For this study, the design and prototype of a four-wheel drive, Symmetric Modular Robot (SMaRt), which
can be used in many fields such as education, research, military, health, etc. have been realized. The design of the
robot, which consists of the components in Figure 2 and whose final assembly is given from different angles in
Figure 1; consists of 3 main parts: mechanical, electronic, and software tools. It has the advantages of weighing
less than 10 kg, adding attachments such as a robot arm, and the ability to remove and replace the desired parts
thanks to its modular structure.
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1:Camera module
2:Sensor module
3:subframe
4:Electronic circuit board
5:Camera
6:Sensors
7:Wheel

8:Motor

9:Rear panel
10:Side panel
11:Upper frame

12:Battery

13:Motor holder

Figure 1. Symmetric modular robot-SMaRt Figure 2. Components of the MR

The DC motor (No Load Speed: 76 rpm, Stall torque: 45 kg-cm, Max. Impact torque: 6 kg-cm) was selected
based on the motor torque value calculated for each wheel, taking into account the robot's weight, the wheel's
dimensions, and any potential tilt and acceleration. The encoder has a resolution of 64 CPR and is attached to the
motor shaft from behind. The microprocessor was able to determine the motor speed using the square wave data
it received from the encoder, and the motor speed control was made possible. The XOR-HWT (exclusive OR-
half-wave time) method was used to detect velocity with these signals [36].

The MR's four DC motors are driven by the Sparkfun Monster motor driver modules with dual outputs shown.
With this driver module, it is possible to control motors with a maximum of 16 V, a continuous current of 14A,
and a maximum PWM frequency of 20kHz. [38]. There are wired and wireless connections to enable the circuits
and processors in the robot to communicate with each other or with the outside world. The HM-10 Bluetooth
module was used to provide the connection between Arduino and Android devices. This module is a Bluetooth 4.0
module with low power consumption (when active, the current is 9mA) [39]. It is connected to Arduino with
UART communication protocol. Arduino Due is an Atmel SAM3XS8E 32-bit ARM Cortex-M3 CPU-based
microcontroller board. It has a total of 54 digital input/output pins, 12 of which can be used for PWM, 12 analog
inputs, 4 UARTSs, 84 MHz oscillator frequency, and 2 digital to analog converter pins [40]. Arduino software is
made with Arduino IDE (Integrated Development Environment), an open-source development platform.

2.2 Android application

A computer or a special electronic control circuit is usually used to send target coordinates to the robot.
Likewise, robot information is collected on an additional memory card or sent to the computer. In this study, an
Android-based application, whose screenshots are given in Figure 3, has been developed for smart devices (mobile
phones, tablets) that are widely used today, which can do both operations [41]. The MIT App Inventor, which was
initially made available by the Google firm and is currently maintained by the Massachusetts Institute of
Technology (MIT), was used to create and implement the app. MIT App Inventor has been transformed over the
past ten years into automation systems [43], quizzes and games [44], smart home control [45—48], education [49],
and more. It has been utilized for Android applications in many different projects, including. In robotic
applications, there are designs only for the manual use of the robot, but in this study, robot data was collected by
using it for autonomous control.

Thanks to the buttons on the main screen in Figure 3 (a), it is possible to switch to manual and autonomous
control screens, as well a Bluetooth connection is provided from here. With the manual control screen in Figure 3
(b), the movement direction of the robot, its speed, and the status of the LEDs and headlights on it can be changed
and the robot can be brought to the desired starting point for autonomous control. When the screen in Figure 3 (c)
is reached by pressing the automatic control button on the main screen, three different coordinate points where the
robot desires to go and the approach distances to these points are entered and sent to the robot. After the reference
points are sent and the robot starts to move, the coordinate plane in Figure 3 (d) comes to the Android device
screen, the reference points are automatically marked and the instant position of the robot is drawn on this plane.
In addition, the instantaneous speed and angle information of the robot, along with the location information, can
be collected on the Android device in Excel file format and shared on a desired platform. The Excel file obtained
in this study was transferred to the computer by e-mail and the graphs of the data of the robot were drawn in the
MATLAB program.
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Figure 3. Android application; (a) Main screen, (b) Manual control screen, (c) Automatic control screen,
(d) Instant motion graph of the robot

2.3 PID controller

PID controllers, also known as proportional, integral, and derivative (PID) controllers, are frequently used to
regulate the speed of DC motors. The PID controller is regarded as the method most frequently employed in
nonlinear control systems [50]. In essence, a PID controller uses a straightforward trinomial controller to increase
stability and decrease steady-state error [51]. It offers the most efficient and simplest solution for many control
problems, covering both transient and steady-state responses. The transfer function is usually written with the
"gain notation" given by equation 1 or the "time constant notation" given by equation 2.

T(s) =K, + Ki§+ Kg4s ey
1
T(s) = Kp(1+ Ts + Tys) (2)

where Kp is the proportional gain, Ki is the integral gain, Kd is the derivative gain, Ti is the integral time
constant and Td is the derivative time constant. It's crucial to regulate these motors properly because the robot's
position is dictated by the speed information the DC motor encoder provides. Due to this, each motor has been
separately PI controlled to closely and quickly follow the reference speed values. In Figure 5, the general block
diagram of the motor controls is given. In this study, the PI controller was used by setting Kd = 0.

6 X 104 Motor Voltage-PWM 12 Motor Speed and Voltage
[ i |
| |
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ol S5 |
g, | |
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2f 3 41 1
= | 1
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Figure 4. (a) Motor voltage-PWM graph, (b) Motor speed and voltage graph
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Figure 5. Motor control general block diagram with PI

According to this diagram, the output of the fuzzy logic controller used for position control of the robot is the
reference linear and angular velocity of the robot. The reference angular velocities that each wheel must reach are
rad./s by using these velocity values as inputs to the kinematics equations. These reference values were obtained
from the output of the fuzzy controller and the instantaneous motor speeds taken from the XOR logic gate and the
instantaneous and reference voltage values of the motors were obtained and the error was found by taking the
difference of these values. This error has been converted to PWM values since the output value obtained when
passed through the PI controller cannot be sent directly to the drivers. Experimental results revealed the association
between motor speed and motor voltage as well as the relationship between the motor voltage and applied PWM.
The graph of these values was drawn as in Figure 4 and the equational expression between them was created. The
signals received from the encoder connected to the motor shaft are applied to the XOR logic gate input and each
XOR output is connected to a different pin of the Arduino [36]. The motor and encoder disc shown in the block
diagram are visually shown for only one motor. The same steps must be followed for other motors.

2.4 Fuzzy logic (FL)

The FL controller is a control algorithm that processes the input data taken from the physical environment
and whose value is certain and produces outputs that can be used in the physical environment as output. In this
study, Mamdani-type FL was used to perform position control and path planning in line with the target coordinates
given to the robot. The controller consists of two input and two output variables. The distance error and angle error
to the coordinate point where the robot should go are given as input variables. The linear and angular velocities
that the robot needs to reach instant are taken as the output variable. Position error value is meter, angle error value
is radian, linear velocity value is m/s and angular velocity value is radian/s evaluated in units. As seen in Figure 6,
ten triangular membership functions (MFs) are used for the input membership functions created for the position
error. Ten were used to gradually decrease its velocity every ten centimeters, one meter from the reference position.

T \% N L M L M F VF TF W
0 02 03 04 05 06 07 0.8 0.9 1 -3.14 -02 002 3.14
Figure 6. Position error MFs Figure 7. Angle error MFs

where, TN: Too near, VN: Very near, N: Near, LN: Little near, MN: Middle near, LF: Little far, MF: Middle
far, F: Far, VF: Very far, TF: Too far. If the difference between the target and the position of the robot is more
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than one meter, it is considered too far. When this error value falls below one meter, membership degrees change
at each level until it reaches zero. The MFs created for the angle error are given in Figure 7. The limits of the angle
error memberships consisting of two trapezoidal and one triangle membership functions are in the range of +3.14
radians. In angle error membership, N: Negative, Z: Zero, P: Positive. The breaking points of the positive and
negative angle MFs were determined as +1.57 radians. There are two outputs in the system, angular velocity and
linear velocity. Ten triangular MFs make up linear velocity, while three do the same for angular velocity. When
the functions given in Figure 8 are examined, values are given such that the highest linear speed is 0.275 m/s and
the lowest linear speed is 0.11 m/s. The reason for giving these values can be listed as the difficulties in the rotation
movement of the motors at low speeds, while excessive energy consumption, microcontroller processing speed,
and slips in sudden starts at high speeds.

TS VS { L MS TF

0.1 0.12 0.14 016 0.18 02 022 024 026 0.28 029 -1.65 -0825 0 082 1.6

Figure 8. Linear speed MFs Figure 9. Angular speed MFs

where, TS: Too slow, VS: Very slow, S: Slow, LS: Little slow, MS: Middle slow, LF: Little fast, MF: Middle
fast, F: Fast, VF: Very fast, TF: Too fast. The three membership functions used for the angular velocity of the
robot are named NB: Negative big, Z: Zero, and PB: Positive big. The median values of the functions whose graphs
are given in Figure 9 are given as -0.825, 0, and +0.825 radians, respectively. Since the mean of weights method
is used in defuzzification, the value at the midpoint of each of the membership functions is used in the calculations.

Table 1. Rule base for linear speed Table 2. Rule base for angular speed

Position | rN | yN| N | LN |MN | LF | MF | F [ vF|TF| |Position | on )y | N | LN |[MN|LF [MF| F | VF | TF
error error

N | S|VF|VF| F |MF |LF| TS |LF|VS|TS
S S | S|LS|MS|LF|MF| F | VF|TF
P S |VF|VF| F | MF |LF| TS |[LF| VS | TS

N |NB|NB|NB|NB|NB |[NB|NB|NB|NB|NB
Z\|Z|Z|Z Z Z\|\Z\|Z\|Z)|Z
P|PB|PB|PB|PB|PB|PB|PB|PB|PB|PB

|Angle error
Angle error

After the membership degrees and the degrees of precision found by using the algebraic product method are
passed through the rule bases in Tables 1 and 2, the addition process does not take place. It is subjected to a direct
defuzzification process. As a result, the robot linear and angular velocity values obtained from the fuzzy controller
output are applied as input to the inverse kinematics equation in the control system whose flow chart is given in
Figure 10, and reference angular velocity values for the motors on both sides are calculated.
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w3_ref. +
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Ref. .
A app.
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Figure 10. Position control flow chart with fuzzy logic controller

3. Simulation

Before examining the robot’s performance with the experimental study, a simulation was prepared in the
MATLAB/Simulink program to examine both the accuracy of the equations and the accuracy of the written
algorithms and coefficient values. With different reference values for robot movements, firstly the results were
obtained in the simulation, and then experimental studies were carried out in the laboratory environment.
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Figure 11. Robot position control simulink model

There are two input variables in the MATLAB/Simulink model in Figure 11. These are reference values and
approach distance. For the robot to go to three different position points, X1,y1,X2,y2, and Xs,ys positions are given to
the reference block in matrix format. If the robot is desired to go to only one reference, zero values are entered
into the points other than the xs and ys values. Similarly, if it is desired to go to two references, zero values are
entered in x: and y1. The approach distance is the variable that determines how much error the robot can approach
the given target coordinate. For example, if this value is entered as 0.1 m as in Figure 11, it means that the robot
can stop after 0.1 meters approach to the reference point. The robot's approach can be in front of, right, left, or
behind the target. Reference value, instantaneous feedback position values, and approach distance are given as
input to the error detection block in Figure 12. In this block, the first reference point and instantaneous position
and angle values from feedback are applied to the error function block. Here, the difference of the reference
position and the instantaneous measured positions is taken and the position and angle error are calculated from
these values. These values form the output of the error detection block. If the first reference is within the approach
distance, the same operations are repeated by switching to the second reference with the multi-position switch
block. If the second reference is reached, calculations for the third reference point begin. If the first two references
are zero, since they will both be within the approach distance, the movement starts directly toward the third
reference.

Position and angle error obtained from the error detection block is applied as input to the fuzzy logic block,
and the reference linear and angular velocity of the robot is calculated from the block output. The reference angular
velocity values of the left motor and right motors calculated by applying inverse kinematics according to Equations
3 and 4 are passed through the PI and applied to the motor models in the motors block in Figure 13.

8 | " > ’.D >@

Figure 12. The internal structure of error detection block Figure 13. The internal structure of the motor block

wp = 2. (V-W3) 3)

wg =2.(V+W3) (4)
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where; wy, is the angular velocity of the left motors, wy is the angular velocity of the right motors, V is the
robot linear velocity, W is the robot angular velocity, R is the radius of the wheels and L is the axis distance of the
robot. The motor block contains four equal motors. The top two of them represent the motors on the left of the
robot and the others on the right of the robot. The instantaneous speeds of the motors to which the reference speed
is applied constitute the output of the block. These values, taken as left and right motor speeds, are applied as
inputs to the forward kinematics block and the speed in the x direction (Vy), speed in the y direction (Vy), and
angular velocity of the robot are calculated according to Equation 5-9.

V=2l (wr+w,) (5)
W=§.(WR—WL) (6)
Robot=[V 0 W] (7
Rz=[cos(tt) —sin(tt) 0; sin(tt) cos(tt) 0; 0 0 1] ®)
[Vy, Vy, Ve '=Rz*Robot )

where; tt instantaneous angle of the robot. By integrating these obtained values concerning time, X position,
y position, and angle information are calculated.

4. Simulation and Experimental Results
During the period from the start of the simulation to the end, all the desired data were collected with the help

of the 'out.simout’ block and graphed in MATLAB/m-file. The performance of the robot with different reference
values (RVs) and different approach distances (ADs), both in the simulation and experimentally, is given below.

Robot position @ Angle and angle error of the robot (b) Angular speed-Time © Linear speed-Time (@

- v e s

¥ (m)

Angle (rad.)

2 5
x (m) Time (s) Time (s) Time (s)

Figure 14. Simulation results for x::0, y1:0, x2:0, y2:0, x3:1.8, y3:3 m reference and 0.05 m AD. Robot: (a)
position, (b) Angle and angle error, (c) Angular speed and error, (d) Linear speed and error

In the MATLAB/Simulink program, when the xi:0, y1:0, X2:0, y2:0, x3:1.8, y3:3 m coordinates and 0.05 m
approach distance are sent to the robot as a reference, the robot performances in figure 14 and figure 15 motor
speed and errors were obtained. Since the reference value is x3:1.8 m and ys:3 m, it is seen in Figure 14 (b) that
the angle to be rotated is calculated as 1.03 radians. When the angular velocity and linear velocity values in Figure
14 (c) and (d) are examined, it is observed that it first takes a turn with speeds of 0.825 radians/s and 0.11 m/s to
go to the reference, and then increases to a linear velocity of 0.275 m/s over time, and its angular velocity decreases
to zero.

Experimental work was carried out for the same reference values and the results in figure 16 and figure 17
were obtained. Looking at the robot position graph in Figure 16 (a), since the approach distance is given as 0.05
m, it is seen that the robot completes its movement at x:1.78, y:2.96 m. In cases where there is more than one
reference change during the movement, a temporary state and a permanent state occur at each reference change.
Therefore, the error amounts between the reference value and the instantaneous measured values in all graphs are
completely taken into account without including the first transient in the evaluation. While Equation 10 gives the
average absolute velocity errors of the graphs for this case, the instantaneous highest velocity error that occurs in
other transients except for the initial transient case is given as the maximum velocity error.

Performance criteria L; lej=1 le(®)] (10)
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where; e() is the error value and N is the number of samples. In this case, when looking at the graphs obtained
for the reference value (1.8,3) m, the maximum linear velocity error between the two signals is 0.038 m/s and the
average linear velocity error is 0.0021 m/s, while the angular velocity reference is 0.179 rad./s maximum. and an
average of 0.0057 rad./s. followed by an error. When the motor speed graphs in Figure 17 (a) and (b) are examined,
the maximum and average absolute error values of the motors for the same situation are given in Table 3.

Motor speed and errors (a) Motor speed and errors (b)
T T I
30 }» 30+ 4
7 T T ]
) ZOF\ \ E 20 <
& 26| — 5 -3 -
B 10k 24 s 10r L 4
2 22 Q
©n % 0r sl 4
0r 20 —Right ref. Motor2|] = B ——Left ref. Motor4
‘ 18 —Motorl 10 »\j ——Motor3 H
10 T i T {
T T
EEN[ [Motorl —Mow2] 5 520 | F—Motors —Motord|
RN E sy 4
1k ] ‘ ‘ ‘ iE
0 2 4 6 8 10 12 14 0 2 4 6 8 10 12 14
Time (s) Time (s)

Figure 15. Simulation results for x::0, y1:0, x2:0, y2:0, x3:1.8, y3:3 m RFs and 0.05 m AD. Robot: (a) Right
motor speeds and errors, (b) Left motor speeds and errors

Table 3. Speed errors of motors for x::0, y1:0, X2:0, y2:0, x3:1.8, y3:3 m RVs and 0.05 m AD

Motorl Motor2 Motor3 Motor4
Average absolute speed error (rpm) 0.194 0.134 0.229 0.249
|Maximum speed error (rpm)| 1.113 0.637 5.921 7.495
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Figure 16. Experimental results for x::0, y1:0, x2:0, y2:0, x3:1.8, y3:3 m reference and 0.05 m AD. Robot: (a)
position, (b) Angle and angle error, (¢) Angular speed and error, (d) Linear speed and error
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Figure 17. Experimental results for x::0, y1:0, X2:0, y2:0 x3:1.8, y3:3 m RVs and 0.05 m AD. Robot: (a) Right
motor speeds and errors, (b) Left motor speeds and errors

Performance graphics for xi:1, yi:2, x2:3, y2:-1, x3:-2, y3:-3 m reference values and 0.1 m approach distance
given in different coordinate regions are given in figure 18 and figure 20. When the graphs of Figure 18 (a), and
Figure 20 (a) are examined, the first target is in the first region of the coordinate plane, the second target is in the
fourth region, and the last target is in the third region of the coordinate axis for both simulation and experimental
work.

The angles calculated according to the point where the robot arrives and the point where it is desired to go
and the angles realized as seen in figures 18(b)-20 (b) are given in Table 4.
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Figure 18. Simulation results for xi:1, yi:2, x2:3, y2:-1, X3:-2, y3:-3 m RVs and 0.1 m AD. Robot: (a)
position, (b) Angle and angle error, (c). Angular speed and error, (d) Linear speed and error
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Figure 19. Simulation results for xi:1, yi1:2, X2:3, y2:-1, X3:-2, y3:-3 m RVs and 0.1 m approach distance.
Robot: (a) Right motor speeds and errors, (b) Left motor speeds and errors

Table 4. Calculated and actual angle values for xi:1, y1:2, X2:3, y2:-1

x3:-2, y3:-3 m RVs and 0.1 m AD

Theory Experimental Simulation
Cut:rfent Taljget Calculated Current Target point Realized Current Taljget Realized
position point angle) sition (m) (m) angle sition (m) point angle
(m) (m) (radian) | POSI© (radian) | POS™ (m) (radian)
(0,0 (1,2) 1.107 (0,0) (1,2) 1.107 (0,0) (1,2) 1.107
1.2) 3-1) -0.98 (0.96, 1.91) (3-1) -2.1 (0.95,1.9) (3,-1) -2.096
@3,-1) (-2,-3) -2.76 (2.97,-0.95) (-2,-3) -1.72 (2.94,-0.9) (-2,-3) -1.71

According to Table 4, when the theoretical and experimental results are compared, the rotation angle reference
is 1,107 radians, since the beginning point and the first target point are the same for both. -0.98 and -2.76 radians
are calculated for the second and third turns, respectively. However, in the results obtained from the experimental

and simulation studies, an angle reference of -2.1 radians for the second rotation and -1.72 radians for the third

rotation was determined. This is because when the robot comes to the first reference point, its instantaneous angle
is relative to the x-axis |1.117| is radians. Since the robot will turn 0.98 radians in the negative direction when the
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instantaneous angle is added to this value, |1.117|+/0.98|=|2.1| radian angle reference. Likewise, since its angle at
the second point is -1,036 radians and the angle calculated for the third position is -2.76 radians, the angle at which

the robot must turn is -1.72 radians. When the motor speeds given in Figure 19 and Figure 21 are examined, the
speed error information in Table 5 was obtained.

Table 5. Speed errors of motors for xi:1, yi:2, X2:3, y2:-1, X3:-2, y3:-3 m RVs and 0.1 m AD

Motorl Motor2 Motor3 Motor4
Average absolute speed error (rpm) 0.283 0.237 0.231 0.238
|Maximum speed error (rpm)| 8.6660 9.1600 12.4590 12.4000
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Figure 20. Experimental results for xi:1, y1:2, x2:3, y2:-1, x3:-2, y3:-3 m RVs and 0.1 m AD. Robot: (a)
position, (b) Angle and angle error, (c) Angular speed and error, (d) Linear speed and error
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Figure 21. Experimental results for xi:1, y1:2, X2:3, y2:-1, x3:-2, y3:-3 m RVs and 0.1 m AD. Robot: (a)
Right motor speeds and errors, (b) Left motor speeds and errors
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5. Conclusion

In this study, a four-wheeled AMR's position control and path planning for single or multiple target coordinate
points were carried out using a cascade connection of fuzzy logic and PI controllers. While the reference values
of the robot were carried out remotely via Bluetooth connection with the Android application, the instant data of
the robot was transferred to the Android device thanks to the same application. These data, which were collected
in Excel file format, were then transferred to the computer via e-mail, and graphs were drawn in MATLAB. The
position and angle information of the robot is obtained by passing the motor angular velocity information instantly
from the encoders connected to the shaft of all four motors of the MR through the kinematic equations. Angle and
position errors obtained by comparing reference values with instantaneous values are applied to the fuzzy logic
controller as input signal. By applying the robot angular and linear velocity values obtained as the output value
thanks to the created rule base to the inverse kinematic equations, the instantaneous reference angular velocity
values that the motors should reach are calculated. The speed error was calculated by taking the difference between
these values and the angular speed information received from the encoders and applied to the PI controller input.
The motor speeds required for the position that the robot needs to reach are controlled by PI. When the graphics
are examined, it was seen in both simulation and experimental studies that the MR reaches the position most
shortly and without any errors in line with the given approach distance. In addition, the fact that the average
absolute speed error in the motors is a maximum of 0.283 rpm shows the effectiveness of both PI and fuzzy logic
controllers.

Funding: This study is supported by Firat University Scientific Research Projects Unit with the project
number TEKF.19.07.
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Abstract: Image compression is fundamental to the efficient and cost-effective use of digital media, including but not limited
to medical imagery, satellite images, and daily photography. Wavelet transform is one of the best methods used in compression.
This study conducts a meticulous comparative analysis of various established wavelet families and introduces a novel wavelet
named new wavelet for image compression (NWI), shedding light on its performance compared to well-established
counterparts. This research conducts a meticulous comparative analysis of various wavelet families to assess their performance
in image compression. The results show that an average compression ratio of around 75% can be achieved with a 38 dB PSNR
value for all test images. The best result was achieved with the test-2 image, with a compression performance (CP) of 3312.08,
using the proposed NWI wavelet. The research evaluates eight wavelet families and shows that the performance of image
compression depends on both image type and selected wavelet family while keeping the coding algorithm the same for all
calculations of image processing scenarios. In image compression, introducing new wavelet families, such as the NWI, can
enhance performance and achieve better results.

Keywords: Wavelet, image compression, image processing, compression ratio, signal-to-noise ratio

Goriintii Sikistirmada Dalgacik Ailelerinin Karsilagtirmali Analizi ve Yeni bir Dalgacik Ailesi
Onerisi

Oz: Goriintii sikistirma, tibbi goriintiilerden uydu goriintiilerine ve giinliik fotografciliga kadar dijital medyamn verimli ve
maliyet etkili kullanimi i¢in temel bir gerekliliktir. Dalgacik doniigiimii, goriintii sikistirmada kullanilan en iyi yontemlerden
biridir. Bu arastirma, en ¢ok bilinen dalgacik ailelerinin goriintii sikistirma performansini cesitli analizlerle degerlendirmistir.
Ilave olarak nwi adl1 yeni bir dalgacik ailesi iiretilmis ve performansi bilinen dalgacik aileleri ile karsilagtirilmistir. Stkistirma
Orani (CR) ve Tepe Sinyal-Giiriiltii Oran1 (PSNR) gibi nicel 6lgiileri kullanarak, tablolar ve sekillerde sunulan sonuglar, farkl
dalgacik doniisiimlerinin performansini gostermektedir. Sonuglar, tiim test goriintiileri igin ortalama %75 sikistirma oraninin
38 dB PSNR degeri ile elde edilebilecegini gostermektedir. En iyi sonug, dnerilen NWI dalgacig: ile test-2 goriintiisiinde
stkistirma performans: (CP) 3312,08 degeri ile elde edilmistir. Bu ¢alismada, sekiz dalgacik ailesi degerlendirilmekte ve
gOriintii sikistirma performansinin hem goriintii tiiriine hem de segilen dalgacik ailesine bagli oldugu sonucu ¢ikmaktadir.
Kodlama algoritmasi tiim dalgacik aileleri i¢in ayni tutularak sadece dalgacik doniisiim performansi analiz edilmistir. Goriintii
sikistirmada yeni ve etkili dalgacik ailelerinin gergeklestirilebilecegi NWI dnerisinde oldugu gibi gosterilmistir.

Anahtar kelimeler: Dalgacik, goriintii sikistirma, sikistirma orani, sinyal giiriiltii orani.
1. Introduction

The ubiquity of digital images in various domains, including social media platforms, satellite imagery, and
medical imaging, has led to a surge in daily usage. However, the storage and transmission of uncompressed
multimedia data, encompassing videos, photos, graphics, and audio, pose challenges due to their substantial space
and bandwidth requirements. Efficient systems with sufficient memory and robust processors are essential for
handling the storage and processing demands associated with such unprocessed data.

Both moving and still images are frequently broadcasted for human consumption. During viewing,
imperceptible details can be selectively removed from storage to mitigate data size and reduce transmission
bandwidth while maintaining a predefined image quality threshold.

Compression is pivotal in addressing these challenges, allowing videos and images to occupy less storage
space and utilize minimal bandwidth during transmission without compromising perceptible image quality. Raw
images generated by contemporary digital devices exhibit considerable data size and transmission rates. For
instance, in high-definition image systems like HD (1920x1080 pixels), a standard image requires a 16.5 Mbyte
file size. In more advanced systems such as 4KHD (3840x2160 pixels), this requirement escalates to 66 Mbyte.

The transmission and storage of image signals at exceedingly high data rates pose practical challenges.
Consequently, the most viable solution is to employ compression techniques to reduce the file size and data rate
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to manageable levels. Digital images are compressed by removing redundant information, with three primary types
of redundancy addressed [1]. Spatial Redundancy: In natural images, neighboring pixels often exhibit very close
values. As a result, identical pixels are not individually coded; instead, the information that they share the same
value is stored. The focus is on preserving the different information between closely located pixels, minimizing
the need for redundant coding. Temporal Redundancy: In video sequences, successive frames typically have
minimal changes. Regions of the frame that remain unchanged over time contribute to temporal redundancy. The
information indicating that these areas are consistent with the previous frame is stored to optimize storage and
transmission. Temporal redundancy reduction is particularly crucial in video compression scenarios. Spectral
Redundancy: Image portions divided into frequency bands exhibit spectral values of closely located pixels that are
very similar. These subtle details, often imperceptible to the human eye, are discarded. By doing so, the method
efficiently eliminates spectral redundancy, preventing the unnecessary repetition of similar information and
effectively shortening the data series representing the image information [2].

These redundancy reduction methods collectively contribute to a streamlined representation of image data,
ensuring more efficient transmission and storage without compromising essential visual information.

The Discrete Wavelet Transform (DWT) is a widely utilized signal and image analysis tool. It dissects data
into approximation and detail coefficients using filters, capturing localized and overall variations. The hierarchical
decomposition facilitated by DWT allows for efficient data representation and compression. This transformative
method finds applications in diverse fields, such as compression, noise removal, and feature extraction. Despite
its proficiency in preserving crucial details, it is essential to note that DWT may introduce blocking artifacts and
possess higher computational complexity when compared to simpler transforms [3].

Signal processing has seen a burgeoning interest in wavelets and wavelet transforms, marking a significant
area of research. Their applications, especially in the 2D Discrete Wavelet Transform (DWT) context, have
become pivotal in multimedia applications such as JPEG2000 and MPEG-4 standards, multimedia information
recovery systems, and digital watermarking. The discrete mayor wavelet demonstrates remarkable effectiveness
in image deblurring. Biorthogonal wavelets have been proposed to expedite the processing of geometric models,
while the Fejer-korovkin wavelet exhibits a commendable response in human noise identification within
multimedia applications. A novel method for enhancing image contrast, termed low dynamic range histogram
equalization (LDR-HE), is introduced. This method relies on the Quantized Discrete Haar Wavelet Transform
(HWT) in the frequency domain [4].

In addressing the challenges associated with separating noise from partial discharge signals, efforts have been
directed towards Fourier transform, applied in the frequency or time domains. However, inherent limitations arise,
as acquiring information from both time and frequency domains simultaneously proves elusive. To overcome these
challenges, researchers have turned to coiflet and symlet wavelet transformations.

While the 2D DWT plays a pivotal role in multimedia applications, it comes with computational complexity,
especially compared to other functions like those in the JPEG2000 standard. Consequently, many architectures
have been proposed to process 2D DWT efficiently. Its application extends to enhanced ultrasonic flaw detection,
and innovative structures, such as a memory-efficient 2D DWT for JPEG2000, have been put forth. This proposed
structure involves a 1D column processor, internal memory, and a 1D row processor, with a primary advantage
being reducing memory requirements [5].

There are numerous fields where wavelet applications find relevance, and authors have introduced various
image compression techniques. These contributions have been published and shared within the academic
community and among professionals.

By harnessing influential frequency bands through wavelet transform and selecting high-performance
features, it is possible to detect faults in power transmission lines using ensemble learning, specifically addressing
discharge faults [6]. The application of wavelet transform can be employed to address the challenge of eliminating
noise arising from abrupt changes in very low frequency (VLF) signals utilized in remote sensing, which is
particularly crucial for the detection of sub-ionospheric events. In industrial applications, specifically
asynchronous motors, misalignment faults, including issues like loose connections and angular imbalances, can be
effectively analyzed using Wavelet, transform [7].

Efficient storage and transmission of medical images are pivotal in telemedicine. The application of wavelet
transform proves instrumental in achieving near-lossless compression in medical image data [8]. Utilizing wavelet
transform and machine learning techniques, it is feasible to classify individuals into categories of colon cancer
patients and healthy subjects based on signal analysis. [9]. The method accurately classifies colon cancer patients,
providing a robust methodology for distinguishing between health conditions.

Efficient and cost-effective utilization of digital medical imaging in applications like teleradiology and
Picture Archiving and Communication Systems (PACS) necessitates advanced image compression techniques. In
a comparative study between JPEG and Wavelet compression, the Wavelet Compression Engine and JPEG Wizard
tools were employed to compress and decompress a digitized chest X-ray image at various ratios. Wavelet
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compression demonstrated lower error matrices and higher peak signal-to-noise ratios, with no significant
differences in diagnostic accuracy up to 30:1 compression ratios. Visual comparisons confirmed minimal image
degradation, and the wavelet algorithm achieved an impressive compression ratio of up to 600:1. [10]. The
Wavelet-Based Deep Auto Encoder-Decoder Network (WDAED) for image compression addresses various
frequency components in images. The proposed approach incorporates Wavelet transform pre-processing and a
deep super-resolution network in the decoder for improved decompression quality. The algorithm is tested on
various datasets, demonstrating superior compression performance across multiple evaluation metrics. [11]. An
enhanced algorithm for image compression based on wavelet properties, specifically targeting detail subbands
(Diagonal, Vertical, and Horizontal), is analyzed by hard thresholding. Using the standard deviation concept, the
proposed algorithm estimates an optimal threshold value for each detail subband. The experiment results
demonstrate the algorithm's effectiveness in removing unnecessary wavelet coefficients without compromising
image quality. This leads to increased compression ratios and reduced elapsed time, showcasing the potential of
the proposed approach. A novel method for enhancing image contrast, termed low dynamic range histogram
equalization (LDR-HE), is introduced. This method relies on the Quantized Discrete Haar Wavelet Transform
(HWT) in the frequency domain [12].

Investigations are conducted using a hybrid transform for lossless image compression, combining the discrete
wavelet transform (DWT) with prediction. The approach involves reversible denoising and lifting steps (RDLSs)
with step skipping, applied in an image-adaptive manner using heuristics and entropy estimation. The research
demonstrates the effectiveness of combining DWT with prediction, achieving notable compression ratio
improvements over JPEG 2000. The study presents practical compression schemes with various trade-offs,
providing valuable insights for optimizing compression methods. [13]. Exploring the use of 2-D multiple-level
discrete Wavelet transform for image compression shows that after obtaining approximation and detail coefficients
through multiple-level Wavelet transform, the superior compression performance of wavelet-based methods
compared to other compression techniques was achieved. [14].

Transform coding, especially the Discrete Wavelet Transform (DWT), stands out among effective lossy
compression methods. Wavelet-based image coding schemes, including transformation, quantization, and coding,
delve into the principles of popular schemes like EZW, SPIHT, SPECK, and EBCOT, comparing their advantages
and shortcomings. Designing efficient codecs for wavelet image compression, incorporating spline transform and
improved coding schemes. [15].

To address the increasing demand for faster encoding and decoding, researchers proposed an image
compression algorithm that combines 2D DWT, PCA, and canonical Huffman coding (CHC). The hybrid
compression model achieves up to 60% compression while maintaining high visual quality. Their proposed method
effectively utilizes storage space in the growing image data usage era. [16].

The application of two-dimensional discrete wavelet transform (2D DWT) in the compression of both video
and still images has been explored, employing innovative compression techniques such as PAQ. The outcomes of
this investigation demonstrate that these methods are successful and practical in their applicability [2].

The Huffman coding algorithm compresses and decomposes images by incorporating the Discrete Wavelet
Transform. The approach decomposes the image into distinct sets of signals encoded into a bit stream, resulting in
improved compression. The proposed algorithm surpasses other techniques in compression ratio, compression
time, and bits per pixel. [17].

The critical challenge of signal identification under uncertainty, focusing on filtering and compression using
the Discrete Wavelet Transform (DWT), was analyzed in a separate study. The method involved a comparison of
the proximity of a one-dimensional series of wavelet coefficients, providing a robust solution. The results
underscored wavelets' effectiveness in signal identification and compression, contributing substantially to the
existing literature [18].

In another study, innovative image compression techniques are introduced, employing multiwavelets and
multiwavelet packets. The research addresses limitations in existing wavelet filters, exploring multiwavelets to
provide more design options and combine desirable transform features. Experimental results showcase the superior
performance of these techniques, either matching or surpassing current wavelet filters. This research contributes
to advancing image compression standards and offers valuable insights for future optimization [19].

A researcher introduces a novel approach to image compression utilizing subspace techniques and
downsampling. The methodology begins by reducing the size of the image through downsampling. Subsequently,
the Karhunen-Loeve transform (KLT) is employed on the downscaled image to generate a series of transform
coefficients [20]. Another study delves into the efficacy of subspace-driven coding methodologies in the context
of compression [21]. Another researcher analyzes different Wavelet transforms. The evaluation involves assessing
performance using Peak Signal-to-Noise Ratio (PSNR) and Mean Square Error (MSE). The results highlight
differences among wavelet families [22].
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A researcher evaluated various wavelet difference reduction (WDR) methods, focusing on their image
compression and transmission performance. WDR demonstrates coding gains compared to traditional coding
approaches, emphasizing the convenience and superiority of modified WDR methods for diverse applications [23].

This study centers around the comprehensive exploration of various wavelet families to evaluate their
performance in the domain of image compression.

2. Wavelet Transform

Wavelet transform is a versatile mathematical tool for analyzing signals with dynamic changes in frequency
attributes over time. Its applicability extends to signals of one, two, or higher dimensions, preserving unique signal
features. This transformative process involves decomposing a signal to obtain a set of basis functions known as
wavelets. These wavelets, focused on both frequency and time around specific points, play a pivotal role in
achieving approximation through the summation of short-lived waves, aptly named wavelets. The compact support
characteristic signifies that wavelets do not extend indefinitely in the signal.

Moreover, wavelets exhibit asymmetry and irregularity, making them valuable in signal processing. The zero-
sum area beneath the wavelet curve ensures equal energy distribution in both positive and negative directions. In
signal processing, wavelets effectively recover weak signals from noise and analyze signals with dynamic
frequency changes over time [22].

f=Xia; )

Choosing scales and positions based on powers of two, known as dyadic scales and positions, enhances the
efficiency and accuracy of our analysis. This analytical improvement is achieved through the discrete wavelet
transform (DWT), and Mallat developed a particularly efficient implementation of this approach using filters.

The practical filtering algorithm provided by Mallat facilitates a rapid wavelet transform—a process
resembling a box through which a signal passes, yielding wavelet coefficients swiftly. This analysis, derived from
the discrete wavelet transform (DWT) [14], initiates from the signal s and produces the coefficients C(a, b). "

C(a,b) = C(j, k) = Xnezs(n) gj (M) 2

In signal processing, wavelets serve to recover weak signals embedded in noise. Their asymmetric and
irregular nature sets them apart. Signal decomposition occurs through scaled and shifted versions of the original
Wavelet, termed the mother wavelet, in wavelet analysis. Scaling involves modifying the signal along its time
attribute by expanding or compressing it.

LL HL 1]

LH | HH

Figure 1. The multilevel decomposition of the image, displaying a 2-level decomposition in this instance

In the process of multilevel image decomposition, the image is systematically broken down into multiple
levels or layers to extract detailed information. This intricate procedure involves applying Wavelet transforms that
facilitate the isolation of various frequency components within the image. Each level of decomposition reveals
specific details, contributing to a more comprehensive understanding of the image's structural and textural
characteristics.

Furthermore, this multilevel decomposition allows for extracting both coarse and fine features in the image.
The decomposition process operates iteratively, progressively unveiling hidden nuances within the visual data.
Through this method, the image's complexity is effectively captured and represented at different scales, providing
a hierarchical representation that enhances the analysis of its content.

2.1 Wavelet Families
Different families of wavelets are used in signal processing and analysis. Each wavelet family has its own

unique properties and characteristics that make them suitable for various applications. This study investigates the
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application of seven well-known wavelet families (haar, dB10, sym?7, coif3, bir5.5, rbio2.6, and dmey). These
wavelet families are selected based on their widespread recognition and utilization in JPEG 2000. A concise
overview of seven widely recognized wavelet families, each distinguished by unique properties and applications
in signal processing and image compression.

Haar Wavelet: The Haar wavelet is the most straightforward function operating with two coefficients. It's a
piecewise constant function and is computationally efficient. While it lacks smoothness, it's often used in
introductory studies due to its simplicity.

dB10 Wavelet: The "dB" in "dB10" stands for Daubechies, a famous family of wavelets known for its
compact support and orthogonality. dB10 is a specific wavelet from the Daubechies family, characterized by 10
vanishing moments, which means it captures more complex signal features.

Sym7 Wavelet: This belongs to the Symlets family, an extension of Daubechies wavelets with slightly
improved symmetry. Symlets offer good performance in compressing signals with edges and details.

Coif3 Wavelet: Coiflets, or Coiflet wavelets, are similar to Daubechies and Symlets but have a different
shape. Coif3, in particular, is from this family and helps analyze signals with finite support.

Bior5.5 Wavelet: Bior stands for "Biorthogonal" wavelets, which use separate sets of functions for
decomposition and reconstruction. The 5.5 represents the number of vanishing moments in each of these functions.
Biorthogonal wavelets like Bior5.5 are valuable for handling non-stationary signals.

Rbio2.6 Wavelet: Another member of the biorthogonal wavelet family, Rbio2.6, has different characteristics
compared to Bior5.5. The numbers in the name indicate the number of vanishing moments for the analysis and
synthesis wavelets, respectively.

Dmey Wavelet: The Dmey wavelet, also known as the Meyer wavelet, is derived from a function introduced
by Yves Meyer. It's characterized by smoothness and symmetry and is often used in image compression and
denoising applications.

Each of these wavelets has specific properties regarding frequency response, vanishing moments, support,
and other characteristics that make them suitable for different types of signal analysis, compression, and feature
extraction tasks. The choice of Wavelet depends on the specific requirements and characteristics of the signal
being analyzed or processed.

3. Method: Wavelet-Based Image Compression and Reconstruction

Image compression using wavelets involves transforming and analyzing individual images. Wavelet
transforms and decomposes an image into its frequency components, creating a multi-resolution representation.
This transformation allows for efficient compression by removing redundant or less noticeable image data while
preserving crucial visual information. Figure 2 illustrates the sequential steps involved in image processing,
commencing with the application of wavelet transform, followed by quantization, coding, and culminating in the
generation of the compressed image.

Original Wavelet Quantiz-
Image Transform ation

Compress-

Cading ed Image

Figure 2. The block diagram illustrates the image compression process employing Wavelet transform.

Wavelet-based image compression typically involves spatial information compression. It takes advantage of
the spatial redundancy present in images, identifying and reducing unnecessary pixel data while retaining essential
details.

In multilevel wavelet decomposition, images are divided into sub-bands like LL (low-low), LH (low-high),
HL (high-low), and HH (high-high) using the wavelet transform. These sub-bands represent different frequency
components of the image.

This compression technique finds applications in various fields, such as photography, medical imaging,
satellite imagery, and digital libraries, where single images must be stored, transmitted, or processed efficiently.

Upon transforming image data through wavelets, the subsequent application of thresholding and quantization
processes becomes imperative. Subband thresholding is a technique used in signal processing and image
compression. It involves dividing a signal or image into different frequency bands or subbands and applying a
threshold to the coefficients within these subbands. This thresholding helps to reduce less significant or noisy
information, leading to compression [24].
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Quantization, as a crucial step in the image compression workflow, reduces the number of symbols within
the data matrix. This process is essential for efficiently compressing data and optimizing memory usage. The
wavelet coefficients undergo quantization using a carefully selected quantizer, ensuring that the transformed data
is represented with an appropriate level of precision while effectively managing storage requirements. The
meticulous application of quantization aligns with the overarching goal of image compression, enabling the
preservation of essential information while minimizing the memory footprint of the compressed data.

Following the quantization process, the data undergo compression, particularly in image compression, where
quantization and coding techniques are employed. In image compression workflows, lossy compression techniques
are expected to be used at this stage. The outcome of this process is the acquisition of compressed images
characterized by a significantly reduced file size. This reduction in file size is a key objective in image
compression, allowing for more efficient storage, transmission, and handling of visual data while acknowledging
the inherent trade-offs associated with lossy compression methods.

Huffman coding is a widely used entropy coding algorithm in information theory and compression. A
variable-length coding method assigns shorter codes to more frequent symbols and longer codes to less frequent
symbols. Huffman coding is often used to compress data efficiently, and it's a key component in many compression
algorithms.

Huffman coding stands as a widely adopted algorithm for achieving image compression. This algorithm
meticulously analyzes the frequencies of pixel values, assigning shorter codes to frequently occurring symbols and
longer codes to those that are less common, resulting in the construction of a Huffman tree. However, the
conventional Huffman coding approach necessitates the decoder to traverse the entire tree, introducing potential
inconvenience. The classical Huffman algorithm has been extensively employed in both data compression and
image compression applications. One notable drawback of the traditional Huffman algorithm is its reliance on
variable-length codes for symbol representation dictated by their frequency of occurrence. Although this strategy
effectively compresses frequently encountered symbols, it may generate lengthier codes for symbols that occur
less frequently.

Compres- Decoding De- Lpverse Re-
d Ima Quantiza- Wavelet constructed
s ge tion Transform Image

Figure 3. Block diagram for the reconstruction of the compressed image.

Following the acquisition of the compressed image, the processes mentioned above are reversed, as illustrated
in the block diagram presented in Figure 3. The decoding process involves reversing compression, wherein the
compressed image undergoes dequantization. Subsequently, an inverse wavelet transform is applied to restore the
original data structure. The culmination of these processes leads to reconstructing the image in its original form.
This intricate series of operations ensures that the information lost during compression is recuperated, restoring
the visual data to its pre-compressed state.

3.1. Development of the Novel NWI Wavelet in Image Compression

In this research, a novel wavelet is developed and explicitly proposed for image compression, referred to as
"new wavelet for image compression" or NWI. This new Wavelet is a variant of the Daubechies filter, with
enhanced performance observed when scaling function frequency and vanishing moment are increased [24]. Well-
localized elements characterize the NWI wavelet family. A set of N integer coefficients defines each Wavelet in
the family represented as k = {0, I, ..., N - 1}, established through scale relations in Equation 3 and 4. The
coefficients ax and a1 k, featured in Equations 3 and 4, are filter coefficients, and their relationships are expressed
[25] as;

$() = T3 arp(2x — k) 3)
Y () = L=z (D a1 (2x — k) )
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Figure 4.a) displays the proposed wavelet family, NWI 20, while Figure 4.b) illustrates the mother wavelet,
Daubechies 10. These figures provide visual representations of the wavelet functions, highlighting the distinctive
characteristics of the newly introduced NWI 20 wavelet and comparing it to the well-established Daubechies 10
wavelet.

nwi 20 ¢ (daubechies at scale 20) 06 daubechies atscale 10
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Figure 4. a) NWI wavelet b) daubechies wavelet

Standard test images such as Lena, house, lake, and tree are chosen to assess the efficacy of these wavelet
transformations. These images are widely recognized and serve as benchmarks for readers' convenience in image
compression.

3.2 Measurement of Image Quality

In lossy compression, the reconstructed image's pixel values differ from the original image's pixel values. If
the difference between the original and reconstructed images is imperceptible to the human eye, it signifies good
compression. In this study, the Peak signal-to-noise ratio (PSNR) has been used to measure the quality of the
reconstructed image. The PSNR serves as a metric to quantify the peak error in decibels. Its relevance is
constrained to data encoded in terms of bits per sample or bits per pixel. A higher PSNR value corresponds to
enhanced quality in the compressed or reconstructed image. In the context of lossy compression, typical PSNR
values for an image range between 30 and 50 dB. Notably, the two images become indistinguishable when the
PSNR surpasses 40 dB. The following equation defines the PSNR:

max? 5)

PSNR = 1010g10(m)

max: color depth. For 8 bits max=28-1=255, and mean square error can be calculated with Equation 6;
1 = = .. ..
MSE = — Y%  Ei501X (1)) = X (@) (©6)

Where, M and N represents the size of the image, X represents the given input image and X represents the
reconstructed image.

The compression ratio (CR) is defined as the proportion of elements in the compressed image to the number
of elements in the original image, expressed as a percentage.lt is employed to determine the compression
percentage attained by a compression algorithm, calculated through the Equation 7.

CR = (1 - ’;—) £100 )

Where /4.: number of bits of the compressed image, /:: number of bits of the initial image

The Compression Performance (CP) metric, initially introduced by Bulut et al. [26], combines the Peak
Signal-to-Noise Ratio (PSNR) as the quality measure and Compression Ratio (CR) as the compression metric.
This hybrid metric effectively captures the correlation between PSNR and CR, enabling a comprehensive
assessment of compression performance. The formulation of CP in Equation 8 as follow;

CP = PSNR x CR (8)

A higher CP value indicates superior performance in image compression, emphasizing the ability to achieve
higher levels of compression without compromising image quality.
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All selected test images undergo compression using the seven established wavelet families and the newly
developed NWI wavelet. The results are then evaluated using two key performance metrics: Compression Ratio
(CR), Peak signal-to-noise ratio (PSNR) and Compression Performance (CP. This comprehensive analysis aims
to provide insights into the comparative performance of different wavelet families, including the innovative NWI
wavelet, in the context of image compression.

4. Results and Discussions

This study systematically evaluates the performance of eight distinct wavelet families, including the proposed
"NWI" wavelet, using eight diverse test images, consistently employing the Huffman compression method across
all wavelet families. The uniform use of Huffman compression allows for an analysis of the efficacy of the wavelet
families while minimizing the impact of coding variations in the process [27]. The objective is to evaluate the
overall effectiveness of these wavelet families and compare them with the developed and proposed NWI Wavelet
across a spectrum of images, aiming to gain a comprehensive understanding of their performance variations in
diverse scenarios.

In this study, we utilized a set of standard, widely recognized test images for our analysis as shown in Figure
5. The images chosen include House, Lenna, Lake, and Tree, which were specifically selected to assess medium
to low-frequency responses of the wavelet families. Additionally, Peppers, Baboon, Boat, and Airplane images
were incorporated to evaluate the high-frequency response of the wavelet families.

4

Figure 5. Eight test images, arranged from top left to right as House, Lenna, Lake, Tree, and from bottom
left to right as Peppers, Baboon, Boat, and Airplane.

Figure 6 offers an exhaustive examination of the compression performances demonstrated by eight distinct
wavelet families across eight test images. The analysis encompasses a range of threshold values applied with
Huffman coding, allowing for exploring diverse compression ratios. This comprehensive evaluation provides
valuable insights into the varying capabilities of each wavelet family in achieving optimal compression results for
the specified test images under different threshold settings, thereby contributing to a nuanced understanding of
their performance characteristics. The results depicted in Figure 6.a) and 6.b) highlight notable similarities in the
compression outcomes for the House and Lenna images, wherein the difference in image quality between the best
and worst-performing wavelet family is approximately 3 dB. Sym7 and Coif3 emerge as the top-performing
wavelet families, while rbio2.6 exhibits the least favorable performance. Considering the proposed NWI wavelet,
it exhibits superior performance compared to the other seven wavelet families.

The reconstructed image quality is approximately 1 dB higher than that achieved with the Coif3 wavelet. This
enhancement in performance highlights the efficacy of the proposed NWI wavelet in image reconstruction,
demonstrating its potential for superior results compared to established wavelet families.
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Figure 6. Comparison of Peak Signal-to-Noise Ratio (PSNR) against Compression Ratio (CR) for Eight
Wavelet Families across Four Test Images.

In the case of Lake and Tree images, a consistent trend is observed, with their image quality registering
approximately 5 dB lower for all wavelet families compared to the House and Lenna images, as depicted in Figure
6.c) and Figure 6.d). Sym7 and coif3 consistently deliver optimal performance, while rbio2.6 consistently yields
the least favorable results. It is crucial to emphasize that the x-axis of the figure illustrates the compression ratio,
ranging between 45% and 95%.

Likewise, the proposed NWI wavelet demonstrates enhanced compression performance for the tree and lake
datasets. It yields results that are 1 dB superior compared to Sym7 and Coif3 wavelets. This improvement
underscores the effectiveness of the proposed NWI wavelet in achieving higher compression efficiency, displaying
its potential advantages over established wavelets like sym?7 and coif3.

Figure 7 depicts the performance assessment of various wavelet families applied to four additional test
images: Peppers, Baboon, Boat, and Airplane. Each graph within the figure represents the performance of a
specific wavelet family in terms of compression ratio (CR) versus peak signal-to-noise ratio (PSNR) for each test
images. This comprehensive evaluation offers valuable insights into the diverse capabilities of each wavelet family
in achieving optimal compression outcomes for the specified test images across various threshold settings, thus
contributing to a nuanced comprehension of their performance characteristics. Notably, the results for the Peppers
image, as depicted in Figure 7.a), showcase the best performance among the four additional test images.
Conversely, the Baboon image, shown in Figure 7.b), exhibits the lowest performance, registering a notable 8 dB
less compared to the average performance. Among the evaluated wavelet families, Sym7 and Coif3 emerge as the
top performers, while Rbio2.6 demonstrates the least favorable performance.

Introducing the proposed NWI wavelet it performs better than the other seven wavelet families. The
reconstructed image quality with NWI is approximately 1 dB higher than that achieved with the Coif3 wavelet,
underscoring its efficacy in image reconstruction and its potential for superior results compared to established
wavelet families.

A consistent trend is observed for the Boat and Airplane images, with their image quality depicted in Figure
7.c) and Figure 7.d), respectively. Dmey and Coif3 consistently deliver optimal performance, while Rbio2.6
consistently yields the least favorable results.
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Furthermore, the proposed NWI wavelet demonstrates enhanced compression performance across the four
image datasets, yielding results that are 1.5 dB superior compared to Sym?7 and Coif3 wavelets. This improvement
underscores the effectiveness of the proposed NWI wavelet in achieving higher compression efficiency,
highlighting its potential advantages over established wavelets such as Sym?7 and Coif3.
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Figure 7. Comparison of Peak Signal-to-Noise Ratio (PSNR) against Compression Ratio (CR) for seven
wavelet families across four additional test images..

Figure 8.a) illustrates compressed and reconstructed house images chosen from the test dataset as an exemplar
leveraging the NWI wavelet family. The original and reconstructed image disparities, depicted as residuals, reveal
that regions colored black signify the attainment of high image quality. This visualization effectively demonstrates
the effectiveness of the NWI wavelet family in preserving image quality during the compression and reconstruction

processes.
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Figure 8. Utilizing the wavelet family "NWI", a) the original versus the compressed and reconstructed Test
Image-1, and b) the original versus the compressed and reconstructed Test Image-4.

Figure 8.b) presents another illustrative example from our image dataset. Here, the lake image undergoes
compression and reconstruction utilizing the NWI wavelet family, visually representing the process. The residuals,
depicting the differences between the original and reconstructed images, exhibit certain image textures. This
observation suggests a lower Peak signal-to-noise ratio (PSNR) compared to the house image. The nuanced
variations in residual patterns contribute to a comprehensive understanding of the NWI wavelet family's
performance across different images.

Table 1 presents a detailed analysis of the compression performances of various wavelet families while
maintaining a constant Peak Signal-to-Noise Ratio (PSNR) of 40 dB. The table also includes summary statistics
such as average (Avg) and standard deviation (Stdev) PSNR values across all wavelet families for each test image,
providing a comprehensive overview of their performance. Notably, Nvi, Coif3, and dB10 demonstrate superior
Compression Ratios (CR), achieving values of 76.00%, 75.95%, and 75.55%, respectively. In contrast, Haar and
Rbio2.6 exhibit relatively lower CR performances, registering 72.62% and 72.52% values. The highest PSNR
value of 41.58 dB is observed in the House image, indicating excellent compression quality, while the lowest
PSNR performance of 32.5 dB is noted in the Baboon image.

Examining the standard deviation values in the last row of the table reveals variations in image quality among
different wavelet families, ranging from 0.41 to 1.27. This suggests a relatively consistent performance correlation
across the families. However, the standard deviation values for the average PSNR range from 7.75 to 10.06,
indicating that the images' characteristics influence the performance of wavelet families.

Moreover, Coif3 and Sym7 demonstrate commendable CR values across various test images, indicating
superior performance. Conversely, Rbio2.6 and Haar exhibit relatively lower CR performances. The proposed
NWI wavelet shows promising CR performance, positioning it as a compelling option for image compression. Its
consistent performance and good CR make it a valuable addition to existing wavelet families, potentially offering
enhanced versatility in various compression scenarios.

The performance of the NWI wavelet, achieving 76% in our study, is particularly noteworthy, demonstrating
superior CR values across a set of test images. This observation underscores the NWI wavelet's potential as a
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valuable option for efficient image compression, competing favorably with established wavelet families like Coif3
and Sym7.

Table 1. Performance of Test Images at a Constant PSNR of 40 dB with Compression Ratio (CR).

Wave
Familiy Lenna House Lake  Tree Peppers  Baboon Boat  Airplane Avg Stdev
haar 7836  83.28 6941 67.78 79.36 51.2 72.34 77.6 72.42 10.06

db10 80.83  84.16 71.08 69.86  83.03 56.96  72.66  77.78 74.55 8.95
sym7  81.80 8569 7187 70.37 81.8 5848  73.01  78.68 75.21 8.69
coif3 82.62 8589 72.07 7128 8347 5852 7468  79.06 75.95 8.88
bior5.5 8129 8398 71.15 70.81 8129 5947 7488  78.16 75.13 7.96
bio2.6  80.08 8247 67.86 66.00  81.06 551 712 7722 72.62 9.42
dmey  81.54 84.05 7147 7096  82.13 56.03 7229  78.74 74.65 9.14
NWI20 83.08 8577 7036 7379 8131 6159 7492 7717 76.00 7.75
Avg 8120 8441 70.66 70.11 81.68 5717 7325 78.05 72.54  10.81
Stdev 1.49 126 141 235 1.19 295 132 0.67 1.53 0.99

Table 2 thoroughly examines the Peak Signal-to-Noise Ratio (PSNR) image quality achieved under a
consistent 80% compression ratio, shedding light on the efficacy of various wavelet families applied to the test
images. The inclusion of statistical metrics in the last two columns of the table further enriches the analysis by
providing insights into the average and standard deviation for each wavelet family.

Significant performance disparities emerge among the wavelet families, with Nvi, Dmey, and Coif3 emerging
as the top performers, boasting PSNR values of 39.10, 38.52, and 38.07 dB, respectively. Conversely, Haar and
Rbio2.6 exhibit comparatively inferior PSNR performance, clocking in at 36.99 and 37.68 dB values. The disparity
in PSNR values underscores the varying effectiveness of different wavelet families in preserving image quality
under compression.

Table 2. Performance of Test Images at a Constant Compression Ratio of 80% with Peak Signal-to-Noise
Ratio (PSNR) Values.

PSNR (dB) image quality

g?l‘lfiiiy Lenna  House Lake Tree Peppers  Baboon Boat  Airplane | AVG  Stdev
haar 39.18  41.64 3532 3496 39.02 3042 3643 3893 | 3699 348
db10 4046 4163 3554  34.93 4146  31.69 3754 3869 | 37.74 352
sym7 4145 4242 3593 3518 41.05 3172 3802 3875 | 3807 3.64
coif3 4186 4248 3604  35.64 40.85 3378 3864 3564 | 3812 330
bior5.5 4098  41.08 3558 354 4021 3252 39.13 3922 | 38.02  3.13
hio2.6  39.68 4021 3482 3445 41.55 32.63 3824 3982 | 37.68 3.6
dmey 416 4162 3573 3548 41.63 3376 3872 3959 | 3852  3.15
NWI20 4154 4289 3725  36.90 41.98 33.48 3896  39.82 | 39.10 3.14
Avg 40.84 4158 3557 3515 40.97 3250 3821 3881 | 3762 361
Stdev 0.98 0.78 0.41 0.41 0.90 111 0383 1.27 103 0.20

Highlighting individual image performance, the House image stands out with the highest average PSNR value
of 41.58 dB, indicative of superior compression quality. On the contrary, the Baboon image demonstrates the
lowest PSNR performance at 32.5 dB, signaling challenges in preserving image fidelity for certain content types.

A closer examination of the standard deviation values in the table's last row reveals the range of variation in
image quality among different wavelet families, spanning from 0.41 to 1.27. This suggests a relatively consistent
performance correlation across the families, indicating their overall reliability in maintaining image quality.
However, the standard deviation values for the average PSNR paint a nuanced picture, ranging from 3.13 to 3.64.
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This indicates that while wavelet families exhibit consistent performance trends, their effectiveness is indeed
influenced by the inherent characteristics of the images themselves, underscoring the complexity of image
compression dynamics.

Furthermore, the proposed NWI20 consistently delivers superior results across various image types,
underscoring its efficacy in image compression. This observation aligns with our expectations, highlighting the
advantageous performance of the proposed NWI wavelet. It's essential to note that the type of image significantly
influences the attained image quality, emphasizing the need for tailored compression strategies based on image
content.

Table 3 presents detailed information on the average Compression Ratio (CR) and Peak Signal-to-Noise Ratio
(PSNR) achieved across ten compression levels for all test images. Notably, Coif3 and Sym7 demonstrate
commendable CR, indicating superior performance across various test images. Conversely, Rbio2.6 and Haar
exhibit relatively lower CR. The newly introduced NWI Wavelet shows promise with its CR performance. Overall,
the trend highlights NWI and Coif3 as favorable choices for image compression due to their high average PSNR
values and consistent performance. Low standard deviation values suggest minimal performance variations among
wavelet families, indicating comparable effectiveness in diverse compression scenarios. The performance of the
NWI wavelet is particularly noteworthy, demonstrating superior CR across diverse test images and showcasing
competitive results compared to established wavelet families like Coif3 and Sym7. Its consistent performance and
good CR make it a compelling option for applications requiring efficient image compression, potentially offering
enhanced versatility in various compression scenarios.

Table 3. Average Compression Ratio (CR) and average Peak Signal-to-Noise Ratio (PSNR) achieved for
the test images at 10 compression levels, utilizing various wavelet families.

haar dbl0 sym7 coif3 bior5.5 rbio2.6 dmey NWI20
CR PSNR CR PSNR CR PSNR CR PSNR CR PSNR CR PSNR CR PSNR CR PSNR

Avg 72779 41.74 71.45 43.94 72.19 43.88 72.59 43.96 74.17 42.72 74.03 41.64 72.07 44.03 72.78 44.66

Fenna Stdev 18.28 8.28 17.41 831 17.54 8.15 1729 8.14 17.82 8.65 17.79 838 17.59 8.26 18.78 8.63
Avg 7336 43.62 69.90 4544 71.42 4537 71.49 4547 72.68 44.20 72.77 43.33 70.62 45.43 71.69 46.20
House Stdev 20.12  8.76 20.33 936 20.54 9.09 2032 9.16 20.54 9.35 20.51 8.95 20.52 9.33 21.75 9.76
Avg 70.65 39.25 68.46 40.63 69.04 40.64 69.47 40.62 70.69 39.63 71.24 38.54 68.27 40.75 70.95 41.44
bake Stdev 19.55 7.60 21.12 836 21.04 8.18 20.55 8.15 20.75 8.40 21.03 8.03 21.30 8.34 22.07 8.66
Avg 70.17 39.37 68.11 40.22 68.81 40.38 69.71 40.26 70.64 39.22 70.63 38.40 68.95 40.28 70.37 41.06
Tree Stdev 20.58 7.82 21.85 843 21.29 8.34 2099 8.28 21.24 8.46 21.24 799 21.54 834 2281 8.73
Peppers Avg 7259 41.62 71.26 43.85 72.34 43.82 72.21 43.90 73.18 42.82 73.77 41.44 7142 43.96 69.59 44.56
Stdev 19.19 7.82 19.24 830 19.24 8.08 18.52 8.06 18.68 8.19 19.40 8.37 19.15 8.27 20.01 8.67
Baboon Avg 6633 37.75 66.06 38.54 66.55 38.51 66.74 38.49 66.66 37.86 67.00 37.10 66.69 38.60 66.08 39.33
Stdev 24.88 8.96 24.64 9.45 24.55 9.38 24.50 9.37 2439 9.29 2479 9.09 24.69 9.47 2484 9.71
Boat Avg 70.64 40.39 68.76 41.85 69.64 41.90 70.10 41.85 70.98 40.99 71.68 39.75 68.98 42.00 67.98 42.64
Stdev 20.09 7.99 20.64 8.58 19.88 8.45 19.83 8.41 20.08 8.47 20.64 8.32 20.39 8.56 21.52 8.83
Airplane Avg 74.04 4096 71.95 4233 7238 4237 72777 4236 74.49 41.28 74.68 40.30 72.09 42.48 70.95 43.10

Stdev 16.62 7.60 17.52 827 16.95 8.11 1691 8.07 17.54 834 17.50 7.98 17.53 8.23 18.65 8.50

The standard deviation (Stdev) values reflect the consistency of the proposed method's performance, showing
relatively lower variations. These results underscore the robustness and superior performance of the proposed NWI
wavelet across various compression scenarios. However, choosing the best wavelet family may also depend on
specific application requirements.

The compression performance of various wavelet families was assessed using Compression Performance
(CP) values across a range of test images. Table 4 provides an overview of the Compression Performance (CP)
exhibited by various wavelet families across different test images. The highest CP value observed is 3312.08,
achieved by the NWI20 wavelet in the House image, which represents the proposed method. Conversely, the
lowest CP value of 2485.80 is obtained with the rbio2.6 wavelet in the Baboon image.
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Table 4. Compression Performance of test images, utilizing various wavelet families

Compression Performance (CP)

haar dbl0 sym7 coif3 bior5.5 rbio2.6 dmey NWI20
Lenna 3038.25 3139.51 3167.70 3191.06 3168.54 3082.61 3173.24 3250.35
House 3199.96 3176.26 3240.33 3250.65 3212.46 3153.12 3208.27 3312.08
Lake 2773.01 2781.53 2805.79 2821.87 2801.44 2745.59 2782.00 2940.17
Tree 2762.59 2739.38 2778.55 2806.52 2770.50 2712.19 2777.31 2889.39
Peppers 3021.22 3125.05 3169.55 3170.12 3133.45 3057.07 3139.22 3100.80
Baboon 2504.14 2545.93 2562.75 2568.50 2523.87 2485.80 2573.96 2598.72
Baot 2853.41 2877.21 2917.75 2933.17 2908.91 2849.44 2897.32 2898.48
Airplane 3033.11 3045.38 3066.97 3082.73 3075.18 3009.88 3062.66 3057.84

Notably, NWI20 and Coif3 consistently demonstrated superior compression performance, with NWI20
exhibiting particularly high CP values, notably in the House image. Sym7 also showcased commendable
compression performance across diverse test images. However, DB10 and Dmey displayed moderate performance,
with CP values generally falling within a moderate range. In contrast, Haar, rbio2.6, and bior5.5 exhibited
relatively lower compression performance, with CP values tending to be on the lower end of the spectrum across
most test images

Figures 9 illustrate the trend lines depicting the relationship between wavelet families and their corresponding
performances in both PSNR and CR. In Figure 9, the compression ratios of eight selected wavelet families are
depicted for images with a quality of 40 dB. The graph illustrates the variations in compression ratios among the
wavelet families, with a discernible trend line capturing these differences. Notably, the house image attains the
highest compression ratio, signifying superior compression efficiency compared to the other test images.
Conversely, the Baboon image exhibits the lowest compression ratio, indicating less optimal performance in
achieving data reduction. This graphical representation offers a clear visual insight into how the selected wavelet
families perform regarding compression ratios at a specific image quality level.

CR for 40 dB PSNR
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Lenna House Lake Tree Peppers Baboon Boat Airplane wi20
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Figure 9. Compression performance of wavelet families for test images.

In Figure 10, the image quality, as measured by PSNR values, is presented at a fixed compression ratio of
80%. The graph highlights the performance of various test images across this compression level. Impressively, the
house image stands out with the highest quality, indicating its resilience to compression at the specified ratio.
Additionally, the PSNR values for the Peppers test image closely approach those of the house image, emphasizing
their comparable high-quality retention. On the other hand, the Lake and Baboon test images exhibit PSNR values
approximately 8 dB lower than those of the House and Peppers. This detailed analysis provides valuable insights
into the varying image qualities achieved by the tested compression methods under the defined conditions.
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Figure 10. PSNR values of test images for fixed 80%compression ratio for different wavelet families.

The table and figure information suggests a connection between image specifications, specifically entropy,
and the impact of different wavelet families on compression ratio and image quality. The observed results indicate
that the choice of wavelet family significantly influences the performance. Notably, Coif3, characterized by a high-
frequency converter, demonstrates superior compression ratio and image quality performance compared to other
wavelet families. This emphasizes the importance of selecting an appropriate wavelet family based on specific
image characteristics and compression requirements.

By assessing and comparing performance metrics, specifically Compression Ratio (CR) and Peak signal-to-
noise Ratio (PSNR), one can effectively determine an appropriate wavelet transform for a specific image
processing application. The CR and PSNR values analysis proves instrumental in selecting the optimal Wavelet
for a given task. Notably, PSNR values ranging from 30 to 40 dB are generally deemed satisfactory across various
applications. However, it is imperative to validate the suitability of wavelets individually for each application,
ensuring an optimal match between the chosen Wavelet transform and the specific requirements of the image
processing task at hand.

5. Conclusions

In conclusion, the comprehensive evaluation of various wavelet families for image compression performance,
as detailed in the tables and figures, provides in-depth insights into their respective influences on compression
ratio and image quality. The results emphasize the crucial role of selecting an appropriate wavelet family tailored
to specific image characteristics and desired compression goals. Notably, Coif3, distinguished by its high-
frequency conversion capabilities, is a standout performer, showcasing superior results across the assessed
parameters.

Additionally, including the proposed NWI wavelet in the evaluation further enhances the understanding of
its performance characteristics. The NWI wavelet consistently exhibits competitive results, demonstrating its
potential as a viable option in image compression scenarios. These findings significantly contribute to the broader
comprehension of wavelet-based image compression, offering practical guidance for optimizing performance
across diverse applications.

As the field of image compression continues to advance, ongoing investigations and refinements in wavelet
selection and compression techniques are essential to fuel continued progress in image processing. Integrating
innovative wavelets, such as the NWI wavelet, into the existing landscape further expands the possibilities for
achieving enhanced compression outcomes and improved image quality.
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Abstract: With the developing technologies in the aviation, the transition to more electrical systems is increasing day by day.
For this reason, research on the development of batteries has accelerated. Nowadays, Lithium ion (Li-ion) batteries are more
widely preferred due to their energy-to-weight ratio and advantages such as having a lower self-discharge rate when not
working compared to other battery technologies. Batteries convert the stored chemical energy into electrical energy and heat is
released as a result of the chemical reactions. The heat released negatively affects the battery's lifespan, charging/discharging
time and battery output voltage. The battery must be modeled correctly to see these negative effects and intervene in time. In
this way, negative situations that may occur in the battery can be intervened at the right time without any incident.

In this study, the unmanned aerial vehicle (UAV) is powered by Li-ion batteries. It is simulated in Matlab/Simulink
environment using the electrical equivalent circuit. A detailed model is created, taking into account temperature, state of charge
(SoC), cell dynamics and operating functions. To estimate state of health (SoH) of the battery, resistance values must be known.
Resistance and capacity values in the equivalent circuit of the Li-ion battery are obtained with the help of the simulation model.
So, the SoH of the Li-ion batteries can be accurately predicted with the results obtained.

Key words: Li-ion, UAV, battery model, simulation.

Li-iyon Bataryalarin insansiz Hava Araclarinda Kullanimu icin Detayh Analizi

Oz: Havacilik alaninda gelisen teknolojilerle birlikte daha fazla elektrikli sistemlere gecis giinden giine artmaktadir. Bu sebeple
pillerin gelistirilmesine yonelik arastirmalar hiz kazanmistir. Giliniimiizde, enerji-agirlik oranina ve diger pil teknolojilerine
kiyasla, caligmadig1 zamanlarda kendi kendine daha diisiik desarj oranina sahip olmasi gibi avantajlar1 bulunmasindan ve diger
pil tiirlerine gore ¢evreye daha az zarar vermesinden dolayr Lityum iyon (Li-iyon) bataryalar daha yaygin olarak tercih
edilmektedir. Bataryalar, depoladig1 kimyasal enerjiyi elektrik enerjisine doniistiiriirler ve reaksiyon sonucunda 1s1 ag1ga ¢ikar.
Aci8a cikan 1s1 bataryanin kullanim 6mriinii, sarj/desarj siiresini ve batarya ¢ikis gerilimini olumsuz olarak etkilemektedir. Bu
olumsuz etkileri gorebilmek ve zamaninda miidahale etmek amaciyla, bataryanin miidahale edilebilecek diizeyde modellenmesi
gerekmektedir. Boylece bataryada olusabilecek ariza durumlarinda, dogru zamanda ve herhangi bir olay yasanmadan miidahale
edilebilecektir.

Bu ¢alismada insansiz hava aracinin (IHA) giicii Li-iyon piller ile saglanmaktadir. Li-iyon pilin elektriksel esdeger devresi
kullanilarak Matlab/Simulink ortaminda benzetimi yapilmstir. Sicaklik, sarj durumu, hiicre dinamigi ve ¢alisma fonksiyonlar1
dikkate almarak pilin ayrintili bir modeli olusturulmustur. Pilin saglik degerini tahmin etmek i¢in direng degerlerinin bilinmesi
gerekir. Li-iyon pilin esdeger devresindeki direng ve kapasite degerleri gergeklestirilen model yardimiyla elde edilmistir. Elde
edilen sonuglar sayesinde Li-iyon pillerin saglik durumu dogru bir sekilde tahmin edilebilecektir.

Anahtar kelimeler: Li-iyon, [HA, batarya modeli, benzetim.
1. Introduction

The energy needs of modern life are rapidly diversifying and expanding with constantly developing
technology and increasing mobility. Many applications, from electric vehicles to portable devices, are increasing
the demand for a reliable and efficient energy storage solution. In this context, battery technologies have become
an indispensable element of modern life by forming the basis of energy storage systems [1].

Mathematical modeling of batteries plays a critical role in the design and optimization of energy storage
systems. These models are used to understand the battery's electrochemical behavior, charge/discharge processes,
and performance under various operating conditions. In particular, Li-ion batteries stand out with their advantages
such as high energy density, lightness, low self-discharge rate and long life. Therefore, effective modeling of Li-
ion batteries is a critical step in the advancement of energy storage technologies [2].

Some of the studies in the literature on modeling Li-ion batteries are given below.

Hlinka et al. [4] carried out a study and modeling of the charging process of Li-ion batteries. The charging
process was examined to compare long-term stored Li-ion batteries with new Li-ion batteries. Charging data has
been obtained experimentally through long-term tests.
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Afraz et al. [5] investigated a compact thermal management model in Li-ion battery packs, especially for
Tesla Model S vehicles. It is a study to increase the efficiency and safety of Li-ion batteries for electric vehicles.
It is found that major factors such as the decharge rate (C) value of the battery and the initial liquid temperature
have a significant impact on the battery temperature and maximum temperature difference. This study provides
valuable results for the design and analysis of battery thermal management systems.

Ozdemir et al. [6] extensively investigated the electrical and thermal behavior of Li-ion batteries under normal
and abuse conditions. A detailed sensitivity analysis was performed by developing an electrochemical-
thermodynamically coupled model. Thermal and electrical properties of the Li-ion battery were predicted for
varying discharge rates at temperatures of 20 and 50 °C.

In the study by Hou et al. [7], health factors that may characterize battery degradation were extracted from
charging data in order to accurately predict the health status of Li-ion batteries in real time and ensure the safe
operation of the relevant equipment. Correlations between health factors and battery capacity were analyzed using
Spearman and Pearson coefficients.

In a study by Cheng [8], the equivalent electrical circuit of a Li-ion battery cell was examined. Extended
hybrid pulse power characterization was designed and implemented to observe the dynamic response of the battery
cell in the time domain. The most suitable meta-heuristic-based method to quickly and systematically determine
the equivalent electrical circuit parameters of the battery cell was examined.

Mastrogiorgio et al. [9] used machine learning/deep learning to predict the probability of thermal runaway in
Li-ion batteries. Three different stages, namely safe operation, critical state of thermal escape and formation of
real thermal escape, were determined with the classification approach. Novel convolutional neural networks were
used to predict the evolution of heat sources.

Rezk et al. [10] conducted a study stating that the optimal parameter definition of the Li-ion battery model
was important to accurately capture battery behavior and performance in electric vehicle applications. They
proposed optimal parameter identification with Self-adaptive Bonobo Optimizer, a meta-heuristic optimization
algorithm used in electric vehicle applications.

Mavi and Arslan [11] examined the thermal management of an electric vehicle's battery module for waste
heat recovery. They used a two-phase flow system to provide a more effective heat transfer in the evaluation of
waste heat. In the thermal analysis of the battery module, a parametric study was carried out using computer-aided
fluid dynamics for different C values and discharge depths.

Kumar et al. [12] conducted a study to accurately predict the temperature-varying orthotropic thermal
properties and volumetric heat production of Li-ion batteries. Temperature-dependent orthotropic thermal
conductivities, specific heat and volumetric heat production of a Panasonic NCR18650BD cylindrical battery were
estimated using an inverse approach. Experimental measurements were carried out with surface temperatures taken
from suitable places on the battery.

Lee et al. [13] proposed a convolutional neural network model to predict the SoH of Li-ion batteries in the
early stages of qualification tests. Five different types of convolutional neural network models were developed and
these models were used to predict the SoH values of Li-ion batteries. The performance and reliability of the
developed models were evaluated under various experimental conditions.

Navas et al. [14] emphasized that batteries that allow storing excess energy from renewable energy sources
such as solar and wind are an important component, and a dynamic Li-ion battery model was created. This model
is based on an electrical equivalent circuit model.

It is very important to create a correct battery model in systems that need to store electrical energy. For this
reason, in this study, a detailed model of the Li-ion battery, which is frequently used in UAVs, is created. It is
simulated in Matlab/Simulink environment using the electrical equivalent circuit of the battery. Simulation results
are used to examine the effect of battery parameters on the efficiency of the system. This article will especially
contribute to researchers working on the modeling, development and future use potential of the Li-ion batteries.

2. Batteries

Cells are storage units that allow us to store energy chemically and then use this stored chemical energy as
electrical energy with the help of electrochemical cells. Battery is a cell group formed by combining multiple cells
[15].

The properties of the cells, serial or parallel connection status, number of cells and external hardware structure
are used to obtain the desired characteristics [15]. Some characteristic features of the batteries, which enable us to
store energy and use it at desired times, are needed in order to see their current status, to increase the battery life
by ensuring that it operates under operating conditions, and to ensure safe operation against possible adverse
events.

The battery is the structure that contains electrolyte, electrode and other components. More than one battery
comes together to form a module, and modules come together to form a package [16, 17]. Higher voltage can be
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obtained by connecting battery packs in series. This means high power with lower current. The high power
generated will ensure better performance of the vehicle in which the battery group is used [17].

When current flows through a battery, the potential difference between the ends of the battery as a result of
the kinetics of electrode reactions, the free enthalpy of the cell reaction and the change in cell resistance is called
voltage [17, 18]. Open circuit voltage is the potential difference between the electrodes of the no loaded battery
resulting from its internal resistance [16, 17].

There is a process in which the battery can be used as a result of the chemical and physical deformations it
experiences during charging and discharging. The number of complete discharge-charge cycles during this process
constitutes the cycle life of the battery [17, 18]. Higher C ratio, extreme temperature and high voltage range affect
the cycle life as they affect the battery life [17]. The battery's lifespan is defined as its capacity value, which varies
between approximately 500-1000 cycles, without falling below 80% of the initial capacity value. Problems
occurring during electrochemical reactions shorten the life of the battery and cause it not to complete the required
cycle life [19].

When using batteries, there is a need to determine the remaining energy in order to protect the battery, prevent
over-discharge and extend battery life. This uses the SoC to determine the remaining energy and is expressed as
0%, 10%, 100%, etc. 0% corresponds to an empty battery and 100% corresponds to a fully charged battery [17,
20]. Accurate estimation of SoC information required for battery management systems and charging control is
difficult and complex due to limited models and parametric uncertainties between models. That's why different
methods are used to determine the SoC.

The coulomb counting method and ampere-hour methods use the standard measurement-based estimation
approach. Open circuit protection and impedance measurement methods provide a more reliable estimation result.
In addition, machine-based methods such as artificial neural networks and prediction logic provide a better
estimate of the state of charge by taking non-consumption use into account. However, the prediction processes of
these models are offline since the learning processes are very computational [20]. Equation (1) can be used to
calculate SoC, which expresses the ratio of remaining capacity to rated capacity [16].

Remaining capacit:
SoC = Zemaining capacity (1)

Rated capacity

Due to some irreversible chemical reactions occurring within the battery, internal resistance increases and
capacity decreases. This causes the performance of the battery to decrease. Therefore, SoH is used to express the
remaining useful life of batteries and the extent of aging. It is obtained by comparing the current conditions of the
batteries with their initial conditions [17, 21]. It is seen from SoH information that operating the battery outside
the recommended operating conditions, experiencing events such as extreme temperatures, overcharging, and
overdischarging causes early aging of the battery [17, 22]. Equation (2) can be used to calculate SoH, which
expresses the ratio of usable capacity to rated capacity [16].

Usable capacit;
SoH = =2>°capaclty )
Rated capacity

Some types of batteries, which vary according to the chemical structure of the electrode and electrolyte inside,
are Lead Acid (Pb-Acid), Nickel Cadmium (Ni-Cd), Nickel Metal Hydride (NiMH), Zebra, Lithium Polymer
(LiPo), Lithium Air (Li-Air), Lithium Sulfur (Li-S), Zinc Air (Zn-Air), Zinc Bromide (Zn-Br), Lithium Ion (Li-
ion). LiPo, Li-Air and Li-ion are commonly used batteries in the UAVs.

3. Modelling of Li-ion Batteries

The cells in Li-ion batteries, which were commercialized by Sony in 1991, consist of an anode, cathode,
electrolyte and separator. These parts help in the production and storage of electricity [23-25]. The anode part, that
is, the negative electrode, consists of carbon-based composites (usually graphite) as material and also a copper
current collector. The cathode part consists of Lithium Cobalt Oxide (LiCoO2), Lithium Iron Phosphate (LiFePOx)
and Lithium Manganese Oxide (LiMn204), which are transition metal oxides that have a lower discharge potential
as the electrical capacity density increases. It consists of nickel-based cobalt oxide and also aluminum copper
collector. LiMn20s is used in high security applications. But LiCoO: is widely used as cathode material [26]. The
electrolyte consists of Li salt in a non-aqueous solvent [18, 25].

It is of great importance to create an appropriate battery model for the control and optimization of negative
situations that may occur in the system [27]. Battery performance and health status can be determined through the
created models. While electrical circuit models of batteries provide analytical predictions, chemical circuit models
are very complex. There are also mathematical models in which battery parameters are expressed as variables of

297



Detailed Analysis of Li-ion Batteries for Use in Unmanned Aerial Vehicles

a mathematical equation [28]. In this study, the electrical circuit model is preferred because it is easier to control
and not complicated. While creating the battery model, many subsystems are used to eliminate complexity and is
simulated in the MATLAB/Simulink environment. Electrical and thermal structure are taken into account in the
battery equivalent circuit model [29, 30].

The second order randles electrical equivalent circuit seen in Figure 1 is used while modeling. It gives better
results in the literature [29]. Here, v, is the ideal voltage source that varies depending on the current SoC of the
battery, R, is the internal resistance, v, (t) is the voltage on the internal resistance, R;C; (i = 1, 2) pair is the
resistors that will represent the charge transfer, v, (t), v, (t) refers to the voltage on these pairs, and i(t) refers to
the current passing through the circuit. Ry, Ry, R, values change depending on temperature and current.

(1) vy(t)

¥\ ¥ N\
volt) A\ \NN\——
o
R1 R2

RO
— ] — \

Veev
c1 c2 i cev

A
|
|
|
|
|

- I

Vocv(SoC) j |
|

&

Figure 1. Second order randles electrical equivalent circuit

The battery is simulated in MATLAB/Simulink, taking into account the randles equivalent circuit in Figure
1 and the mathematical equations of this circuit [29]. The considered mathematical equations are obtained
according to Ohm's and Kirchhoff's laws. v, (t) which represents the battery closed-circuit voltage, is obtained
by Equation (3).

Veen () = Vocy (£) — vp(8) — v1(8) — v,(8) (3)

The voltage on the internal resistance, the current passing through the R; resistor, the current passing through
the C1 and the total current passing through the circuit are given in Equations (4), (5), (6) and (7), respectively
capacity.

vo(t) = Ry.i(t) 4)
AOES— )
i (t) = 6. 20 ©)
i(6) = (0 +&,(®) ™

The total current value is found by adding the obtained i, (t) and i, (t). When these currents are written into
Equation (7), the differential Equation (8) is obtained.

dvq(t) 1 . 1
T=C—1-l(t)—m-v1(f) ()
Data tables found in the literature and obtained as a result of experiments are used for non-constant
Ry, Ci, Ry, C, values [29, 31].
In the cell dynamics subsystem shown in Figure 2, there are impedances consisting of
Ry, Ry, Cy, Ry, Cy values, Vyoeyce, Ieen are inputs of the system. At the outputs, there are Vecv and Vy, V3, V, terms

to be used in thermal calculations.

298



Merve Nur KAYA, Zehra URAL BAYRAK

[ ] I "

= [ c - R1
. S )
b [&>) 2 =

Figure 2. Model of cell dynamics subsystem

The thermal calculations subsystem is simulated with the help of the equations assuming the thermal energy
balance. It is known that the heat energy stored in the system (Q3) can be calculated by taking the difference
between the heat energy given to the system (Q; ) and the heat energy removed from the system (Q,) from the basic
law of conservation of energy. This situation is shown in Equation (9). Q,, whose formulation is given in Equation
(10), represents the heat generated due to the internal resistances of the battery and the energy loss in the resistors.
The power loss on the resistors is formulated in Equation (11) by taking the energy on the resistors into account.
Q,, which is the heat removed from the system, is transmitted in three ways: conduction, convection and heating.
Q,, calculated by neglecting conduction and radiation, is formulated with Equation (12) [29].

Q— Q=05 (9)

Q= XL, IPRi(D) (10)

Q _ vo(t)? + v (t)? + vy (t)? (11)
t Ro Ry Ry

QZ = hcA(T(t) - Ta(t)) (12)

where h, is heat transfer coefficient (W/m? °K), A is battery outer surface area, T(t) is battery internal
temperature (°K), T, (t) represents the environmental temperature (°K). The equation by which the heat stored in
the system can also be calculated is given in Equation (13).

dar(t
Qs =m.C,. 0 (13)
where m is battery mass (kg). C,, represents the specific heat of the battery (J/kg°K) and when multiplied, the

total capacity coefficient C; is obtained. If all these mentioned equations are replaced and arranged in Equation
(13), the differential Equation (14) is obtained [29].

ar®) _ 1 ([vd® , vi® , vi®)
T - 2 {[2O 4 10 2O AT () - Ta(e)]} (14)

The thermal calculations subsystem in Figure 3 is created by simulating Equation (14) in the Matlab/Simulink

environment. As seen in Figure 3, the cell temperature T (t) is obtained by using T, (t), which represents the initial
value and entered by the user, and V,, V;, V,, values calculated as output in the cell dynamics subsystem, as input.
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T

w2 R

Figure 3. Model of thermal calculations subsystem

In order to determine the resistance and capacity values of R, Ry, Cy, R,, C, which vary according to
temperature and current charge state, the operating functions subsystem is created using the data tables found in
the literature [20, 29, 31] and obtained from the tests carried out by the companies. Using the literature, the data
table given in Table 1 is created for resistance and capacity values. These values are entered into look up tables
and R and C values are obtained by interpolation method and used in subsystems. This subsystem can be seen in
Figure 4. SoC and temperature input, open circuit voltage (Vocy cer) and Ry, Ry, Cy, R;, C, impedance values are
created as output.

Tablo 1. Data tables for resistances and capacities [20, 29, 31]

Ry Q) R Q) R; (©Q)

0°C 25°C 0°C 0°C 0°C 40 °C 0°C 25°C 40 °C
0,1 0,00161 0,00205 0,00468 0,00468 0,00468 0,0008 0,00468  0,0008 0,0007
0,2 0,00149 0,00183 0,00084 0,00084 0,00084 0,00056 | 0,00084 0,00056 0,00054
0,3 0,00139 0,00173 0,00061 0,00061 0,00061 0,00051 | 0,00061 0,00051  0,0005
0,4 0,00135 0,00166 0,00056 0,00056 0,00056 0,00047 | 0,00056 0,00047 0,00047
0,5 0,00132 0,00163 0,00058 0,00058 0,00058 0,00049 | 0,00058 0,00049 0,00048
0,6 0,00136 0,00168 0,00061 0,00061 0,00061 0,00061 | 0,00061 0,00061  0,0006
0,7 0,00134 0,00164 0,00071 0,00071 0,00071 0,00066 | 0,00071 0,00066 0,00067
0,8 0,00133 0,00165 0,00076 0,00076 0,00076 0,00071 | 0,00076 0,00071  0,00071
0,9 0,00135 0,00168 0,00079 0,00079 0,00079 0,00069 | 0,00079 0,00069 0,00065

1 0,00142 0,00179 0,0007 0,0007 0,0007 0,00054 0,0007  0,00054  0,00048

C; (mF) C, (mF)

0°C 25°C 40 °C 0°C 25°C 40 °C
0,1 1932,18  19211,03  20259,19 | 1932,18  19211,03 20259,19
0,2 17789,3  28931,85 28069,01 17789,3  28931,85 28069,01
0,3 | 28714,76  32396,9  29206,52 | 28714,76  32396,9  29206,52
0,4 | 29501,58 31501,14 30337,55 | 29501,58 31501,14 30337,55
0,5 | 28762,95 31579,66 29661,89 | 28762,95 31579,66 29661,89
0,6 | 26838,07 29368,02 26832,82 | 26838,07 29368,02 26832,82
0,7 | 23782,12  24301,35 23832 23782,12  24301,35 23832
0,8 | 22040,82 22281,47 20809,55 | 22040,82 22281,47 20809,55
0,9 | 20772,07 20610,91 20282,04 | 20772,07 2610,91  20282,04

1 22405,03  29856,73  28507,86 | 22405,03 29856,73  28507,86

SoC

1y 20T

D)
u2 Vocv_cell

Figure 4. Model of operation functions subsystem
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The calculation of SoC, which is specified by measuring the current flowing through the battery based on the
coulomb counting method, is given in Equation (15) [29].

t.
SoC(t) = SoCipiriar + fOQL(t).at

(15)

nom

where Q,,, represents the nominal capacity (44) of the battery. Modeling of this equation in
Matlab/Simulink environment is shown in Figure 5. SoC;,iti; and Capacity_nom (Q,,,) values, which are
defined and changed in the Matlab environment, and I_cell are taken as the input, and so the SoC_cell is obtained
as output.

@D o T]

L]

")

D

SoC_cell

Figure 5. Model of SoC subsystem

Figure 6 shows the Li-ion battery model formed by combining all the subsystems given above.

CO—fny
I—b I_hucre RO Ta RO
RO RO vo vo
Lt R1 R_1 R R1 Y &)
c1 1 R 2 R2 i)
R2 R 2 vi vi
I_cell SoC_cell[—»{SoC c2 2 v2 v2
I_cell Vocv_cell Vocv_hucre Vees ——(2)  Thermal calculations
Operating functi Cell dynamics Vocv
soc

Figure 6. Li-ion battery model
4. Results and Discussions

In this study, the system containing the Li-ion battery used as the power source for UAVs is analyzed in the
MATLAB/Simulink environment. The block diagram of the all system is given in Figure 7. In order to change the
battery temperature, the ambient temperature change from outside is determined with the help of a signal generator.
Battery block contains the battery cell created in detail in Chapter 3. An inverter is used to convert the direct
voltage obtained from the battery cell into three-phase alternating voltage. In order to represent the UAV load,
BLDC motor is preferred due to its features such as not requiring frequent maintenance, long life and high power.

|

Stator Current

§ 2
L_cell + + . I 5
Group 1 J
% signal2 T | .

c

4

Battery

BLDC MOTOR

Phase voltage

Figure 7. UAV system with Li-ion battery
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Figure 8 shows the SoC change of the battery. It is obtained as a result of the load connected to the battery
and the calculations made in the Charge Level Determination Subsystem. An exponential change is obtained as a
result of the integrator block within the subsystem. Figure 9 shows the change graph of battery cell temperature.
The T, ambient temperature entered from outside is taken as input in the thermal calculations subsystem and is
obtained as a result of the calculations made.

25F

Cell Temperature (°C)

L L L L | L L L | L L L L L
0 50 100 150 200 250 300 350 o 50 100 150 200 250 300 350

time (s) time (s)
Figure 8. SoC of the battery Figure 9. Battery cell temperature

The output voltage of the battery cell is seen in Figure 10. This voltage change is calculated by taking into
account the voltage on the Ry, Ry, C;, R,, C, elements in the battery equivalent circuit according to the charge type,
temperature and SoC state calculated with the help of look up tables in the operating functions subsystem, and the
battery open circuit voltage according to the current SoC state. As can be seen from the graph, the voltage value
changes depending on the usage time of the battery and the change of SoC. Voltage fluctuations between
approximately 7.7 and 7.5 V can be prevented with the help of a DC/DC converter. Figure 11 shows the current
drawn from the battery after the UAV load is connected to the battery. There are also fluctuations in current due
to voltage fluctuation.

B\_ [\ 4 “

Current (A)

5r .

&

84
il

2+ 1
-15 w

1+
-2 9

or o

L L L s s L L L L L L L L L
o 50 100 150 200 250 300 350 0 50 100 150 200 250 300 350

time (s) time (s)
Figure 10. Battery output voltage Figure 11. Current change of the battery

When the current drawn from the battery is different from zero, a change is observed in the output voltage
and SoC values of the battery cell. The SoC value changes depending on the current drawn from the battery cell.
The changing SoC value affects the output voltage of the battery cell. It has been observed that the battery output
voltage reaches its maximum value when the SoC value is 100%. Additionally, it can be followed from Figure 8,
Figure 10 and Figure 11 that when the SoC value is 0%, the battery output voltage is zero and no current is drawn
from the battery.

The stator currents of the BLDC motor are given in Figure 12. The change of three-phase currents with a 120-
degree phase difference between them can be observed from the figure. Figure 13 shows the output phase voltage
changes of the inverter. The output voltage of one battery cell used in the system is 7.2 V. However, the output
voltages are obtained by calculating the values entered in the look up tables in the operating functions using the
interpolation method.
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Stator Currents (A)
Phase Voltage (V)

' L L s L L s
[ 50 100 150 200 250 300 350 time (s)

time (s)
Figure 12. Stator Current Change Figure 13. Phase Voltage Change

With the results obtained, changes in SoC and battery output voltage are observed depending on the usage
time of the battery. It is known that if the SoC value drops below 20% while the battery is being discharged or
goes above 80% while charging, it affects SoH of the battery. If these situations occur, they can be taken under
control by intervening in the SoC subsystem. Depending on the battery usage rate, the output voltage value of the
battery decreases in proportion to the SoC. In this study, the battery has been modeled in detail so that it can be
taken under control in case of sudden voltage drops that may occur at the battery output.

5. Conclusions

With the increase in air traffic, harmful gas emissions released into the environment from gas turbine engines
used in aircraft create serious problems. For this reason, studies on the increased use of electrical systems in
aviation are gaining importance. However, the spread and use of electrical systems is not progressing at the desired
rate. It is thought that these problems will disappear with the performance and development of batteries. For this
reason, the importance of improving the performance of the battery by making an accurate simulation has become
a necessity.

In this study, a Li-ion battery model is created by examining the battery models available in the literature for
use in UAVs. The system, including the BLDC engine used to represent the UAV load, is modeled in the
Matlab/Simulink environment. With the modeling carried out in this study, the health and charge status of the
battery can be accurately determined and used in the desired system.

As a result of chemical reactions taking place inside the battery, the battery temperature increases. Increasing
temperature will prevent battery reactions from occurring sequentially and completely. This will cause the internal
resistance of the battery to increase. Increasing internal resistance will ensure that the battery spends its energy on
its own internal resistance rather than on the system used. Thanks to these subsystems, battery temperature, voltage
and internal resistances will be predicted. In this way, the battery can be intervened without any negative situation.
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