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 ABSTRACT 
Keywords:  K-Means clustering, 
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diagnosis, Optimization, Decision 

support systems   

K-Means clustering is commonly used for data clustering, but it suffers from limitations 
such as being prone to local optima and slow convergence, particularly when handling large 
medical files. The literature recommends employing metaheuristic algorithms in clustering 
studies to address these issues. This study aims to accurately diagnose diseases in four 
medical datasets (Dermatology, Diabetes, Parkinson's, and Thyroid) and increase the rate 
of correct diagnosis of diseases. We utilized optimization algorithms to assign weights to 
input parameters determining diseases in these datasets, thereby improving clustering 
performance. Our proposed model incorporates the Crow Search Algorithm, Tree Seed 
Algorithm, and Harris Hawks Optimization algorithms in a hybrid structure with K-Means. 
We conducted statistical evaluations using performance metrics. The study demonstrated 
that the hybrid Harris Hawks Optimization algorithm achieved the highest accuracy rate 
(97.19%) among the tested algorithms on the Dermatology dataset. The hybrid Crow 
Search Algorithm obtained a 96.29% accuracy rate on the Thyroid dataset, while the hybrid 
Tree Seed Algorithm achieved a 95.32% accuracy rate on the Dermatology dataset. This 
study offers significant benefits, including reduced staff workload, lower test costs, 
improved accuracy rates, and faster test results for detecting various diseases in medical 
datasets. 
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Kümeleme Analizi için Meta-sezgisel 
Algoritmaların K-Means ile Hibritlenmesi: Tıbbi 
Veri Kümeleri Üzerine Bir İnceleme 

ÖZ 
K-Means kümeleme, veri kümeleme için yaygın olarak kullanılan bir yöntemdir. Ancak 
özellikle büyük tıbbi verilerle çalışırken yerel optimuma takılmak ve yavaş yakınsama gibi 
sorunlarla karşılaşılabilir. Literatürde bu tür sorunları ele almak için kümeleme 
çalışmalarında metasezgisel algoritmaların kullanılmasının önerildiği görülmektedir. Bu 
çalışma, dört farklı tıbbi veri kümesi üzerinde (Dermatoloji, Diyabet, Parkinson ve Tiroid) 
hastalıkların doğru teşhisini koymayı ve hastalıkların doğru teşhis oranını artırmayı 
amaçlamaktadır. Bu veri kümelerindeki hastalıkları belirleyen girdi parametrelerine ağırlık 
atamak için optimizasyon algoritmalarını kullandık ve sonuç olarak kümeleme 
performansını artırdık. Önerilen modelimiz, Karga Arama Algoritması, Ağaç Tohum 
Algoritması ve Harris Hawks Optimizasyon algoritmalarını K-Means ile hibrit bir yapıda 
birleştirmektedir. Performans metrikleri kullanarak istatistiksel değerlendirmeler yaptık. 
Sonuçlar hibrit Harris Hawks Optimizasyon algoritmasının Dermatoloji veri kümesinde test 
edilen algoritmalar arasında en yüksek doğruluk oranına (%97,19) ulaştığını 
göstermektedir. Ayrıca hibrit Karga Arama Algoritması, Tiroid veri kümesinde %96,29 
doğruluk oranı elde ederken, hibrit Ağaç Tohumu Algoritması Dermatoloji veri kümesinde 
%95,32 doğruluk oranı elde etmiştir. Bu çalışma, tıbbi veri kümelerinde çeşitli hastalıkları 
tespit etmek için daha az personel iş yükü, daha düşük test maliyetleri, gelişmiş doğruluk 
oranları ve daha hızlı test sonuçları gibi önemli faydalar sunmaktadır. 

Anahtar Kelimeler:   K-Means 
kümeleme, Metasezgisel 

algoritmalar, Hastalık teşhisi, 
optimizasyon, Karar destek 

sistemleri 
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1. Introduction  
 

The grouping of data with similar characteristics in a dataset is called clustering [1]. Clustering 
operations are used in statistical data analysis, data mining, vector quantization, and data compression 
[2,3]. The clustering process brings problems along with its advantages [4]. The multidimensionality 
and large size of the data can cause time costs. In addition, when using distance-based clustering, it is 
difficult to determine the linked cluster in multidimensional space when it is impossible to measure 
the distance between clusters. Results from clustering processes can be interpreted differently due to 
the differences in the structure of clustering methods. [5]. Two categories, supervised and 
unsupervised, are typically used to categorize the classification process. The main task of supervised 
classification is to put unclassified data in the most appropriate class. Unsupervised classification aims 
to create meaningful subsets from the unclassified data in a cluster [6]. The unsupervised classification 
approach is used to assess the clustering process. Fraley and Raftery [7] classified clustering into two 
categories: hierarchical and partitional. Without notice, the top-down or bottom-up division of the 
number of clusters in a tree structure creates hierarchical clustering. In contrast, partitional clustering 
splits data into groups without regard to hierarchy and with a predetermined number of clusters. The 
Euclidean distance is the basis of the partitional clustering. Calculating the distance between each 
cluster and each point, then including that point in the cluster that minimizes this distance, is how the 
Euclidean distance is stated. There are many different clustering methods available. K-Means, 
Hierarchical clustering, and Gaussian mixture models (GMMs) for clustering are the most well-known 
ones [8]. 
 
Clustering analysis is used in fields such as field of medicine [9–14], machine learning [15], 
identification of images [16], data mining [17,18], market and consumer segmentation [19–21], biology 
[22], statistics [23], and pattern recognition [24]. K-Means is a popular center-based, straightforward, 
and quick clustering algorithm [25]. The K-Means algorithm is used in marketing [26,27], chemistry 
[28], geographic systems [29], meteorological phenomena [30], and social sciences [31], and it has been 
extensively utilized in scientific and industrial fields, particularly in the field of medicine. Liu et al. [26] 
performed customer classification and market analysis using the K-Means algorithm with retail 
company data. Heil et al. [32] classified the agricultural lands in West Africa using data based on 
geological and climatic parameters and the K-Means algorithm. Additionally, they demonstrated how 
the fuzzy K-Means algorithm is superior to the standard K-Means algorithm. Similarly, Tang et al. [28] 
used the K-Means algorithm to classify industrial polymers. Xiaoying et al. [33] analyzed the chemical 
molecules in rice and classified rice according to geographical origin. Anderson [34] used the K-Means 
algorithm and kernel density calculation to determine the points where traffic accidents are most 
intense. Bacao et al. [35] studied K-Means for self-organizing maps. Kanthan and Sujantha [30] 
clustered raindrops with the K-Means algorithm. Chakraborty et al. [36] suggested a methodology for 
weather forecasting with K-Means. Kurniawan and Fatulloh [37] used the K-Means algorithm and 
geographic information system data to classify the social life conditions of a city in Indonesia. Zhou et 
al. [38] clustered crime points using real case data. Evans et al. [39] examined the risks and negative 
consequences of medicines used in medicine on people. They utilized the K-Means method in order to 
classify medicines. They concluded that high-risk characteristics included the patient's age, weight, 
gender, and medicine dosage. A study conducted in the field of dentistry investigated whether 
psychological and social changes have an effect on the case of acute pain after surgery. The K-Means 
algorithm was used to cluster the patients into groups based on their psychological characteristics and 
symptoms. In conclusion, it was observed that patients who were female, depressed, and anxious 
experienced more pain after surgery [40]. In a different research project in the psychiatric field [41], 
various personality inventories were used for cluster analysis. By analyzing the clusters, the differences 
between the two groups were revealed. Thus, unknown aspects of psychopathy were tried to be 
discovered. Likewise, Kim et al. [42] used K-Means to divide the 888 instances submitted to the Korean 
emergency service into two categories. It was found that 85% of suicide attempts were impulsive, and 
15% were planned based on a variety of demographic and clinical factors. Studies in the field of genetics 
have also used the K-Means algorithm. Shai et al. [43] revealed molecular subtypes of unknown 
pathological kinds and classes using the K-Means algorithm. Bertucci et al. [44] used hierarchical 
clustering to describe five breast cancer subtypes. According to research and observations of Ushizawa 
et al. [45], animal embryo gene profiles were examined using cDNA microarray, and the K-Means 
method was utilized to cluster genes. Doctors in the medical field diagnose patients by using a variety 
of tests, observations, and information about the patient's past. In the health sector, decision support 
systems are developed with various techniques to help doctors [46–51]. The K-Means algorithm has 
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the drawback of being stuck to local optima despite performing fast and effective clustering [52]. 
Results from the K-Means technique are based on the initial clustering reference points. In other words, 
the search always converges to the closest local optimum from the initial point. Researchers solve the 
optimum local problem using hierarchical, artificial intelligence-based, partition-based, and density-
based clustering techniques. The dataset is divided into a fixed number of partitions in partition-based 
clustering [53]. Each point shifts its center until it is closest to its cluster center. This method is most 
advantageous when the dataset is homogeneous [54]. In density-based clustering, clusters are formed 
from areas with high data density [55]. This approach clusters data points based on their density. It is 
advantageous when dealing with heterogeneous datasets [54]. The partition-based clustering method 
focuses on specific parts, while the density-based clustering method determines clusters based on their 
density. Examples of the techniques used are as follows: Graph Theory [56], Artificial Neural Networks 
[57], Statistical methods [58], and heuristic algorithms [19, 59–64]. These techniques were used to 
avoid being stuck with the local optimum and to increase the clustering success rate. 
 
In this study, the meta-heuristic algorithms Crow Search Algorithm (CSA), Harris Hawks Optimization 
(HHO), and Tree Seed Algorithm (TSA) are used together with the K-Means algorithm to improve 
clustering performance. Three new algorithms, Hybrid CSA (H-CSA), Hybrid HHO (H-HHO), and Hybrid 
TSA (H-TSA), were developed from the hybrid use of the algorithms. By identifying the significance of 
parameter values used in diagnosing diabetes, dermatology, Parkinson's, and thyroid diseases, 
heuristic algorithms have improved clustering success. In summary, if any parameter in a disease is 
more important, the importance coefficient of that parameter is increased. Thus, a more accurate 
diagnosis is provided. Likewise, if any parameter is less critical in a disease, the importance of this 
parameter is lowered. Thus, we planned to prevent misdiagnoses. Thus, the K-Means algorithm being 
stuck to the local optimum has been resolved. In addition, the relevant coefficients have been correctly 
optimized to increase the clustering success. 

 
2. Materials and Methods 
 
In this study, the K-Means algorithm was combined with CSA, TSA, and HHO algorithms to obtain H-
CSA, H-HHO, and H-TSA algorithms that demonstrate superior clustering integrity performance. The 
developed model utilized four distinct medical datasets, Dermatology, Diabetes, Parkinson's, and 
Thyroid, as input parameters. The datasets were obtained from the UCI Machine Learning Repository 
and additional sources [65–69]. Figure 1 shows a summary of our methodology in the study. 
 

 
Figure 1. A brief summary of methodology 

 
 
2.1. K-Means Algorithm 

 
The K-Means algorithm, initially proposed in 1967 by James MacQueen, is a widely used and efficient 
clustering technique in machine learning, data exploration, and data mining [70]. The algorithm aims 
to group data in a dataset based on similarities and divides them into distinct clusters. The clusters are 
formed around the k initial cluster centers that the algorithm selects, and data are assigned to the 
clusters closest to these centers. Then, the centers of the clusters are recalculated, and the data is 
reassigned to the corresponding clusters. This step is repeated until the data distribution is corrected. 
This process aims to sort the data into clusters that best reflect their similarity. Equation 1 defines the 
objective function. 
 

𝑗 = ∑ ∑ ‖𝑥𝑖
(𝑗)

− 𝑐𝑗‖
2

𝑛
𝑖=1

𝑘
𝑗=1                     (1) 

 

Used Datasets

•Dermatology

•Diabetes

•Parkinson

•Throid

Mathematical 
Regression Models 

•Lineer

•Exponential

•Quadratic

Used Algorithms

•CSA

•HHO

•TSA

•K-Means

Evaluation and Error 
Metrics

•Accuracy

•Recall 

•Specificity (%)

•Precision

•F1-Score
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Where ‖𝑥𝑖
(𝑗)

− 𝑐𝑗‖
2

 is the distance between 𝑥𝑖
(𝑗)

 and the 𝑐𝑗  (center of cluster). The goal is to find the 

lowest J [8]. Thus, 𝑥𝑖
(𝑗)

 belongs to the 𝑐𝑗  centered cluster for minimum J value. 

 
A method has yet to be presented to determine the number of clusters (K) in the K-Means algorithm. 
This is a disadvantage besides the simplicity and popularity of the K-Means algorithm. K-Means cannot 
guarantee convergence to a global optimum using its iteratively optimal procedure. Additionally, the 
K-Means technique is susceptible to outliers and noisy data. The deformation of cluster geometries is 
an additional problem because it attempts to include an object in a cluster even if it is far from one [70]. 
 
2.2. Harris Hawks Algorithm 
 
The Harris Hawk Algorithm emulates the rabbit hunting approach of the intelligent Harris hawk. Before 
hunting, the leader and other flock members conduct reconnaissance flights. Following prey detection, 
the hunting process commences. Heidari presented a mathematical model outlining these 
characteristics of the Harris hawk in 2019 [71]. 
 
Exploration phase: When Harris hawks roam randomly, they use two exploration strategies. These 
strategies are as in Equation 2. The probability value 𝑞 here indicates which tactic will be in use. 
 

𝑥(𝑡 + 1) = {   
𝑥𝑟𝑎𝑛𝑑(𝑡) −  𝑟1 |𝑥𝑟𝑎𝑛𝑑(𝑡) − 2𝑟2𝑥(𝑡)|,   𝑞 ≥  0.5

(𝑥𝑟𝑎𝑏𝑏𝑖𝑡(𝑡) −  𝑥𝑚(𝑡)) − 𝑟3(𝐿𝐵 +  𝑟4 (𝑈𝐵 −  𝐿𝐵)),   𝑞 <  0.5 
                                                 (2) 

 
Here x(t + 1) is the position vector of Harris in each iteration. The position vector of the prey is 
xrabbit(t). The current position of the hawk is x(t). r1, r2, r3, r4, and q are random numbers (0,1). The 
lower value and the upper value, respectively, are denoted by LB and UB. 𝑥𝑟𝑎𝑛𝑑(𝑡) shows a hawk 
randomly chosen from the current population. 𝑥𝑚(𝑡) is the average position of the current hawk 
population. The average position is found using Equation [71].   
 

𝑥𝑚(𝑡) =
1

𝑁
∑ 𝑥𝑖(𝑡)

𝑁
𝑖=1                                                                      (3) 

 
Here, 𝑡 denotes the number of iterations, and 𝑁 denotes the number of hawks. After completing the 
exploration process, the exploitation phase is presented in Equation 4. 
 

𝐸 = 2𝐸0(1 −
𝑡

𝑇
)                                                     (4) 

                                                                                                                                                     
Here 𝐸 is the total energy of the escaped prey, the prey's initial energy is 𝐸0 is the maximum iterations 
number. 
 
Exploitation phase: Four different strategies are used to simulate the exploitation phase. Soft besiege, 
hard besiege, soft besiege with progressive rapid dives and hard besiege with progressive rapid dives. 
 
At the soft besiege stage, the Harris hawk makes misleading jumps so that reduce energy of prey (𝑟 ≥ 
0.5, 𝐸 ≥ 0.5). This soft encirclement strategy is mathematically given in Equations 5 and 6. Here, r is the 
chance of catching the escaped prey. 𝐸 is the energy of the rabbit. ∆𝑥(𝑡) is the difference between the 
current position in the 𝑡.th iteration and the current position of the prey (rabbit). For the purpose of 
simulating natural rabbit movement, 𝐽 is a value that changes with each iteration. 
 
𝑥(𝑡 + 1) = ∆𝑥(𝑡)  −  𝐸|𝐽𝑥𝑟𝑎𝑏𝑏𝑖𝑡(𝑡) − 𝑥(𝑡)|                                                                              (5)        
                                                                       
∆𝑥(𝑡) = 𝑥𝑟𝑎𝑏𝑏𝑖𝑡(𝑡) − 𝑥(𝑡)                                                                                                                                              (6) 
 
In the Hard Besiege strategy, the energy of the prey is considerably reduced (𝑟 ≥ 0.5, |𝐸| ≤ 0.5). This 
situation is mathematically modeled as in Equation 7. 
 
𝑥(𝑡 +  1)  =  𝑥𝑟𝑎𝑏𝑏𝑖𝑡(𝑡)  −  𝐸|∆𝑥(𝑡)|                                                                                                                          (7) 
 
Soft besiege with progressive rapid dives stage, it is thought that the Hawks decided their next move 
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according to Equation 8 before starting the soft besiege. 
 
𝑌 =  𝑥𝑟𝑎𝑏𝑏𝑖𝑡(𝑡)  −  𝐸|𝐽𝑥𝑟𝑎𝑏𝑏𝑖𝑡(𝑡)  −  𝑥(𝑡)|                                                                                                                  (8) 
 
Harris Hawks dive fast and compare to their previous dives. If the new dive situation is not suitable, 
the hawks continue to fast dive into their prey. A Levy Flight based motion structure is used while 
deciding this. Equation 9 describes this condition. 
 
𝑍 =  𝑌 +  𝑆𝑥𝐿𝐹(𝐷)                                                                                                                                                         (9) 
 
Here D is the problem size. S is a random vector of size 1xD. 𝑌 determines the position of the prey 
relative to its decreasing energy. 𝑍 is the variable that decides whether the hawks will attack its prey. 
Equation 10 gives the levy function, abbreviated LF. 
 

𝐿𝐹(𝑥) = 0.01𝑥 (
𝜇 𝑥 𝜎  

|𝜇|
1
𝜷 

) , σ = [
Ґ(1+𝛽)𝑥𝑠𝑖𝑛(

𝜋𝛽

2
)

Ґ(
1+𝛽

2
)𝑥𝛽𝑥2

(
𝛽−1

2 )
]                                                                                                       (10) 

 
Where 𝑢 is the random number between 𝑣 (0,1) and 𝛽 is 1.5. The hawks' current locations are updated 
during the soft besiege phase using Equation 11.  
 

𝑥(𝑡 + 1) = {   
𝑌 𝑖𝑓 𝐹(𝑌)  <  𝑓(𝑥(𝑡))
𝑍 𝑖𝑓 𝐹(𝑍)  <  𝐹(𝑥(𝑡))

                                                                                                                          (11) 

 
𝑌 and 𝑍 are found using Equations 8 and 9. 
 
Hard besiege with progressive rapid dives stage, the prey lacks the energy to escape. The Harris hawk 
makes a hard besiege before a surprise attack to catch its prey. The hard besiege condition is found 
using Equation 12. 
 

𝑥′(𝑡 + 1) = {   
𝑌′ 𝑖𝑓 𝐹(𝑌′)  <  𝑓(𝑥(𝑡))

𝑍′ 𝑖𝑓 𝐹(𝑍′)  <  𝐹(𝑥(𝑡))
                                                                                                                       (12) 

 
Where Y' and Z' are found by Equations 13 and 14. 
 
𝑌 ′ =  𝑥𝑟𝑎𝑏𝑏𝑖𝑡(𝑡)  −  𝐸|𝐽𝑥𝑟𝑎𝑏𝑏𝑖𝑡(𝑡)  −  𝑥𝑚(𝑡)|                                                                                                              (13) 
 
𝑍 ′ =  𝑌 ′ +  𝑆𝑥𝐿𝐹(𝐷)                                                                                                                                                   (14)         
 
2.3. Tree Seed Algorithm 
                                                          
Kiran [72] introduced the Tree Seed Algorithm (TSA) in 2015, a new metaheuristic optimization 
algorithm that addresses continuous optimization problems. The TSA is based on the inherent 
relationship between trees and seeds in nature. Tree seeds are spread in the soil and grow into trees 
over time [73]. The position of trees and seeds indicates potential solutions for persistent issues when 
tree soils are considered in the research field [74]. As a result, the significance of seed sites in the 
formation of trees has grown. The search space is described by two equations. The first is the procedure 
for producing seeds for the best tree population placement. This strengthens the algorithm's ability to 
perform local searches. For the purpose of creating a new seed, the other equation uses two alternative 
tree places [72]. 
 
𝑆𝑖,𝑗 = 𝑇𝑖,𝑗 + (𝑎𝑖,𝑗 )𝑥(𝐵𝑗 − 𝑇𝑟,𝑗)                                                                                                                                     (15)      

  
𝑆𝑖,𝑗 = 𝑇𝑖,𝑗 + (𝑎𝑖,𝑗 )𝑥(𝑇𝑖,𝑗 − 𝑇𝑟,𝑗)                                                                                                                                   (16) 

 
where, Si,j is jth dimension of ith seed that will be produced ith tree,Ti,j is the jth dimension of ith 
tree, Bj is the jth dimension of best tree location obtained so far, Tr,j is the jth dimension of rth tree 
randomly selected from the population,  the scaling factor is α which is randomly produced in range of 
[−1, 1] and i and r  are seperate indices. 
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Equation 17 is used to generate the initial tree locations, which are potential solutions to the 
optimization problem, at the beginning of the TSA search. 
 
𝑇𝑖,𝑗 = 𝐿𝑗,𝑚𝑖𝑛 + 𝑟𝑖,𝑗 (𝐻𝑗,𝑚𝑎𝑥 − 𝐿𝑗,𝑚𝑖𝑛)                                                                              (17) 

 
where, Lj,min is the lower bound of the search space, Hj,max is the higher bound of the search space 
and ri,j is a random number produced for each dimension and location, in range of [0, 1]. 
 
Equation 18 is used to choose the best solution from the population for minimization. 
 

𝐵 = 𝑚𝑖𝑛{𝑓(�⃗� 𝑖)}𝑖 = 1,2, … , 𝑁                                                                                                (18)  

         
N is the total population of trees. 
 
The maximum number of function evaluations (Max_FEs) is chosen as the termination condition, and 
it is set using the function's dimensionality given in Equation 19. 
 
𝑀𝑎𝑥𝐹𝐸𝑠  = 𝐷𝑥10.000                                                                                (19) 
 
2.4. Crow Search Algorithm 
 
Crows live in flocks and have a powerful memory [75]. They store the food they find and return to their 
hiding place when needed. Crows can also follow each other to learn the location of food stores and 
steal each other's food. Crows can take precautions against this by flying to different places to confuse 
other crows. Inspired by this intelligent behavior of crows, Askarzadeh developed the Crow Search 
Algorithm to solve the optimization problem [75]. The algorithm consists of 4 steps. 
 
Step 1: Initial values are given to algorithm parameters. Then, N crows are randomly placed in the d-
dimensional search space. In the initialization phase, all crows store their food in the positions in which 
they are randomly placed. The fitness values of all positions are calculated, and their memory holding 
their best position is initialized. 
 
Step 2: Each crow randomly chooses a crow and follows it to find the crow's food. New positions are 
created depending on whether the jth crow knows or does not know that it is being followed by the ith 
crow Equation 20. 
 

𝑥𝑖,𝑖𝑡𝑟+1 = {
𝑥𝑖,𝑖𝑡𝑟 + 𝑟𝑖 × 𝑓𝑙𝑖,𝑖𝑡𝑟 × (𝑚𝑗,𝑖𝑡𝑟 − 𝑥𝑖,𝑖𝑡𝑟), 𝑟𝑖 ≥ 𝐴𝑃𝑗,𝑖𝑡𝑟

𝑎                                                                 , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
                                             (20) 

 
Here 𝑥𝑖,𝑖𝑡𝑟 denotes the position of the ith crow in itrth iteration. 𝑟𝑖  is a randomly distributed random 
number between 0-1, m (memory) is the variable that holds the best position of the crow, and a is the 
random position. 𝑓𝑙 (flight length), the algorithm's adjustment parameters are called AP (awareness 
probabilities). 𝑓𝑙 is the range at which the crow can fly, and AP represents the probability of the crow 
noticing that it is being followed. 
 
Step 3: The feasibility of the new locations found is checked. The crows' positions may be changed as 
necessary to create new ones. Otherwise, the crow position will not be changed. 
 
Step 4: All positions' fitness values are calculated, and the memories of the crows are updated according 
to Equation 21. 
 

𝑚𝑖,𝑖𝑡𝑟+1 = {
𝑥𝑖,𝑖𝑡𝑟+1   𝑓(𝑥𝑖,𝑖𝑡𝑟+1)𝑖𝑠 𝑏𝑒𝑡𝑡𝑒𝑟 𝑡ℎ𝑎𝑛 𝑓(𝑚𝑖,𝑖𝑡𝑟)

𝑚𝑖,𝑖𝑡𝑟                                                   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
                                                             (21) 

 
Here 𝑓(𝑥𝑖,𝑖𝑡𝑟+1)  shows the fitness value of the ith crow. If the fitness value of the new position is better 
than the fitness value of the location that was previously memorized, the update takes place according 
to the new position. If the stopping requirement is not met, iteration continues. The position of the 
crow with the best fitness value is selected, and the algorithm is terminated. 



7 

 Dörterler, Dumlu, Ozdemir & Temurtas Gazi Mühendislik Bilimleri Dergisi: 10(1), 2024  

PRINT ISSN: 2149-4916 E-ISSN: 2149-9373 © 2022 Gazi Akademik Yayıncılık  

 
2.4. Proposed model 
         
The K-Means algorithm works effectively when the distribution of objects in the dataset is normally 
distributed. However, if the distribution of objects in the dataset is non-normally distributed, the 
algorithm may become ineffective. Similarly, suppose there are significant or minimal differences 
between the properties of the objects in the data set. In that case, the K-Means algorithm will not work 
effectively and may not give what is expected [76,77]. K-Means approach and heuristic algorithms 
(CSA, HHO, and TSA) were combined in this study to improve clustering performance. Meta-heuristic 
algorithms were utilized for weighting various health data used in diagnosing Dermatology, Diabetes, 
Parkinson's, and Thyroid ailments. In summary, high or low-impact data in determining the disease 
were found with meta-heuristic algorithms, increasing diagnostic success and making more accurate 
diagnoses. Thus, the classical K-Means algorithm was prevented from being stuck at local optimum 
points. Clustering success was increased by optimizing the disease coefficients according to the degree 
of importance, thus preventing misdiagnoses. First, a W pool is created to rate all dimensions of health 
data. 
 
𝑊 = [𝑤1, 𝑤2, … , 𝑤𝑚]                                                                                                                                            (22) 

𝑊 are the weight values that the optimization algorithm will optimize. Each w value is weighted by the 
optimization algorithm according to its importance in the diagnosis of the disease. All dimensions (Xn) 
are multiplied by a weight parameter (Wm). Thus, the coefficient of the importance of the relevant data 
(dimension) in determining the disease is found. 

𝑋𝑛,𝑚 = 𝑊𝑚 ∗ 𝑋𝑛,𝑚,     𝑛 = 1,… , 𝑁,     𝑚 = 1,… ,𝑀,     𝑛 ≤ 𝑁,      𝑚 ≤ 𝑀,   𝑀 < 𝑁                            (23) 

where N represents the total amount of data and M represents the total number of data attributes. To 
generate a new Xn,m  pool, each characteristic is multiplied by Wm. After that, Equation 24 is used to 
determine the centers of all the data in this pool. 

𝐶𝑘 =
∑ 𝑎𝑛,𝑘∗𝑋𝑛

𝑁
𝑛=1

∑ 𝑎𝑛,𝑘
𝑁
𝑛=1

, 𝑎𝑛,𝑘 = {
1   𝑦𝑛 = 𝑘
0   𝑦𝑛 ≠ 𝑘

, 𝑘 = 1, 2, … , 𝐾                                                                                 (24) 

Here K represents the number of clusters, yn represents the data set, and a represents a variable 
consisting of 1 or 0. The actual value of the data is compared with the first set (k.). If a match is achieved 
as a result of the comparison, 𝑎 takes the value of 1, and the (k.) elements of the relevant set are added. 
This way, the cluster's center point in the k row is found. The center points of all clusters are found in 
this way. Then, using Equation 25, the class of the data is found according to the center points. 

𝑓𝑛 = 𝑘, 𝑖𝑓 min(|𝑥𝑛 − 𝑐1|, |𝑥𝑛 − 𝑐2|, … , |𝑥𝑛 − 𝑐𝐾|, )                                                                                           (25) 

fn is found values that represent data sets. The data is assigned to the fn variable to belong to whichever 
center point is closer. Then, the weight values that give the optimum result are found with the proposed 
meta-heuristics by processing the available data. The objective function used is shown in Equation 26. 

max 𝑓(𝑣) = 100
𝑁⁄ ∗ ∑ 𝑏𝑛

𝑁
𝑛=1 ,       𝑏𝑛 = {

1   𝑦𝑛 = 𝑓𝑛
0   𝑦𝑛 ≠ 𝑓𝑛

                                                                                           (26) 

Here, N is the number of data, and b is the variable that takes the value 0 or 1. If the found value and 
the actual value are equal, b is given the value 1; otherwise, it is given the value 0. These steps continue 
until the number of iterations is completed. Then, the weight values that give the optimum fitness value 
are found. An illustration of these procedures is shown in a flow chart in Figure 2. 
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Figure 2. Flow chart of conceptual approach 
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2.6. Dataset 
 
Four distinct medical datasets were employed in this research: Dermatology, Diabetes, Parkinson's, 
and Thyroid. The datasets were obtained from several sources, including the UCI Machine Learning 
Repository, and 70% of the data was allocated for training purposes, while the remaining 30% was 
reserved for testing [65–69]. 

2.6.1 Dermatology dataset 
 
The dermatology dataset was obtained from UCI Machine Learning Repository [65,69]. There are 34 
attributes in the dataset. There are 358 sample data and six different classes (Pityriasis Rubra Pilaris, 
Psoriasis, Seborrheic Dermatitis, Pityriasis Rosea, Lichen Planus, Chronic Dermatitis). 

2.6.2. Diabetes dataset 
 
The diabetes dataset was obtained from the National Institute of Diabetes and Digestive and Kidney 
Diseases [66]. The dataset has eight attributes. These are age, blood pressure, pregnancy, skin 
thickness, glucose, insulin, BMI and diabetes pedigree function. This dataset contains 768 records. It is 
divided into two results: diabetic or not. 

2.6.3. Parkinson dataset 

This dataset is taken from the UCI Machine Learning Repository [65,67]. It consists of different 
biomedical sound measures obtained from 195 Parkinson's disease patients. This dataset contains 22 
attributes, and there are two groups of outcomes: "1" if Parkinson's disease is present and "0" if not. 

2.6.4. Thyroid function dataset 

The thyroid dataset was taken from the UCI Machine Learning Repository [65,68]. This dataset has 
7200 records and 20 attributes, including sex, age, query_on_thyroxine, on_thyroxine, 
on_antithyroid_medication, pregnant, sick, thyroid_surgery, I131_treatment, query_hyperthyroid, 
query_hypothyroid, tumor, lithium, psych, goiter, hypopituitary, T3, TSH, T4U, TT4. There are three 
classes in the result set. These are not-hypothyroid (normal), subnormal function and hyperfunction. 

Table 1. Datasets of study 
 

Type of Feature Datasets Inputs Classes Instances 
Numeric Dermatology Dataset 34 6 358 
Numeric Diabetes Dataset 8 2 768 
Numeric Parkinson Dataset 22 2 195 
Numeric Thyroid Function Dataset 20 3 7200 

 

2.7. Statistical performance metrics  
 
The models used in the current study were evaluated with performance measurement metrics. 
Formulas of performance metrics are given in Equations 27, 28, 29, 30, and 31 [78–80]. 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑁+𝑇𝑁+𝐹𝑃
                                                                                                                                              (27) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                  (28) 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
                 (29)   

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                                     (30) 
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𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑠𝑖𝑐𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                                                                   (31) 

 
Some abbreviations are used in the equations. True Positive (TP) represents a sick person as sick, False 
Positive (FP) represents a healthy as sick (which is incorrect), True Negative (TN) represents a healthy 
person as not sick, False Negative (FN) represents healthy to the person who is sick. 
 

3. Experimantal Results 
 
In this study, CSA, HHO, TSA, and K-Means algorithms were hybridized to create H-CSA, H-HHO, and H-
TSA algorithms and were used to diagnose four different diseases. The algorithm was run on a 
computer with an Intel Core i7, 2.4 GHz CPU, and 8 GB RAM with Windows® 11 operating system, using 
MATLAB 2022b programming language. The parameter settings used in the algorithms are given in 
Table 2. 

Table 2. Parameter settings 

Algorithm Parameter Settings Iteration Number Population Number 

CSA *AP=0.1; *FL=2 100 40 

HHO *ß=1.5 100 40 

TSA *ST=0.1 100 40 

* AP (Awareness Probability), FL (Flight Length), ß (Beta), ST (Search Tendency) 

The termination criterion of the proposed hybrid model is the number of iterations. The proposed 
model runs for 100 iterations and then terminates and finds the weight values that give the best result. 
In this way, the algorithms are run 20 times, and the weight values that give the best fitness value are 
found. The weight values obtained for the dermatology, diabetes, Parkinson's, and thyroid datasets are 
presented in Table 3. Furthermore, Table 4 presents the statistical results of mean runtime, Standard 
Deviation, Average Fitness, Worst Fitness, and Best Fitness values. Each dataset has been evaluated 
separately, and better results produced are shown in bold. 

The hybrid models proposed for each dataset are separately evaluated in Table 4, and the values that 
yield superior results are shown in bold. The H-HHO algorithm found more successful fitness values in 
the Dermatology dataset than other algorithms regarding the worst and best fitness values. On the 
other hand, the H-CSA algorithm produced better values than other algorithms in terms of average 
fitness, worst fitness, and mean runtime values. In terms of standard deviation, H-TSA produced better 
results. H-CSA and H-HHO Diabetes found the best fitness values in the dataset. The best values in 
average fitness and standard deviation were obtained from the H-TSA algorithm. In the Parkinson's 
dataset, the H-TSA algorithm found the best fitness with 81.03%. Similarly, the most successful 
algorithm regarding the average fitness value is H-TSA. For the Thyroid dataset, the H-HHO algorithm 
gave the best values in Standard Deviation, Average Fitness, Best Fitness, and Worst Fitness. The H-
CSA algorithm was found to have the lowest average runtime when evaluating the statistical results in 
terms of mean time. Table 5 shows the fitness values and runtime results of the K-Means Algorithm for 
each data set separately.   

Analyzing the results in Tables 4 and 5, it is evident that the H-CSA, H-HHO, and H-TSA models 
outperform K-Means in terms of best fitness values. However, hybrid algorithms use two algorithms, 
so the proposed models run slower than the K-Means algorithm. However, the high achievements show 
that hybrid algorithms can make this speed difference tolerable and advantageous, especially when 
problem complexity and dataset characteristics are considered. In addition, the complexity matrices of 
the algorithms using the test dataset are presented and statistical performance results are given. Table 
6 shows the values of the results for the Dermatology test dataset.
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Table 3. Coefficient of Dermatology, Diabetes, Pakinson’s, and Thyroid dataset 

 
 Dermatology Diabetes Parkinson’s Thyroid 
 CSA HHO TSA CSA HHO TSA CSA HHO TSA CSA HHO TSA 
W1 0.99955 0.68342 0.02798 0.29578 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
W2 0.99926 0.48179 0.48179 0.74054 0.28513 0.67698 0.0 0.03168 0.0 0.0 0.0 0.06567 
W3 1.0 1.0 0.37077 0.37931 0.0 0.34710 0.0 0.0 0.0 0.0 0.0 0.03777 
W4 0.99963 1.0 0.62532 0.52302 0.0 0.32596 0.0 0.0 0.27688 0.0 0.0 1.0 
W5 0.95734 1.0 0.66528 0.00028 0.0 0.05182 0.0 1.0 1.0 0.0 0.0 0.27827 
W6 0.99987 1.0 0.84918 0.99960 0.73997 0.77061 1.0 0.0 1.0 0.0 0.0 0.07903 
W7 0.88161 1.0 1.0 0.60541 0.28964 0.72123 0.0 1.0 0.30304 0.0 0.0 0.34065 
W8 0.95635 1.0 0.86321 0.98806 0.39522 0.83784 1.0 1.0 0.0 0.0 0.0 0.94969 
W9 0.99971 1.0 0.83405 N/A N/A N/A 0.0 0.0 0.90080 0.00136 0.0 1.0 
W10 0.99922 0.53874 0.15785 N/A N/A N/A 0.0 0.0 0.09686 0.47101 0.0 0.76311 
W11 0.99999 1.0 0.69349 N/A N/A N/A 1.0 0.18872 0.21580 0.0 0.0 0.17567 
W12 0.99974 0.30981 1.0 N/A N/A N/A 0.0 1.0 0.21538 0.0 0.0 0.21051 
W13 0.99955 0.65322 0.57133 N/A N/A N/A 0.0 0.0 0.11129 0.0 0.0 0.0 
W14 0.99967 1.0 0.83357 N/A N/A N/A 0.80071 1.0 0.63166 0.0 0.0 0.84297 
W15 1.0 1.0 0.99547 N/A N/A N/A 1.0 1.0 0.41264 1.0 0.0 0.42849 
W16 0.99962 0.61753 0.46498 N/A N/A N/A 0.0 0.0 0.01859 0.04365 0.0 0.0 
W17 0.99988 0.70193 0.52315 N/A N/A N/A 0.0 1.0 0.20289 0.0 0.00513 0.79203 
W18 0.99925 0.29884 0.95313 N/A N/A N/A 1.0 0.0 0.47236 0.0 0.0 0.95175 
W19 0.99922 0.85027 0.41822 N/A N/A N/A 1.0 0.48010 0.07504 0.0 0.0 0.97276 
W20 1.0 1.0 0.11431 N/A N/A N/A 1.0 1.0 0.75772 0.18877 0.0 0.47394 
W21 0.99916 1.0 0.12406 N/A N/A N/A 1.0 1.0 0.16217 1.0 0.0 0.99125 
W22 0.02495 1.0 0.85538 N/A N/A N/A 1.0 0.21911 0.18336 N/A N/A N/A 
W23 1.0 1.0 0.0 N/A N/A N/A N/A N/A N/A N/A N/A N/A 
W24 0.02037 1.0 0.0 N/A N/A N/A N/A N/A N/A N/A N/A N/A 
W25 0.99949 1.0 0.19679 N/A N/A N/A N/A N/A N/A N/A N/A N/A 
W26 0.74203 1.0 1.0 N/A N/A N/A N/A N/A N/A N/A N/A N/A 
W27 0.99938 1.0 0.58594 N/A N/A N/A N/A N/A N/A N/A N/A N/A 
W28 0.99986 1.0 0.80334 N/A N/A N/A N/A N/A N/A N/A N/A N/A 
W29 0.55448 0.19703 1.0 N/A N/A N/A N/A N/A N/A N/A N/A N/A 
W30 0.99974 1.0 0.82548 N/A N/A N/A N/A N/A N/A N/A N/A N/A 
W31 0.99993 1.0 0.76806 N/A N/A N/A N/A N/A N/A N/A N/A N/A 
W32 0.99995 0.43120 0.36214 N/A N/A N/A N/A N/A N/A N/A N/A N/A 
W33 0.0 1.0 0.42506 N/A N/A N/A N/A N/A N/A N/A N/A N/A 
W34 0.0 0.04693 0.05681 N/A N/A N/A N/A N/A N/A N/A N/A N/A 

 

Table 4. Comparison of fitness values and running times of hybrid algorithms 

 Dermatology Dataset Diabetes Dataset Parkinson’s Dataset Thyroid Dataset 
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 H-CSA H-HHO H-TSA H-CSA H-HHO H-TSA H-CSA H-HHO H-TSA H-CSA H-HHO H-TSA 

Best Fitness 96.2616 97.1962 95.3271 73.4782 73.4782 73.0434 79.3103 79.3103 81.0344 96.2962 96.9907 90.3703 

Worst Fitness 93.4579 93.4579 93.4579 69.5652 69.5652 69.5652 67.2413 70.6896 70.6896 86.2962 94.9537 87.3611 

Average Fitness 95.9532 95.0934 94.4859 71.4565 71.5217 71.6086 72.5000 74.3965 77.3275 90.3842 95.5671 88.0092 

Standard Deviation 1.0677 1.0879 0.7365 1.2238 1.2418 0.8707 3.6883 2.3913 3.0266 3.9746 0.5241 1.0684 

Mean Runtime(ms) 1.6550 3.0765 11.8207 1.0888 1.9590 7.3823 0.4759 0.8472 3.2175 12.4584 22.1137 87.0473 

 
Table 5. Fitness values and runtime scores of the K-Means Algorithm for medical data sets 

 Dermatology Dataset Diabetes Dataset Parkinson’s Dataset Thyroid Dataset 
Best Fitness 0.051248 0.040272 0.037009 0.022738 
Mean Runtime (ms) 44.8598% 61.7391% 68.9655% 43.4259% 

 

Table 6. Performance results of hybrid algorithms and K-Means algorithm for Dermatology dataset (Acc:Accuracy, Rcl:Recall, Spc:Specificity, Pre:Precision, F1s:F1-Score) 

 
H-CSA 
Train Score: 99.6015% 
Test Score:   96.2616% 

H-HHO 
Train Score: 98.8047% 
Test Score:   97.1962% 

H-TSA 
Train Score: 100.0% 
Test Score:   95.3271% 

 
K-Means Algorithm 
Train Score: 45.0199% 
Test Score:   44.8598% 
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Acc(%) 1.0 0.9626 1.0 0.9626 1.0 1.0 1.0 0.9813 0.9906 0.9719 1.0 1.0 1.0 0.9532 1.0 0.9532 1.0 1.0 0.8411 0.7102 0.6635 0.9158 0.9158 0.8504 

Rcl (%) 1.0 0.8500 1.0 0.9090 1.0 1.0 1.0 0.9500 0.9545 0.9090 1.0 1.0 1.0 0.8000 1.0 0.9090 1.0 1.0 0.4687 0.2500 0.5454 0.2727 0.3076 1.0 

Spc (%) 1.0 0.9885 1.0 0.9687 1.0 1.0 1.0 0.9885 1.0 0.9791 1.0 1.0 1.0 0.9885 1.0 0.9583 1.0 1.0 1.0 0.8160 0.6941 0.9895 1.0 0.8367 

Pre(%) 1.0 0.9444 1.0 0.7692 1.0 1.0 1.0 0.9500 1.0 0.8333 1.0 1.0 1.0 0.9411 1.0 0.7142 1.0 1.0 1.0 0.2380 0.3157 0.7500 1.0 0.3600 

F1s(%) 1.0 0.8947 1.0 0.8333 1.0 1.0 1.0 0.9500 0.9767 0.8695 1.0 1.0 1.0 0.8648 1.0 0.8000 1.0 1.0 0.6382 0.2439 0.400 0.4000 0.4705 0.5294 
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The test dataset results for the dermatology classification of disease types were evaluated separately 
for each disease type. Algorithms that make more successful classification are shown in green for 
Psoriasis, blue for Seborrheic Dermatitis, red for Lichen Planus, purple for Pityriasis Rosea, orange for 
Chronic Dermatitis, and brown for Pityriasis Rubra Pilaris. The H-HHO algorithm was more successful 
than the H-CSA and H-TSA algorithms, with a 97% success rate for the Dermatology dataset. The H-
HHO algorithm has the highest accuracy rate in 5 disease types: Seborrheic Dermatitis, Psoriasis, 
Chronic Dermatitis, Pityriasis Rosea, and Pityriasis Rubra Pilaris. In Lichen Planus disease, it has a very 
high accuracy rate, with a value of 0.9719, close to 1. H-CSA and H-TSA algorithms have an accuracy 
score of 1 in diagnosing Lichen Planus disease. It has succeeded in diagnosing Psoriasis, pityriasis 
rubra, and chronic dermatitis diseases with an accuracy of 1.0 in all three algorithms. When the test 
metrics are evaluated, although the H-HHO algorithm finds relatively more successful scores in 6 
disease types than the H-CSA and H-TSA algorithms, the test metrics of all three optimization 
algorithms are high and can be used successfully to diagnose this disease. The test score of the K-Means 
algorithm was examined, and a low success rate of approximately 45% was found. The success rate 
increased significantly when the K-Means algorithm was used in a hybrid way with optimization 
algorithms. It was approximately 95% for all three optimization algorithms. In Figure 3, matrices of 
dermatology dataset confusion of the four algorithms are given. 

          

           

Figure 3. Confusion matrix results of hybrid algorithms and K-Means algorithm for Dermatology dataset 

Compared to the optimization algorithms, the disease classification performance of the K-Means 
algorithm is weak. Hybrid algorithms achieved high performance in classifying all disease types 
compared to K-Means. Diabetes test results are given in Table 7 as follows. Algorithms with more 
successful classifications are shown in bold. 

Table 7. Performance results of hybrid algorithms and K-Means algorithm for Diabetes dataset 
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Algorithm 

H-CSA 

Train Score: 81.7518% 

Test Score:  79.3103% 

H-HHO 

Train Score: 81.7518% 

Test Score: 79.3103% 

H-TSA 

Train Score: 81.7518% 

Test Score: 81.0344% 

K-Means Algorithm 

Train Score: 73.7226% 

Test Score: 68.9655% 

Accuracy (%) 0.7931 0.7931 0.8103 0.6896 

Recall (%) 1.0 0.8333 0.8333 0.6875 

Specificity (%) 0.7391 0.7826 0.8043 0.6904 

Precision (%) 0.5 0.5 0.5263 0.4583 

F1-Score (%) 0.6666 0.6250 0.6451 0.5500 

 

H-CSA and H-HHO algorithms achieved the same result in classifying diabetes disease and produced 
more successful results than H-TSA. The proposed H-CSA and H-HHO models correctly classified 
diabetes with approximately 74% accuracy. Compared to the other two optimization algorithms, the 
H-TSA algorithm is also classified with very close accuracy. Accordingly, the H-TSA model is also 
classified with approximately 73% accuracy. However, the H-CSA and H-HHO algorithms achieved 
higher performance than the H-TSA algorithm according to accuracy, specificity, precision, and F1-
score values. The hybrid algorithms performed about 20% more accomplished classifications than the 
K-Means algorithm. In Figure 4, confusion matrices taken using the diabetes dataset are shown. 

 
Figure 4. Confusion matrix results of hybrid algorithms and K-Means algorithm for Diabetes dataset 

Parkinson's Dataset test results are given in Table 8. Algorithms with more successful results are 
shown in bold. 

Table 8. Performance results of hybrid algorithms and K-Means algorithm for Parkinson’s dataset 
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Algorithm 

H-CSA 

Train Score: 81.7518% 

Test Score:  79.3103% 

H-HHO 

Train Score: 81.7518% 

Test Score: 79.3103% 

H-TSA 

Train Score: 81.7518% 

Test Score: 81.0344% 

K-Means Algorithm 

Train Score: 73.7226% 

Test Score: 68.9655% 

Accuracy (%) 0.7931 0.7931 0.8103 0.6896 

Recall (%) 1.0 0.8333 0.8333 0.6875 

Specificity (%) 0.7391 0.7826 0.8043 0.6904 

Precision (%) 0.5 0.5 0.5263 0.4583 

F1-Score (%) 0.6666 0.6250 0.6451 0.5500 

 

The H-TSA algorithm achieved the highest performance in the Parkinson's dataset, with an accuracy of 
about 81%. In addition, the H-TSA algorithm received the highest scores in the specificity and precision 
metrics. The H-TSA algorithm was followed by the H-CSA and H-HHO algorithms with a 79% accuracy 
score. According to the recall and F1-score metrics, the H-CSA algorithm is ahead of other algorithms. 
In summary, all three hybrid algorithms achieved a successful classification with scores close to each 
other. On the other hand, the K-Means algorithm lags far behind the hybrid algorithms, with an 
accuracy rate of about 68%. In Figure 5, confusion matrices obtained using the Parkinson's dataset are 
given. 

  

 

Figure 5. Confusion matrix results of hybrid algorithms and K-Means algorithm for Parkinson’s dataset 

In Table 9, error metrics results for the Thyroid dataset are shown. 

Table 9. Performance results of hybrid algorithms and K-Means algorithm for Thyroid dataset 
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Algorithm 

H-CSA 

Train Score: 96.9444% 

Test Score:   96.2962% 

H-HHO 

Train Score: 97.8373% 

Test Score:   96.9907% 

H-TSA 

Train Score: 92.0238% 

Test Score:   90.3703% 

K-Means Algorithm 

Train Score: 43.1151% 

Test Score:   43.4259% 

Status 

Not 

Hypert

hyroid 

Hyper 

Functio

n 

Subnor

mal 

Functio

n 

Not 

Hypert

hyroid 

Hyper 

Functio

n 

Subnorm

al 

Function 

Not 

Hypert

hyroid 

Hyper 

Functio

n 

Subnorm

al 

Function 

Not 

Hypert

hyroid 

Hyper 

Functio

n 

Subnorm

al 

Function 

Accuracy (%) 0.9847 0.9652 0.9759 0.9847 0.9722 0.9828 0.9847 0.9097 0.9129 0.9171 0.4986 0.4527 

Recall (%) 0.5423 0.8750 0.9803 0.5423 0.9732 0.9824 0.5423 0.3839 0.9436 0.3389 0.6160 0.4268 

Specificity (%) 0.9971 0.9702 0.9239 0.9971 0.9721 0.9883 0.9971 0.9384 0.5555 0.9333 0.4921 0.7543 

Precision (%) 0.8421 0.6163 0.9933 0.8421 0.6566 0.9989 0.8421 0.2544 0.9610 0.1250 0.0622 0.9528 

F1-Score (%) 0.6597 0.7232 0.9868 0.6597 0.7841 0.9906 0.6597 0.3060 0.9523 0.1826 0.1130 0.5895 

 

Types of thyroid disease were examined in the Not Hyperthyroid, Hyperfunction, and Subnormal 
Function categories. The successful algorithms were shown in green, blue, and red according to the 
diseases, respectively. H-CSA, H-HHO, and H-TSA algorithms produced the same value with 0.9847 
accuracy in classifying not-hyperthyroid disease. The H-HHO algorithm succeeded in diagnosing 
hyperfunction and Subnormal Function disease types. It achieved high success in all disease types with 
an accuracy rate exceeding 90% in all three algorithms. For the Thyroid dataset, the H-HHO algorithm 
with the highest scores in all measurement metrics is relatively more successful than the other two 
hybrid algorithms. When the H-HHO algorithm is compared with the K-Means algorithm, the accuracy 
of the H-HHO algorithm is about 7% more successful in classifying Hyperthyroid disease, 97% in 
classifying Hyper Function disease, and 117% in classifying Subnormal Function disease. In Figure 6, 
confusion matrices taken using the thyroid dataset are given. 
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Figure 6. Confusion matrix results of hybrid algorithms and K-Means algorithm for Thyroid dataset 

4. Conclusion and Discussion 
 
In the present study, we address the local optimum issue caused by randomly generated initial centroid 
values in the clustering process of the K-Means algorithm, as well as provide a solution to the challenges 
in handling large files. We enhance the clustering accuracy by utilizing a metaheuristic algorithm to 
determine the parameter values for disease diagnosis. In other words, the study aimed to achieve a 
more precise diagnosis by adjusting the significance level of highly influential parameters. In addition, 
it sought to prevent false diagnoses by reducing the weight of parameters with minimal impact on the 
disease diagnosis, with the goal of eliminating false diagnoses by minimizing the effect of irrelevant 
parameters. By optimizing the coefficients, we aimed to address the issue of the K-Means approach 
getting trapped in the local optimum and enhance the clustering technique's precision. 

The study utilized a hybridized framework that integrated the CSA, TSA, and HHO algorithms and the 
K-Means method. This approach successfully detected diseases using four distinct medical datasets: 
dermatology, diabetes, Parkinson's, and thyroid. Additionally, we statistically evaluated the 
performance measures of the three hybrid algorithms (H-CSA, H-HHO, and H-TSA) and the K-Means 
algorithm. Among the datasets and optimization algorithms we used in our H-HHO study, the H-HHO 
algorithm generally achieved higher performance than other algorithms in Diabetes, Dermatology, and 
Thyroid datasets. On the other hand, the H-CSA achieved the same success rate as H-HHO in the 
diabetes dataset, although H-HHO produced close results. On the other hand, the H-TSA achieved the 
highest performance only in the Parkinson's dataset compared to other algorithms. However, H-TSA, 
in other datasets, is in the last place. We found that the H-CSA algorithm is the fastest of all four data 
sets used for mean runtime. Despite this, we have concluded that all three algorithms are consistent by 
producing results that are similar to each other. 
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The suggested hybrid three metaheuristic algorithm in the Dermatology dataset was detected with 
100% success in Psoriasis, Pityriasis Rubra Pilaris, and Chronic Dermatitis disease types. In other 
disease types in this group (Lichen Planus, Seborrheic Dermatitis, and Pityriasis Rosea), the H-HHO 
algorithm has been the most successful in the Dermatology dataset, which has six disease types since 
it has the lowest error value. Test results with the K-Means algorithm demonstrated that the hybrid 
models were almost half as successful. The results of all three metaheuristic algorithms proposed in 
the diabetes dataset were determined with the lowest success rate (an average of 73%) compared to 
the results of other datasets. We predict that this situation is due to the structure of the dataset and the 
number of input parameters. The H-CSA and H-HHO algorithms produced the same detection value in 
this dataset and became equivalent algorithms. On the other hand, the K-Means algorithm achieved 
less success than about 20% of our suggested hybrid algorithms. In the Parkinson's dataset, the H-TSA 
algorithm, which had a low success rate in other datasets, was the algorithm that produced the most 
successful diagnosis result. The H-CSA and H-HHO algorithms detected the equal disease in this dataset. 
In addition, the K-Means algorithm has achieved less success than approximately 12% of the hybrid 
algorithms we recommend. 

The three metaheuristic algorithms proposed in detecting disease Not Hyperthyroid, the subcategory 
of thyroid disease, achieved the same result with a success rate of 98%. In diagnosing disease types of 
Hyper Function and Subnormal Function, the H-HHO algorithm achieved higher diagnostic success. 
Besides, the K-Means algorithm achieved half the diagnostic success of the algorithms we suggested in 
diseases Hyper Function and Subnormal Function, excluding disease Not Hyperthyroid. The presented 
study offers significant advantages such as test accuracy rate, staff workload, test costs, and waiting 
time for the test results detection of different types of diseases in medical datasets. In future research, 
new studies can be carried out using datasets of different diseases in the health field and different 
metaheuristic algorithms or deep learning methods. 
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ABSTRACT  
In the study, the rates of impact energy absorption of Acrylonitrile Butadiene Styrene (ABS) 
fractures produced by the Fused Deposition Modeling (FDM) method were examined. 
Charpy impact test results were determined using layer thickness, printing speed, support 
angle, build orientation, notch type, and unfill type. Box-behnken experimental design 
design in the study. Notch impact samples are produced on an ABS Three-dimensional 
Printer (3DP). Then, charpy impact tests were performed on the impact test device. Data 
were evaluated using the Minitab 21 program. Later, Deep Learning (DL) and Extreme 
Learning Machines (ELM) file models were created based on this development. The best 
results were obtained as 0.844 kJ/m2 with a layer thickness of 0.09 mm. At 60 mm/s 
printing speed and 30° support angle, the impact energy absorption is 0.803 kJ/m2. The 
extinction edge of the highest impact energy is 0.841 kj/m2. The most effective impact 
absorption was obtained as 0.827 kJ/m2 in the U notch type. In the full infill type, impact 
energy absorption is obtained as 0.777 kJ/m2. In DL, man is the programming and tanh is 
the activation function. DL, Mean Squared Error (MSE) value was calculated as 0.000923, r2 
was calculated as 0.97427. In ELM, the activation function is sigmoidal at the input and 
linear at the output.  

 

3D-FDM'de Charpy Darbe Testinin Yapay Zekâ ile 
Optimizasyonu  

ÖZ 
Çalışmada FDM yöntemiyle üretilen ABS parçaların darbe enerjisi emilim oranları 
incelenmiştir. Charpy darbe testi sonuçları, katman dağılımı, yazdırma hızı, destek açısı, yapı 
yönü, çentik tipi ve dolgu tip kullanılarak belirlendi. Çalışmada Box-behnken deneysel 
tasarım tasarımı kullanıldı. Çentik darbe numuneleri 3D yazıcıda ABS malzemeden üretildi. 
Daha sonra darbe test cihazında charpy darbe testleri yapıldı. Veriler Minitab 21 programı 
kullanılarak değerlendirildi. Daha sonra bu sonuçlara dayanarak DL ve ELM modelleri 
oluşturuldu. En iyi sonuçlar 0,09 mm katman kalınlığında 0,844 kJ/m2, 60 mm/s baskı 
hızında ve 30° destek açısında darbe enerjisi emilimi 0,803 kJ/m2 olarak belirlendi. En 
yüksek darbe enerjisinin edge yönünde 0,841 kj/m2, U çentik tipinde 0,827 kJ/m2, full 
dolgulu tipinde 0,777 kJ/m2 olarak elde edildi. DL'de adam optimizasyon algoritması, tanh 
ise aktivasyon fonksiyonudur. DL, MSE değeri 0,000923, r2 ise 0,97427 olarak hesaplandı. 
ELM'de aktivasyon fonksiyonu girişte sigmoid, çıkışta ise doğrusaldır. 

 

 



13 

Altug Gazi Mühendislik Bilimleri Dergisi: 10(1), 2024  

 PRINT ISSN: 2149-4916 E-ISSN: 2149-9373 © 2022 Gazi Akademik Yayıncılık   

1. Introduction  
 

There are ma1ny researchers and studies working on Additive Manufacturing (AM) and Reverse 
Engineering (RE) related issues. Three-dimensional (3D) printing has brought some advantages in its 
own way. These are design flexibility, high precision and less material usage. FDM and polyjet are 
widely used in 3D printing methods. Since the mechanical, and rheological properties of the parts in 
additive manufacturing are relatively low, their printing potential is quite weak [1–4]. 
 
Pattnaik et al. He evaluated the advantages and disadvantages of the limitations in production sound 
in AM. Thus, it has been observed that high costs and long periods of time have been reduced in some 
critical sectors [5]. Anwer and his colleagues developed simulations with computer-aided tolerance 
systems to model the effects of tolerances [6]. Chiu et al minimized the time required for repeatability 
fabrications by optimizing 3D fabrication parameters [7]. Alvarez et al. studied the effect of filler 
density on the impact and tensile strength of ABS samples [8]. Martinez-Garcia et al. surveyed the effect 
of different AM techniques on the mechanical properties of polymer parts. Some other researchers have 
investigated the dimensional and shape changes in Polyjet samples printed by different techniques [9]. 
In their study, Aroca and colleagues introduced 3D parts with a robot to enable low-cost mass 
production [10]. Cheng et al. They conducted a theoretical and experimental study for efficient 
optimization of the density of the cellular structure in AM [11].  
 
Harynska et al. With the outstanding printability of Polylactic acid (PLA)/TPS, they investigated the 
characterization of self-produced bio-based PLA and TPS tailored for 3D printing technology [12]. 
Castro et al. They examined the mechanical properties of sandwich panels produced by AM [13]. 
Andrzejewski et al. investigated that the addition of TPS and PBAT greatly improved impact strength 
and elongation [14]. Tanveer et al. They studied the effect of filler density on the impact and tensile 
strength of PLA samples [15]. Caminero et al. They examined the effect of layer thickness on impact 
performance in nylon samples [16]. According to Feket et al., rubber was used to increase the ductility 
of PLA filaments and provide deformability compared to samples prepared using 3DPAR filler [17]. 
Korga et al. They studied the relationship between the percentage filling of the sample and the 
absorbed energy in AM [18]. Hadid et al. P430 investigated the effect of layer-by-layer shot peening on 
the low-speed impact properties of ABS parts and demonstrated high toughness and impact strength 
[19]. Sood et al. The effect of production parameters such as layer thickness and scanning angle on the 
mechanical properties of 3D parts produced by the FDM method was investigated and it was stated 
that they had an effect on the strength [20]. Ameri et al. the fracture behavior of 3D printed structures 
under dynamic loading conditions was investigated [21]. Hetrick et al. Investigated the effect of AM 
fabricated Kevlar fiber reinforced Onyx composites on impact energy absorption [22]. Kontárová et al. 
He worked on improving the mechanical and thermal properties of PLA-PHB mixtures [23]. Leon et al. 
Charpy tested polycarbonate and nylon+carbon fiber samples. According to the results, they found that 
the absorbed energy was higher for PA+CF material [24]. Velarde et al. They found that adding agave 
fibers to the filaments improved their crystallinity, impact strength and absorption values [25]. Ning et 
al. Tensile strengths of carbon fiber reinforced plastic composite parts produced by FDM method were 
examined and the effect of layer thickness on yield and tensile strength was examined [26]. Sa'ude et 
al. He investigated the mechanical properties of copper powder added ABS materials produced by FDM 
method and revealed that they had a significant positive effect [27]. Also ABS etc. There are other 
studies examining mechanical tests using polymer filaments [28”–30]. These were made with different 
3D printers and the results regarding mechanical properties were compared [31,32]. 
 
In the literature, there are many Deep Artificial Neural Network (ANN) studies involving convolutional 
neural networks (CNNs) created in computer vision and image recognition [33], [34] [35]. Ma et al. 
trained a deep convolutional neural network based on DeepLab. In their study, they applied a 
symmetric overlap-square strategy and a local processing method based on symmetric correction to 
increase the accuracy of the results with 3D information [36]. Oborski and Wysocki (2022) examined 
the quality control system with DL and revealed that the neural network created for visual quality 
control worked with 99.820% accuracy [37]. Lin et al. investigated to achieve high accuracy prediction 
performance using one-dimensional convolutional neural network, Fast Fourier Transform Long 
Short-Term Memory Network and Fast Fourier Transform-Deep Neural Networks. [38]. Pan et al. They 
worked on the accuracy rate of estimating surface roughness with deep learning [39]. Li et al. 
introduced a modeling approach to predict the ra (surface roughness) of AM-produced parts. It has 
shown that 3D printed components can predict the surface roughness with high accuracy [40]. 
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Dimitriou et al. they propose a system that automates diagnostics with ANN [41]. Yun et al. (2020) 
established a vision-based defect inspection system using defect images obtained from the metal 
production line. They stated that the proposed method showed an effective performance [42]. Zhang 
et al. presented a data-based prediction model with deep learning in the FDM method and stated that 
it performed better than other machine learning techniques [43]. Essien and Giannetti worked on the 
model consisting of DL and Deep convolutional LSTM encoder-decoder architecture [44]. Serin et al. 
have tried to monitor the team status with the DL method [45]. Wang et al. worked on a DL model for 
welding processes [46]. Cardoso et al. They stated that with the Machine Learning approach, useful 
results can be produced that will assist in providing appropriate resources, decision-making and 
operation of the system [47]. Klein et al. used random forests (RF) machine learning to estimate the 
size and surface quality characteristics of holes [48]. 
 
ELM was first introduced as a learning scheme for single-layer feedforward networks (SLFNs) and was 
stated to be able to estimate nonlinear function through random hidden neurons. In particular, the 
parameters of hidden neurons occur randomly and the activation function is a nonlinear continuous 
function. ELM was originally designed to solve the supervised learning problem. Later it is used in 
regression and classification problems [49–53]. The equation of a single hidden layer and feedforward 
neural network with n number of hidden nodes is shown as in Eq 2. The ai and bi in the equation are 
the learning parameters. Bi, i. are the weights of the hidden node. G(x) is the activation function [49,50]. 
 
f_N (x)=∑_(i=1)^NB_i ,G((a_i,b_i,x),xϵ R,a_i  ϵ R)                 (1) 
 
Looking at the literature, ABS etc. There are also studies examining the mechanical properties of 
filaments. In this study, notch impact specimens were produced from ABS material in a 3D printer using 
the experimental design box behnken-RSM method in the first stage. Then, charpy tests were carried 
out on the AOB impact tester and statistical analyzes of all data obtained were performed in the Minitab 
21 program. A model was created with DL and ELM methods through the data obtained in the second 
stage. 
 
When the literature is examined, there are studies examining the mechanical properties of ABS etc. 
filaments. In the first stage of this study, notch impact specimens were produced from ABS material on 
a 3D printer. In the production of these specimens, the Response Surface Methodology (RSM)-Box 
behnken method, which is rarely encountered in the literature on the mechanical properties of 
filaments, was used as an experimental design.  In addition, another important point that stands out 
differently from the literature is that AI models were created with DL and ELM methods depending on 
the data obtained in the experimental results. 
 

2. Material and Methods 
 
Box-Behnken RSM method, one of the surface response methods, was used in the study. Box-Behnken 
presents a data-driven relationship between the independent variable and the response function. In 
this context, the model is a first-order model if it shows a predictive result on the response surface as 
a linear func. of the independent variables (Equation 2). In case of degree of curvature in the response 
surface, it is a second-order model as in Equation 3. 
 
𝑦 = 𝛽0 + 𝛽1𝑥1 + 𝛽2 𝑥2 + ⋯ + 𝛽𝑘𝛽𝑘 + 𝜀                                  (2) 
 
𝑦 = 𝛽0 ∑ 𝛽𝑖

𝑛
𝑖=1 𝑋𝑖 + ∑ 𝛽𝑖𝑖

𝑛
𝑖=0 𝑋𝑖

2 + ∑ ∑ 𝛽𝑖𝑗
𝑛
𝑗=1 𝑋𝑖𝑋𝑗

𝑛
𝑖=0 + 𝜀0               (3) 

 
(Table 1) below presents additive manufacturing parameters and levels. The results were analysed in 
Minitab 21 software. Sample production according to the parameters was made using the FDM method 
on a Zortrax M200 (Figure 1) 3D printer. Charpy impact specimens were fabricated using layer 
thickness, print speed, support angle as continuous factors and build orientation, notch type and filler 
type as categorical factors (Table 1). Here, the levels of 0.09 mm, 0.14 mm and 0.19 mm were selected 
for layer thickness on the 3D printer. For printing speed, 40, 60 and 80 mm/s, for support angle 20, 30 
and 40 were selected. These choices were made by considering the literature. In the same way, flat, 
edge and upright production build orientation were selected for build orientation (Fig. 2a). The notch 
type, which is another important parameter of the study, was selected as U, V and Kh (Figure 2b), and 
full and mesh methods were selected for the fill type. ABS was used as the filament material. Charpy 
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impact test specimens (Figure 2) were produced in conformity with ASTM 6110 standard. Charpy 
impact energy were performed 1J on the AOB impact test device (Figure 3a) and the test sample and 
post-test sample status are given (Figure 3b). 
 

Table 1. Box-behnken parametres and levels 

Continuous Factors 
Level values 

Low  High 

Layer thickness (mm) 0,09 0,19 
Print speed (mm/s) 40 80 

Support angle (°) 20 40 

  

Categorical Factors 
Level values 

1. 2. 3.  

Build Orientation  Flat Edge Upright 
Notch type V U Kh 

Infill type Full Mesh   

 
After obtaining the experimental data, artificial intelligence based DL and ELM models were tried to be 
created. recommended prediction model was created with ELM and DL for the Charpy impact test data. 
Artificial intelligence based analyses of the results were realised in Anaconda-Python 3.9. 
 

 
Figure 1.  3D printer in the study 

 
 

 
                                                                     (a)                                                                  (b) 

Figure 2.  Charpy impact test specimens a) build orientations b) notch type 
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                                                                                   (a)                                                              (b) 

Figure 3.  a) Charpy impact test device in the study and b) samples 
 

3. Results and Discussion 
 
3.1 Response surface method (RSM) 

 
This study, which was measured with the RSM method, the Box behnken method was used as the design 
of experiment (DOE). In accordance with this experimental design, notch impact samples were 
produced on the 3D printer. Charpy tests were performed on a Shimadzu brand impact tester and all 
the data obtained were processed (Table 2). The data achieved after the charpy test were analyzed in 
Minitab-21 software. Box-benhken analysis and Analysis of Variance (ANOVA) test were performed 
here. Additionally, figures and graphs were drawn to explain this study more effectively.  

 

Table 2. Box-behnken design and results 

Run 
Order 

Pt 
Type 

Blocks 
Layer 
thickness 
(mm) 

Print speed 
(mm/s) 

Support 
angle (°) 

Build 
orientation 

Notch 
type 

Infill 
type 

Data 
(kj/m2) 

1 2 1 0,19 80 30 Edge V Mesh 0,539 

2 2 1 0,14 40 20 Upright Kh Mesh 0,451 

3 2 1 0,09 60 40 Edge Kh Full 0,951 

4 2 1 0,14 40 20 Edge V Full 0,660 

5 2 1 0,09 60 20 Edge V Mesh 0,724 

6 2 1 0,09 80 30 Edge V Mesh 0,736 

7 2 1 0,19 60 40 Upright U Mesh 0,636 

. . . . . . . . . . 

. . . . . . . . . . 

. . . . . . . . . . 

264 2 1 0,19 60 20 Flat U Mesh 0,657 

265 2 1 0,09 60 20 Edge Kh Full 0,973 

266 2 1 0,14 80 40 Upright Kh Full 0,517 

267 2 1 0,09 40 30 Edge U Mesh 1,081 

268 2 1 0,14 80 40 Upright U Full 0,622 

269 2 1 0,14 40 40 Flat U Mesh 0,726 

270 2 1 0,09 80 30 Edge Kh Full 0,984 

The effects of continuous and categorical parameters on the charpy impact test are demonstrate in 
(Figures 4&5). The impact strength data is inversely proportional to the layers thickness. It was 
concluded that the main reason behind this is that the smaller the diameter of the filament at the nozzle 
exit, the stronger the adhesion will be, as the surface area of adhesion to the previous layers will 
increase. Also, a thinner filament will create a tighter texture. In terms of charpy impact energy 
absorption, the high-odrer value  charpy impact energy absorption was achieved with a layer thickness 
of 0.09 mm. In terms of layer thickness, the lowest impact energy absorption values were obtained at 
a layer thickness of 0.19 mm. The highest impact energy value absorption was obtained as 0.844 kj/m2 
at 0.09 mm layer thickness. The results regarding the layer thickness are compatible with the searches 
in the literature [32,54,55]. 
 
When the effects of print speed on the charpy impact test data were commented and seen that most 
noteworthy results was at the median value of 60 mm/s. It was concluded that the main reason behind 
this is that the slow and fast writing process affects the adhesion and therefore the impact test value 
due to the cooling of the surface. The maximal charpy impact energy absorption was obtained as 0.803 
kj/m2 at 60 mm/s printing speed.  The results regarding the layer thickness are compatible with the 
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searches in the literature [54,55].  
 
When the support angle values were commented and seen that the best outcomes were achieved at 30° 
degrees. The difference between the support angle of 20° and 40° with the filament reveals the fact that 
the adhesion decreases. The highest charpy impact energy absorption was obtained as 0.803 kj/m2 at 
60 mm/s printing speed. 

 

 
Figure 4.  Main effects plot for continious parameters 

 
When the effect of categorical parameters is examined in Fig. 5, it gave extremely good results on 
the edge charpy impact test data from the build orientation values. Here, when the build orientation 
is considered together with the notch type, the edge gave good results because it is the surface that 
meets the impact load. Flat positioning followed this. Upright, where the samples were produced 
vertically, gave the weakest impact values due to both the oscillations during production and the 
elevation on a low cross-sectional area. The maximal charpy impact energy absorption was obtained 
as 0.841 kj/m2 at edge position. The results regarding the build orientation are compatible with the 
searches in the literature [22,29,56]. 
 

When notch type was examined, the highest charpy impact values were obtained in U type samples. 
This result can be explained as U-section absorbs the impact force by spreading it over a wide 
surface. The keyhole cutout also gave relatively good results. Again, the section where the impact 
force is distributed has gained importance here as well. The highest impact energy absorption was 
obtained as 0.827 kj/m2 at U notch type. The results regarding the layer thickness are compatible 
with the searches in the literature [18]. 
 

When the filling type is examined, as expected, the full filling type revealed the best results compared 
to the mesh filling type. The highest impact energy absorption was obtained as 0.777 kj/m2 at full 
infill type. The results regarding the layer thickness are compatible with the searches in the 
literature [18,22]. 
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Figure 5.  Main effects plot for categorical parameters 

 
The r2 value of the model emerging with the Box-behnken method is 0.9529. However, the estimated 
and adjusted r2 values were revealed as 0.9454 and 0.9377. These numerical results demonstrated that 
there is a statistical highly remarkable fit in the box behnken model (Table 3). 
 

Table 3. Model R results 
S R:sq R:sq(adj) R:sq(pred) 

0,0453935 95,29% 94,54% 93,77% 

 
ANOVA after charpy test is presented in (Table 4). The F result of the model obtained in ANOVA was 
126.81 and a remarkable effect rate of 95.29% was obtained. In addition, with p values of the model 
being <0.05, it was unveiled that the model was statistically significant in terms of both linear and 
square values, with all continuous and categorical variables. According to ANOVA, the most effective 
parameters on the charpy results were build direction (24.69%) and notch type (17.81%). 
 

Table 4. ANOVA for Process Parameters 
Source DF Adj:SS Adj:MS F:Value P:Value Contribution 
Model. 37 9,6682 0,26130 126,81 0,000 95,29% 
  Linear. 8 6,9118 0,86398 419,29 0,000 68,12% 
    Layer thickness 1 1,3926 1,39260 675,83 0,000 13,73% 
    Print speed 1 0,3111 0,31109 150,97 0,000 3,07% 
    Support angle 1 0,2878 0,28783 139,69 0,000 2,84% 
    Build orientation 2 2,5055 1,25277 607,97 0,000 24,69% 
    Notch type 2 1,8066 0,90331 438,38 0,000 17,81% 
    Infill type 1 0,6081 0,60814 295,13 0,000 5,99% 
  Square 3 2,7054 0,90179 437,64 0,000 26,66% 
    Layer thickness*Layer thickness 1 0,0100 0,00995 4,83 0,029 0,73% 
    Print speed*Print speed 1 1,4164 1,41642 687,39 0,000 11,96% 
    Support angle*Support angle 1 1,4178 1,41777 688,05 0,000 13,97% 
  2-Way Interaction 26 0,0510 0,00196 0,95 0,536 0,50% 
    Layer thickness* Print speed 1 0,0003 0,00028 0,14 0,713 0,00% 
    Layer thickness* Support angle 1 0,0023 0,00235 1,14 0,287 0,02% 
    Layer thickness* Build orientation 2 0,0019 0,00096 0,46 0,629 0,02% 
    Layer thickness* Notch type 2 0,0009 0,00044 0,21 0,807 0,01% 
    Layer thickness*Infill type 1 0,0000 0,00000 0,00 0,975 0,00% 
    Print speed*Support angle 1 0,0046 0,00462 2,24 0,135 0,05% 
    Print speed*Build orientation 2 0,0061 0,00307 1,49 0,227 0,06% 
    Print speed*Notch type 2 0,0118 0,00590 2,86 0,059 0,12% 
    Print speed*Infill type 1 0,0024 0,00236 1,15 0,286 0,02% 
    Support angle*Build orientation 2 0,0034 0,00169 0,82 0,441 0,03% 
    Support angle*Notch type 2 0,0004 0,00020 0,10 0,907 0,00% 
    Support angle*Infill type 1 0,0006 0,00059 0,29 0,592 0,01% 
    Build orientation*Notch type 4 0,0012 0,00030 0,15 0,965 0,01% 
    Build orientation*Infill type 2 0,0133 0,00667 3,24 0,041 0,13% 
    Notch type*Infill type 2 0,0017 0,00086 0,42 0,659 0,02% 
Error 232 0,4781 0,00206 

  
4,71% 

  Lack-of-Fit 196 0,3451 0,00176 0,48 0,999 3,40% 
  Pure Error 36 0,1329 0,00369 

  
1,31% 

Total 269 10,1462 
   

100,00% 
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3.2 Optimization with artificial intelligence (AI) 
 
Using these experimental data, ELM and DL prediction models were created. Before starting the 
analysis, dependent variables were not normalized, but independent variables were normalized in 
the [0,1] range. Normalization was applied to the data in both methods (DL and ELM). Sigmoid was 
applied as activation function in ELM. In ELM, the number hidden layer is set as 1. Eight different 
values were set for the number of neurons in the hidden layers (Table 5). 90% of the data was utilised 
for training the models and the of those who remain 10% was reserved for testing (Table 5). In DL, 
adam and rmsprop were applied as optimization algorithms, tanh, sigmoid and relu were applied as 
activation functions. In DL, the number of hidden layer is 3 and the number neurons in each hidden 
layer is 6 and 12. In DL, as in ELM, 90% of the data was utilised for training the models and the of 
those who remain 10% was reserved for testing. Epochs was set to 1000 (Table 5). 
 

Table 5. DL and ELM parameters 
AI Parameters  DL    Basic ELM P/ELM OP/ELM 

Optimization 
Algorithms 

Adam and 
Rmsprop 

- - - 

Normalization 
method 

Min/Max Scaling Min/Max Scaling Min/Max Scaling Min/Max Scaling 

Activation Function 
for Input Layer 

Relu, tanh, 
sigmoid 

sigmoid sigmoid sigmoid 

Activation Function 
for Output Layer 

- linear  linear  linear  

Input Layer Neurons 6 6 6 6 

Output Layer 
Neurons 

1 6 6 6 

Hidden Layers 3 1 1 1 

Hidden-1 Layer 
Neurons 

6;12 6;12;18;24 30;60;90;120 30;60;90;120 

Hidden-2 Layer 
Neurons 

6;12 - - - 

Hidden-3 Layer 
Neurons 

6;12 - - - 

DL Learning Rate 0,001    

Batch Size 16    

Training data size  0,9 0,9 0,9 0,9 

Test data size  0,1 0,1 0,1 0,1 

Epochs for DL 1000 - - - 

 
In this AI analysis, 96 trial runs were performed with DL parameters and 45 trial runs were 
performed with ELM parameters. The architectures of the AI (DL and ELM) models proposed as a 
result of these runs are presented in (Figures 6&7).  
 
The max. dynamic results of DL were determined by the mean square error. Here, the best results 
were obtained under the following conditions. Adam as the optimization algorithm, tanh as the 
activation function, the number of hidden layers 3 and the number of neurons 6, 6 and 6. The 
architectural design of the DL model is shown in (Figure 6). 
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Figure 6.  DL architecture of this study 

 
The ELM model used in the research is demonstrated in (Figure 7). In ELM, the activation function is 
sigmoid at the input layer and linear at the output. In ELM, the best MSE results were obtained with 
180 neurons in the hidden layer Optimally Pruned Extreme Learning Machine (OP-ELM). 
 

 
Figure 7.  ELM architecture of this study 

 

In this study, prediction models for ELM and DL were created using the Charpy test. The optimal MSE 
value in ELM was calculated as 0.00173 and r squared value as 0.96178. These results were obtained 
by using OP-ELM as the optimization algorithm and sigmoid as the activation function. The best MSE 
value in DL was calculated as 0.000923, and the r2 as 0.974274. These results were obtained using 
adam as the optimization algorithm and tanh as the activation function. Some of the other activation 
functions were also tried in ELM. However, since remarkable results are usually obtained in the 
sigmoid function, the results of other activation functions were not taken into account. Therefore, 
sigmoid was included in all ELM trials. All results are demonstrated in (Table 6).  
 
For the models presented in this study, it is demonstrated that both DL and ELM give very successful 
prediction results as efficient optimization, although DL results are relatively better. The proper choice 
of model for further research and analyses will vary depending on the data set and print parameters. 
 
Depending on the results obtained, it has revealed that that different artificial intelligence optimization 
practice can be applied in optimizing the outputs obtained with different parameters. More importance, 
it has become clear that AI-based optimizations give remarkable predictions as all the results obtained 
in additive manufacturing. 
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Table 6. Result of DL and ELM 

C
h

a
rp

y
 d

a
ta

 (
k

j/
m

2
) 

Method 
Optimization 

algorithms 
Neuron 
Number 

Activation function MSE Training MSE Test r2 

Deep  
Learning 

Adam 

(6,6,6) 

Relu, Relu, Relu 0,014889 0,008906 0,78231 

Sigm., Sigm., Sigm. 0.018986 0.014021 0.609101 

tanh, tanh, tanh 0.001104 0.000923 0.974274 

(6,12,12) 

Relu, Relu, Relu 0,001835 0,004677 0,88568 

Sigm., Sigm., Sigm. 0.01895 0.013402 0.626372 

tanh, tanh, tanh 0.001177 0.001948 0.945683 

(12,6,6) 

Relu, Relu, Relu 0,00273 0,006389 0,84384 

Sigm., Sigm., Sigm. 0.015924 0.012803 0.643054 

tanh, tanh, tanh 0.00096 0.001744 0.951383 

(12,12,12) 

Relu, Relu, Relu 0,001431 0,005228 0,87221 

Sigm., Sigm., Sigm. 0.017581 0.012305 0.656941 

tanh, tanh, tanh 0,000768 0,001786 0,95020 

RmsProp 

(6,6,6) 

Relu, Relu, Relu 0,009848 0,011644 0,7154 

Sigm., Sigm., Sigm. 0.018496 0.014314 0.60093 

tanh, tanh, tanh 0.003434 0.003451 0.903795 

(6,12,12) 

Relu, Relu, Relu 0,008579 0,010829 0,73532 

Sigm., Sigm., Sigm. 0.01887 0.014302 0.601273 

tanh, tanh, tanh 0.002399 0.00294 0.918035 

(12,6,6) 

Relu, Relu, Relu 0,002074 0,003994 0,90237 

Sigm., Sigm., Sigm. 0.017955 0.012302 0.657039 

tanh, tanh, tanh 0.001972 0.002593 0.927714 

(12,12,12) 

Relu, Relu, Relu 0,002517 0,010966 0,73196 

Sigm., Sigm., Sigm. 0.019488 0.01361 0.620579 

tanh, tanh, tanh 0,003791 0,004205 0,88277 

Extreme  
Learning  
Machines 

Basic ELM 

6 

Sigmoid 

0.014242 0.012677 0.646567 

12 0.012794 0.012072 0.663446 

18 0.007343 0.003898 0.891334 

24 0.009754 0.010598 0.704544 

48 0.001341 0.002177 0.94304 

P-ELM 

30 

Sigmoid 

0.006035 0.007112 0.801723 

60 0.001037 0.002518 0.929812 

90 0.001004 0.002458 0.94548 

120 0.001161 0.003248 0.909447 

180 0.002334 0.003001 0.916346 

OP-ELM 

30 

Sigmoid 

0.006506 0.00452 0.873975 

60 0.001254 0.002273 0.936618 

90 0.000908 0.004553 0.873054 

120 0.000539 0.002201 0.938638 

180 0.000563 0.00173 0.96178 

 

Comparisons of the predicted values achieved in the ELM and DL models with the values achieved 
in the experiments are displayed in (Figures 8&9).  In the graphs, Red-dashed line demonstrate the 
predicted data of the best model, and black-solid line demonstrate the actual data. When figures are 
analyzed in detail, the data of the proposed models revealed results very close to the original data. 
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Figure 8. DL's original data vs. model output comparison chart in terms of best test MSE Value 

 

 

Figure 9. OP-ELM's original data vs. model output comparison chart in terms of best test MSE Value 

 

4. Conclusion 
 
In the study, charpy impact tests were investigated out to determine the energy absorption of the 
specimens produced by the 3D-FDM method. In this study, notch impact specimens were produced 
from ABS material in a 3D printer using the experimental design box behnken RSM method in the first 
stage. Then, charpy tests were performed on the AOB brand impact tester and all the data achieved 
were analyzed in the Minitab-21 software program. In the context of these conclusions achieved in the 
next stage, a model is presented with DL and ELM methods from these data. All the conclusions of the 
research are as follows; 
 
• Charpy impact test data decreased with the increase in layer thickness values. A thinner filament is 
expected to produce a tighter texture. Among all experiments, the maximal charpy impact energy 
absorption was obtained as 0.844 kj/m2 at a layer thickness of 0.09 mm. 
 
• The effects of printing speed on the charpy impact test data were analysed and It has been seen that 
the best impressive result was obtained at 60 mm/s. It is thought that the slow and fast printing process 
affects the adhesion and thus the impact test value due to the cooling of the surface. The maximal 
charpy impact energy absorption was obtained as 0.803 kj/m2 at 60 mm/s printing speed. 
 
• Support angle values were analysed and the optimal results were achieved at 30°. The maximal 
charpy energy absorption was obtained as 0.803 kj/m2 at 30° support angle. 
 
• Build orientation values showed extremely effective results on edge charpy impact test data. When 
the build orientation is considered together with the notch type, the good results of the edge can be 
explained more because it is the surface that meets the impact load. The maximal charpy impact energy 
absorption was obtained as 0.841 kj/m2 at edge position. 
 
• When Notch type was examined, the highest charpy values were obtained in U type samples. The 
keyhole cut out also gave relatively good results. The maximal charpy impact energy absorption was 
obtained as 0.827 kj/m2 at U notch type.  
 
• As the filling type, the full filling type showed the best results compared to the mesh filling type. The 
maximal charpy impact energy absorption was obtained as 0.777 kj/m2 at full infill type. 
 
• In DL, adam was applied as the optimization algorithm and tanh as the activation func.  The number 
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of hidden layer in the runs that gave good results in the analysis was 3. 10% of the data was used for 
testing. DL, MSE value was calculated as 0.000923 and r square value as 0.97427. 
 
• The activation func. utilized in ELM is sigmoid for input and linear for output. In ELM, the best (MSE) 
results were obtained with 180 neurons in the hidden layer (OP-ELM). In ELM, the best MSE result was 
calculated as 0.00173 and r2 value as 0.96178. The results showed that the OP-ELM optimization 
algorithm resulted in an effective ELM model when the activation function was in the sigmoid. 
 
• For the models put forward this study, although the DL results are relatively better, it shows that both 
DL and ELM give very successful prediction results as the effective optimization. It is concluded that 
different artificial intelligence methods can be applied to optimize the outputs obtained with different 
parameters in each case. 
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ABSTRACT 
In the current landscape, product prices exhibit significant variations across diverse e-
commerce platforms. Numerous price comparison websites have emerged to aid users in 
finding their desired products at the best prices. However, these systems face challenges 
such as irrelevant search results, outdated product prices, and accuracy issues. This study 
seeks to address these challenges by developing a user-friendly system. Our system 
comprises two components. JSoup is employed for data collection, while TF-IDF, SVD, and 
Cosine Similarity are integrated for product offerings. The proposed platform gathers data 
from reputable retailers, analyzes it to extract product information, and presents the 
findings to consumers. We evaluated the system's performance using real data obtained 
from various marketplaces. The results demonstrate that our system achieved an 
acceptable accuracy rate when compared to similar industrial solutions and relevant 
literature. Consequently, users are empowered to make more informed purchasing 
decisions, leveraging the capabilities provided by the proposed system. 

Fiyat Karşılaştırma Sistemi Girişimi 

ÖZ 
Mevcut ortamda, ürün fiyatları çeşitli e-ticaret platformlarında önemli farklılıklar 
göstermektedir. Kullanıcıların istedikleri ürünleri en iyi fiyatlarla bulmalarına yardımcı 
olmak için çok sayıda fiyat karşılaştırma web sitesi ortaya çıkmıştır. Ancak bu sistemler 
alakasız arama sonuçları, güncel olmayan ürün fiyatları ve doğruluk sorunları gibi 
zorluklarla karşı karşıyadır. Bu çalışma, kullanıcı dostu bir sistem geliştirerek bu 
zorlukların üstesinden gelmeyi amaçlamaktadır. Sistemimiz iki bileşenden oluşmaktadır. 
Veri toplama için JSoup kullanılırken, ürün teklifleri için TF-IDF, SVD ve Kosinüs benzerliği 
entegre edilmiştir. Önerilen platform, saygın perakendecilerden veri toplamakta, ürün 
bilgilerini çıkarmak için analiz etmekte ve bulguları tüketicilere sunmaktadır. Sistemin 
performansını çeşitli pazar yerlerinden elde edilen gerçek verileri kullanarak 
değerlendirdik. Sonuçlar, sistemimizin benzer endüstriyel çözümler ve ilgili literatürle 
karşılaştırıldığında kabul edilebilir bir doğruluk oranına ulaştığını göstermektedir. Sonuç 
olarak, kullanıcılar önerilen sistem tarafından sağlanan yeteneklerden yararlanarak daha 
bilinçli satın alma kararları verme konusunda güçlendirilmiştir. 
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1. Introduction 

 
When it comes to buying products from e-commerce websites, it can be a troublesome for customers 
to find the cheapest product across various markets. In recent years, many Price Comparison Websites 
(PCW) have appeared to make this task easier. In Türkiye, there are a few examples of PCW: while 
Akakce [1] and Cimri [2] compare e-commerce products, Trivago [3] offers the cheapest hotel prices 
worldwide. Both Akakce and Cimri provide various recommendation options, including unit price 
sorting, trends and top-rated offerings, to ensure customer satisfaction. 
 
In order to PCW to provide such services, they need to gather up-to-date product data from several 
sources. The accuracy of product data, covering stock availability, the precision of price information, 
and exact matching of requested products, is of utmost importance. Additionally, the website's search 
mechanism holds a major role in its successful operation. Furthermore, tracking the price trends of 
products over time, allowing users to observe price changes across months, enhances the user 
experience. 
 
The prominent tools such as web scrappers and web crawlers are used to gather current product 
information as raw data. In prior studies, diverse approaches have been employed both for web 
scraping and product matching. For web scraping, researchers such as Nagaraj et al., Shah et al., and 
Asawa et al. utilized the effective web scraping library BeautifulSoup4 [4-6]. Alternatively, Alam et al. 
employed the Python library Scrapy [7]. 
 

Table 1. Popular Scraper/Crawler Libraries 

Library Programming 
Language 

Type Strengths Weaknesses 

Scrapy Python Crawler 

+ Full featured web crawling 
library. 
+ Has detailed crawling abilities 
like spiders and link extractors. 

- limited capability with 
Javascript (JS) 

Apache Nutch Java Crawler 

+ Comprehensive web crawling 
framework 
+ Has its own data structure 
called Apache Hadoop. 
+ Can work with additional 
related Apache libraries. 

- Setting up an Apache Nutch 
project is complicated when 
compared with other Java 
crawlers. 

Crawler4J Java Crawler + Has some of the crawling 
methods 

- Required additional 
developer written code in 
demand. 
- Not up to date. 

Puppeteer Node.js Scraper 
+ JS based scraper so easily can 
be implemented in JS projects if 
there’s no backend. 

- focuses on JS only 
- there are unofficial ports 
for Python and PHP 

Simple HTML 
DOM PHP Scraper 

+ A simple parser for PHP 
projects. 
+ quick and easy manipulation of 
HTML elements on small amount 
of element 

- slow when working with 
large documents or many 
elements 

Beautiful Soup Python Scraper 

+ HTML/XML Parser library for 
Python with additional scraping 
features. 
+ Has its own data structure to 
manipulate scraped data. 

- It doesn’t have any crawling 
ability. 

Jaunt/Jauntium Java Scraper 

+ A simple HTML parser for Java 
projects. 
+ Jauntium version can handle 
pages with Javascript using 
Selenium (actually it is same but 
built in). 

- No crawling features. 
- Not up to date. 

Jsoup Java Scraper 
+ Has detailed parsing abilities. 
It uses Document Object Model 
(DOM). 

- Less selector support 
compared to other scraper 
libraries. 
- It doesn’t have any crawling 
abilities. 
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Prasetyo opted for the Java library Jaunt for the scraping process and utilized the collected data in a K-

means algorithm with varying cluster numbers. Notably, the use of ten clusters yielded superior results 

compared to five clusters [8]. Wang et al. harnessed Jsoup to collect web data, subsequently applying 

Pearson correlation to the scraped data, although, yielding a weak correlation [9]. In later works, 

Harikirshnan et al. studied Support Vector Machine (SVM) and compared their performance against 

Decision Trees and Random Forest algorithms [10]. Additionally, some studies explored alternative 

data delivery methods for web scraping and product similarity discovery, as demonstrated by Julian et 

al. [11]. Table 1 includes a comprehensive comparison of the common web scraping and crawler 

approaches. After analyzing the pros and cons, we conclude that the JSoup is most suitable Scraper 

library to integrate into our system when we consider the target market and amount of retrieved data. 

 
Existing PCWs, exhibit shortcomings in providing accurate product information to users. Our testing 

revealed instances where the products offered by the seller market were either unavailable in source 

PCW or substantially differed from the user's expectations. Furthermore, when a user searches for a 

certain product, PCWs might list the wrong item, an item with a different price from the original market, 

or they might list sold-out products, as shown in Figure 1. Therefore, for PCW, there are certain open 

challenges namely irrelevant search results, outdated product prices, and accuracy issues that should 

be addressed in future work. 

 

 
Figure 1. Issue for current PCWs in tested December 2023 

 
The main goal of this study is to address the prevalent deficiencies observed in existing platforms. 
These deficiencies encompass inaccurate product availability listings, substantial discrepancies 
between listed and actual products, and the presentation of unreliable trend prices, all which 
compromise user confidence and satisfaction. In particular, we aim to develop a user-friendly price 
comparison system that provides accurate product information, an in-depth product trend analysis 
and ensures user satisfaction through the provision of precise product offerings. 
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2. Methods 
 
In the design of the proposed system, there are two phases: Data Collection and Product Offering. Data 
collection process is handled by Java Spring backend. Meanwhile, the product offering is achieved by 
using Term Frequency - Inverse Document Frequency (TF-IDF), Singular Value Decomposition (SVD), 
and cosine similarity. The overall structure of the system from scraping process to product offering 
level is presented in the following subsections. 
 
2.1. Data Collection 

 
We used Jsoup to scrape products from three popular e-commerce websites: Trendyol 
(www.trendyol.com), A101 (www.a101.com.tr) and Migros (www.migros.com.tr). The pseudo code of 
our scraping service is stated in algorithm 1. 
 
JSoup is used to index the categories and subcategories of each market. After the indexing process is 
completed, scraping is applied to extract products from subcategory pages. Each market has its own 
CSS selectors for product cards, which is why the scraper code is implemented individually for each 
market. 
 
Since Migros and Trendyol heavily utilize JavaScript on their websites, JSoup was insufficient for 
scraping product information from the pages that had been crawled because such markets load price 
information by using frontend programming, which makes it hard to get price data from the website 
without running JavaScript code before the scrapping process. JSoup does not have a built-in web 
driver to run JS code. In that scenario, Selenium was used to execute JavaScript code on the page 
sources, and JSoup was employed to retrieve the page content afterward. 
 
Algorithm 1: Web Scraping Pseudo Code 
1 for each market in markets do 
2  for each category in market.categories do 
3  for each sub-category in category.subCategories do 
4   page <- JSoup.connect(market) 
5   products <- page.select(market.productCardCssSelectror) 
6   for each product in sub-category.products do 
7   new Product(); 
8   Product.setProductName(product.select(marketSpecificNameSelector)); 
9   Product.setProductLink(product. select(marketSpecificLinkSelector)); 
10   Product.setProductPrice(product. select(marketSpecificPriceSelector)); 
11   Product.setProductImage(product. select(marketSpecificImgSelector)); 
12   Product.setSubCategory(sub-category); 
13   Product.setTimestamp(currentTimestamp); 
14   Product.save(Products); 
15   end for 
16  end for 
17  end for 
18 end for 

 
The Data Access Layer utilizes Java Persistence API (JPA) to efficiently store product information within 
the PostgreSQL database. This integration ensures effective data management and retrieval. Figure 2 
is the database diagram that provides a visual representation of the project’s data structure, illustrating 
the relationships and organization of the stored information. 
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Figure. 2 ER Diagram of proposed system 

 
2.2. Product Offering 
 
The offering phase initiates with a product request submitted by the user. The requested product ID is 
subsequently forwarded to the Python backend, which in turn retrieves the top 10 similar items 
associated with the requested product. 
 
Algorithm 2: Recommendation Pseudo Code 
1 TFIDF = fit(product_data_with_features)  
2 svd= SVD.fit(TFIDF,10) 
3 similarities = cosine_similarity(svd)  
4 sorted = sort(similarities)  
5 for i, product in enumerate(products):  
6  similarProducts = GetTopSimilarIndices(sorted, 20)  
7  top10[product] = similarProducts  
8 return top10 

 
The product offering described in Algorithm 2, utilizes, TF-IDF and SVD [12]. TF-IDF is employed to 
convert product information, including product names, prices, and categories, into numerical 
representations. The obtained numerical representations are then used to calculate similarities and 
identify the top 10 most similar products in the database by SVD and cosine similarity [13]. 
 
To compute similarities, the Cosine Similarity Metric [14] is favored for its proven effectiveness in 
handling high-dimensional textual data. Its inherent capability to evaluate similarities while adjusting 
for variations in scale within product descriptions establishes it as an efficient measure for product 
matching tasks. The proficiency of this metric in identifying similarities based on orientation rather 
than magnitude in numerical representations aligns seamlessly with the diverse nature of product 
attributes. 
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Figure 3. Product offering process using TF-IDF and SVD 

 
An example of this process is illustrated in Figure 3 with real data. To retrieve best match, TF – IDF 
calculates numerical metrics for “Pınar Yarım Yağlı 1 Lt Süt” milk, then SVD weights the most important 
part of the product and cosine finds the similarities between the grabbed products within the system. 
We prefer only 10 matches to test. It is worth noting that increasing the pool size may lead to improved 
results in specific cases. However, in general, it can result in irrelevant product offerings due to the 
variations of product description. 
 
2.3. System Architecture 
 
The architecture is illustrated in Figure 4. The proposed system incorporates two distinct backend 
systems. In the initial step, Java is responsible for gathering product data from various markets and 
storing this data in the database. This process iterates until all market data has been collected, ensuring 
the continuous updating of product information. 
 

 
Figure. 4 Proposed system architecture 

 
Meanwhile, users engage with the front end to search for a product. In the second step, products 
retrieved by the backend are presented to the user. In the third step, the selected product's identifier 
is transmitted to Python via a Java API. 
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Python, in the fourth step, Python is used to develop our data offering algorithm to recommend 
products that are similar to the previously selected item. The identifiers of these generated products 
are returned to Java. Subsequently, in the fifth step, the product information for these similar products 
is gathered and then relayed to the frontend. So, a user finds intended products list. 
 
The front-end portal showcased in Figure 5 represents the result of the user search. Our system offers 
users access to both price trends and the identification of the most cost-effective products available. 

 
Figure 5. User interface 

 

3. Results and Discussion 
 
The proposed system was evaluated through a comparative performance analysis with two of 
Türkiye's most popular PCWs, namely Akakçe and Cimri. For testing purposes, we selected Amazon's 
top-selling products list from September 18th to September 24th and conducted individual product 
searches on each of the websites. 
 
For our evaluation, distinct performance metrics were measured to gauge the effectiveness of our 
system compared to Akakçe and Cimri. These metrics encompassed several key aspects: 

• the "first place match," denoting when a product recommended by the platform appeared as 
the primary suggestion; 

• "match," indicating any instance of product alignment across search result pages; 
• "outdated product," evaluating discrepancies in product information such as stock availability 

or pricing accuracy; and 
• "missing product," signifying products untraceable on the platform. 

 
Figure 6 illustrates that the product matching algorithms employed by both Akakçe and Cimri yield 
very close matching ratios, in contrast to our system. This outcome was derived from human testing, 
involving the manual search for selected products on each comparison website. While Akakçe exhibits 
the highest first-place product matching rate, exceeding 75 percent, all systems maintain a nearly 90 
percent matching rate. 
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Figure 6. Matching Rates  

 
Table 2 has success rates of previous studies. Those rates stand for the system’s overall performance. 
Success rate in this study is the match rate of the searched products. 
 

Table 2. Success rate comparison of previous studies 

Author  Success Rate (%)  
Ketki Gupte et al. [10] 68.34 
Vincentius Riandaru Prasetyo [5] 73.80 
Evan Shieh et al. [12] 83.00 
Zhixiang Lin et al. [11] 90.12 
Harikirshnan K. Et al. [7] 93.00 
Proposed approach 84.00 

 
Upon examining the timeliness and accuracy of product data from previously matched products (as 
shown in Figure 7), our system consistently provides the most recent and accurate product 
information, minimizing false directives. However, we should note that our system has data from only 
three markets while others have over ten suppliers. 
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Figure 7. Data Accuracy  

 
To address mismatched products, we further investigated whether these items were included in the 
respective comparison websites or were absent from their databases. Figure 8 reveals that 17.5 
percent of the mismatched items in Cimri were present in their system but remained undiscoverable 
by users. 

 
Figure 8. Outdated Data Results  

 
Finally, Figure 9 presents an assessment of the system's efficiency which is calculated by comparing 
the price shown on PCW and on the actual website of the market, specifically its ability to identify the 
most cost-effective products. As depicted, our system's performance falls between that of Akakçe and 
Cimri. 
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Figure 9. Cheapest Product Rate  

 
While the results affirm the competitiveness of the proposed approach against its counterparts, further 
research may lead to clarify its strengths and identify areas for enhancement. The initial objective 
entails an expanded product database and market inclusion, prioritizing user-centric objectives. This 
strategic expansion aims to ensure a comprehensive product availability, thereby enhancing the overall 
user experience within the PCW. Another crucial facet of future works involves augmenting the product 
matching algorithms. The envisaged increase in market diversity, and subsequently in product volume, 
may poses a challenge to the current SVD modelling. As a response, alternative algorithms, such as 
Random Forest, will be explored to ascertain their viability and comparative performance against the 
existing models. 
 

4. Conclusion 
 
This study introduced an alternative price comparison system. Our proposed system consists of two 
main components, data collection and product offering. The former deploys Jsoup scraper library and 
the later integrates TF – IDF, SVD, and cosine similarity. The proposed system was evaluated, and its 
performance compared with existing academic research and industrial PCWs. When it is compared 
with literature, the success rate reached 84% percentage which is reasonable. Furthermore, our system 
achieved acceptable efficiency and accurate product offering compared to Akakçe and Cimri. 
 
While our system demonstrates promising results in delivering current and accurate product 
information, it indicates opportunities for enhancing its performance from different aspects. Future 
research endeavors aim to verify the system's strengths by diversifying the market, including more 
products, and exploring alternative matching algorithms, such as Random Forest. These strategies will 
be pivotal in enhancing the system's competitiveness and user-centric functionality within the price 
comparison landscape. 
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𝑦𝑛 = ∑(𝑥𝑛. 𝑤𝑛 + 𝑏𝑛)

9

𝑛=1

 (5) 
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ReLU(x) = {
0    𝑖𝑓 𝑥 < 0
𝑥    𝑖𝑓 𝑥 ≥ 0

    (6) 
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KNN 

 İyi huylu Kötü Huylu ∑ 

İyi huylu %81.4 %15.3 360 

Kötü huylu %18.6 %84.7 300 

∑ 385 275 660 

 

NB 

 İyi huylu Kötü Huylu ∑ 

İyi huylu %83.9 %24.1 360 

Kötü huylu %16.1 %%75.9 300 

∑ 336 324 660 

 

RO 

 İyi huylu Kötü Huylu ∑ 

İyi huylu %86.2 %17.7 360 

Kötü huylu %13.8 %82.3 300 

∑ 362 238 660 

 

YSA 

 İyi huylu Kötü Huylu ∑ 

İyi huylu %98.8 %1.2 360 

Kötü huylu %1.6 %98.4 300 

∑ 362 298 660 

 

LR 

 İyi huylu Kötü Huylu ∑ 

İyi huylu %84.3 %17.9 360 

Kötü huylu %15.7 %82.1 300 

∑ 364 296 660 
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kNN Naive Bayes YSA RO LR

Eğitim Kayıp 10,10 14,30 0,90 8,00 8,80

Eğitim Doğruluk 89,90 85,70 99,10 92,00 91,20

Test Kayıp 82,90 19,70 1,40 15,60 16,70

Test Doğruluk 17,10 80,30 98,60 84,40 83,30
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𝑆 𝑈 𝑆 ∩ 𝑈 = ∅ 𝐴 𝐴𝑆

𝐴𝑈 𝐴

𝐴 = {𝑎(𝑘)}
𝑘=1

𝑆+𝑈
𝑆 𝑋𝑆

𝑌𝑆 𝑆 = {𝑋𝑆, 𝑌𝑆} 𝑈 𝑋𝑈

𝑌𝑈 𝑈 = {𝑋𝑈, 𝑌𝑈} 𝑓𝑧𝑠𝑙: 𝑋 → 𝑌𝑈

𝑓𝑔𝑧𝑠𝑙: 𝑋 → 𝑌𝑆 ∪ 𝑌𝑈
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