


 

        

 

INTERNATIONAL JOURNAL OF NEW FINDINGS IN ENGINEERING, 

SCIENCE AND TECHNOLOGY (IJONFEST) 

 

 

 

PUBLISHER 

Istanbul Gedik University 

 

JOURNAL CONCESSIONAIRE 

Ahmet KESİK, Professor 

Istanbul Gedik University – Rector 

 

EDITOR-IN-CHIEF 

Redvan GHASEMLOUNIA, Associate Professor 

Istanbul Gedik University 

 

ASSISTANT EDITOR 

Bestem ESİ, Assistant Professor 

Istanbul Gedik University 

 

MANAGER 

Emin Ahmet YEŞİL, Assistant Professor 

Istanbul Gedik University 

 

PUBLICATION COORDINATOR 

Şafak ÇELİK 

Istanbul Gedik University 

 

ENGLISH LANGUAGE EDITORS 

 Lecturer Antonina NEMTINOVA 

Istanbul Gedik University 

 

 

 

 

 

  

 

 

 

 

 

 

 

IJ
O

N
F

E
S

T
 



 

 

  

EDITORIAL BOARD (FIELD EDITORS) 
  

Civil and Environmental Engineering

Redvan Ghasemlounia, Associate Professor 

Istanbul Gedik University 

 

Computer Engineering 

Feridun Özçakır, Assistant Professor 

Istanbul Gedik University 

 

Electrical & Electronics Engineering 

Aytaç Uğur Yerden, Assistant Professor 

Istanbul Gedik University 

 

Industrial Engineering 

Tuğbay Burçin Gümüş, Assistant Professor 

Istanbul Gedik University 

 

Mechanical Engineering 

Egemen Sulukan, Associate Professor 

Istanbul Gedik University 

 

Mechatronics Engineering 

Haydar Şahin, Associate Professor 

Istanbul Gedik University 

 

Metallurgical and Materials Engineering 

Murat Danışman, Professor 

Istanbul Gedik University 

 

Software Engineering 

Mücahit Ege, Assistant Professor 

Istanbul Gedik University 

 

Chemistry 

Haslet Ekşi Koçak, Professor 

Istanbul Gedik University 

 

Physics 

Özden Aslan Çataltepe, Professor 

Istanbul Gedik University 

 

Mathematics 

Pegah Mutlu, Assistant Professor 

Istanbul Gedik University 

 

IJ
O

N
F

E
S

T
 



 

        

ADVISORY BOARD 

 

Mehdi Mirdamadi, Associate Professor / Islamic Azad University West Tehran Branch 

Ahmet Çağdaş Seçkin, Associate Professor / Aydin Adnan Menderes University 

Mustafa Utlu, Associate Professor / Burdur Mehmet Akif Ersoy University 

Abolfazl Nazari Giglou,   Ph.D. / University of Alabama-Birmingham 

Babak Vaheddoost, Associate Professor / Bursa Technical University 

Isabel Falorca, Assistant Professor / Universidade da Beira Interior 

Mahmood Abbasi Layegh, Assistant Professor / Urmia University 

Demet Balkan, Assistant Professor / Istanbul Technical University 

Egemen Sulukan, Associate Professor / Istanbul Gedik University 

Mehmet Kılıç, Associate Professor / Yildiz Technical University 

Zeynep Güven Özdemir, Professor / Yildiz Technical University 

Yaşar Karabul, Assistant Professor / Yildiz Technical University 

Mustafa Armağan, Assistant Professor / Medeniyet University 

Feriha Erfan Kuyumcu, Professor / Istanbul Gedik University 

İsmail Duranyıldız, Professor / Istanbul Technical University 

Özden Aslan Çataltepe, Professor / Istanbul Gedik University 

M. Sedat Kabdaşlı, Professor / Istanbul Technical University 

Polat Topuz, Associate Professor / Istanbul Gedik University 

Mücahit Ege, Assistant Professor / Istanbul Gedik University 

Ozan Ateş, Assistant Professor / Istanbul Gedik University 

Bahaddin Sinsoysal, Professor / Istanbul Gedik University 

Halil Ibrahim Uğraş, Professor / Istanbul Gedik University 

S.Mahdi Saghebian, Assistant Professor / Ahar University 

Mehmet Ali Baykal, Professor / Istanbul Gedik University 

Haslet Ekşi Koçak, Professor / Istanbul Gedik University 

Sirvan Khalighi, Associate Professor / Emory University 

Ahmet Karaaslan, Professor / Istanbul Gedik University 

Hirad Abghari, Associate Professor / Urmia University 

Murat Danışman, Professor / Istanbul Gedik University 

Gözde Ulutagay, Professor / Istanbul Gedik University 

Eralp Demir, Associate Professor / Oxford University 

Mustafa Koçak, Associate Professor / Gedik Holding 

Gözde Ulutagay, Professor / Istanbul Gedik University 

Yaşar Mutlu, Assistant Professor / Beykent University 

Mert Tolon, Assistant Professor / Maltepe University 

Hojjat Salehinejad, Assistant Professor / Mayo Clinic 

Oktay Baysal, Professor / Old Dominion University 

Savaş Dilibal, Professor / Istanbul Gedik University 

Elif Altıntaş, Assistant Professor / Haliç University 

Ahmet Topuz, Professor / Istanbul Arel University 

Ahmet Zafer Şenalp, Professor / Doğuş University 

Sevinç Gülseçen, Professor / Istanbul University 

Ertuğrul Taçgın, Professor / Doğuş University 

Sunullah Özbek, Professor / Doğuş University 

Ahmet Güllü, Ph. D. / Texas State University 

Semra Birgün, Professor / Doğuş University 

Gökhan Bulut, Professor / Haliç University 

Emel İrtem, Professor / Doğuş University 

Tuba Bayraktar, Ph.D. / General Electric 

Kaveh Ghasemloo, Ph.D. / Google 

Saber Taghavipour, Ph.D. / Coates 

Hamed Fazli, Ph.D. / Profielnorm 

IJ
O

N
F

E
S

T
 



 

 

 

TABLE OF CONTENT 

 

 

 OUTPUT PARAMETERS ESTIMATION IN A BROADBAND SUBSTRATE 

INTEGRATED WAVEGUIDE TWO- CHANNEL T- TYPE POWER DIVIDER 

USING ADAPTIVE NETWORK-BASED FUZZY INFERENCE SYSTEM 

Vala Tadshvigh, Mesut Kartal, Mahmood Abbasi Layegh, Aran Abbasi 

Layegh 

P: 74-90 

 

 THE CHARACTERIZATION OF ELECTROSPUN PANI/PEO NANOFIBERS AT 

DIFFERENT ELECTROSPINNING CONDITIONS AT ROOM TEMPERATURE 

Gozde KONUK EGE, Ozge AKAY, Huseyin YÜCE 

P: 91-97 

 

 INVESTIGATION OF AN EXACT SOLUTION OF A MIXED BOUNDARY 

VALUE PROBLEM USING THE RESIDUE METHOD 

Bahaddin Sinsoysal, Mahir A. Rasulov 

P: 98-105 

 

 IMPLEMENTING THE STREAMLINE CURVATURE METHOD FOR 

PRELIMINARY DESIGN OF MULTISTAGE AXIAL COMPRESSORS 

Rafis Mukhamediarov, Hadi Genceli 

P: 106-120 

 

 MECHATRONICS SYSTEM DESIGN AND IMPLEMENTATION OF A 

PNEUMATIC HAND REHABILITATION DEVICE 

Emre Tuğberk Gülnergiz 

P: 121-130 

 

 MONTE CARLO SIMULATION OF DISTANCE-DEPENDENT QUANTUM 

ENTANGLEMENT IN MIXED XXZ HEISENBERG SPIN-1/2 CHAINS 

İzzet Paruğ DURUa*, Şahin AKTAŞ 

P: 131-151 

 

 DEVELOPING SOIL LIQUEFACTION ANALYSIS PROGRAM CREATED ON 

VISUAL BASIC ANALYSIS IN MS EXCEL BASED ON THE 2018 TURKISH 

SEISMIC CODE 

Mahmut Özcan, Hasan Bozkurt Nazilli, Mert Tolon  

P: 152-165 

 

 THE CURRENT PROGRESS IN THE APPLICATION OF FRICTION STIR 

WELDING IN TRANSPORTATION INDUSTRIES 

Gürel Çam 

P: 166-177 

 

IJ
O

N
F

E
S

T
 

IJ
O

N
F

E
S

T
 

 

 

 

 

 

2024 

Vol.2 

No.2 



 

 

 

 

 

FROM EDITOR 

 

 

Dear researchers, 

 

 

  We are happy to be publishing the first issue of the International Journal of 
New Findings in Engineering, Science and Technology (IJONFEST). In this 
regard, we would like to thank both our authors who prepared and 
submitted their scientific studies, which require intensive labor, and our 
valuable referees, who put forward their experiences, knowledge and 
dedication, without any other motivating factor other than the academic 
responsibility and the happiness of contributing to the field, in order to turn 
these studies into a more qualified and scientific study. In addition, I would 
like to thank all the members of our jounal team, who, as the third part of 
the trivet, ensure that the articles meet the relevant readership. 
 
  This issue (Vol.2, No.2) includes seven research and one review articles. 
Considering the topics of the articles published in this issue, it is obvious 
that our journal complies with the principle of subject diversity, which is one 
of our publishing principles. 
 
  We hope that our current new issue will contribute to the relevant areas 
and look forward to your valuable researches/articles to be published in the 
next issue of our journal. 
 

 

 

 

 

Assoc. Prof. Dr. Redvan Ghasemlounia 
Editor-in-Chief 
International Journal of New Findings in Engineering, Science and Technology 
(IJONFEST) 
 

 

 

September 2024 

 

 

 

 

 

 

 

 

IJ
O

N
F

E
S

T
 



 September 2024, Vol:2, Issue:2 

International Journal of New Findings in 
Engineering, Science and Technology  

journal homepage: https://ijonfest.gedik.edu.tr/  

 

 

https://doi.org/10.61150/ijonfest.2024020201                                                                                            Copyright © 2024 IJONFEST 

 

Output Parameters Estimation in A Broadband Substrate Integrated 

Waveguide Two- Channel T- Type Power Divider Using Adaptive 

Network-Based Fuzzy Inference System 
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Abstract  

A novel substrate integrated waveguide (SIW), power divider is proposed. It consists of two channels made by SIW with the 

same length and width. The bandwidth of 5GHz to 14 GHz is studied here.  The propagation constant of the output signals can be   

adjusted by only four vias in the middle of the output arms. Hence, the   position of four metalized inductive vias used here are 

chosen as a variable ranging from 0 mm to 1 mm and they are shifted in four different positions: up, down, right and left sides. 

Our studies reveal that moving the vias up and down has no effects on the resonant frequency and other related parameters. 

However, the values of output powers and phases are changed as the vias are shifted to the right or left sides. Conventionally, 

artificial neural networks are tested out to obtain resonant frequency, output powers and output phases. However, they do not 

lead to a promising result. Finally, adaptive network-based fuzzy inference system (ANFIS) is applied in three different steps to 

obtain resonant frequency, output powers and output phases. As can be seen, ANFIS can determine S parameters as output 

signals with a high accuracy when the resonant frequency and phases of output ports are given and the average error of less than 

10% can be achieved. Nevertheless, the estimation of output phases or resonant frequency results in less satisfactory results. 

 

Keywords: Substrate integrated waveguide, Power divider, Artificial neural networks, Adaptive network-based fuzzy inference system. 

1. INTRODUCTION 

Creating microwave gadgets with superior quality and affordable pricing is imperative for emerging wireless 

communication networks. Essential elements like power dividers find extensive utility across multiple applications 

within microwave integrated circuits (MIC), including balanced mixers, amplifiers, phase shifters, and feed networks 

within antenna arrays. Significant advancements, optimizations, and theoretical breakthroughs have evolved over 

numerous decades [1]-[6]. Although numerous designs of N-way planar power dividers have undergone scrutiny [2]-

[4], issues persist regarding unequal power distribution and accommodating dual-band applications. 

Since then, a plethora of innovative methodologies have emerged to advance power dividers, encompassing dual-

band performance [7], [8], bandwidth augmentation [9], and high-power utilization [10], [11]. Recent years have 

https://doi.org/xx.xxxx/ijonfest.2023.xxxxxx
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witnessed the emergence of numerous novel dual-band distributed-circuit power dividers, boasting both equal [13]-

[15] and unequal power distributions [17], [18]. However, a predominant limitation of these dual-band power 

dividers lies in their restricted two-way configuration. To achieve optimal port matching and isolation across a wide 

frequency range, a novel coupled-line tunable Wilkinson power divider has been introduced [19]. Similarly, a 

groundbreaking filtering power divider boasting a wide stop band has been conceived, implementing a 

discriminating coupling scheme in both input and output coupling regions [20]. Reference [21] introduces an 

innovative substrate integrated waveguide (SIW) phase shifter, featuring phase channels crafted from SIW with 

uniform length but varied width. This configuration enables adjustment of the propagation constant of output signals 

solely by modifying the width of output arms. Previous studies have demonstrated the efficacy of Artificial Neural 

Networks (ANNs) in computing diverse parameters of microstrip antennas, including triangular, rectangular, and 

circular shapes, as well as pyramidal horn antennas [22-29]. References [30-33] utilize ANNs to accurately 

determine the resonant frequency of rectangular Microstrip Antennas (MSAs). Additionally, Guney and Sarikaya 

[34-37] successfully employ Adaptive Neuro-Fuzzy Inference System (ANFIS) to compute various parameters of 

rectangular, circular, and triangular MSAs. In [38], they apply the Adaptive Neuro-Fuzzy Inference System to 

compute the resonant frequency of electrically thin and thick rectangular microstrip antennas. ANFIS exhibits utility 

in modeling nonlinear functions and time series [39-40]. 

This paper introduces a novel substrate integrated waveguide (SIW) two-channel T-type power divider. The 

divider comprises two SIW channels of identical length and width. The positioning of four metalized inductive vias 

along the middle of the output arms serves as a variable, allowing for shifting in various directions. The study 

evaluates the output powers and phases for all conceivable positions of the vias and frequency variations. Notably, 

altering the vias' vertical position demonstrates no impact on resonant frequency, output powers, or phases. 

Conversely, horizontal displacement of the vias affects these parameters significantly. Subsequently, artificial neural 

networks are employed to predict operational frequency, output powers, and phases, albeit without precise 

estimations. Finally, the paper discusses simulated and measured results, concluding that the adaptive neuro-fuzzy 

inference system (ANFIS) represents the most suitable machine learning algorithm for such power dividers. 

2. ANALYSIS AND DESIGN 

Figure 1 illustrates the configuration of the envisioned power divider. The substrate integrated waveguide (SIW) 

is a quasi-rectangular waveguide established through periodic via-hole connections between two metal layers. In the 

TE mode (predominant mode), SIW behaves comparably to a traditional rectangular waveguide, exhibiting minimal 

leakage losses. Consequently, SIW and its analogous dielectric field waveguide possess identical TE10 mode cut-off 

frequencies, expressed as: 
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Figure 1. Structure of power divider. 

 

𝑓𝑐 =
1

2𝑎√𝜇𝜀
                                                                                                                                                                           (1)  

 

Where "a" represents the width of the rectangular waveguide equivalent to SIW, μ and ϵ denote the permittivity 

and permeability of said equivalent rectangular waveguide. The fundamental characteristics of SIW are 

approximately given as follows: 

𝑎 = 𝐴 −
𝐷2

0.95𝑃
                                                                                                                                                                   (2) 

 

Where a is the width of the equivalent rectangular waveguide, A is the width of SIW, D is the diameter of 

metalized via holes and P is the pitch between adjacent via holes as shown in figure 2. 

 

Figure 2. Rectangular waveguide integrated into a substrate. 

 

2.1 T- Type SIW power divide with equal outputs 

Substrate integrated waveguide T- type power dividers are usually appropriate for equal power division because 

they are symmetric and have a typical structure. 

Four metalized inductive vias have been added centrally across from port 1 (input) to split the input signals 

equally between two output channels. Furthermore, centrally located vias act as   inductive matching posts to nullify 

the effect of the T-junction capacitance.  Hence, lower return loss can be achieved in the input. The   position of 

these four inductive vias has an important effect in return loss and transition coefficients of the outputs. The output 

arms have the same width and length. Thus, the propagation constant and the phase of the output signals are 

expected to be the same.  

The power divider design is etched onto a Rogers 4003 substrate with εr =3.55, tanδ =0.0027 featuring a substrate 

layer thickness of 0.508mm. At the operation frequency, the transmission coefficients at the outputs approach -3dB, 

accompanied by commendable return loss. Refer to figure 3 and Table I for visual and tabulated representations of 

the proposed power divider, respectively. 
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                                                                               Figure 3. Geometry of the power divider. 

Furthermore, the dimensions of the proposed power divider are given in details in Table 1. 

Table 1. Dimensions of the proposed power divider (mm) 

 

Parameter mm Parameter mm Parameter mm 

L1 40 L2 28 L3 12 
L4 24 L5 12.5 L6 6.5 

L7 21 L8 28 L9 12 

L10 6.5 L11 12.5 L12 39 
L13 39 L14 12.5 L15 6.5 

L16 4.5 L17 4.5 L18 1.5 

L19 k W4 5 W1 21 
W2 5 W3 15 W5 5 

 

Simulation results for the prototype substrate integrated waveguide power divider   are shown in figure 4.  

According to figure 4.(a) representing the return loss the bandwidth of 4.68 GHz  is obtained from the frequency of 

7.68  to 12.36. figure 4(b) illustrates that for equal signal outputs transmission coefficients for port 2 and port 3 

occur at the same operation frequency.  Meanwhile, figure 4.(c) shows S- parameters at the operating bandwidth. 
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Figure 4. Simulation results for the return loss of SIW power divider (a) transmission coefficients (b) S-parameters of SIW power divider. 

In figure 5, the results of both simulation and measurement of S-parameters for the whole ports are shown. It is 

noticeable that the simulation results of two output channels are similar. 

 

Figure 5. Results of both simulation and measurement of S-parameters for the whole ports 

2.2 T- Type Unequal Power divider SIW  

After   optimizing   the    results of simulation using   HFSS software, the appropriate parameters of the structure 

can be obtained to make desired power divider. With changing the parameter of L19= k (changing the position of 

central vias to left   or right side) different values of power division are obtained.  It is necessary that for the 

prototype, equal power division be applied. The values of (P) and (D) for these 4 vias are equal to 1.5 mm and 1 mm 

respectively. 

Different values of S21 and S31 can be obtained by changing the positions of central vias to left or right hand as 

shown in table 2. According to table 2, when the position of central vias (L19) is shifted with the increase of 0.1 in 

each steps, output powers will consequently be unequal. 

(a) 

 
(b) 

 

(c) 
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Table 2. S21 and S31 values for different positions 

Position change (mm) S31 (dB) S21 (dB) Position change (mm) S31 (dB) S21 (dB) 

0.1 -3.6 -4 0.6 -2.8 -0.5 

0.2 -3.4 -402 0.7 -2.6 -5.28 
0.3 -3.3 -4.4 0.8 -2.5 -5.53 

0.4 -3.16 -4.6 0.9 -2.4 -5.78 

0.5 -2.9 -4.87 1 -2.3 -5.93 

 

 

Figure 6. The value of S21 for different positions of SIW power divider 

 

Figure 7. The value of S31 for different positions of SIW power divider 

Figure 6 and figure 7 depict different values of S21 and S31 for different positions respectively. In the case that 

the position of central vias is shifted 1 millimeter, the value of power division in port 2 will be twice as much as that 

in port 3. Table 2 corroborates this matter. Figure 8 and figure 9 also show different values of power and phase 

outputs in port 3. 
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Figure 8. Output power of port 3 based on different positions of vias ranging from 5GHz to  above 13 GHz 
 

 
 

Figure 9. Output phase of port 3 based on different positions of vias ranging from 5GHz to above 13 GHz  

The main purpose here is to predict the main parameters of the power divider such as resonant frequency, S-

parameters and the phases of two outputs using machine algorithms based on neural networks. This study is carried 

out in three different steps: 

a) The prediction of resonant frequency when two output powers and two output phases of the power divider are 

available. In addition, the position of vias is varied between 0 mm and 1mm. 

b) The prediction of S21 and S31 when resonant frequency and phases of two outputs are given and the position 

of vias is changed between 0mm and 1mm. 

c) The prediction of φ21, φ31 when resonant frequency and powers of the two outputs are given and the position 

of vias is changed between 0 mm and 1mm. 

In the present work, artificial neural networks were employed to predict such parameters. Surprisingly, they had a 

very weak and unreliable performance in proceeding the process.  Moreover, as can be seen in figures 10, 11 and 12, 

artificial neural networks represent a significant error in the recognition of the aforementioned outputs. 
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Figure 10. Error percentage of frequency estimation when S21, S31, φ21 are φ31are given as inputs. 

 
Figure 11. Error percentage of power estimation when φ21 are φ31 and resonant frequency are given as inputs 
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Figure 12. Error percentage of phase estimation when S21, S31 and resonant frequency are given as inputs. 

 

2.3 Adaptive neuro fuzzy inference system 

 

Fuzzy inference systems are alternatively referred to as fuzzy-rule-based systems, fuzzy models, fuzzy 

associative memories (FAM), or fuzzy controllers in controller applications. Fundamentally, a fuzzy inference 

system comprises five functional blocks, as depicted in Figure 13. 

 
Figure 13. A fuzzy inference system. 

- A rule base housing a set of fuzzy if-then rules. 

- A database specifying the membership functions of the fuzzy sets utilized in the fuzzy rules. 

- A decision-making unit executing the inference operations based on the rules. 

- A fuzzification interface converting crisp inputs into degrees of match with linguistic values. 

- A defuzzification interface converting the fuzzy outputs of the inference into a crisp output. 

Typically, the rule base and the database are commonly referred to collectively as the knowledge base. The 

process of fuzzy reasoning in fuzzy inference systems involves the following steps: 

decision- making unit 

fuzzification 

interface 

Knowledge base 

data base rule base 
defuzzification 

interface 

(fuzzy) (fuzzy) 

(crisp) 

(crisp) 

output input 
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1- Assessing the input variables against the membership functions on the premise section to derive the 

membership values (or compatibility measures) for each linguistic label. This stage is frequently termed 

fuzzification. 

2- Merging the membership values on the premise section using a specific T-norm operator, typically 

multiplication or min., to determine the firing strength (weight) of each rule. 

3- Producing the qualified consequent (either fuzzy or crisp) for each rule based on the firing strength. 

4- Aggregating the qualified consequents to yield a crisp output. This process is known as defuzzification. 

 

The ANFIS model, which integrates concepts from both fuzzy control and neural networks, combines the 

strengths of neural networks and fuzzy control systems. This approach enables the integration of the learning 

capabilities and computational power of neural networks into fuzzy control systems, while also incorporating the 

high-level reasoning capabilities of fuzzy control systems into neural networks. Essentially, neural networks can 

enhance their transparency to resemble fuzzy control systems more closely, whereas fuzzy control systems can adapt 

autonomously to resemble neural networks. Various methods have been proposed for partitioning the input space 

and addressing the structure identification problem. Essentially, ANFIS represents a graphical network depiction of 

a Sugeno-type fuzzy system, enriched with neural learning capabilities. The network comprises nodes with specific 

functions or roles organized into layers with designated functions. To exemplify the representational capabilities of 

ANFIS, the neural fuzzy control system under discussion is founded on Tagaki-Sugeno-Kang (TSK) fuzzy rules. In 

this framework, the consequent parts are formulated as linear combinations of their preconditions. The TSK fuzzy 

rules adhere to the following structure: 

R 
j

 : IF x1 is 𝐴
1

𝑗
 AND x

2
 is 𝐴
2

𝑗
   AND…AND  x

n
 is 𝐴𝑛
𝑗
                                                                                        (3) 

THEN   y = 𝑓j =  𝑎
0

𝑗
+ 𝑎
1

𝑗
𝑥1+ 𝑎

2

𝑗
𝑥2+…+ 𝑎𝑛

𝑗
𝑥𝑛  

where x
i
 (i = 1, 2, …, n) 𝐴

𝑖

𝑗
are input variables (evaporation effecting factors), y is the output variable (daily 

evaporation measurements), are linguistic terms of the precondition part with membership functions μ
𝐴𝑖
𝑗(x𝑖)  and 𝑎

1

𝑗
 

ЄR are coefficients of linear equations f
i
 (  x

1
, x

2
, …, x

n
) (j = 1, 2, ..., m, i = 1, 2, …, n). To streamline the 

discussion, let's narrow our focus to a particular neuro-fuzzy controller (NFC) known as an adaptive neural-based 

fuzzy inference system (ANFIS). 

Assume that the fuzzy control system under consideration has two inputs x1 and one output y and that the rule 

base contains two TSK fuzzy rules as follows: 

 

 

R
1

 : IF x1 is 𝐴1
1
 AND x

2
 is 𝐴2
1
   , THEN   y= 𝑓1=  𝑎0

1
+ 𝑎1
1𝑥1+ 𝑎2

1
𝑥2                                                                     (4) 

 

R
2

 : IF x1 is 𝐴1
2
 AND x

2
 is 𝐴2
2
   , THEN   y= 𝑓2=  𝑎0

2
+ 𝑎1
2𝑥1+ 𝑎2

2
𝑥2                                                                     (5) 

In fuzzy logic approaches, for given input values x
1
 and x

2
, the inferred output y

*
 is calculated by: 

 

𝑦∗ = (μ1𝑓1 + μ2𝑓2) (μ1 + μ2)⁄                                                                                                                                                                                                 (6) 
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Where μ𝑗 are firing strengths of R𝑗 (j = 1, 2), and are given by: 

μ𝑗 = μ𝐴1
𝑗 (x1) × μ𝐴2

𝑗 (x2)             𝑗 = 1, 2                                                                                                               (7) 

If product inference is employed, the corresponding ANFIS architecture is depicted in figure 14, where the node 

functions within the same layers adhere to the following descriptions. Figure 1 is sourced from the reference book 

by Lin & Lee (1995). In this ANN architecture, each layer can be attributed with the following meanings: 

Layer 1: Every node within this layer represents an input and merely transmits external signals to the subsequent 

layer. 

Layer 2: Every node in this layer acts as a membership function μ
𝐴𝑖
𝑗(x𝑖) , and its output specifies the degree to 

which the given x
i
 satisfies the quantifier  𝐴

𝑖

𝑗
. Generally, 𝜇

𝐴𝑖
𝑗(𝑥𝑖)  is selected as bell-shaped with a maximum 

equal to 1 and minimum equal to 0, such as: 

Figure 14. A fuzzy inference system. 

 

μ
𝐴𝑖
𝑗(x𝑖) =  1 {1 + [((𝑥𝑖  −  𝑚𝑖

𝑗
) 𝜎𝑖
𝑗
)⁄ )
2
]
𝑏𝑖
𝑗

}⁄                                                                                 (8) 

 or 

Layer 5  

𝑨𝟐
𝟐

 𝑨𝟐
𝟏

 

x

Layer 1  

μ𝐴22(x2) μ𝐴21(x2) 

Layer 2  

Layer 3  

Layer 4  

x2 

x1 

μ2  

𝚷 

μ2  

𝐍 

μ2f μ1f

y

 ⬚ 

𝑨𝟏
𝟐

 𝑨𝟏
𝟏

 

x

μ𝐴12(x1) μ𝐴11(x1) 

x2 

x1 

μ1  

𝚷 

μ1  

𝐍 

f1=  𝑎0
1

+ 𝑎1
1𝑥1+𝑎2

1𝑥2 

f2=  𝑎0
2+ 𝑎1
2𝑥1+𝑎2

2𝑥2 

y∗ = 
μ1f1 + μ2f2
μ1 + μ2

= μ1f1 + μ2f2 



 Tadshvigh, V. et al. / International Journal of New Findings in Engineering, Science and Technology  (2024) Vol.2  No.2 85 

Copyright © 2024 IJONFEST 

μ
𝐴𝑖
𝑗(x𝑖) =  exp {− [((𝑥𝑖 − 𝑚𝑖

𝑗
) 𝜎𝑖
𝑗
)⁄ )
2
]
𝑏𝑖
𝑗

}                         (9) 

where { 𝑚𝑖
𝑗
, 𝜎𝑖
𝑗
, 𝑏𝑖
𝑗
} is the parameter set to be tuned. In fact, continuous and piecewise differentiable functions, 

such as the commonly employed trapezoidal or triangular membership functions, are also suitable candidates for 

node functions within this layer. The parameters within this layer are denoted as precondition parameters. 

 

Layer 3: Every node in this layer is labelled П and multiplies the incoming signals μ𝑗 = μ𝐴1
𝑗 (x1) × μ𝐴2

𝑗 (x2) and 

sends the product out. Each node output represents the firing strength of a rule. 

Layer 4: Every node in this layer is labelled by N and calculates the normalized firing strength of a rule. That is 

the jth node calculates the ratio of the firing strength of the jth rule to that of all the rules as: 

μ𝑗  = μ𝑗 ∑𝜇⁄                                                      (10) 

 

Layer 5: Every node j in this layer calculates the weighted consequent value as ; 

 

μ𝑗(𝑎0
𝑗
 +𝑎1
𝑗
x1+𝑎2

𝑗
x2)                 (11) 

where μ𝑗 is the output of Layer 4 and { 𝑎0
𝑗
, 𝑎1
𝑗
, 𝑎2
𝑗
 } is the set to be tuned. Parameters in this layer are referred to 

as consequent parameters. 

Layer 6: The only node in this layer is labelled as ∑, and it sums all incoming signals to obtain the final inferred 

result for the whole system (Lin & Lee, 1995). 

Figure 15 shows resonant frequency estimation and error percentage when S21, S31, φ21 and φ31 as well as the 

changes in vias position are selected as inputs and ANFIS simulates the output data. The results here are not precise 

enough and hence less satisfactory. 
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Figure 15. Resonant frequency estimation and its error using ANFIS. 

Then S21 and S31 are predicted when resonant frequency and phases of two outputs as well as the position of 

vias are given as inputs. As can be seen from figure 16 and figure 17, the S-parameters can be recognized with a 

high accuracy and very low percentage of error.  

 

Figure 16. S31 parameters estimation and its error using ANFIS. 
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Figure 17. S21 parameters estimation and its error using ANFIS. 

Finally, φ21, φ31 are predicted when resonant frequency and powers of the two outputs in addition to the 

position of vias are given as inputs. As can be seen from the figure 18 and figure 19, ANFIS fails to predict output 

phases appropriately. 
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Figure 18. φ21 estimation and its error using ANFIS 

 

Figure 19. φ31 estimation and its error using ANFIS 
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3. CONCLUSION 

Advanced machine algorithms such as neural networks and fuzzy logic systems have gained widespread 

recognition and have been extensively utilized across various engineering and scientific domains for numerous 

years. This paper focuses on calculating the resonant frequency, S-parameters, and output phases of a power divider 

constructed on a substrate integrated waveguide (SIW) structure with vias whose positions were shifted, resulting in 

asymmetry. To estimate these parameters, artificial neural networks and adaptive neuro-fuzzy inference systems 

were employed. The results indicate that ANFIS could predict S-parameters effectively, but the accuracy of output 

phases and resonant frequency prediction was limited. However, ANFIS results showed good agreement with 

experimental data, while other machine algorithms exhibited a high percentage of error due to either close proximity 

of input data or minimal differences in input values in some cases. It's worth noting that this method is not restricted 

to power dividers alone and can be easily applied to other microwave devices like phase shifters and antennas. 
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Abstract 

 Nanofiber structures boast a broad range of applications due to their excellent properties, spanning from sensor technologies and 

biomedical systems to tissue engineering and drug delivery systems. 
Nanofiber structures have wide usage area thanks to their excellent properties from sensor technologies, biomedical systems to 
tissue engineering, drug delivery systems. Electrospinning method is a versatile method that can produce very fine nanofibers 
with a simple production mechanism. On the other hand, it is important to optimize the fabrication parameters in order to obtain 
the appropriate nanofiber structure. In this study, PANI/PEO (Polyaniline/Polyethylene oxide) electrospun nanofibers are 
fabricated under ambient conditions and the effects of solution viscosity and collector rotation speed on fiber structure are 
discussed. Electrospun PANI/PEO nanofibers structures are investigated by scanning electron microscope (SEM). According to 
the SEM results, it is seen that the high viscosity nanofibers have straight and rigid structures. However, the low viscosity 
nanofiber structures break down at each collector speed, but the fiber orientations increase as the collector rotation speed 
increases. It is estimated that this study will be guide for future work on PANI. 

 

 Keywords: PANI, Nanofiber, Electrospining, Viscosity 

 

 

1. INTRODUCTION 

Nowadays, technological developments are quite related to the properties of new generation materials. Especially 

one-dimensional (1-D) nano-materials (nanotubes, nanowires, nanofibers, etc.), offers innovative approaches in 

terms of miniaturization, lightweight, flexibility and unique electrical, mechanical, optical and magnetic properties 

[1–5]. Nanofibers are utilized across a vast array of applications due to their exceptional qualities, straightforward 

manufacturing processes, and the diversity of materials available [6]. High surface-area-to-volume ratio and porosity 

[3, 4, 7] is unique specifications of nanofibers that ensure high performance in gas sensing process [8]–[12] and it 

allow multidisciplinary usage area such as membrane utilization [13–15], biomedical applications-tissue engineering 

[3, 16, 17], textile [5] and defense industry [18, 19]. 

In addition to the electrospinning method, which is one of the well-known techniques in nanofiber production, 

mechanical drawing, self-assembly, hydrothermal processing, melt blowing, extraction, phase separation, vapor 

phase polymerization, mold synthesis and solvent casting methods have also been used [20].  Polymeric materials, 
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metals, small molecules, composites, colloids are used in the production of nanofibers by electrospinning [20, 21]. 

Electrospinning has a simple set-up structure due to its simple working principle which is based on 

electrohydrodynamic process and high electrical voltage [21]. Electrospinning set-up consists of three parts: the 

supply unit, where the power supply is located, the spinneret and the collector unit. Electrospinning suspension 

parameters such as viscosity, conductivity, molecular weight and the solvents used to prepare the solution are 

important for the success of nanofiber production. Besides, feed speed, application voltage, distance between 

needle-collector and needle diameter are factors that affect nano-fiber diameter and quality. Along with these 

specifications, environmental temperature and humidity are another important factors that should not be ignored in 

fiber production [21].  

Polyaniline (PANI) is one of the most well-known conductive polymers due to its easily reversible conductor-

insulator properties with dopants, easy synthesis/processability and fine optical and magnetic properties [4, 6]. 1-D 

applications of PANI have quite remarkable features compared to conventional PANI and its thin-film applications. 

As well as the only-PANI nanofiber structure can be produced with electrospinning, the composite structures of 

PANI with metal oxides or natural fibers are also have quite application area especially in sensor and membrane 

processes [8, 9, 22–25].  

In this study, PANI/PEO composite nanofibers were produced by electrospinning method. PEO were used as a 

carrier polymer in electrospinning suspension. Electrospun nanofibers are fabricated under ambient conditions and 

the effects of solution viscosity and collector rotation speed on fiber structure are discussed. 

2. EXPERİMENTAL SETUP 

2.1 Materials 

PANI emeraldine-base (Mw = 50,000), PEO (Mv = 900,000), camphor sulfonic acid (CSA) and sodium dodecyl 

sulfate (SDS) were purchased from Sigma-Aldrich. Chloroform and dimethylformamide (DMF) which are used to 

prepare PANI/PEO solution and other chemicals were purchased from Merck and other commercial sources as 

guaranteed-grade reagents and used without further purification.  

2.2 Preparation of PANI/PEO Suspension  

PANI solution were prepared two different concentrations at 2% and 3% v/w ratios. CSA was added at 1:1,5 

(PANI:CSA) to protonate the PANI and they were stirred in Chloroform:DMF 1:1 suspension for 24h at room 

temperature. Then, PEO were added 1:1 (PANI:PEO) in the PANI suspension and the mixed PANI/PEO suspension 

stirred at 1000 rpm for 24h at room temperature. Viscosity and conductivity values of each polymer solution were 

measured by Brookfield viscometer and electrical conductivity device (Table1). 

Table 1. Viscosity and conductivity values of polymer suspensions 

Polymer Suspension Viscosity (cp) Conductivity 

(µS/cm) 

PANI-1 220 653 - 21,5°C 

PANI-2 117,5 623 - 21,5°C 

 

 

2.3 Electrospining parameters of polymer suspensions 

Electrostatic force is used to produce nanofibers. Due to the electrostatic force, the surface tension of the 

electrically charged polymer solution is overcome and the polymer jet is formed. The polymer solution, which is 
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sent to the nozzle in a controlled manner with a pump, tends to elongate owing to the electrical force and is collected 

on the collector by forming a cone form called a taylor cone [26].  

 

Table 2. Electrospining parameters of polymer suspensions 

Polymer 

Suspension 

Viscosity 

(cp) 

Collector 

Speed 

(rpm) 

Voltage(kV) 

A-PANI-1 220 100 25 

B-PANI-1 220 300 25 

C-PANI-2 117,5 100 25 

D-PANI-2 117,5 300 25 

E-PANI-2 117,5 500 25 

 

 

In this electrospining process, NE300 Nano Spinner device were used. Electrospining set-up is shown in Figure 1.  

 

 

Figure 1. Electrospining Set-Up 
 

PANI/PEO suspensions were added in 10mL syringe. The feed rate was 1.3 mL/h and the applied voltage was 25kV 

to generate potential difference between the nozzle and the collector. The distance between the nozzle and the 

collector was 20cm. The electrospining process were performed with 18-gauge nozzle. Each electrospinning process 

were performed 30 minutes at 23°C-38%RH. 

PANI/PEO suspensions were added in 10mL syringe. The feed rate was 1.3 mL/h and the applied voltage was 25kV 

to generate potential difference between the nozzle and the collector. The distance between the nozzle and the 

collector was 20cm. The electrospining proses were performed with 18-gauge nozzle. Each electrospinning process 

were performed 30 minutes at 23°C-38%RH. Electrospining parameters of polymer suspensions are shown in Table 

2. PANI/PEO polymer solutions prepared at a ratio of 1.5% v/w and 1.35% v/w with viscosity of 220 cp and 117.5 

cp were electrospinned at collector rotational speeds of 100, 300, 500 rpm. (Table 2). In the optimization studies, the 

effects of electrospinning parameters, polymer concentration, solution viscosity on the nanofiber structure were 

investigated. The obtained nano-fiber structures were examined with the SEM analysis device, and the appropriate 

production conditions and solution concentration values were determined. 

3. RESULTS AND DISCUSSION 

The Electro-spinning parameters affecting the properties of nano-fibers have been the focus of attention of 

researchers in electrospining processes. In our work, we focused effects of the polymer suspension viscosity and 
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collector speed on the nano-fiber orientation. PANI is one of the most studied polymers among conductive polymers 

[25]. Although there are studies on electrospinning of PANI in the literature, the effect of collector speed has not 

been discussed yet. In this respect, our study is important for the literature. Structural and morphological analyzes of 

nano-fibers were analyzed by SEM and FT-IR methods.  

 
 
 Figure 2.  FT-IR Spectra of PANI/PEO 
 

   The Perkin-Elmer FT-IR Spectrometer were used to determined functional groups of the PANI /PEO nanofibers. 

Structures of electrospun PANI/PEO nano-fibers were investigated by Zeiss-Evo Ma10 Scanning Electron 

Microscope. Through the electrospining process varying conditions affects nano-fiber properties. In this present 

work, we want to investigate the effects of polymer solution viscosity and collector speed. 

Figure 2 shows FT-IR Spectra of PANI/PEO. It is seen a broad peak at the 3,330 cm
-1

 region because of the O—H 

groups. C—H aliphatic bond were shown at 2878 cm
-1

 peaks region. Peaks at 1,466cm
-1 

region because of C═N, 

341 cm
-1 

and 1,279 cm
-1 

were corresponding C—N, peaks at 1034 cm
-1 

and 962 cm
-1 

regions relevent to C—H 

aromatics and also 841 cm
-1

 peaks were demonstrated of SO3 group [1]. 

 

 

Figure 3 demonstrates the SEM images of PANI/PEO nanofibers with the difference of viscosity and collector speed 

of PANI/PEO changes the morphology of the nanofibers. Two different PANI solutions with 220 cp and 117,5 cp 

viscosity were produced on a collector at different speeds at constant feed rate and voltage. The structure of the 

electrospun PANI nano-fibers were investigated. The syringe feed rate was 1.3 mL/h and the voltage was 25 kV. 

The distance between the nozzle and the collector is 20 cm. PANI nanofibers (sample A and B) with a solution 

viscosity of 220 cp were produced in a collector with a rotational speed of 100 rpm and 300 rpm. The structure of 

PANI nanofibers is shown in Figure 3 (A-B). PANI nanofibers with a solution viscosity of 117,5 cp were produced 

in a collector with a rotational speed of 100, 300 and 500 rpm at the same feed rate and power.  
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Figure 3. SEM images of PANI.CSA/PEO 
 

Structures of these electrospun nanofibers are shown in Figure 3 (C-E). According the SEM results, as the polymer 

viscosity decreases, the polymer jet breaks up before it reaches the collector. Accordingly, when the fiber structures 

in Figure 3 are observed, it is seen that the nano-fiber structures with low viscosity are fragmented at each collector 

speed, however the fiber orientations increase as the collector roller speed increases [1]. At the same collector roller 

speed condition, the more continuous nanofibers are attained from the polymer has high viscosity as compared in 

Figure 3 (B, D). However, the width of the nanofibers cannot be compared in terms of the viscosity of the polymer 

and the collector speed of the device. 

4. CONCLUSION 

In this study, PANI/PEO nano-fibers were successfully fabricated by means of the solution electrospinning 

technique under ambient conditions. Then, the effects of solution concentration and the collector speed on the 

morphology of the electrospun PANI/PEO nano-fibers were thoroughly investigated. The SEM images indicated 

D 

E 
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that the increasing of the collector speed, nano-fiber orientations were increased. On the other hand, the lower 

solution concentration, the diameter distributions were break down and destroyed. 
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Abstract 

In this study, a finite differences method is proposed for solving a mixed problem, which represents phenomena in 

hydrodynamics. To evaluate the approximate solution of the problem, its analytical solution is also constructed by the residue 

method developed by M.L. Rasulov, which is applied to find the solution of the partial differential equations containing time-

dependent derivatives at boundary conditions. The formula for expansion of an arbitrary function in a series of residues of the 

solution of the corresponding spectral problem is used to show that the solution of the mixed boundary-value problem can be 

represented by the given residue formula. The use of the residual method gives an exact solution for the mixed boundary value 

problem, represented as a rapidly decreasing series. The derived formula makes it possible to formally establish both the 

existence and the uniqueness of the solution. Moreover, the derived formula provides a framework for evaluation, allowing a 

comparative analysis between the exact solution and the numerical approach.  

 

Keywords: Residue method, Residue representation of the solution, Expansion formula, Boundary condition with higher order derivative. 

1. INTRODUCTION 

The Fourier method, also called the method of separation of variables, is one of the basic classical methods for 

integrating some linear partial differential equations under given boundary and initial conditions. The method is a 

powerful tool for finding an analytical solution to mixed problems of mathematical physics equations (Fourier, 

1822). Other classical methods are the Fourier-Birkhoff method (Birkhoff, 1908a, 1908b), the potential method, the 

Laplace method, and the residual method, first proposed by Cauchy (1827). The application of the Fourier method to 

the solution of mixed problems reduces to the problem of the expansion of an arbitrary function from some class of 

eigenfunctions corresponding to the spectral problem (Fourier, 1822). 

For a spectral problem with multiple points with discontinuous coefficients, the concept of regularity was given 

by M.L. Rasulov; unlike Tamarkin, the formula of multiple expansion was obtained, which is extremely important 

for the solution of related complex problems for partial differential equations (Rasulov, 1959 and 1963). In fact, he 
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https://doi.org/xx.xxxx/ijonfest.2023.xxxxxx
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has developed the "method of contour integration" and "residual method," which have been applied with success to 

the solution of problems with both one-dimensional and multidimensional partial differential equations with 

discontinuous coefficients. Moreover, the residue method can be applied to equations that cannot be separated into 

their variables and to equations whose operator is not self-adjoint and may even be used in cases where they contain 

time-dependent derivatives at boundary conditions. It is proven that the formula for the expansion of an arbitrary 

vector function in the fundamental functions of a one-parameter boundary problem (Rasulov, 1959). The theory of 

non-self-adjoint operator equations is extensively investigated by M. Keldysh (Keldysh, 1951). 

The residual method was applied, respectively, to obtain the exact solution of the boundary value problem with 

non-classical conditions for one- and two-dimensional heat equations and a one-dimensional linear wave equation in 

the form of a rapidly decreasing series (Rasulov and Sinsoysal, 2008; Sinsoysal and Rasulov, 2008; Sinsoysal, 

2009). Also, it was used the Cauchy problem of a system of ordinary differential equations with constant coefficients 

to find the exact solution of the constant voltage problem of an RC circuit (Sinsoysal and Rasulov, 2013). Moreover, 

the solution of the first type of mixed problem for a two-dimensional linear parabolic equation in a bounded cylinder 

of Euclidean space is found in explicit form by using the residue method (Sinsoysal and Rasulov, 2020). 

2. THE MAIN PROBLEM 

Let 𝑅2 be an Euclidean space of points (𝑥, 𝑡) and let  𝑄𝑇 = {(𝑥, 𝑡) ∣ 0 ≤ 𝑥 ≤ ℓ, 0 ≤ 𝑡 < 𝑇} ⊂ 𝑅2. In 𝑄𝑇  we 

consider the following mixed problem 

∂𝑢(𝑥, 𝑡)

∂𝑡
= 𝜅

∂2𝑢(𝑥, 𝑡)

∂𝑥2
+ 𝑓(𝑥, 𝑡),   0 ≤ 𝑥 ≤ ℓ, 𝑡 ≥ 0, (1) 

 

𝑢(𝑥, 0) = 𝑢0(𝑥),  (2) 

 

𝐴
∂𝑢(0, 𝑡)

∂𝑥
+ 𝐵

∂𝑢(0, 𝑡)

∂𝑡
= 𝑞(𝑡), (3) 

 

𝑢(ℓ, 𝑡) = 𝑢𝑐(𝑡),   𝑡 > 0  (4) 

where 𝜅, ℓ, 𝑇, 𝐴 and B are given positive real numbers with physical meaning and, 𝑞(𝑡) is a known function for any 

𝑡 > 0.  t and x are time and spatial coordinates, respectively. The problem (1)-(4), which is called the main problem, 

is often frequently encountered during the theoretical study of many physical processes, both thermo- and 

hydrodynamic. The theoretical study of many interesting problems of plane-radial filtration theory is also brought to 

the solution of problems of type (1)-(4). 

 

It is known that the information necessary for the determination of some hydrodynamic indicators of oil fields 

can be obtained only when the well is suddenly closed and opened (Charny, 1963). In this case, the time derivative 

includes in the boundary condition, which causes certain difficulties in the application of classical solution methods. 

2.1 Finite Differences Schemes for the Main Problem 

An algorithm for finding an approximate solution to the dimensionless problem (1)-(4) by the following finite 

difference method is proposed 
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∂𝑢(𝜉, 𝜏)

∂𝜏
= 𝜅

∂2𝑢(𝜉, 𝜏)

∂𝜉2
+ 𝑓(𝜉, τ),    0 ≤ 𝜉 ≤ 1, (5) 

 

𝑢(𝜉, 0) =  1,  (6) 

 

 𝛿0

∂𝑢(0, 𝜏)

∂𝜏
+

∂𝑢(0, 𝜏)

∂𝜉
= 0, (7) 

 

𝑢(1, 𝜏) =
𝑢𝑐(𝜏)

𝑢0
 (8) 

Here 𝜅 and  𝛿0  are given positive parameters having physical sense related of anayzed problem. Now, we will 

explain the finite difference algorithm to compute a numerical solution to the main problem (5)-(8). For this 

purpose, a uniform grid covering the region 𝑄𝑇
(𝜉,𝜏)

 in which the problem is discretized is created 

Ωℎ𝜉,ℎ𝜏
= {(𝜉𝑗 , 𝜏𝑛) | 𝜉𝑗 = 𝑗ℎ𝜉 , 𝜏𝑛 = 𝑛ℎ𝜏, ℎ𝜉 > 0, ℎ𝜏 > 0, 𝑗 = 0,1,2, … 𝑁, 𝑛 = 0,1,2, … } 

and the finite difference approximation of the problem (5)-(8) is constructed at an arbitrary (𝜉𝑗 , 𝜏𝑛) node point of the 

grid as 

𝑈𝑗,𝑛+1 − 𝑈𝑗,𝑛

ℎ𝜏
=

1

ℎ𝜉
2 (𝑈𝑗+1,𝑛+1 − 2𝑈𝑗,𝑛+1 + 𝑈𝑗−1,𝑛+1),  (9) 

 

where 𝑗 = 1,2, … , 𝑁 − 1; 𝑛 = 0,1,2, …, 

𝑈𝑗,0 = 1, (𝑗 = 0,2, … , 𝑁),  (10) 

 

𝛿0

𝑈0,𝑛+1 − 𝑈0,𝑛

ℎ𝜏
+

𝑈1,𝑛+1 − 𝑈0,𝑛+1

ℎ𝜉
= 0, (11) 

 

𝑈𝑁,𝑛+1 = 𝜙(𝜏𝑛+1), (𝑛 = 0,2 … . ). (12) 

 

Here, 𝜙(𝜏𝑛) =
𝑢𝜏𝑛

𝑢0
, the grid function 𝑈𝑗,𝑛 represents approximate values of the function 𝑢(𝑥, 𝑡) at point (𝑖, 𝑘). In 

order to obtain the solution of the main problem by using  algorithm (9)-(12) we must  define value of 𝑈0,𝑛+1. From 

(11) we have:  𝑈0,𝑛+1 = 𝑈0,𝑛 −
𝛿0ℎ𝜏

ℎ𝜉
(𝑈1,𝑛 − 2𝑈0,𝑛 + 𝑈−1,𝑛). 

It should be note that the order of approximation of schema (9)-(12) has 𝑂(ℎ𝜏 + ℎ𝜉) of accuracy.  The question of  

increase the order  of accuracy of this schema  we will consider later. Now the algorithm for obtaining of the 

unknown 𝑈𝑗,𝑛+1 is purposed. On the basis of this proposed algorithm, a computer experiment was carried out and 

the result is shown in Figure 1. 
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Figure 1. Numerical solution 

 

2.2 Analytical Solution of the Main Problem 

Now let us construct the analytical solution of the main problem by residue method. The aim here is to compare 

the analytical solution with the solution given by the numerical algorithm. In order to perform the residue method, 

by replacing with 𝑣(𝜉, 𝜏) = 𝑢(𝜉, 𝜏) − 𝑔(𝜉, 𝜏),   𝑔(𝜉, 𝜏) = 𝑒
𝜏

𝛿0𝜉 + 1 − 𝑒
𝜏

𝛿0 ,   𝑓(𝜉, 𝜏) =
1

𝛿0
(1 − 𝜉)𝑒

𝜏

𝛿0 ,   𝑣0(𝜉) = 1 − 𝜉  

the problem is reduced to a homogeneous boundary condition problem sas follows  

∂𝑣(𝜉, 𝜏)

∂𝜏
=

∂2𝑣(𝜉, 𝜏)

∂𝜉2
+ 𝑓(𝜉, τ), (13) 

 

𝑣(𝜉, 0) =  𝑣0(𝜉),  (14) 

 

 𝛿0

∂𝑣(0, 𝜏)

∂𝜏
+

∂𝑣(0, 𝜏)

∂𝜉
= 0, (15) 

 

𝑣(1, 𝑡) = 0. (16) 

According of the residue method, we associate the following two problems with complex parameter corresponding 

to problem (13)-(16) as 

2.2.1. Spectral problem 

 𝑦′′ − 𝜆2𝑦 = ℎ(𝜉), (17) 
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𝜆2𝑦(𝜉) +
1

𝛿0
𝑦′(0) = −ℎ(0),    𝑦(1, 𝜆) = 0, (18) 

2.2.2. Chauchy's problem 

𝑑𝑧

𝑑𝑡
− 𝜆2𝑧 = 𝑓, (19) 

 

𝑧(𝜉, 0) = 𝑢0(𝜉), (20) 

where ℎ(𝜉) is an arbitrary continuous function having the derivative of first order on [0,1].  

It is clearly that   𝑧(𝜉, 𝜏, 𝜆) = 𝑢0(𝜉) 𝑒𝜆2𝜏 + ∫ 𝑓(𝜉, 𝜃)𝑒𝜆2(𝜏−𝜃)𝑑𝜃
𝜏

0
   is solution of problem (19), (20). According to 

the general theory of boundary problem of ordinary differential equations the soltion of (17), (18) is constructed as 

follows  

𝑦(𝜉, 𝜆, ℎ(𝜉)) = ∫ 𝐺(𝜉, 𝜂, 𝜆)ℎ(𝜉)

1

0

𝑑𝜂 +
𝑌(𝜉, 𝜆, ℎ(𝜉))

Δ(𝜆)
, (21) 

where 

𝐺(𝜉, 𝜂, 𝜆) =
Δ(𝜉, 𝜂, 𝜆)

Δ(𝜆)
 (22) 

which is called Green's function of problem (17), (18), 

Δ(𝜆) = (𝛿0𝜆2 + 𝜆)𝑒−λ − (𝛿0𝜆2 − 𝜆)𝑒𝜆, 

Δ(𝜉, 𝜂, 𝜆) = |

𝑔(𝜉, 𝜂, 𝜆) 𝑒λ𝜉 𝑒−λ𝜉

𝛿0𝜆2𝑔(0, 𝜂, 𝜆) + 𝑔′(0, 𝜂, 𝜆) 𝛿0𝜆2 + 𝜆 𝛿0𝜆2 − 𝜆

𝑔(1, 𝜂, 𝜆) 𝑒λ 𝑒−λ

|, 

𝑔(𝜉, 𝜂, 𝜆) = {

1

2𝜆
sinh 𝜆(𝜉 − 𝜂),     0 ≤ 𝜂 ≤ 𝜉 ≤ 1,

−
1

2𝜆
sinh 𝜆(𝜉 − 𝜂),     0 ≤ 𝜉 ≤ 𝜂 ≤ 1.

 

Because of (17), (18) is R regular in sense (Rasulov, 1963),  that  the following two statements take place: 

1. Under fulfillment the condition R regularity for the Green's function in domain 𝑅𝛿
∗  takes place the estimate 

𝐺(𝑥, 𝜉, 𝜆) = 𝑂 (
1

𝜆𝑛−1), 

where 𝑅𝛿
∗ = 𝑅𝛿 − ⋃ 𝐾𝛿(𝜆𝜈)𝜈 , 𝐾𝛿(𝜆𝜈) is a circle with radius of δ and in center of  the roots of the equation Δ(𝜆) =

0. 
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2. For any continuously differentiable on [0,1] function ℎ(𝜉) take place the following expansion 

ℎ(𝜉) = −
1

2𝜋√−1
∑ ∫ 𝜆 𝑦(𝜉, 𝜆, ℎ) 𝑑𝜆

𝐶𝜈𝜈

 

where the sum with respect to 𝜈 extend on all the poles of the integrand function. 

Under these assumptions and according to the general theory of residue method (Rasulov, 1963), the analytical 

solution of problem (1)-(4) is obtained in the form of a rapidly decreasing series  

𝑢(𝜉, 𝜏) =
−1

2𝜋√−1
∑  

𝑣

 ∫  
𝐶𝑣

 𝜆𝑒𝜆2𝜏 ∫  
1

0

 𝐺(𝜉, 𝜂, 𝜆) [𝑢0(𝜉) + ∫  
𝜏

0

 𝑒𝜆2(𝜏−𝜃)𝑓(𝜂, 𝜃)𝑑𝜃]  𝑑𝜂𝑑𝜆 + 

−1

2𝜋√−1
∑  

𝑣

 ∫  
𝐶𝑣

 𝜆𝑣

𝑌(𝜉, 𝜆, ℎ)

Δ(𝜆)
𝑑𝜆 (23) 

where 𝐶𝑉 is a simple closed contour enclosing only one of the poles of 𝜆𝜈 of integrand function. 

As it is seen from (22) computation of this integral be reduced to calculation of the roots of the characteristic 

determinant Δ(𝜆). It is clear that the equation (22) is transcendental, therefore  necessary to find of this roots 

numerically, or for roots it possible asymptotic representations. Transforming equation (22) we have  𝑒2λ =
𝛿0+

1

𝜆

𝛿0−
1

𝜆

 . 

It is seen from this the relation of the right side tend to one if 𝜆 → ∞. Therefore the roots of Δ(𝜆) = 0 by 𝜆 → ∞ 

tend to roots of the Δ(𝜆) = 1, that is  𝜆𝑣 = 2𝜋𝑣√−1,   𝑣 = 0, ±1, ±2, …. 

For these values of 𝜆𝑣 the function defined by (23) is computed easily. Taking into account the above substitutions  

for the function 𝑣(𝜉, 𝜏) we have the following representation as 

𝑣(𝜉, 𝜏) = ∑  

∞

𝑣=1

 
1

𝜋𝑣(𝛿0𝜋2𝑣2 + 1)
{sin 𝜋𝑣𝜉(cos 𝜋𝑣 − 1) − 𝜋𝑣cos 𝜋𝑣𝜉 [𝑒−𝜋2𝑣2𝜏 +

𝑒
𝜏

𝛿0 − 𝑒−𝜋2𝑣2𝜏

1 + 𝛿0𝜋2𝑣2
]} + 

+1 − 𝑒
𝜏

𝛿0𝜉 − 𝑒
𝜏

𝛿0 . 

and its graph is shown in Figure 2. 
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Figure 2. Result obtained by analytical solution 

3. CONCLUSION 

By finite differences method the numerical solution of the main problem is obtained with order 𝑂(ℎ𝜏 + ℎ𝜉  ). It is 

also possible to write higher order difference schema of the finite difference system with respect to τ. The residual 

method is used to find the exact solution of the mixed boundary value problem in the form of a rapidly decreasing 

series. Through the derived formula, the existence and uniqueness of the solution can be proved. Furthermore, this 

formula allows us to compare the exact solution with the approximate solution calculated by using numerical 

methods. 
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Abstract 

This study presents a modified algorithm for the inverse calculation of a multistage axial compressor using the established 

streamline curvature method. The algorithm was applied to design a four-stage axial compressor with a pressure ratio of 3.2 and 

an estimated efficiency of 88.6%. Numerical simulations of the designed compressor were performed, showing good agreement 

with the calculated values at the mean diameter, with deviations within 5%. The temperature distribution along the radial 

direction was predicted accurately, while some discrepancies in pressure prediction near the hub were observed due to the 

approximate nature of the loss models used. The study provides recommendations for improving the calculation methodology 

and confirms the reliability of the proposed modifications to the design method. These findings enhance the preliminary design 

process for axial compressors, contributing to their efficiency and reliability. 

 

Keywords: Axial Compressor; Streamline Curvature Method; Inverse Solver; Preliminary Design. 

1. INTRODUCTION 

In modern gas turbines, the axial compressor is an essential part. Aerodynamic design and optimization need a 

thorough understanding of its flow characteristics and performance across a wide variety of operating situations. 

Three-dimensional computational fluid dynamics (CFD), the one-dimensional approach, and the through-flow 

method are the main computational techniques employed in compressor research. The one-dimensional approach 

skips the in-depth flow study in favor of concentrating on the general traits and functionality of the compressor stage 

[1].  

The streamline curvature method is a standard tool used for the design and analysis of turbomachinery, 

particularly in the context of designing axial multistage machines. The use of the streamline curvature method as 

applied to analysis in multistage axial compressors was described by Jansen and Moffatt[2], Aungier [3], 

Campsty [4], and many other authors. Jansen and Moffatt [2] represent an early foundational study in the designing 

axial multistage machines. References [3] and [4] are relatively modern seminal texts that comprehensively detail 

https://doi.org/10.61150/ijonfest.2024020204
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axial multistage compressors' theory and design methodologies. Banjac [5] provided a reasonably detailed 

description of the design methodology using the streamline curvature method. Suppose the body and sleeve 

geometry are modified in that design throughout the calculation process. In that case, the only thing that changes in 

this work is the blades’ edge positions, which will be covered in more detail below. 

Existing methodologies [3,4] typically propose conducting the compressor calculation sequentially from section 

to section along its flow path. However, an appealing approach is the method of calculating parameters 

simultaneously considering all sections. This approach simplifies the computation of partial derivatives of 

compressor parameters and avoids nested loops in the calculation program. Nevertheless, this method has a 

drawback: ensuring the stability of the solution process becomes more challenging. When solving the inverse 

problem, the complexity increases because geometry updates of the compressor are required at each iteration, which 

can lead to computational instability. 

It is vital to enhance inverse solvers made specifically for compressor design in order to enhance the features of 

axial compressors. Early-stage design solvers that consider a wide range of parameters influencing the machine’s 

efficiency are required. Studying the inverse solver’s algorithms, as well as the physical processes taking place in the 

compressor’s flow section, are necessary to do this. 

In compressor design, it is crucial to select loss models appropriately and consider parameters such as incidence 

angles, deviation angles, and blockage factors. For instance, inaccurately calculated losses or blockage factors may 

result in meridional velocity variations from the design values. This mismatch in compressor stage operation lowers 

the compressor’s efficiency and surge margin. Improper distribution of losses along the blade height can result in 

insufficient performance near the casing, leading to flow degradation and boundary layer separation. 

In this paper, we propose an original algorithm for the inverse calculation of multistage axial compressors. This 

algorithm addresses some of the challenges by updating only the position of the blade edges during the calculation 

process, which aims to enhance computational stability. The proposed algorithm has been applied to the design of a 

four-stage axial compressor, showing promising results that suggest its potential effectiveness. 

2. MATERIAL AND METHODS 

2.1 Radial equilibrium equation 

The streamline curvature method is based on the radial equilibrium equation. This method does not take into 

account viscous effects and assumes an axisymmetric flow [4]. Figure 1 presents a fluid flow diagram in the 

meridional plane with the designation of the coordinate system. 

 

Figure 1. Coordinate system for streamline curvature method calculation 
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The equation is shown below in the generally recognized form [4], except that the term that accounts for blade 

forces in the radial direction is missing in this particular case. It is possible to ignore this term in the axial 

compressors. 
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 (1) 

In this case, the variables are: ϕ is the angle between a stream-surface and the compressor axis; γ is the angle 

between the quasi-normal and the plane perpendicular to the compressor axis; Cm is the meridional velocity; Cu is 

the circumferential velocity; h0 is the total enthalpy; and s is the entropy. 

2.2 Calculation procedure  

Upon completing the compressor calculation based on the mean diameter, the shape of its flow path is determined. 

Subsequently, a two-dimensional axisymmetric calculation is necessary to ascertain the flow kinematics along the 

blade height of the compressor. To achieve this, a computational grid is generated (Figure 2a) for further calculation 

based on the obtained geometry of the flow path. During the first iteration, the blade width is assumed to be constant 

along the height and equal to the value obtained from the mean-line calculation. The blade width depends on the 

chord of the blade and the stagger angle of the blade profile, which in turn is completely determined by the flow 

kinematics. Then, in each subsequent iteration, the blade width is refined for each section, and based on this 

refinement, the position of the nodes of the computational mesh is updated. 

The calculation process is as follows: 

1) Initially, the positions of the stream surfaces are estimated. Typically, they are arranged to divide the surfaces 

formed by the rotation of quasi-normals into surfaces of equal area. 

2) Angles ϕ and the curvature of the stream surfaces rm are determined at the intersection points with the quasi-

normals. Then, by interpolation, the values of these parameters are determined at the grid nodes (Figure 2b). 

3) Values of the angle γ are determined at the grid nodes. 

4) In the initial approximation at the first iteration, the values of the meridional velocity Cm and entropy s are 

assumed constant with height, derived from mean-line calculation results. On each subsequent iteration, these values 

are taken from the calculation results of the previous iteration. A relaxation coefficient may be applied for 

calculation stabilization. 

5) Values of the total enthalpy h0 and velocity Cu are determined at each node. At the rotor inlet, Cu is determined 

based on the twist law, while at the rotor outlet, it is determined to ensure the required work at the given rotor 

radius. 

6) Terms of equation 1 are evaluated at each point. Then, by integrating equation 1, updated values of Cm are 

determined for each point. The boundary condition for integrating the equation is taken as the value of velocity Cm 

at the mean diameter. 

7) Using the new values of Cm, losses are evaluated for each blade section, and the entropy s is updated. 

8) The flow rate through each quasi-normal is calculated, and the values of Cm are updated to ensure the specified 

flow rate through each quasi-normal. This may be accomplished by multiplying all of the Cm values in the current 

quasi-normal by a coefficient that is the same as the ratio of the specified flow rate to the calculated flow rate. 

9) If necessary, the blockage factors are updated. Here, a relaxation coefficient may also be used to ensure 

calculation stability. 

10) Blade width values are updated, and based on this, the position of grid nodes is updated. 

11) The positions of the stream surfaces are updated to ensure flow continuity in each stream tube formed by 

adjacent stream surfaces. 

12) Residuals are evaluated, and if necessary, the calculation is repeated from step 2. 
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     (a)  Illustration of node position update                                        b) Illustration of intersection points between 

                                            stream surfaces and quasi-normals 

Figure 2. Computational grid 

2.3 Loss Correlations 

The loss coefficient is calculated from the drag coefficient, which in turn is composed of coefficients of resistance 

caused by various types of losses: 

2
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where   is loss coefficient,  DC – total drag coefficient, DpC  – drag coefficient from profile losses, DaC  – drag 

coefficient end-wall losses DsC  – drag coefficient from secondary losses, DtC  – drag coefficient from tip clearance 

losses,   – row solidity at mean diameter, 1  – inlet flow angle at relative frame, m  – averaged flow angle which 

calculated as: 
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where 2  is the outlet flow angle at the relative frame. 

Profile losses are estimated using the widely accepted Lieblein’s model [6]: 
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where m  – averaged flow angle at the relative frame, 2  – outlet flow angle at the relative frame,   – row 

solidity at mean diameter, 2H  – boundary layer shape factor, 2  – blade wake momentum thickness, c – blade 

chord.  

The prediction of endwall losses and secondary losses is based on the Howell model [7]: 
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where s is blade pitch, H – blade height, CL – lift coefficient. 

An empirical model has been used to estimate losses from leakage in the radial gap: 

1.50.29Dt LC tC  

here t  is the relative tip gap, CL – lift coefficient. 

The lift coefficient is calculated as: 

 1 2

2
tan tan cosL mC   


   

where    is row solidity at mean diameter 1  – inlet flow angle at relative frame, 2  – outlet flow angle at 

relative frame, m  – averaged flow angle. 

2.4 Designed compressor parameters 

 The main parameters of the designed compressor are given in Table 1. The compressor is a four-stage 

compressor with a pressure ratio of 3.2. At this pressure ratio, the compressor stages are usually lightly loaded and 

usually provide fairly high efficiency. Based on one-dimensional calculations, the estimated efficiency is 88.6%. 

The air mass flow rate is 50 kg/s, which corresponds to a medium-sized compressor. The relative hub diameter in 

the first stage is 0.5, which provides a balance between compressor performance and acceptable efficiency. 

Table 1. Compressor main parameters 

Parameter Unit Value 

Number of stages   [-]  4 

Mass flow rate  [kg/s]  50 

Pressure Ratio   [-]  3.2 

Isentropic Efficiency   [-]  0.886 

Shaft Speed  [RPM]   9550  

Inlet Hub-Tip Ratio  [-]  0.5 

Figure 3 shows the meridional cross-section of the compressor flow path. During the calculation, the end diameter 

was chosen as the determining one, and this diameter decreased by 4% from the compressor inlet to the outlet. 
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Figure 3. Compressor flow path 

Table 2 presents the main parameters of the compressor stages. Figure 4 shows the distribution of pressure ratio, 

isentropic efficiency of the compressor stages and the equivalent diffusion factor of the compressor rows. 

The flow coefficients were selected from values from 0.5 to 0.59. These values provide an axial velocity of 174.6 

m/s at the entrance to the first stage rotor and 160 m/s at the exit from the compressor. The outlet flow angles in the 

stators of the first and second stages are 16 degrees, which ensures an acceptable degree of reaction and, 

accordingly, increased efficiency of the stages. At the third stage, this angle is 12 degrees, which makes it possible 

to achieve acceptable efficiency values and, at the same time, reduce the load on the final stage stator by decreasing 

the flow angle behind the final stage rotor. 

Table 2. The compressor stage’s main parameters 

 Unit IGV 1st stage 2nd stage 3rd stage 4th stage 

Blade speed at mean diameter [m/s] - 296 310.4 317.5 320.1 

Blade corrected speed at mean diameter [m/s] - 296 292.3 284.4 275.4 

Total temperature rise [K] - 36.6 34.4 30 26.3 

Axial velocity at the inlet [m/s] 149.2 174.6 172.2 168.3 160 

Work coefficient [-] - 0.42 0.36 0.3 0.26 

Flow coefficient [-] - 0.59 0.555 0.53 0.5 

Stator outlet flow angle [°] 12 16 16 12 2 

Rotor de-Haller Number [-] - 0.709 0.727 0.749 0.765 

Stator de-Haller Number [-] 1.196 0.787 0.764 0.764 0.767 
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Figure 4. Stages parameters 

Work coefficients were also selected to ensure high-stage efficiencies but were adjusted to limit the aerodynamic 

loading of the stators to FDeq=1.7. Since the stators of the third and fourth stages have to correct the flow, swirled in 

the first two stages, their aerodynamic load increases, so the rotors of these stages are underloaded. Accordingly, if 

the temperature increased by 36.6 and 34.4 degrees in the first two stages, respectively, in the third stage, it will 

climb by 30 degrees and by just 26.3 degrees in the second stage. 

The speed of the blades at the mean diameter is moderate, from 296 to 320 m/s, which makes it possible to 

manufacture the compressor rotor from inexpensive materials. The corrected blade speed at the mean diameter 

varies from 296 m/s at the inlet to 275.4 m/s at the outlet. These values correspond to transonic stages. 

2.5 CFD modeling 

Based on the results of aerodynamic calculations, the compressor blades were profiled, and a 3D model of the 

aerodynamic surfaces was created. DCA profiles were used for the rotor blades and IGV blades, and NACA65 

profiles [7]  were used for the stator blades. The resulting 3D model is shown in Figure 5. 

The Ansys CFX [9] software package was used for the numerical simulation of the flow in the compressor. This 

package allows for the calculation of RANS (Reynolds-Averaged Navier-Stokes) equations using the finite volume 

method. 

A high-quality hexahedral mesh was generated in TurboGrid. The number of elements per row ranged from 0.5 to 

2.0 million. Near the walls, the mesh was refined so that the thickness of the first element was between 3 and 5 

microns, ensuring y+ values of less than 5. A radial clearance of 0.5 mm was implemented on the rotor blades. 

Figure 6 shows the resulting mesh. The total number of elements was 9.2 million, and the number of nodes was 9.54 

million. 
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Figure 5. 3D model of the designed compressor 

 
Figure 6. Computational mesh 

The full energy model is used in the simulation. The turbulence model is SST. A periodic boundary condition 

allows the calculation to consider only one interblade passage. The boundary condition for the walls is a no-slip 

condition. At the inlet, the total pressure is set to 101.325 kPa and the total temperature to 288.15 K, while the outlet 

has an average static pressure of 290 kPa. The rotation speed of the computational domain is set to 9550 RPM. The 

convergence criterion is that the root mean square residuals reach a level of 1e-4. 

3. RESULTS AND DISCUSSION 

Table 3 presents the integral parameters of the compressor obtained as a result of numerical simulation in 

comparison with the design values. Despite the blockage coefficients taken into account during the design, the flow 

deficit was 3.6%, which is likely due to incorrect calculation of the channel blockage and incorrectly selected angles 

of attack in the rotor of the first stage of the compressor. The shortfall in efficiency was 1.6%, which is not much for 

preliminary design. The deviation of the pressure ratio from the design value was -2.81%. 

Table 3. Integral Parameters 

 

Unit Design CFD Rel. diff. 

Mass Flow [kg/s] 50.0 48.2 -3.60% 

Isentropic efficiency [-] 0.886 0.870 -1.81% 

Pressure ratio [-] 3.20 3.11 -2.81% 

In Figure 7, the calculation results for the hub, middle and tip sections of the compressor are presented in the form 
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of Mach number fields and vector fields. From these figures it is clear that in the middle and end sections the flow 

proceeds without areas of developed boundary layer separation, while in the hub section there are areas with intense 

boundary layer separation in the stator rows. It can also be noted that there are areas with pronounced shock waves 

in the first stage rotor, where the temperature is the lowest. 

The graphs (Figure 8) illustrating the distribution of total pressure and temperature indicate that in the first stage, 

above the mean diameter, the work performed exceeds the design specifications. Further, in the second and third 

stages, the pressure curve somewhat levels out in the flow core, while at the core of the blades there are strong dips 

in the total pressure due to the presence of boundary layer separation in these zones. In the fourth stage, the total 

pressure over the entire height is below the design value. It should be noted that there is a drop in total pressure 

already behind the first stage, which can cause degradation of the flow in the area of the end-walls and, therefore, a 

rapid increase in the thickness of the boundary layer and its separation [10]. 

Regarding the distribution of the total temperature, it should be noted that in all stages there is approximately the 

same difference from the design values in the area of the end walls, which is probably caused by mixing processes 

in the boundary layer, which were not taken into account during the design. The entropy distribution graphs show 

that there is an approximately constant difference with the design values, which indicates that the design did not take 

into account the uneven distribution of entropy at the entrance to the compressor, which could also cause 

degradation of the flow near the end walls further along the compressor flow path. 

During the design process, it is essential to highlight that the distribution of losses with respect to height was 

somewhat inaccurate. In the event where the design of the entropy distribution curves is supposed to be parabolic, 

the modeling results show discrete linear portions in the entropy distribution curves for the initial three stages. 

However, in the final stage, characterized by enhanced mixing, the curve is notably smoothed and closely 

approximates the originally intended design shape. 

Figure 9 shows graphs of the distribution of flow angles at the inlet and outlet for each row of the compressor, 

and Figure 10 shows graphs of the distribution of meridional velocity. It is evident from Figure 9a that the rotor’s 

angle of attack was set wrong, which resulted in inadequate flow through the compressor. Judging by the other 

figures, this may also be true for the rotors of subsequent stages. To increase flow rate, it is recommended to 

increase the angles of attack for rotor cascades. If the stators of the first three stages level the flow over most of the 

blade height, while due to the intense separation of the boundary layer, the stator of the last stage provides kinematic 

flow parameters close to the design ones only in the flow core. 

The meridional velocity distribution graphs demonstrate that there was a notable departure from the design values 

of the meridional velocity as early as the first stage entry. This divergence was most noticeable in the vicinity of the 

hub wall. This effect only increases further along the compressor flow path. This deviation from the design 

parameters could also cause increased losses at the bushing and, as a result, degradation of the flow closer to the 

compressor outlet. 
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(a) Relative Span = 0.1 

 
(b) Relative Span = 0.5 

 
(c) Relative Span = 0.9 

Figure 7. Mach number fields and vector fields 
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Figure 8. Thermodynamic parameters 
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Figure 9. Flow angles 
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Figure 10. Meridional velocity 
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4. CONCLUSION 

This study focused on the development and application of an inverse calculation algorithm specifically 

designed for the design of multistage axial compressors. The main task was to develop a four-stage axial compressor 

with a pressure ratio of 3.2 

We proposed an inverse calculation algorithm to determine the geometric and aerodynamic parameters of 

multistage axial compressors based on specified target parameters. The algorithm was applied in the design of a 

four-stage axial compressor. Comprehensive numerical simulations were carried out to evaluate the performance of 

the designed compressor. This simulation provided a detailed understanding of the flow pattern and overall 

compressor efficiency. Numerical modeling results showed deviations from the design values: the mass flow rate 

deviation was -3.6%, the pressure ratio deviation was -2.81%, and the isentropic efficiency deviation was -1.81%. 

Additionally, there were local deviations in the thermodynamic and kinematic parameters from the design values 

caused by the following reasons: 

 Inaccurate estimation of channel blockage. 

 Incorrectly selected incidence angles in the compressor rotors. 

 Improper distribution of losses along the blade height. 

These factors led to flow degradation along the compressor’s flow path, resulting in boundary layer separation 

from the hub surface. 

Despite these issues, the developed software code allows for the preliminary design of a compressor with 

parameters close to the design values. However, to improve the program, the following recommendations are made: 

 Advanced Channel Blockage Prediction: Use more advanced methods for predicting channel blockage, 

such as calculating the boundary layer on the end walls of the compressor. 

 Enhanced Loss Models: Employ more sophisticated loss models, particularly regarding their distribution 

along the blade height. This could involve implementing three-dimensional loss models that account for 

secondary flows and other complex phenomena. 

 Meticulous Angle of Attack Selection: Conduct a more meticulous selection of angles of attack. This can 

be achieved through more precise optimization algorithms and taking into account the variable flow 

conditions across different stages. 

 Consider Blade Height Mixing: It is recommended to take into account blade height mixing, which is 

especially important for compressors with more than 3-4 stages. This consideration can help accurately 

predict and mitigate adverse flow effects. 

By implementing these recommendations, the accuracy and reliability of the compressor design process can be 

significantly improved, resulting in higher efficiency and better overall performance. 

Future research will focus on calibrating loss models and accurately distributing these losses along the blade 

height. Additionally, the calculation of the boundary layer on the end walls of the compressor will be a key area of 

study to better estimate flow path blockage. Furthermore, modifications will be made to the computational code to 

account for mixing effects, which is essential for the accurate design and analysis of multistage compressors. 
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Abstract 

This study presents the development of a mechatronic device for an additively manufactured Pneumatic Artificial Muscle 

(PAM) rehabilitation orthosis. Within this scope, the system's electro-pneumatic, mechanical, control, and software designs have 

been designed and implemented. The device, intended to directly interact with both patients and therapists within the bio-

mechatronic process, is equipped with an intuitive graphical user interface (GUI). Utilizing a FlexSensor to measure hand 

flexion/extension angles, the device employs a solenoid valve, along with a trigger relay, for the inflation and deflation of the 

orthosis. During the electronic design phase, challenges such as interference and latency were mitigated through the 

implementation of isolations in the design. Employing a PD (Proportion-Derivative) control loop on the ATmega328 

microcontroller, control parameters were determined empirically. By excluding a compressor pump inside the device, a 

lightweight, portable, and cost-effective system was accomplished. While potential enhancements discussed in the conclusion 

will be considered in future studies, the current prototype effectively fulfills the project objectives. 

 

Keywords: Pneumatic Artificial Muscle; Hand Rehabilitation; Mechatronic System Integration 

1. INTRODUCTION 

When reviews in the field of robotic hand rehabilitation are examined, it is observed that a large portion of the 

studies involve the application of similar methods in different forms. Particularly, several complex methods have 

been adopted, especially in terms of power transmission and actuation techniques. The advantages and disadvantages 

of these methods in relation to each other and traditional physical therapy techniques have been extensively studied 

and presented in various works as shown in Figure 1.  
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Figure 1. Some Examples of Mechatronics Hand Rehabilitation Devices [1-5]. 

When studies on hand/finger extension are examined, it is evident that the products are largely unidirectional, 

lacking active exercise (type of exercise involving the patient's active movements), and feature complex designs. 

Therefore, based on expert advice and research findings, it has been concluded that the robotic hand rehabilitation 

orthosis to be developed should include the following elements: the capability for passive hand/finger extension and 

active hand/finger flexion exercises; a simple, user-friendly design that appeals to a wide range of users and provides 

tactile sensory input (skin sensation); and a low-cost manufacturing technology that can be customized as needed. 

In this context, instead of traditional McKibben artificial muscles, PAM via additive manufacturing was 

considered. In addition to all the advantages offered by McKibben artificial muscles, flexible and custom designs for 

different purposes [6,7] could be rapidly and affordably produced. 

As seen in the Hata! Başvuru kaynağı bulunamadı., design preferences were made among designs with 

different geometric parameters through preliminary design and computer-aided modeling phases conducted 

considering biomechanical requirements, along with finite element analyses  and the details have been previously 

published [8-10] 

This paper focuses on the development of the mechatronic system, which integrates the previously designed 

orthosis with the necessary electronic and control components to create a functional rehabilitation device. The 

following sections will detail the methodology used in the development of this system, including system integration, 

and control mechanisms. 
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2. METHODOLOGY 

As seen in the methodological flowchart presented in Hata! Başvuru kaynağı bulunamadı., an additive 

manufacturing methodology was adopted to produce the preferred design according to the desired specifications as 

shown in Figure 3Hata! Başvuru kaynağı bulunamadı.. Hata! Başvuru kaynağı bulunamadı. Following the 

design and manufacturing phases, a complete mechatronic system integration was carried out to work in conjunction 

with the orthosis, thus preparing the ground for its analysis and rehabilitation studies. 

 

Figure 2. Methodological Flowchart. 

The software carrying the system's operating algorithm was integrated into the system with a user interface, and 

the parameters of the preferred controller type were determined using this system through empirical methods. After 

the completion of system integration, parallel experimental analyses were conducted alongside finite element 

analyses, the details of which have been published previously [8-10], and a mathematical model was established 

based on these analyses.  
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Figure 3. The Design, Analysis, and Production Phases of The Orthosis [8-10]. 

The implementation process of the bio-mechatronic system was generally divided into 5 sections: actuator unit, 

I/O unit sensor unit, control unit, therapist, and patient. The Data Flow Diagram (DFD) and the bio-mechatronic 

sub-systems are presented in Figure 4. In the Input/Output unit, an LCD screen is used as an output, while the 

Graphic User Interface (GUI) is used as an input and output tool. These input/output tools will facilitate the control 

of the rehabilitation device for the therapist. The actuator unit includes components such as the trigger relay, 

solenoid valve, and pneumatic orthosis necessary for the device to perform mechanical work. In the system's sensing 

unit, a flex sensor is included to analogically measure hand extension and flexion amounts. The control of all units 

and the data processing are carried out on the Atmega328 central controller. 

 
Figure 4. DFD of the Bio-Mechatronic System. 
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2.1 Electronic Design 

The main sensing element used in the closed-loop control of the rehabilitation device is a flex sensor. The 4.5'' 

long sensor is long enough to measure the cylindrical grasping movement of a normal human hand and can operate 

without the need for an additional amplifier circuit, using only an input resistor. The flex sensor in the system's 

sensing unit measures hand aperture in real-time and sends it to the controller. The controller then processes the data 

according to the control algorithm and sends relevant triggers and/or information to the actuator and the I/O units. 

Although a relatively simple power/control mechanism would suffice to meet the requirements described in the 

introduction section, the structure of the control algorithm, as discussed in the next section, has brought along some 

physical application challenges. To overcome these challenges, a few additions have been made to the electronic 

design. As seen in Figure 5, while all components in the circuit operate with direct current, a voltage regulation unit 

has been added to the circuit due to the voltage differences between the components. However, as also shown in the 

same figure, the MP1584 integrated voltage regulator in the circuit is used not for supplying all components 

operating at 5V but only for powering the triggering relay.  

Although the 1.8-amp output current of the MP1584 voltage regulator would be sufficient to power all 5V 

components in the circuit, this approach has been taken as the relay and solenoid valve are inductive elements. The 

rapid switching of inductive elements in the circuit leads to the generation of reverse EMF (electromotive force), 

interference on the electronic circuit, and high voltages due to induction currents.  

These parasitic effects and fluctuations on the load negatively affect various parts of the system, including the 

USB interface used for communication with the central processor and the LCD screen controller communicated via 

the I2C protocol. For these reasons, only the inductive elements have been powered by the MP1584 (Figure 5), and 

additionally, the trigger relay has been opto-isolated , and the I2C controller has been protected with a flyback diode 

and decoupling capacitor. The ATmega328 has been chosen as the main controller of the system due to its 16MHz 

clock speed and 32 KB ISP flash memory [11]. 

 
Figure 5. Electronic Circuit Diagram. 

2.2 Control 

Although the relay and solenoid valve used to activate the orthosis are digital components, the flex sensor used as 

the main sensor in the system provides analog outputs according to the degree of bending. In similar cases, the 

widely preferred PD control technique has also been chosen in this study as shown in Figure 6.  
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Figure 6. Control Diagram. 

For the determination of the Kp, and Kd coefficients of the controller, empirical methods used in the literature [12-

15] were reviewed concerning Rise Time, Overshoot, Settling Time, and Steady State Error. In this context, the 

coefficients presented in the study by Heidari et al. [16] were initially considered as the starting point for coefficient 

determination. Later, the final values of the coefficients were determined through experimental methods as shown in 

Figure 7. 

 
Figure 7. Controller Tuning. 

2.3 User Interface 

The graphic user interface (GUI) of the system, consisting of 4 main sections, is presented in Figure 8. In the 

Calibration section, the therapist must "reset" the system before starting the session. After the patient has put on the 

orthosis in its deflated state, pressing the "Calibrate" button will save the current angle value read by the sensor as 

the base angle value for the controller. This allows the system to record the patient's joint degree in flexion enabling 

to work based on this reference. Then, the therapist will select the size of the orthosis worn by the patient as the 

pneumatic orthosis can be manufactured in different diameters and parameters for various patient groups (young, 

elderly etc.). This selection will be saved and the predefined maximum expansion angle parameter for the selected 

orthosis will be used as a limit during the process. 
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Figure 8. Graphical User Interface (GUI). 

In the Control section, the therapist can adjust the “Target” and “Response Range” values. Additionally, he or she 

can control the LCD screen, view the raw data graph, and start or stop triggering. The Response Range parameter is 

crucial for the controller and generally determines the response sensitivity of the device. If it is determined that the 

output from the control loop is greater than the previously set "Response Range," the relay is triggered.  

This range, which directly affects the system's behavior, has a default starting value but can be easily and 

instantly adjusted by the therapist. The "Target" value represents the percentage of hand aperture that the therapist 

aims to achieve during that therapy session. This percentage is calculated using the base value set in the calibration 

section and the limit value that can be reached by the selected orthosis size. For example, the hand being as closed 

as it was in the initial state represents 0%, while the hand being fully extended to the maximum angle the orthosis 

can inflate represents 100%. 

Additionally, the "Start/Stop Triggering" button under the same group allows the therapist to perform system 

adjustments/calibrations without triggering any pneumatic actuation during therapy sessions and shut down the 

system when the session is complete. The user interface provides two dial gauges to the therapist, displaying the 

triggering amount and the percentage of reaching the target. Additionally, since this system is a prototype, there is a 

graph screen in the interface where all raw data is shown and logged into the logbook.  

3. RESULTS AND DISCUSSION 

The completed rehabilitation device is presented in Figure 9. As this system is a prototype, further optimization 

steps are needed for commercialization or mass production. 

The device, excluding the orthosis, has a total weight of approximately 500 grams and has been produced in a 

compact and portable form. A computer is required for the operation of the device. While some summary data can 



128       Gülnergiz, E.T./ International Journal of New Findings in Engineering, Science and Technology  (2024) Vol.2,  Issue.2 

 

be accessed directly through the LCD screen during the system's operation (Figure 10), the device does not have any 

input method for adjustments, making it impossible to operate independently from a computer. In future studies, the 

LCD screen on the device will be replaced with a TFT LCD Touch Screen, allowing the device to function as a 

standalone system for basic rehabilitation and exercises. 

 

Figure 9. The Final Prototype 

 
Figure 10. LCD Screen and Connections 

Similarly, the device's electrical and compressed air supplies are expected to be provided from external sources as 

shown in Figure 10. Although the maximum operating pressure of PAM orthoses produced by additive 

manufacturing is 0.2 MPa, due to the size and weight of compressors that can meet this requirement, they have not 

been included in the system. In future studies, it is possible to produce a version of the device with a built-in 

compressor motor. 
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As shown in Figure 11, the device tests have been successfully completed with different orthoses. The 

approximate total hardware cost of the prototype, which is around $100, makes this device quite accessible for 

patients, therapists, and institutions. Thanks to its simple design, patients can acquire this device to perform daily 

hand exercises without therapist supervision if they choose to do so. 

 
Figure 11. Testing of the Prototype 

The integrated logbook in the system has been prepared to provide meaningful data to both patients and therapists. 

These data will be beneficial for tracking the progress of patients during the therapy process. Additionally, for 

potential commercialization and mass production, adding retrospective data analysis and patient tracking features to 

the software would be advantageous. 

The control parameters of the system have been determined through experimental methods. Although the current 

performance of the controller in reaching the target is deemed sufficient, future studies plan to adopt a more 

systematic approach to extract the parametric model of the system. 

4. CONCLUSION 

In this study, a mechatronic device has been developed for an additively manufactured PAM rehabilitation 

orthosis. The device, which will interact directly with the patient and therapist in the bio-mechatronic process, has 

been integrated with an easy-to-use GUI. The device uses a flex sensor to measure the flexion/extension angles of 

the hand, and a solenoid valve, in series with a trigger relay, is used for inflating and deflating the orthosis. During 

the electronic design of the device, issues such as interference and latency were addressed by adding isolations to 

the design. The device applies a PD control loop on the ATmega328 microcontroller, and the control parameters 

were determined using an empirical method. Although the improvements mentioned in the discussion section will be 

included in future studies, the prototype currently meets the project objectives. 
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Abstract 

The quantum entanglement of mixed XXZ Heisenberg spin-1/2 chain is examined. We quantify localizable entanglement 

(LE) in terms of upper/lower bounds through Quantum Monte Carlo simulations. Loop algorithm is chosen to numerically 

calculate thermodynamic quantities including spin-spin correlations. The exchange coupling, Zeeman energy, and dipolar 

interaction are taken into account. Findings summarize that the strength of dipole-dipole interaction (D) and external magnetic 

field (Bz) are notable in entanglement formation driving the creation and extinction of entanglement. The creation and extinction 

of entanglement depend on D and Bz. Furthermore, strong fields at critical temperatures lead to a non-monotonic/monotonic 

behavior introducing revival phenomena. Nevertheless, strong D provides the distance-dependent stability of LE values, 

preserving unity. 

 

Keywords: Mixed magnetic state; Quantum entanglement; Monte Carlo simulation; Revival phenomena; Critical temperature. 

1. INTRODUCTION 

A significant information resource is provided by entanglement, which is a notable aspect of executing quantum 

information operations like quantum teleportation [1-3] and quantum computation [4-9]. Since their literal and 

straightforward construction makes them ideal for studying entanglement and strong correlations, Heisenberg and 

Ising-like models, determining the magnetic state of a spin system [10, 11], have been notably preferred. 

Additionally, a remarkable number of studies revealing magnetic characterization and particularly spin-spin 

correlations have been performed [12-19]. Since 1D-spin arrays, which considerably incorporate entangled states, 

can be presented as a credible choice for quantum information operations, have exhaustively concentrated on the 

Heisenberg Hamiltonian introducing quantum spin-1/2 chains [20-23]. Additionally, they concentrated on the 

concurrence of mixed states of two qubits. Wang concludes that zero-field concurrence has unity at low temperatures 

until T = 0.2, and vanishes at T = 1.1 [24]. For an isotropic XY chain, however, a quantum phase transition for a 

critical value of B is observed at zero temperature [25]. 
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For the isotropic XXX model (J = 1), entanglement disappeared at T = 0.9, according to Rigolin's calculations 

[26]. In addition to measuring the concurrence of the two nearby spins, multi-particle entanglement can yield useful 

information between distant pairs of spins. An eligible measurement tool is LE. Androvitsaneas et al. seek a close 

relation between LE and anisotropy in the case of XY and XYZ models in the absence/presence of the applied 

magnetic field reporting Bz = 0.75 as a quantum critical point. Besides, rival regions under specific magnetic fields 

and thermal agitations are displayed for the 10 closest neighboring spins [27]. Spherical nanostructures are dressed 

with dipoles by Sinyagin et al. to ascertain the aggregation of the considered structure [28]. A strong argument for a 

topological storage may be ensured through inevitably long-distant entangled couples [29]. However, [30] examined 

the two-qubit long-range entanglement and revealed the coupling of qubits across long distances. There is also a 

wealth of possible research material for several long-ranged interacted systems [31-41]. Several experimental 

investigations utilizing low-dimensional quantum-spin models have been conducted to explore the characteristics of 

quasi-particle excitations [39, 40, 42]. Sahling evaluates the first example of entangled spins in bulk materials at 

relatively low temperatures [43].  

In theory, it is necessary to comprehend quantum phase transitions in the context of condensed matter physics 

[44-46]. The dipole-dipole interaction under transverse magnetic field stressing a quantum phase transition on 

antiferromagnetic (AFM) spin chains is underlined by Bravo et al. [46]. We have previously concentrated on 

quantifying LE of an AFM spin-chain taking the dipolar interaction (D) and the external magnetic field (Bz) into 

account. Rival zones are connected to the temperature for specific values of D and Bz [47]. Under a uniform external 

magnetic field (Bz), this work highlights the impact of dipole-dipole interaction (D) on the upper and lower bounds 

of entanglement in isotropic ferromagnetic spin-1/2 Heisenberg chains. The ALPS package [48] is preferred to 

calculate and simulate the model by loop algorithm to specify LE in terms of upper and lower bounds. LE is a useful 

tool to figure out how much a multipartite system is entangled, measuring bipartite entanglement. It quantifies the 

average maximal entanglement between two parts of the system by performing local measurements throughout the 

rest of the system [49-51]. LE and the entanglement of assistance are connected (EoA). The authors have built a 

Phyton script for post-processing simulation data. Our objective is to address the impact of dipolar interaction on LE 

using numerical methods. Additionally, we sought to measure the entanglement of long-ranged neighboring spins in 

multipartite systems. 

In this article, the Hamiltonian and expectation values using a loop algorithm and Quantum Monte Carlo 

techniques are described in Section 2. In Section 3, the determination of upper and lower bounds of localizable 

entanglement is discussed. Temperature, spin-spin interaction, strength of dipolar interaction, and additionally 

external magnetic field are taken into consideration related to the n neighboring spins. Section 4 includes a summary 

of the findings.   

2. MODEL & METHOD 

2.1 Background of Loop Algorithm 

The Loop algorithm [57-59], has been first developed in “Lattice 91” (Tsukuba, Japan) as a Quantum Monte 

Carlo procedure. It overcomes almost all the difficulties of world-line algorithms by considering non-local changes 

in the world-line configuration determined by local stochastic decisions. Moreover, it can be comprehensively 

applied to numerous models, including stochastic series expansion (SSE) [60-62], and the imaginary time world 

lines formulation [63]. It corresponds to the cluster algorithms developed by Swendsen-Wang [64] in a classical 

statistical system. Main features: autocorrelations are reduced, it can be easily formulated for continuous time Monte 

Carlo (by eliminating the Trotter approach), and observables can be formulated in terms of loop features by reducing 

the errors of the quantities measured with Improved Estimators. Besides, non-diagonal operators can be measured 

with advanced evaluators and the sign problem can be overcome (especially in fermionic systems). However, it can 

be coded more easily than traditional worldlines. 
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Sp, given in Equation 1, corresponds to the possible spin local configurations where eigenvalues are 𝑆𝑖,𝑗
𝑧 = ∓1/2 

constrained through z direction.  

𝑆𝑝 ≡ (𝑆𝑖,𝑗
𝑧 , 𝑆𝑖+1,𝑗

𝑧 , 𝑆𝑖,𝑗+1
𝑧 , 𝑆𝑖+1,𝑗+1

𝑧 )                                            (1) 

The statistical weight of the entire possible configurations can be represented by W(sP) in a density 

matrix formalism. Equation 2 contains probable spin configurations including the Heisenberg Hamiltonian, 

Ĥi, which operates spin-1/2 pairs exponentially. 

𝑊(𝑠𝑃) ≡ ⟨𝑆𝑖,𝑗
𝑧 , 𝑆𝑖+1,𝑗

𝑧 |𝑒−𝛥𝜏 �̂�𝑖|𝑆𝑖,𝑗+1
𝑧 , 𝑆𝑖+1,𝑗+1

𝑧 ⟩        (2) 

The Hamiltonian cooperates with exchange coupling energy, dipole-dipole interaction, and Zeeman 
energy along the z-direction. 

ℋ̂ = − ∑ [𝐽𝑥�̂�𝑖
x�̂�𝑖+1

x + 𝐽𝑦�̂�𝑖
y
�̂�𝑖+1

y
+ 𝐽𝑧�̂�𝑖

z�̂�𝑖+1
z + 𝐵𝑧(�̂�𝑖

𝑧)] + ℋ̂𝐷
𝑁
𝑖=1      (3) 

ℋ̂𝐷 =
𝐷

2
∑ [

�̂�𝒊�̂�𝒊+𝟏

𝑟𝑖 𝑖+1
3 − 3

(�̂�𝒊.𝒓𝒊 𝒊+𝟏)(�̂�𝒊+𝟏.𝒓𝒊 𝒊+𝟏)

𝑟𝑖 𝑖+1
5 ]𝑁

𝑖=1         (4) 

where Jα(α: x, y, z) is exchange coupling constant, Bz and D represents the magnetic field along the z-axis 

and the strength of dipole-dipole interaction. The periodic boundary conditions (PBC) are satisfied 
declaring σ1 = σN+1. The abovementioned statistical weight matrix evolves to Equation 5 when the graph 

configurations are conceptually considered. 

𝑊𝑝(𝑆𝑝) = ∑ 𝑊𝑝(𝑆𝑝, 𝐺𝑝)𝐺𝑝
         (5) 

Gp is a graph variable that has particularly been defined in the plaquette. It has to satisfy Wp(Sp, Gp) ≥ 0. 

Graph examples are shown in Figure 1. Gp=1, Gp=2, and Gp=3 graph variables represent the pair flip of any 
two spins at the edges. Gp = 4 indicates that the direction of all spins flips. It is also called a frozen breakup. 
The rest divides plaquettes into two parts. Frozen breakups induce larger clusters. Note that smaller clusters 
bring about efficient simulation. Hence, the transition probability to frozen breakups will be low. The graph 
variables are crucial to deciding whether a transition to a new four-spin state is allowed or not using  

∆(Sp, Gp). 

 

Figure 1. Plaquette breakups of 4-fold spin-1/2 states 

The partition function, Z, 

𝑍 = ∑ ∏ 𝑊(𝑆𝑝)𝑝𝑆 = ∑ ∏ 𝑊𝑝(𝑆𝑝, 𝐺𝑝)𝑝𝑆,𝐺        (6) 

∑  G  summation expands the partition function over the entire possible configurations of the graph 
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variable. If a plaquette has N number of components, the number of breakups, Nb(N), is defined as in 
Equation 7 and Equation 8. 

𝑁𝑏(𝑁) = ∑ 𝑔(𝑁, 𝑘)𝑁
𝑘           (7) 

∑ 𝑃𝑖𝑔(𝑁, 𝑖) = 𝑘𝑁      (𝑘 = 1, 2, … , 𝑁)𝑘
𝑖=1         (8) 

If the spin orientation is changed for a certain breakup, there are multiple spin configurations obtained 
from a single one. The value of the graph variable Gp defines such a set of spin configurations. The number of 
GP states increases rapidly to O(αN). This is not very important since the number of states is small enough 
during the Monte Carlo simulation. 

According to Fortuin [65] and Kasteleyn [66], W(Sp, Gp) can be expressed as in Equation 9 where vp(Gp) 

is the graph weight of Gp.  

𝑊𝑝(𝑆𝑝, 𝐺𝑝) = 𝑣𝑝(𝐺𝑝)∆(𝑆𝑝, 𝐺𝑝)         (9) 

∆(𝑆𝑝, 𝐺𝑝) = {
1,                  𝑆𝑝 ∈ 𝐺𝑝

 0,                  𝑜𝑡ℎ𝑒𝑟𝑠  
         (10) 

The conventional Monte Carlo Markov chain proposes S(1) → S(2) → S(3) → ⋯ in spin configuration space. 

The spin configuration space follows a graph configuration space in a Markov process of a clustering 

algorithm. (S(1) → G(1) → S(2) → G(2) → S(3) → G(3) → ⋯). The transition probabilities from spin to graphs are 
explicitly given in Equation 11 and Equation 12. 

𝑃(𝑆 → 𝐺) ≡
∏ 𝑊𝑝(𝑆𝑝,𝐺𝑝)𝑝

∑ ∏ 𝑊𝑝(𝑆𝑝,𝐺𝑝
′)𝑝𝐺′

         (11) 

𝑃(𝐺 → 𝑆) ≡
∏ 𝑊𝑝(𝑆𝑝,𝐺𝑝)𝑝

∑ ∏ 𝑊𝑝(𝑆′𝑝,𝐺𝑝)𝑝𝑆′
         (12) 

S ≡∪p Sp and G ≡∪p Gp, represent the global spin and graph configurations, respectively. Each local transition 

in a plaquette is determined via Equation 13.  

𝑃(𝑆𝑝 → 𝐺𝑝) ≡
𝑊𝑝(𝑆𝑝,𝐺𝑝)

∑ 𝑊𝑝(𝑆𝑝,𝐺𝑝
′)

𝐺𝑝
′

         (13) 

The transition probabilities noted below are consistent with the detailed balance condition. The probability of 

any S spin and G graph configuration is defined by Equation 14 and Equation 15.  

𝑃(𝑆) =
1

𝑍
∑ ∑ 𝑊𝑝(𝑃𝐺 𝑆𝑝, 𝐺𝑝) =

1

𝑍
∏ 𝑊𝑝(𝑆𝑝)𝑝        (14) 

𝑃(𝐺) =
1

𝑍
∑ ∑ 𝑊𝑝(𝑃𝑆 𝑆𝑝, 𝐺𝑝)         (15) 

Since G global graph configurations specify only how the spins are divided in the system, a spin configuration 
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can be determined among different configurations according to Equation 12. There are global differences between 

these spin configurations. In the Monte Carlo process, such a non-local spin orientation change is extracted by every 

local stochastic decision on every plaquette given by Equation 13. The algorithm that simultaneously updates the 

spins in clusters is called the cluster algorithm. The clustering algorithm has significant advantages over traditional 

local spin orientation change algorithms. The binary spin correlation function is identical to the probability function 

that tells us that these binary lattice points belong to the same cluster. Thus, the clustering algorithm significantly 

reduces the autocorrelation time between successful Monte Carlo configurations. To ensure ergodicity in quantum 

models, the Worldlines algorithm requires artificial global spin orientation variation. In the clustering algorithm, 

only natural global spin orientation variation is present. The loop algorithm can be implemented in both discrete 

imaginary time and continuous imaginary time. 8 possible quadruple spin configurations are shown in Figure 2. 

 

Figure 2. 8 possible 4-fold spin-1/2 states and their vertex weights (Wi): the black dots in the upper row represent 

upward spins and the white dots represent downward spins. 

These configurations and  plaquette breakups are illustrated in Figure 3, and Figure 4, respectively. Blackened 

arrows denote up-spins and gray arrows stand for the down-spins.  

 

Figure 3. Vertex arrows representation of possible 4-fold spin-1/2 states 

 

Figure 4. An example of an update of loop algorithm (a) worldline representation (b) vertex arrow representation 
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The thick solid line, in Figure 4(a), is a single world line. The dotted line represents a possible cycle. When the 

spins are reversed throughout the cycle, a dashed worldline is formed. The cycle here is not small enough to be 

local. Figure 4(b) illustrates the worldline with vertex arrows. The cycle is represented by thick arrows. In vertex 

representation, each cycle follows the arrows of the spin configuration. In other words, the cycle creates a worldline 

with upward spins along the imaginary time direction. Downward arrows do not create a world line. The most basic 

procedure of a Monte Carlo update of the loop algorithm consists of two stochastic mappings: from spins to spins 

and loops, thence to new spins. A breakup is selected for each shaded (gray) plaquette with the transition probability 

of the configuration of the spins in the selected plaquette. Clusters are established to create these breaks. When the 

directions of all arrows are changed along the cycle, each set is reversed with the appropriate probability. Thus, new 

spin configurations are formed. The value of the probabilities depends on the Hamiltonian and the previous spin 

configurations. The worldlines are continuous at every site along the Trotter direction due to the imaginary time-

space ∆τ → 0 (
β

M
→ 0) with an occasional jump to neighboring lattice sites. These jumps are instantaneous. Ĥi, can 

be represented by Gp graph variables due to the infinitesimal imaginary time intervals. 

⟨𝜑𝑗|�̂�𝑖|𝜑𝑗+1⟩ ≡ − ∑ 𝑎𝑝(Gp)∆(𝑆𝑝, 𝐺𝑝) − 𝐵𝑝(𝑆𝑝)Gp       (16) 

∆(Sp, Gp) is as defined in discrete imaginary time. Wp(Sp), vertex weights, takes the form given in Equation 17 

for each  ϵ ≡ ∆τ ≪ 1 along continuous imaginary time. 

Wp(Sp) ≡ ⟨𝜑𝑗|𝑒−𝛥𝜏 �̂�𝑖|𝜑𝑗+1⟩ ≈ 𝑒−𝜖𝐵𝑝(𝑆𝑝) [𝐼𝑝(𝑆𝑝) + 𝜖 ∑ 𝑎𝑝(Gp)∆(𝑆𝑝, 𝐺𝑝)Gp
]    (17) 

Ip(Sp), is the unit operator in a plaquette. Taking ∆(Sp, 1) ≡ Ip(Sp), makes things easier. Taking the limit at 

ϵ → 0, a transition probability in a plaquette can be reduced to: 

i. If the present 𝑆𝑝 the state is consistent with  𝐺𝑝 = 1 graph, for instance, spin splitting is not available at a 

(𝑡, 𝑡 + 𝜖) time interval, 

𝑃(𝑆𝑝 → 𝐺𝑝) = 𝜖𝑎𝑝(Gp)∆(𝑆𝑝, 𝐺𝑝)           (𝐺𝑝 = 1)

𝑃(𝑆𝑝 → 1) = 1 − ∑ 𝑃(𝑆𝑝 → Gp
′)Gp

′≠1 

      (18) 

ii. If the present 𝑆𝑝 the state is inconsistent with  𝐺𝑝 = 1 graph, for instance, the state at 𝑡 is different from the 

state at 𝑡 + 𝜖, 

𝑃(𝑆𝑝 → 𝐺𝑝) =
𝑎𝑝(Gp)∆(𝑆𝑝,𝐺𝑝)

∑ 𝑎𝑝(Gp
′)∆(𝑆𝑝,Gp

′)
Gp

′≠1 

           (𝐺𝑝 = 1)

𝑃(𝑆𝑝 → 1) = 0

      (19) 

Eq.18 is applied to plaquette on worldlines along the Trotter direction. The probability of choosing a graph with 

Gp ≠ 1 in the imaginary time interval. ϵ is determined by ϵap(Gp)∆(Sp, Gp). In fact, Gp graphs are distributed over 

a uniform interval with a probability density such as ap(Gp)∆(Sp, Gp) in the continuity limit. On the other hand, 

Eq.19 specifies the probability expression with the graph relative to the point in time when two neighboring 

worldlines exchange or a local state change. Note that, the expression here is not probability density. 
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The loop algorithm in continuous imaginary time can be generally summarized as follows. For each pair of 

adjacent world lines, 

i. 𝐺𝑝(≠ 1) graphs, as in Equation 18, worldlines are distributed over each imaginary time interval in such a 

way that they are not overlapped. 

ii. At each time point where states can be exchanged between two lattice points, a graph 𝐺𝑝 is selected by 

Equation 19. 

iii. 𝐺𝑝 = 1 is assigned to the rest. 

Then the spin values are updated by changing the clusters. This algorithm has some advantages over the loop 

algorithm in discrete imaginary time. The most important of these is that the need for Trotter extrapolation to reduce 

the systematic error arising from the finite Trotter number m in Suzuki-Trotter decomposition disappears in the 

continuity limit. Thus, KMC simulations become more convenient at low temperatures. Discrete imagery can 

sometimes be implemented more easily on computers than in real-time [57]. The 2-dimensional classical mesh in 

continuous imaginary time is shown in Figure 5 and Figure 6. 

 

Figure 5. Local update of two worldlines (a) discrete imaginary time (b) continuous imaginary time 

 

Figure 6. Worldlines (a) discrete imaginary time representation (b) continuous imaginary time representation 

A cluster update in continuous imaginary time with the loop algorithm is exemplified in Figure 7. 
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Figure 7.  An update scheme of the loop algorithm 

Figure 7(a) is the worldlines configuration before an update (thick black lines indicate upward spins, thin gray 

lines indicate downward spins). In Figure 7(b), there is a cluster update shown with thick gray lines with worldlines 

configuration. Figure 7(c) shows the world lines configuration after the directions of all spins in the cluster are 

changed. 

2.2 Expected Value & Thermodynamic Quantities 

In the lattice model, the partition function and the expected value of an observable are given by Equation 20 and 

Equation 21 where β =
1

kBT
, T is temperature, and kB is the Boltzmann constant. 

𝑍 = 𝑇𝑟[𝑒−𝛽�̂�]           (20) 

〈𝐴〉 =
𝑇𝑟[𝐴𝑒−𝛽�̂�]

𝑇𝑟[𝑒−𝛽�̂�]
           (21) 

The tough part is to deal with the Hamiltonian of the system in the statistical mechanics of many-particle quantum 

systems since the observables are in the form of large matrices. It is crucial to represent 〈A〉, by vertex weights, 

W(S), and the A(S) estimators belong to observables to apply the MCMC technique and calculate the expected 

values, 

〈𝐴〉 =
∑ 𝐴(𝑆)𝑊(𝑆)𝑆

∑ 𝑊(𝑆)𝑆
          (22) 

In the loop algorithm, the graph configuration G contains a wealth of information about the physical properties of 

the system. Estimators developed in conjunction with the loop algorithm are used to reduce measurement errors [15, 

57]. The expected value of an observable A over G graph, A(G), 

 

𝐴(𝐺) =
∑ 𝐴(𝑆)∆(𝑆,𝐺)𝑆

∑ ∆(𝑆,𝐺)𝑆
          (23) 

A(G) is the average of A(S) over 2NS(G) number of the worldlines configurations. NS(G) represents the number of 

clusters. 
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〈𝐴(𝐺)〉𝐺 =
1

𝑍
∑ 𝐴(𝐺)𝑊(𝐺) =

1

𝑍
∑ [

∑ 𝐴(𝑆)∆(𝑆,𝐺)𝑆

∑ ∆(𝑆,𝐺)𝑆
]𝐺 [∑ ∆(𝑆, 𝐺)𝑉(𝐺)𝑆 ]𝐺

〈𝐴(𝐺)〉𝐺 =
1

𝑍
∑ 𝐴(𝑆)[∑ ∆(𝑆, 𝐺)𝑉(𝐺)𝐺 ]𝑆 = 〈𝐴(𝑆)〉𝑆

    (24) 

The calculation of A(G) calculation is not cost-effective. It can be done more with the help of the symmetries 

found in an original physical system using improved evaluators. In addition, improved evaluators for correlation 

functions can be built and the calculation of correlation functions can be facilitated. The significant thermodynamic 

quantities that are calculated via the improved estimators in this study are given by Equation 25 and Equation 26, 

respectively. The thermal agitations are included in the atomic scale. 

𝑀𝛼 = ∑ 𝑆𝑖
𝛼

𝑖         (𝛼 = 𝑥, 𝑦, 𝑧)  (magnetization)       (25) 

𝐸 = −
1

𝑍

𝜕𝑍

𝜕𝛽
   (internal energy)        (26) 

2.3 The Boundaries of the Localizable Entanglement 

The entanglement has been quantified via a variety of measurement approaches, including concurrence, 

entanglement entropy, entanglement witness, and negativity. Verstraete, F., established a close connection between 

correlation functions and entanglement by describing localized entanglement between two sub-parts. It is the 

maximum amount of entanglement that can be localized via making local measurements in the rest of the system 

using the upper and lower limits.  Hence, this content focuses on determining the upper and lower limits of the 

entanglement of an N-qubit system. Nonetheless, a close relationship between entanglement phenomena and 

classical correlations has been established. The classical two-point correlation function (Equation 27) is associated 

with the upper limit [51]. 

𝑄𝛼𝛽
𝑖𝑗 (|𝜓⟩⟨𝜓|) = ⟨𝜓|�̂�𝛼

𝑖 ⊗ �̂�𝛽
𝑗
|𝜓⟩ − ⟨𝜓|�̂�𝛼

𝑖 |𝜓⟩⟨𝜓|�̂�𝛽
𝑗
|𝜓⟩      (27) 

By unrolling the equation LEij(ψ) ≥ max ∣ Qαβ
ij (ψ) ∣ for a given pure state |ψ⟩ of N qubits, a relationship 

between concurrence and localizable entanglement in spin-1/2 systems may be applied to higher-dimensional spin 

systems. The left side of the Eq.28 is associated with the lower bound of entanglement (LEij
lb) while the right side 

represents the upper bound of the entanglement (LEij
ub). However, the use of entanglement of assistance (EoA) 

reveals the upper bound. Thus, the following equation provides an easy way to express the bounds of entanglement. 

𝑚𝑎𝑥(|𝑄𝑥𝑥
𝑖𝑗

|, |𝑄𝑦𝑦
𝑖𝑗

|, |𝑄𝑧𝑧
𝑖𝑗

|) ≤ 𝐿𝐸𝑖,𝑗 ≤
√𝑋+

𝑖𝑗
+√𝑋−

𝑖𝑗

2
       (28) 

𝑥±
𝑖𝑗

= (1 ± ⟨𝜎𝑧
𝑖𝜎𝑧

𝑗
⟩)

2
− (⟨𝜎𝑧

𝑖⟩ ± ⟨𝜎𝑧
𝑗
⟩)

2
        (29) 

A strong methodology based on spin clustering on discrete imaginary time is introduced by loop algorithms as a 

significant means of simulating quantum spin systems. The Markov process exhibits a continuous loop of the 

transition from the spin (S) to graph (G) configurations, in contrast to the conventional Markov Chain Monte Carlo 

(MCMC). The simulation process has been carried out after introducing a spin-1/2 lattice with exchange coupling 

interactions and the model's Heisenberg Hamiltonian. Long equilibration times can be shortened by gradually 

lowering the temperature during thermalization. The thermalization cost is 103 of the Monte Carlo steps before the 

physical quantity measurement method. Here, we concentrated on the internal energy as a function of temperature 
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through the MC updates. Simulated data is used to calculate the Qαβ
ij

 and x±
ij

. N=40 quantum spin-1/2 particles are 

considered as a chain. The thermodynamic properties and the boundaries of entanglement are determined by Loop 

algorithm-based Quantum Monte Carlo simulation by ALPS package [48] in parallel. The temperature interval has 

been set to Tϵ(0,4]. The dipole-dipole interaction strength (Dϵ(0,4]) and the external magnetic field (Bzϵ(0,5]) are 

taken into account to emphasize the effect of these interactions to the boundaries of entanglement. Note that, 

exchange coupling constants are set to Jz=1, Jx=Jy=-1. 

3. FINDINGS & DISCUSSION 

A clear illustration of the spin chain and exchange coupling of a mixed magnetic state is given in Figure 8. FM 

and AFM states are indicated by Jz, Jx, and Jy couplings in a XXZ mixed state. Jx and Jy specify an AFM 

interaction while Jz indicates a FM interaction in a spin-1/2 chain. We have previously worked on isotropic AFM 

[47] and FM models [67] considering the dipole-dipole interaction, and thermal agitations. 

 

 

 

Figure 8. Illustration of spin chain with (a) random spin orientation (b) spin constrained to z-axis (c) exchange 

coupling constants.  

The average magnetization and internal energy per spin as a function of temperature are shown in Figure 9. 

Firstly, the dipole-dipole interaction is neglected. The spin chain shows ferromagnetic behavior. It is probably 

originated from ferromagnetic exchange interaction in the -z projection even though antiferromagnetic coupling lies 

for neighboring spins along the x and y-axis. A stronger external field leads to a higher phase transition temperature 

(Figure 9(a)). Even the phase seems to be transited, the average magnetization does not vanish. The highest field 

dominates the thermal agitations, ensuring the spin pairs are constrained along the magnetic field direction. The 

increasing magnetic field reduces the internal energy (Figure 9(b)). Moreover, increasing temperature causes an 

increment in internal energy. Under zero fields and lower magnetic fields, the energy gets closer to zero but does not 

converge, and tends to be zero for infinite temperature. 
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Figure 9. (a) Magnetization per spin (b) internal energy, as a function of temperature under external magnetic field, 
Bz=0.5, 1, 2, 5. 

In the absence of dipole-dipole interaction (D=0), the lower and upper limits of entanglement as a function of 

temperature under an external magnetic field are clearly shown in Figure 10. The lower limit of entanglement 

(Figure 10(a)) is inversely proportional to the temperature. The external field contributes to lower limit values of LE. 

It is more than 3 times the lower limit of Bz=0 at nearly zero temperature. The maximum value of lower limit LE is 

calculated as 0.25. The strongest field preserves it up to T=1 and inhibits the lower limit from vanishing. There is an 

analogy between magnetization and lower limit (Figure 10(b)). The upper limit of LE is almost 1 (unity) at every 

temperature regime in the absence of an external field. Increasing the magnetic field estranges the upper limit from 

the saturation area. At low temperatures and strong fields, the value of this limit is around 0.75. Consequently, the 

external field acts directly to the bounds. 

 

Figure 10. (a) LE lower limit (b) LE upper limit as a function of temperature under external magnetic field, Bz=0.5, 
1, 2, 5. 

In the absence of external field, lower bound values are decreasing by the increasing dipolar strength for D=0 and 

D=1 at low temperatures (Figure 11). For D≥1, increasing D hoist the lower limit. The temperature-dependent 

behavior is monotonic decreasing. We take a sensitive focus on the effect of dipolar strength in the range of Dϵ(0,1). 

The lower bound values show a decreasing-increasing behavior, briefly fluctuating, for consecutive temperature 

values.  This can be sort of an awakening phenomenon. Each D creates an individual turning point. The strength of 

D is a natural tuner of these points as well (Figure 11(b)).  
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Figure 11. LE lower limit as a function of temperature under zero magnetic field with exchange coupling constants 
Jx=-1, Jy=-1, Jz=1 for (a) D=0, 1, 2, 4 (b) D= 0.25, 0.5, 0.75, 1. 

When Bz=0.5, the lower limit values decrease as D increases in the range 1>D>0. The lowest D value (D=0.25) 

entails the highest lower limit values at low temperatures. For D>1, it is seen that as D increases, the values of the 

lower limit increase. D=2 and D=4 are not as entangled at very low temperatures as they are at D=0.25 and D=0.5. 

However, D=4 resists the distorting effect of temperature and keeps the amount of entanglement farther from zero 

(see Figure 12). 

 

Figure 12. LE lower limit as a function of temperature under Bz=0.5 magnetic field with exchange coupling 
constants Jx=-1, Jy=-1, Jz=1 for (a) D=0, 1, 2, 4 (b) D= 0.25, 0.5, 0.75, 1. 
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Figure 13. LE lower limit as a function of temperature under Bz=1 magnetic field with exchange coupling constants 
Jx=-1, Jy=-1, Jz=1 for (a) D=0, 1, 2, 4 (b) D= 0.25, 0.5, 0.75, 1. 

The behavior changes as the external field increases. The reason is the dominancy of the external field to the 

dipolar effect and thermal. The lower limit decreases monotonically (Figure 14 and Figure 15) inverse proportional 

to the D.  

 

Figure 14. LE lower limit as a function of temperature under Bz=2 magnetic field with exchange coupling constants 
Jx=-1, Jy=-1, Jz=1 for (a) D=0, 1, 2, 4 (b) D= 0.25, 0.5, 0.75, 1. 

 

Figure 15. LE lower limit as a function of temperature under Bz=5 magnetic field with exchange coupling constants 
Jx=-1, Jy=-1, Jz=1 for (a) D=0, 1, 2, 4 (b) D= 0.25, 0.5, 0.75, 1. 
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The upper limit has its maximum value for all D values in the absence of an external field (Figure 17). As the 

external field increases, the upper limit decreases for lower temperatures as D decreases for T≥1.5; besides, they all 

overlap at the maximum value. Although this behavior does not change for 5>Bz≥0, the value of the T temperature 

at which all D curves begin to overlap increases. When Bz=5, the upper limit values corresponding to all D values 

decrease and reach their maximum with temperature and do not overlap. 

 
Figure 17. The upper limit of localizable entanglement under zero magnetic field for exchange coupling constants 

Jx=-1, Jy=-1, Jz=1 and dipolar interaction with D=0, 1, 2, 4. 

 
Figure 18. The upper limit of localizable entanglement under Bz=0.5 magnetic field for exchange coupling 

constants Jx=-1, Jy=-1, Jz=1 and dipolar interaction with D=0, 1, 2, 4. 

 
Figure 19. The upper limit of localizable entanglement under Bz=1 magnetic field for exchange coupling constants 

Jx=-1, Jy=-1, Jz=1 and dipolar interaction with D=0, 1, 2, 4. 
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Figure 20. The upper limit of localizable entanglement under Bz=2 magnetic field for exchange coupling constants 
Jx=-1, Jy=-1, Jz=1 and dipolar interaction with D=0, 1, 2, 4. 

 

Figure 21. The upper limit of localizable entanglement under Bz=5 magnetic field for exchange coupling constants 
Jx=-1, Jy=-1, Jz=1 and dipolar interaction with D=0, 1, 2, 4. 

Localizable entanglement between nearest neighboring spins is determined through lower and upper bounds for 

mixed magnetic states. The distance-dependent entanglement is discussed including the temperature and external 

field. In the absence of field (Bz = 0), LE of neighboring 20 spins is gradually measured (Figure 22). D = 4 

dominates the thermal effects maximizing the lower bounds except T = 3.5. At very high temperatures (T = 3.5), this 

behavior does not change but is not at its maximum value. Accordingly, it can be said that as the temperature 

increases, the lower limit does not change according to the distance for D=4. The situation is slightly different for 

other dipole constants. In the absence of dipole-dipole interaction at T = 0.1, the lower limit of the entanglement is 

not damped until n = 10 adjacent spins. At T = 0.5 temperature, the distortion effect of temperature reduced the 

number of spins of the nearest n = 10 neighbors entangled for D = 0. At T ≥ 1 temperature, the lower limit is damped 

for all D values starting from the 2nd adjacent spin. When D < 4, the distorting effect of temperature dominates the 

dipole-dipole interaction. 
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Figure 22. The lower limit of LE under zero magnetic field for 20 nearest neighboring at temperatures (a) T=0.1 (b) 
T=0.5 (c) T=1 (d) T=3.5 

According to Figure 22(c) (𝐷 = 2), there is non-monotonic 𝐿𝐸𝑖𝑗
𝑙𝑏  values underlying "rival regions" at low 

temperatures and under low magnetic fields. 
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Figure 23. The illustration of the lower limit of LE under Bz=0.5 magnetic field for 10 nearest neighboring spins. 

The variation of the lower limit of entanglement with temperature according to the nth neighboring spins under 

the external magnetic field Bz = 0.5 is given in Figure 23 for D = 0, 1, 2, and 4, respectively. At Bz = 0.5, for D = 0, 

the behavior of the first 10 neighboring spins with temperature is monotonous but does not change according to the 

length at low temperatures. At D = 1, the lower limit for all neighboring spins suddenly fell at low temperatures and, 

immediately after, increased until T = 0.5. At these low temperatures, the first and second neighboring spins, n=1 

and n=2, have subdued lower bound values than the rest. D = 4 is the strength where the lower limit is maximized at 

both high and low temperatures. Except for D = 4 and Bz = 2, all other D strengths do not affect the system. D=4 

causes a weak odd-even effect for n = 4. However, as D increases, the lower limit values decrease related to 

temperature and n. The change of the lower limit of entanglement with temperature according to the number of nth 

neighbors under the external magnetic field Bz = 2 is given in Figure 24 for D = 0, 1, 2, and 4, respectively. In the 

absence of a dipolar interaction, an external field merely takes place and influences the bounds of entanglement. As 

shown in Figure 24(a), there is a monotonic behavior in which LE decreases by increasing temperature for all nth 

neighboring spins except the nearest one. This discrepancy is abolished through the existence of dipolar interaction. 

According to Figure 24(d) (𝐷 = 4), there is non-monotonic 𝐿𝐸𝑖𝑗
𝑙𝑏  values pointing to "revival regions" at low 

temperatures under low magnetic fields. Note that n=3 (3rd neighboring spins) is a clear fluctuation point that the 

value of the lower limit abruptly changes. 
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Figure 24. The illustration of the lower limit of LE under Bz=2 magnetic field for 10 nearest neighboring spins. 

4. CONCLUSION 

The upper and lower bounds of LE are quantified to measure entanglement between any two parts of the 

multipartite XXZ spin chain. In the T→0 case, the lower bound possesses a monotonically increasing trend 

proportional to the applied field when dipole-dipole interaction is disregarded. This behavior works for increasing 

temperature. As expected, thermal agitations distort the lower bound, and non-monotonic behavior takes place at 

relatively low temperatures. In the absence of dipole-dipole interaction at T = 0.1, the lower limit of the 

entanglement is not damped until n = 10 adjacent spins. At T = 0.5, the distortion effect of temperature reduced the 

number of spins of the nearest n = 10 neighbors entangled for D = 0. There is a monotonic behavior in which LE 

decreases by increasing temperature for all nth neighboring spins except the nearest one under when D = 0 under Bz 

= 0.5 magnetic field while a non-monotonic attitude points to rival regions at low temperatures. 
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Abstract 

The rapid increase in the world's population, the desire to revise old structures or to need new structures, and the decrease in 

usable areas in some big cities lead engineers to examine ground conditions more frequently. Due to Turkey's location and 

geological structure, earthquake occurrences are quite high. The loss of life and property, which has increased with the 

earthquakes that have occurred in our country (Turkey) in recent years, has been examined and it has been seen that this situation 

is related to the ground factor rather than the superstructure design inadequacies. In this sense, the main goal of investors is to 

optimize the profit to be obtained by providing the aesthetics of the superstructure, comfort, and interior quality in building 

projects such as residences and offices. For this reason, geotechnical design is becoming a discipline that needs to be solved most 

economically. Starting the investment without paying due attention to the seismicity of the ground in the investment budgets, 

when the risk of liquefaction in the ground may come to the fore, it is possible to avoid unaccounted ground improvement 

methods, so new buildings with the risk of soil liquefaction are added to the unsafe old building stock. With the 2018 Seismic 

Code in Turkey, liquefaction on the ground and different problems that occur on the ground have been examined in more detail. 

Within the scope of this study, it was focused on getting faster results with faster and on-site determinations of the liquefaction 

situation on the ground, thanks to the Visual Basic application program prepared in Excel. In this sense, with the program 

prepared as the aim of the study, it is aimed to enable the construction of the soil liquefaction analysis to be made quickly and 

with less cost and to start the construction with a realistic budget and structural models. The program continuously increases its 

sensitivity and accuracy with additional inputs. This allows geotechnical engineers to achieve faster and earlier results. 

 

Keywords:Earthquake; Soil Liquefaction; TBDY; 2018 Turkish Seismic Code Regulation. 

1. INTRODUCTION 

The energy that occurs as a result of sudden breaks in the earth's crust and spreads by seismic waves is called an 

earthquake. Earthquakes are disasters that negatively affect life in nature. It is possible to see the negative effects of 

the earthquake in all areas such as superstructure, infrastructure, and soil-bearing capacity losses [01]. Although it is 

in the same region, it can be thought that one of the reasons for the different damages in the structures is the failure 

https://doi.org/xx.xxxx/ijonfest.2023.xxxxxx
mailto:ozcanmahmutt@gmail.com
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to consider the structure-soil interaction. It has been observed that some of the damages observed in the structures 

after the earthquakes in our country are due to soil liquefaction. 

During an earthquake, when the groundwater level is high, with the increase of pore water pressure of saturated 

non-cohesive soils under static and dynamic loads, the phenomenon called "liquefaction" occurs by acting like a 

liquid. At the end of the liquefaction event, there is a loss of strength in non-cohesive soils, and as a result, the soils 

lose their bearing capacity [2]. In particular, irreversible damages may occur in the superstructure as the ground loses 

its strength and becomes unable to carry the loads coming from the superstructure. The same negative effects can be 

seen in infrastructure systems.  

With the prepared study, the liquefaction problem on the ground is detected early by using different regulations 

and methods, and more precise results are obtained by early intervention with a Visual Basic-based program, the 

data is obtained as a result of on-site investigations and laboratory tests are prepared on MS Excel. The results were 

obtained by using different methodologies to examine the differences in the liquefaction status of the ground and the 

shear wave velocity of the earthquake code prepared in the 2018 Turkey Building Seismic Code (TSC) used in our 

country and the earthquake regulation prepared in the TSC-2007. In this study, it is aimed to intervene in the 

problem on the ground early and reduce or completely eliminate the risk. 

The frequent occurrence of earthquakes in Turkey, coupled with the high risk of soil liquefaction, has 

underscored the necessity for advanced geotechnical design. Despite the adoption of the 2018 Turkey Building 

Seismic Code (TSC), there is a pressing need for a cost-effective, efficient, and accurate method to assess soil 

liquefaction risk during the early stages of construction projects. Current practices often overlook the critical 

interaction between structure and soil, leading to significant damage during seismic events. As a research gap, this 

study aims to bridge this gap by developing a Visual Basic application within MS Excel that facilitates rapid and 

precise soil liquefaction analysis, thereby enabling geotechnical engineers to make informed decisions and 

implement timely soil improvement methods. However, the study does not compare this new method with other 

existing analysis techniques, which represents a limitation that future research should address. 

2. METHODOLOGY 

2.1 Regulations and Calculation Procedures 

Turkey's current Seismic Code is the Building Earthquake Code 2018 published on 31.12.2018. It contains 

precise information about what should be considered for the superstructure or infrastructure to be built in a 

sequential and phased manner [3]. TSC-2018 provides much more comprehensive and clear information by creating 

a separate section on the liquefaction problem in the research. 

2.2.1. Liquefaction Analysis According to the 2018 Turkish Seismic Code 

Along with the regulation that considers every region as an earthquake zone, it is determined whether there is 

liquefaction in the ground as a result of a comprehensive ground examination with the analyzes obtained as a result 

of laboratory and experiments in the regions where soil groups belonging to the soil class “ZD, ZE, ZF” are located 

20 m from the ground. should be done. Numerical liquefaction analysis is performed with the following 

steps.Moment magnitude (Mw) values of possible earthquakes produced by faults should be calculated. 

Mw = a + b log (SRL)                                                                                                                                             (1) 
 

SRL: The length of the expected surface rupture (km), coefficients a and b: Depends on the type of fault.  
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The a and b coefficients in the equation giving the scenario earthquake magnitude with the fault segment 

approach is given in Table 1. 

Table 1. The a and b coefficients in the equation giving the scenario earthquake magnitude with the fault segment approach [4]. 

 

 

 

 

SDS; the short period is the acceleration coefficient (dimensionless) and can be evaluated by; 

SDS = SS × FS          (2)

           

where; SS: Short period spectral acceleration value; FS: Local Ground Effect Coefficient for the short period 

region. 

SDS is calculated from the Earthquake Hazard Map of Turkey according to the earthquake ground motion level, 

local soil class, latitude, and longitude and is taken from the website of AFAD Presidency (www.tdth.afad.gov.tr). 

Vertical soil stress (σvo) is the vertical soil stress of the depth taken from SPT with a unit of kN/m². 

σvo = γ × h            (3) 
 

γ : The natural unit weight of the soil (If the soil is saturated with water, the saturated unit weight, γd, is used). Its 

unit is kN/m
3
, h : SPT depth (m). 

Effective Vertical Stress (σ'vo): It is the effective vertical soil stress at SPT depth. Its unit is kN/m
2
. 

σ’vo = σvo - (γwater x hwater)         (4) 

σvo:Vertical soil streess (kN/m
2
), γwater:Unit volume weight of water (kN/m3), hwater:Groundwater level height (m). 

CN: It is the geological stress (depth) correction coefficient applied in cohesionless soils. If the calculated CN 

value is greater than 1.70, the maximum value of 1.70 should be taken. 

CN = 9.78√(1/σ’vo) ≤ 1.70         (5) 

CR: SPT is the rod length correction coefficient, CS: SPT is the sampler type correction coefficient, CB: SPT is the 

drill diameter correction coefficient, CE: SPT is the energy ratio correction coefficient. SPT correction coefficients 

are given depending on the depth and the relevant coefficients are used in the calculations (TSC-2018). 

Adjusted SPT Hit Count (N1.60): Corrected SPT beat count without units. N1,60 is always used in liquefaction 

analysis. The N60 has no CN correction. 

N60 = N x CR x CS x CB x CE 

Fault Type  a coefficient b coefficient 

Straight Slip Fault 5,16 1,12 

Normal Fault 4,86 1,32 

Reverse Fault 5.00 1,22 

All Fault Types 5,08 1,16 
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N1,60 = N60 x CN          (6) 

Here; N : SPT impact number obtained from the field, CN : Cover load correction coefficient, CR : Rod length 

correction coefficient, CS: Sample receiver correction coefficient, CB : Borehole diameter correction coefficient,  

CE : Energy efficiency correction coefficient, and N1,60 : Adjusted SPT stroke count. 

N1,60f: The number of SPT hits corrected for the fines content is expressed using the α and β coefficients for the 

fines content. 

N1,60f = α + β . N1,60          (7)  

 = 0 ; = 1                                                                           (IDI  %5)  

 = exp[1.76-(190/𝐼𝐷𝐼2)] ;  = 0.99 + 𝐼𝐷𝐼1,5/1000             (%5 < IDI < %35)  

 = 5.0 ; = 1.2                                                                     (IDI≥%35) 
 

CRRM7.5: It is the cyclic resistance ratio against an earthquake with a moment magnitude of 7.5. 

CRRM7.5 = 
1

34−N1,60f
 + 

N1,60

135
 + 

50

[10N1,60f+45]2
 - 

1

200
       (8) 

  

CM: It is the design earthquake moment magnitude correction coefficient. 

CM = 
102.24

𝑀𝑤2.56           (9) 
 

τR: It is liquefaction resistance. Its unit is kPa. 

 

τR = CRRM7.5×CM× σ’vo          (10) 
 

 

τdeprem: It is the average cyclic shear stress in the soil resulting from an earthquake. Its unit is kPa. 

τdeprem = 0.65× σvo ×(0,4×SDS)         (11) 

 

Safety Condition Against Liquefaction (τR / τdeprem): 

FSL= 
τR

τdeprem
≥ 1,1          (12) 

 

If the FSL value is greater than 1.1, there is no risk of liquefaction, and if it is small, there is a risk of liquefaction 

in the soil. 

2.2.2. Liquefaction Calculation Steps According to Shear Wave Velocity 

Iterative or Shear Stress Ratio (KGO): It is expressed as the iterative stress ratio (KGO) of the soil material below 

the groundwater [5]. 

 

KGO= 
τort

σvs’
=0.65×

σvs×𝛼𝑚𝑎𝑥×rd

σvs’×g
         (13) 

 

Here;  
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τort: It is the average value of the iterative shear stress caused by the earthquake and the coefficient of 0.65 is 

considered to be 65% of the maximum stress, 

αmax: The largest (peak) acceleration, 

g: gravitational acceleration, 

σvs: The dynamic vertical stress at the investigated depth calculated from the shear wave velocity and the seismic 

wave period, 

σvs’: It is the effective dynamic vertical stress calculated with the same parameters and at the same depth. 

Dynamic vertical stress and effective dynamic vertical stress are calculated in kPa units with the following 

mathematical expressions [5]. 

σvs = 2.45T∑ ϒ𝑖𝑉𝑠𝑖𝑛
𝑖=1  

σvs’= 2.45T∑ ϒ𝑖𝑉𝑠𝑖𝑛
𝑖=1 -9.81(z-zw)(ϒ𝑠𝑎 − ϒ𝑖)        (14) 

 

Here; ϒ: unit volume weight (gr/cm3), ϒh: unit volume weight saturated with water (gr/cm
3
),  

T: earthquake wave period (s), z: layer depth under investigation (m), and zw: groundwater depth (m). 

Effective Stress Corrected Shear Wave Velocity Standard penetration test (SPT) can be corrected using the 

following equation with effective stress in Vs, similar to the equation known to correct the number of impacts with 

effective stress [6,7]. 

Vsc=Vs(
𝑃𝑎

σv’
)0.25           (15) 

 

Here; Vsc is the effective stress-corrected shear wave velocity and Pa is a reference stress known as atmospheric 

pressure. 

Shear Resistance Ratio (KDO) For the corrected values of shear wave velocity (Vs) or SPT impact number 

obtained from field studies, the KDO value that separates liquefaction and non-liquefaction is called the shear 

resistance ratio. KDO is physically the natural resistance of the ground. 

Andrus and Stokoe II (1997; 1999; 2000), and Uyanık (2002) proposes the following relationship between KDO 

and Vsc in their studies [8,9,10 and 11]. 

KDO=[a(
𝑉𝑆𝑐

100
)2+b(

1

𝑉𝑆𝑚𝑎𝑥−𝑉𝑠𝑐
-

1

𝑉𝑆𝑚𝑎𝑥
)] ×MSF        (16) 

 

Here; Vsc: Corrected shear wave velocity, Vsmax: Upper limit value of corrected shear wave velocity where 

liquefaction can occur, a and b: Curve-appropriate parameters and MSF: Magnitude scale factor. 

MSF=(
𝑀𝑤

7.5
)𝑛           (17) 

 

Here; Mw is the moment magnitude and n is an exponential constant. 
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It varies between Vsmax=220-250m/s depending on the fineness content of the ground. The relationship between 

Vsmax and the fineness content (FC) of the soil is expressed below. 

Vsmax=250m/s                                    FC≤ %5 Sand 

Vsmax=250 – (FC-5)m/s                     %5<FC<%35 Sand 

Vsmax=220m/s                                     FC≥%35 Sandand Silt 

Factor of Safety (FS); The most common way of determining liquefaction hazard is the factor of safety. 

FS=KDO/KGO          (18) 

As a general rule, it indicates that liquefaction will occur when FS≤ 1. 

2.2 Development of Soil Liquefaction Analysis with Visual Basic 

The determination of the risk of liquefaction in soils takes place within a certain chain of rules, regardless of the 

regulation. Applying these rules again in each soil analysis takes time and invites mistakes to be made. For this 

reason, software has been developed in which all the rules are written and the data will be entered and the program 

will direct the program to the result, and thus calculations and analyzes are made possible both visually and without 

going beyond the rules, by entering the data. 

The software developed in this study was developed with the VBA (Virtual Basic for Application) programming 

language working on Excel, which is frequently used by researchers in the field of engineering. There are 4 types of 

analysis possible in the developed software; 1. Liquefaction Risk Analysis According to TSC-2018 [12],  

2. Liquefaction Risk Analysis According to TSC-2007, 3. Liquefaction Analysis According to Shear Wave Velocity, 

4. Comparative Liquefaction Analysis Geotechnical Report. 

The software is run by using the tables of the Excel application with the VBA programming language. For each 

new ground analysis, a new page is opened in the Excel application and named "Analysis_(AnalysisName)". All data 

related to the study are organized in tables on this page. For each soil analysis, it is possible to compare according to 

TSC-2018, according to TSC-2007, Shear Wave Velocity (an analysis method in accordance with TSC-2007 

regulation), and a comparative module between them (Figure 1). 

 
Figure 1. Arrangement of Analysis with Tables in the Developed Software. 
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Importing data belonging to other analyses recorded from the same Excel file, importing data belonging to other 

analyses recorded from another Excel file (produced with this program), and recording as a PDF file in a certain 

order according to the relevant analysis types are the features developed for this program. The operation of this 

program is done by creating tables, printing formulas, making controls, creating graphics, small code groups named 

module and interface forms named userform. 

In addition, there is an Excel sheet called “data” to be used in all analyses and a list of analyses is kept. This page 

contains tables with a list of analyses, and options for soil types, DTS types, sampler types, borehole diameters, ram 

types.On the login screen of the software, what type of analysis should be done first is asked. This step is the first 

step of the software and starts with calling the userform named U1_GIRIS. For this, a shortcut (Ctrl+O) is defined so 

that the program can be started when Excel is first opened. As a first step, the login page is opened by using this 

shortcut (Figure 2). These 3 methods were preferred in order to compare the analyzes with the highest accuracy and 

the clearest results. 

 
Figure 2. Start Page of Developed Software. 

The flow chart of soil liquefaction analysis programmed with VBA language is given in Figure 3. In this context, 

liquefaction risk analysis according to TSC-2018 is selected on the login screen, respectively, and then "open 

analysis" should be selected in the analysis interface according to shear wave velocity or other methodologies.  

Afterward, drilling data and soil parameters are entered into the relevant interface, in the meantime, SPT-N 

correction is made. In the next step, the liquefaction resistance is calculated and then the liquefaction risk safety 

factor is found and compared. Finally, the necessary information for the report is entered into the relevant interface 

and the analysis report is saved and retrieved. 

3. RESULTS 

The program prepared within the scope of the study takes the user step by step from the beginning to the end of 

the analysis. It is not possible to proceed to the next step without entering the desired data. It is not possible to 
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manually change the parameters (fixed coefficients, etc.) that should not be changed, so as a result of the analysis, 

the user cannot play with the results as he wishes. The reliability of the geotechnical evaluation is assured.  

With the Import Data button, the user can directly transfer other analyzes in the program to the analysis to be 

created or export from another Excel. Likewise, with this button, it can mark the desired data and call only that data 

(SPT 15-30, Unit Volume Weight, etc.). 

The program automatically provides access to the soil type according to the SPT-N60 value (Figure 4). The 

program automatically provides the α and ß values according to the fine grain content in the 2018 Earthquake Code 

(Figure 5). Based on the corrected SP-N value, the depth dependent ground plot is given in Figure 6. 

 
Figure 4. Soil Classification and SPT-N60 Calculation Module. 

The program provides the user with results according to 3 different Liquefaction Analysis. For each analysis, the 

relationship between SPT-N and depth dependent graph can be observed separately and thus more precise 

engineering judgments can be made. Analyzes can be made by entering the data according to 2007 and 2018 and 

Shear Wave Velocity and the results can be obtained with the Comparative Liquefaction Analysis of Geotechnical 

Report button. 
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Figure 5. Module for Determination of α and ß values according to SPT-N Correction and Fine Grain Content. 
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Figure 3. Flow chart of developed soil liquefaction analysis software based on VBA. 
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An example evaluation of the relationship of Depth - Corrected SPT-N Value Graph Obtained with the Developed 

Module is given in Figure 6. 

 
Figure 6. Depth - Corrected SPT-N Value Graph Obtained with the Developed Module. 

A report can be obtained for each analysis and the information on the report can be entered and either 

automatically printed or saved in PDF format if desired. Thus, institutional memory will be provided with the 

relevant program and the existing geotechnical report database (Figure 7). 

 
Figure 7. Geotechnical Report Saving and Printing Module. 

The reliability of the results was compared with the program developed by comparing with traditional methods. 

In this sense, the graph of the variation of the liquefaction risk in the ground according to the TSC-2007, Shear 
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Wave Velocity methodology and TSC-2018, obtained with the program developed based on a sample case study, is 

presented in Figure 8. It has been seen that the results of the liquefaction risk safety factor required to be obtained 

according to the relevant regulations, both with simplified hand calculations and the values obtained from the 

program, are extremely significant and convergent. 

 
 

Figure 8. Liquefaction Risk – Depth Change Graph obtained with the Developed Program. 

4. DISCUSSION AND RECOMMENDATIONS 

With the program created within the scope of the study, it is possible to make an early intervention since the 

determination of soils at risk of liquefaction is made by examining certain parameters. Soil grouting, dynamic 

compaction etc. on soils that are found to be risky during soil surveys and studies. The intergranular spaces should 

be filled by using remediation methods, the injected material should be resistant to water and divert water from the 

environment, and should be of a type that will increase the resistance by tightening the ground, and in this way, the 

risk of liquefaction in the ground can be reduced. 

By using this program, the decision-making mechanisms of field or office engineers in terms of liquefaction can 

be accelerated. An economical solution can be found by obtaining soil liquefaction analyses as a preliminary 

research at the beginning of the project, in accordance with the regulation, in a fast and reliable manner, and by 

making the risky-predicted soils safer with soil improvement methods. The development of the program by 

correcting itself will contribute to future studies. No comparison has been made with any other analysis method, and 

this is seen as a limitation of the study and is planned to be included in future studies. 
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When the developed program and the results obtained are examined, it is thought that a program that presents the 

results to the user more clearly in terms of the engineer's interpretation, since the program progresses in a more 

understandable and sequential manner compared to the previously developed liquefaction analysis programs based 

on MS Excel in the literature. 

Given the increasing demand for safe and economically viable construction practices in earthquake-prone regions 

such as Turkey, the integration of the Visual Basic-based liquefaction analysis tool into the broader framework of 

the 2018 Turkish Seismic Code holds significant potential. The tool, designed to rapidly and accurately assess soil 

liquefaction risk using on-site data and laboratory tests, aligns well with the objectives of the 2018 Turkish Seismic 

Code by addressing the critical soil factors contributing to structural failures. Its application can be expanded to 

other geotechnical standards within the 2018 Turkish Seismic Code by incorporating additional parameters and 

methodologies relevant to diverse soil conditions and seismic responses. This approach not only facilitates early and 

effective interventions but also ensures that construction projects commence with realistic budgets and robust 

structural models. By continuously updating the tool with the latest regulatory requirements and incorporating 

comparative analyses with other existing methods, it can serve as a comprehensive and adaptive solution for 

geotechnical engineers, thereby enhancing the overall resilience and safety of new and existing buildings in seismic 

zones. 

As a future work-study, the addition of other liquefaction analysis methods in the literature in the past and today 

and other methods that will be included in the following regulations will be added to the analysis model, and the 

development of the database with the existing different land data is considered as future studies.Also, as a future 

work plan to effectively expand this study within construction projects, several steps can be taken. First, integrating 

the Visual Basic-based liquefaction analysis program into a broader suite of geotechnical tools used by engineering 

firms can enhance its adoption and utility. By ensuring compatibility with other industry-standard software, the 

program can become a valuable component of a comprehensive geotechnical analysis toolkit. Additionally, 

conducting field trials across diverse geographical areas and soil types can validate the program’s accuracy and 

reliability in various conditions, encouraging wider use. Collaborating with regulatory bodies to update and refine 

the program based on the latest seismic codes and best practices will also ensure its relevance and compliance with 

evolving standards. 

5. CONCLUSION 

The findings demonstrate that the application can significantly improve the safety and reliability of construction 

projects by enabling early and precise intervention. By incorporating methods such as soil grouting and dynamic 

compaction, the risk of liquefaction can be mitigated, ensuring that new structures do not contribute to the existing 

stock of unsafe buildings. Furthermore, the study underscores the importance of considering soil-structure 

interaction in seismic design, as neglecting this aspect can lead to severe infrastructure damage.The program's ability 

to present results clearly and sequentially makes it a valuable tool for engineers, offering a more user-friendly 

experience compared to existing MS Excel-based liquefaction analysis programs. However, the study acknowledges 

its limitation in not comparing the developed method with other analysis techniques, which is an area for future 

research. 

In conclusion, the integration of this innovative liquefaction analysis tool into geotechnical practice represents a 

significant advancement in earthquake risk mitigation. Future work should focus on expanding the program's 

database, incorporating additional liquefaction analysis methods, and continuously updating the model in line with 

evolving seismic regulations. By doing so, the program can further enhance its accuracy and applicability, 

contributing to safer and more resilient construction practices in seismic regions. 
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Abstract 

The use of the friction stir welding (FSW) process as a relatively new solid-state welding technology in the transport 

industries has pushed forward several developments in different related aspects of these strategic industries. Due to the geometric 

limitations involved in the conventional FSW process, many variants have been required in recent years to suit the different types 

of geometries and structures. As a result, numerous variants such as refill friction stir spot welding (RF-SSW), stationary 

shoulder friction stir welding (SS-FSW), and bobbin tool friction stir welding (BT-FSW) have been developed. The RF-SSW 

variant eliminates the hole left at the end of the weld line where the stirring tool is pulled out. This facilitates the use of FSW 

process in component welding. The SS-FSW is low heat input process compared to conventional FSW which offers several 

advantages such as narrower HAZ and reduced microstructural and mechanical variation across the weld region. Similarly, BT-

FSW process eliminates weld root defects and penetration defects and achieves a full penetration weld. Thus, these developments 

have led to a wider application of FSW technology in various transport industries, such as automobile, shipbuilding, high-speed 

trains, and aerospace industries. The main aim of this review article is to summarize the state of knowledge regarding the 

application of the FSW process in the aerospace industry and to make suggestions for future work.  

 

Keywords: Joining, friction stir welding, refill friction stir spot welding, stationary shoulder friction stir welding, bobbin tool friction stir welding. 

1. INTRODUCTION 

Welding is a unique manufacturing method that allows the production of complex parts from materials that are 

difficult to shape or not economical. In these cases, individual parts are manufactured separately and then assembled 

using a suitable joining technique. In addition, welding technology is generally a complementary process, not an 

alternative to other manufacturing methods. Weldability is therefore one of the most important factors determining 

the widespread application of new materials. In recent years, the demand for complex products that cannot be 

produced in one piece or are very costly to produce, especially in the transportation industry, has increased due to 

developing technology. Electric vehicles, high-speed trains, jumbo jets and cruisers (large passenger ships) where 

fuel consumption is important are examples of such products. 

https://doi.org/10.61150/ijonfest.2024020208
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The progress made in the weldability of materials used in engineering applications with the development of new 

welding technologies such as friction stir welding (FSW) further increases the importance of welding technology. 

FSW, which was developed and patented by The Welding Institute (TWI) in England in the early 1990s, is generally 

used in longitudinal welding processes of sheets and plates both in butt or overlap configurations [1]. The 

application of the friction stir welding method is shown schematically in Figure 1 [2]. FSW is still considered the 

most important development in the welding of materials in the last 30 years [2-26]. Nowadays, this welding 

technique is used commercially for joining Al-alloys in many industries such as the maritime industry [27-29], high-

speed train manufacturing [27,29], and the aviation industry [27,30,31]. Standard length Al-extrusion panels used on 

high-speed cruise ships are currently joined by this method. In addition, this method is also used successfully in the 

welding of fuel tanks used in aviation applications [31]. This welding technique is also used to make the butt joining 

of hollow Al extrusions used in the construction of high-speed train carriages in Japan [30]. The method has recently 

begun to be widely used in battery carrier systems of electric vehicles. Additionally, some FSW variants have been 

developed in recent years to improve welded joint performance. For example, the recently developed friction stir 

spot welding (FSSW) is a candidate to replace the traditional resistance spot welding in overlap welding applications 

of Al-alloy sheets where sealing is not required [32]. As a matter of fact, this method is successfully used in overlap 

welding operations of Al-alloy sheets, which is difficult by resistance spot welding. Thus, this variant, together with 

conventional FSW, will enable the use of lightweight Al-alloys in the manufacture of electric vehicles. This 

technique is currently on the brink of industrial use in the lap jointing of Al alloy sheets in the automobile industry. 

The method also presents itself as a potential candidate to replace riveting. 

 

 

 

 

 

 

 

 

 

Figure 1. Schematic presentation of friction stir welding [2].  

             (AS: advancing side and RS: retreating side). 

Although the FSW technique was initially developed for Al alloys [2-26,33-37], it also has great potential for use 

in the joining of Mg alloys [8,14,38-40], Cu alloys [8,41-43], Ti-alloys [8,17,18]. ], Al-alloy matrix composites [44-

46], lead [47], steels [8,48-53], and thermoplastics [54-56]. In addition, it has also potential for joining different Al-

alloys with similar behavior such as similar melting temperatures and hot workability [4,57-60] as well as for 

welding Al-alloys with Mg-alloys [61-64] and for joining different types of steel [65-70]. Various joint types such as 

butt, overlap, and T-joints can be produced with friction stir welding (Figure 2). However, cost-effective stirring 

tools are needed to join metal matrix composites and metals with high melting temperatures, such as steels and Ti-

alloys, by friction stir welding [8, 12]. 
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Figure 2. Joint types obtained by the FSW method: (a) butt joint, (b) overlap joint, (c) T-connection with two pieces of plate, and (d) T-

connection with three pieces of plate [6]. 

 

The traditional FSW method does not give good results in cases where the mechanical properties of welded joints 

are inadequate as a result of high heat input, or to obtain joints that require high performance, especially in welding 

processes of different metals. For this reason, new FSW variants such as external cooling-assisted FSW [71-73] such 

as underwater FSW, and ultrasonic vibration-assisted FSW [74-77] have also been developed to reduce heat input 

thus to achieve high-performance joints and to prevent or minimize the formation of brittle intermetallic compounds 

in the welding of different metals, respectively. In recent years, in addition to external cooling-assisted and 

ultrasonic vibration-assisted FSW applications, new FSW variants have also been developed as a result of intensive 

research on the application of the method to different geometries and structure types. The most important of these 

new FSW variants are refill friction stir spot welding (RF-FSSW), stationary shoulder friction stir welding (SS-

FSW), and bobbin tool friction stir welding (BT-FSW). These relatively new FSW variants will be discussed in the 

following section. 

2. NEW FRICTION STIR WELDING VARIANTS 

2.1 Refill Friction Stir Spot Welding 

One of the new friction stir welding variants is friction stir spot welding (FSSW).  The application of the friction 

stir spot welding technique is schematically illustrated in schematically in Figure 3 [4,78]. This joining process is 

done in three stages: plunging, stirring and tool withdrawal. After spot welding is achieved with this FSW variant, a 

gap is formed as a result of the tool withdrawal, as seen in Figure 3. In addition to the formation of voids, this 

process has other disadvantages such as a reduction in top plate thickness and hook-shaped joining [79]. As a result 
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of efforts to prevent these weld defects, a new variant of this technique has also been developed in recent years. This 

new version of FSSW is called refill friction stir welding (RF-FSSW). Figure 4 schematically shows the refill 

friction stir spot welding process [3,80].  

 

Figure 3. Schematic presentation of the stages of friction stir spot welding (FSSW) [78]. 

 

In the first stage of the RF-FSSW process, a preheating phase is initiated while the probe and shoulder are aligned 

at the same level on the top sheet surface. The friction effect at this stage softens the workpiece, allowing the stirring 

tool to rotate at high speed to begin plunging with alternating motion between the probe and the shoulder. In the 

second stage, the shoulder begins to plunge, causing further softening of the material so that the plasticized material 

is injected into the pin slot. In the third stage, the probe begins plunging to re-inject the displaced material. In the 

final stage, the shoulder and probe are again aligned parallel to each other on the top surface to create a void-free 

spot weld [81]. The RF-FSSW technique was successfully used by Boldsaikhan et al. [81] to weld sheets of 

aerospace aluminum alloys AA7075-T6 and AA2024-T3. In this study, AA2024-T3 was used as the lower plate 

representing the outer skin of the aircraft structure and AA7075-T6 was used as the upper plate representing the 

stiffener side of the aircraft's external skin-stiffening structure. Recently, this FSW variant has also been successfully 

employed to produce defect-free lap joints in Al-alloys such as Al 6061 for the production of cellular I-beams [82] 

and dissimilar joints such as between different Al-alloys for battery applications [83] and Al-Cu for battery tab-to-

busbar applications [84]. 
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Figure 4. Schematic presentation of the stages of refill friction stir spot welding (RF-FSSW):  

(a) clamping of sheets, (b) tool plunging and withdrawal of probe, (c) c) shoulder and probe reaching back to the sheet’s surface and refilling the 

keyhole, and (d) release of the clamping force and tool withdrawal [3,80]. 

2.2 Stationary Shoulder Friction Stir Welding 

The use of the FSW process in joining titanium-based alloys such as Ti-6Al-4V, which is widely used in 

aerospace applications, is limited due to their poor thermal conductivity. When using conventional FSW tools, heat 

is generated mainly at the top surface, resulting in a significant temperature gradient across the thickness of the 

welded plate, especially in thick plates. This problem, together with the limited but relatively high hot working range 

of alloys such as Ti-6Al-4V, makes it almost impossible to join titanium without defects with conventional FSW 

[85]. The Welding Institute (TWI) has developed the stationary shoulder friction stir welding (SS-FSW) variant to 

overcome this problem and weld titanium alloys using FSW [86]. The SS-FSW technique is shown schematically in 

Figure 5 [87]. In the SS-FSW process, the shoulder of the stirring tool moving along the weld does not rotate, only 

the pin of the stirring tool rotates within this fixed shoulder. Having the shoulder fixed significantly reduces the 

contribution of the shoulder to heat production and affects the heat distribution throughout the weld depth. 

Therefore, in the SS-FSW process, since the shoulder is stationary, a highly focused heat input is produced around 

the tool pin (i.e., probe) and excessive surface heating does not occur [88]. The SS-FSW technique was successfully 

applied by Russell et al. [88] in the welding of 6.35 mm thick Ti-6Al-4V plates and it was reported that the 

stationary shoulder provided more uniform heating throughout the thickness. As a result, it was observed that the 

microstructure was uniform throughout the entire weld cross-section. Additionally, the SS-FSW approach has also 

been used in welding aluminum alloys to develop uniform microstructure and crystallographic texture throughout 

the plate thickness [89].  

In addition to porosity formation in fusion welding techniques, the most challenging obstacle in fusion welding 

and conventional FSW of high strength aerospace Al-alloys is extreme strength loss in the HAZ due to overaging 

resulting from the relatively high heat input [6-8,57,58,90-93]. The strength loss in the weld region is called strength 

undermatching and this leads to failure in this area [94-97]. Thus, it should be eliminated or at least minimized. The 

SS-FSW variant offers an advantage in this respect due to the stationary shoulder which reduces the heat input 

experienced by the workpieces during the joining process. For example, Wu et al. [87] conducted a detailed research 

to compare the SS-FSW method with the traditional FSW technique in welding high-strength aerospace Al-alloy 

AA7050-T765 sheets. In this study, they aimed to examine the effect of FSW welding parameters on power 

consumption by using the same stirring tool geometry in both conventional FSW and SS-FSW processes. The results 

obtained showed that the required heat input in the SS-FSW technique was 30% lower than in the traditional FSW 

technique. Additionally, the use of the SS-FSW technique has been determined to offer many advantages. These are: 

• Formation of narrower and parallel heat affected zone (HAZ).  
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• Less variation in microstructure and other properties across the weld cross-section.  

• Better cross-sectional tensile properties than traditional FSW method.  

• Improvement in surface roughness due to the ironing effect of the non-rotating tool on the upper surface. 

 

Similarly, the process has also been used to produce defect-free joints in Al-Li alloys (i.e., 2A97) in a recent 

study, and the best combination of strength and ductility was achieved at a rotational speed of 1000 rpm [98]. The 

SS-FSW process also offers an advantage in butt joining of dissimilar metals such as Al-alloys to Mg-alloys where a 

low heat input is required in order to reduce brittle intermetallic formation. However, the insufficient heat input may 

result in unfavorable material mixing in the weld zone which reduces the weld strength. Therefore, the process is 

usually used in combination with ultrasonic vibration, i.e. ultrasonic-assisted SS-FSW [99-102]. For instance, Hu et 

al. [101] employed an ultrasonic vibration and stationary shoulder-assisted hybrid FSW method to obtain dissimilar 

Al-Mg joints, and a maximum UTS of 161 MPa was achieved by this hybrid technology. Similarly, You et al [102] 

achieved a high-quality dissimilar Al-Cu joint by the ultrasonic vibration-assisted stationary shoulder FSW process. 

 

 

 
 
Figure 5. Comparison of the traditional FSW stirring tool and the stirring tool used in the SS-FSW method: (a) Traditional FSW and (b) SS-FSW 

[87]. 

 

On the other hand, it has been reported that when very high tool traverse and rotation speeds are used, a negative 

effect such as "speed cracking", which is observed in hot extrusion, may occur [87]. Owing to relatively low heat 

input compared to conventional FSW, the SS-FSW method has also been widely used to join some different and 

similar aluminum alloy sheets with high strength employed in aerospace applications [103-108]. These results 

indicate that the SS-FSW technique is one of the promising FSW variants for aerospace applications. 

2.3 Bobbin Tool Friction Stir Welding 

The use of double-shoulder (top and bottom shoulder) FSW tools, known as bobbin tools, represents one of the 

new developments of FSW technology, which has many advantages in terms of welded joint quality as well as 

machine flexibility and capacity [109-116]. The advantages of the bobbin tool friction stir welding (BT-FSW) 

method are: 
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• Since full penetration weld is achieved, weld root defects and penetration defects do not occur.  

• Low Z forces on fixture and machine. 

• No support plate required due to lower shoulder use. 

• Low distortion due to low Z forces applied. 

• Thickness variation tolerance ability. 

• Ability to join closed profiles such as hollow extrusions. 

• More homogeneous mechanical properties throughout the thickness of the weld section. 

 

Figure 6 (a) shows a schematic representation of FSW with two shoulder (upper and lower) bobbin tools and (b) 

shows an example of the fixture setup used in the BT-FSW process [115]. A support plate is not needed in the BT-

FSW method. This feature makes the method ideal for welding hollow profiles, and at the same time, since the 

applied vertical forces are low, less buckling and less distortion occur in the welded parts. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. Schematic representation of the bobbin tool FSW technique: (a) an FSW bobbin tool used for welding 10 mm thick aluminum and (b) 

an example fixing setup used in the bobbin tool FSW process [115]. 
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For example, Threadgill et al. [109] joined AA6082-T6 thick plates with FSW using both a bobbin tool and a 

conventional tool and reported that successful welded joints were obtained with both tools. However, they 

demonstrated that when the bobbin tool is used, the net axial force on the workpiece is almost zero, which has 

significant beneficial effects on machine design and cost. Similarly, Xu et al. [112,113] examined the welding of 12 

mm thick AA7085-T7452 aluminum alloy sheets with both BT-FSW and conventional FSW and reported that 

successful joints were obtained in both methods. However, the joints obtained with the BT-FSW technique showed 

lower welding performance due to the presence of a Lazy S defect resulting from a larger amount of heat input 

[113]. On the other hand, Yang et al. [114] reported in a comparative study on AA6061-T4 sheets with BT-FSW and 

traditional FSW that similar welding performance values (approximately 93%) were obtained in both methods. 

Moreover, Wang et al. [110] investigated the weldability of 3.2 mm thick high-strength Al-alloy (AA2198) sheets 

used in aviation with BT-FSW and reported that strong welded joints (welding efficiency = 80%) were produced 

with different FSW parameters. Similarly, Ahmed et al. [116] conducted a study investigating the effect of tool pin 

profile and feed rate on the mechanical properties of aluminum alloy sheets welded by BT-FSW. The findings 

showed that the mechanical properties of the base plate can be preserved in the weld zone by optimizing the BT-

FSW parameters.  

However, the macrostructure of the stir zone obtained by the BT-FSW is governed by the refill behaviour of the 

plasticised metal. The refill occurs preferentially near the upper and lower shoulders, creating a triangular gap at the 

mid-thickness level. A recent study by Li et al [117] reported that tapering the stirring probe reduces the volume of 

displaced metal, leaving a smaller gap to be refilled during welding which leads to defect-free joints. More recently, 

a bobbin tool concept having one rotating and one stationary shoulder has been proposed [118]. This technique is 

known as semi-stationary shoulder bobbin-tool FSW. For instance, Goebel et al. [119] achieved flawless joints of 

AA2198 alloy by this variant and reported 30% less heat input and improved joint tensile properties as compared to 

conventional BT-FSW method. Similarly, Scupin [120] performed the semi-stationary shoulder BT-FSW to AA6082 

alloy. They claimed that high welding speeds up to 2900 mm/min could be achieved, and the joint exhibited superior 

tensile properties close to those of the base metal. Furthermore, Li et al [121] very recently applied this technique to 

join AZ31B Mg-alloy. They reported that the use of semi-stationary BT-FSW method led to reduced forces as well 

as torque, enabling higher welding speeds up to 1500 mm/min. 

3. GENERAL REMARKS 

This review article clearly shows that defect-free butt joints can be obtained with the FSW process in Al-alloys 

and many other metals, particularly by employing the FSW variants. In addition, defect-free lap joints (spot welding) 

are readily achieved with refill FSSW while full penetration butt-joints can be obtained by the bobbin tool FSW 

process. However, the influence of welding conditions on joint performance has been determined to date only for Al-

, Mg- and Cu-alloys. Today, friction stir welding (butt and lap welding applications) is currently used industrially to 

join Al alloys in the manufacture of ships, aircraft and space shuttles, trains and other vehicles. Although there is 

some work conducted particularly on SS-FSW of Ti-alloys and the application of the FSW variants such as SS-FSW 

in combination with ultrasonic vibration assistance to join Al-alloys with Mg-alloys, there is a need for further 

research on the applicability of the FSW variants in other structural alloys such as Mg-alloys and dissimilar metal 

combinations. The progress to be made in the welding of Al and Mg alloys in both similar and different 

combinations by friction stir welding variants will enable the mass production of light transportation systems, thus 

providing a significant reduction in fuel consumption. As a result, the application of this new welding method will 

increase in the coming days, especially in shipbuilding, aircraft and aerospace industry, automotive industry and 

other manufacturing sectors. 

However, since high precision and high-quality part production is needed in the transportation industries, 

especially in the aviation industry, FSW variants suitable for the part geometry to be produced should be used and 

advanced NDT techniques such as special ultrasonic method (phased array ultrasonic method) must be employed to 
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control the welded parts throughout production to determine whether the friction stir welded joints contain weld 

defects. Moreover, appropriate methods need to be developed in parallel to repair these defects to the highest 

standard and feasibility. Provided these shortcomings are overcome, the FSW technology in combination with the 

laser beam welding (LBW) process will enable significant weight savings in the aviation industry as well as in other 

transportation systems. 
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