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Investigating the Performance of Artificial Neural Networks in 

Predicting Affective Responses 

İzzettin AYDOĞAN * Osman TAT ** 

 

Abstract 

In this study it is aimed to examine the performance of an artificial neural network trained using items reflecting 

a latent trait in predicting responses to an item reflecting the same trait. This latent trait is the awareness of being 

able to communicate with people from different cultures, which is included in the PISA 2018 assessment. 

Relevant scale items were used as research variables. In addition to determining the extent to which the predicted 

responses overlap with the actual responses by analyzing the artificial neural network models, it was examined 

how the predicted responses affect the assumed latent construct and the reliability of the responses. Thus, the 

performance of artificial neural networks in predicting responses to affective items was evaluated. The responses 

expected from individuals for the items examined overlap with the responses given by individuals at a relatively 

moderate. However, it is observed that although the prediction values partially weaken the model fit indices, they 

still manage to keep them strong. In addition, the predicted values improved the factor loadings and the variance 

explained for the latent trait. Similarly, it is noticed that the predicted values also positively affect the reliability. 

 

Keywords: Artificial neural networks, machine learning, affective responses, prediction 

Introduction 

Current advances in machine learning and artificial intelligence are largely driven by artificial neural 

networks (ANNs) (Goel et al., 2023). The ability of ANNs to analyze complex data, especially those 

that cannot be simplified by traditional statistical methods, is gradually improving (Tu, 1996). ANNs 

consist of structures in which neurons are connected to each other by synapses with adjustable 

weights. Synapses connecting neurons, which are the building blocks of ANNs, function in 

communication. Information exchange between neurons takes place through synapses. Information 

flows from the synapse of one neuron to the dendrite of another neuron (Goel et al., 2023). The fact 

that the weights are adjustable allows the network to be trained by back-propagating the errors 

throughout the network. The aim of training is to adjust the weights to minimize the error between 

actual and predicted values (Lillicrap et al., 2020). ANNs have attracted much attention due to their 

ability to model non-linear relationships between variables (Tu, 1996). Although it is seen as a simple 

variant, ANNs are biologically similar to the working principles of the human brain (Hasson et al., 

2020). 

 

ANNs exhibit successful performances in many important fields such as health, climate, physics, 

chemistry, biology, engineering, industry, agriculture (Lau et al., 2019; Park et al., 2020). Considering 

the purpose and frequency of use of ANNs, it is possible to say that they are mostly used for diagnosis, 

prediction and forecasting. It is widely used in areas such as predicting some features through some 

predictors with regression logic, missing data assignment, recognition, and classification. Although its 

application area in educational research is limited (Tu, 1996), studies conducted in relation to 

education and psychology contents (Aybek & Okur, 2018; Aydoğan & Zırhlıoğlu, 2018; Aydoğdu, 

2020; Al-Saleem et al., 2015; Chavez et al, 2023; Flitman, 1997; Guarín et al., 2015; Huang & Fang, 

2012; Lau et al., 2019; Rodríguez-Hernández, 2021; Shahiri & Husain, 2015; Umar, 2019; Zacharis, 

2016) especially focus on predicting students' academic performance. The basic logic of ANN models 
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designed in these studies is to make predictions about students' cognitive performance through a 

number of covariate characteristics such as gender, parent's occupation, socio-economic status, etc. 

However, in this study, we aim to examine the performance of a network trained for a unidimensional 

scale, that is, using items that reflect the same latent trait, in predicting responses to another item with 

the same trait. In other words, using  Programme for International Student Assessment (PISA) 

participants selected from the Lebanese sample, we examine how ANNs trained with responses to 

items on a scale predict responses to another item that is also part of the same scale. This provides an 

opportunity to compare the expected and observed values of the responses to a set of items with the 

same emotional integrity for the ANN trained based on machine learning. Therefore, in addition to 

determining the extent to which the responses predicted by ANNs overlap with the actual responses, 

we plan to monitor how the predicted items affect the latent construct and the reliability of the 

responses. In this context, we aim to evaluate the performance of the ANN method by performing 

similarity, validity and reliability analyses for actual and predicted responses. The focus here is to 

answer the question of to what extent we can accurately predict students' responses to another item 

that is part of the same emotion based on their emotional integrity, or to what extent the expected 

responses of individuals to a question posed within the same emotional integrity overlap with their 

responses. The reason for choosing the Lebanese sample is that Lebanon is a society where the 

emotional state reflected by the implicit feature in the scale we used is strongly experienced. We used 

the items of the student's intercultural communicative awareness scale administered in PISA 2018 as 

research data. The latent trait in the scale is the awareness of being able to communicate with people 

from different cultures. In 2018, Lebanon ranked first among the world countries in terms of the 

number of refugees per capita (McCarthy, 2019). The number of refugees per thousand inhabitants in 

Lebanon was 156 in 2018, which is more than twice the number in the second ranked country. 

 

Artificial Neural Networks 

ANNs are models that realize the features taught in the training phase through artificial neurons 

similar to the neuron structure in the human brain based on the principle of continuous improvement 

(Kose & Arslan, 2017; Vandamme et al., 2007). It has a complex and powerful structure that models 

non-linear relationships (Kardan et al., 2013). ANNs consist of three layers called input, hidden and 

output. The information transferred from the input data to the neurons in the input layer is processed 

through an aggregation function taking into account the weight values and transmitted to the activation 

function (See Figure 1). 

 

Figure 1. 

 An Artifical Neuron (Grosan & Abraham, 2011, p.283). 
 

 
 

The activation function is the component where calculations are made for the most accurate output. 

The information coming from the aggregation function is processed here to generate output values and 

transmitted to the output neurons (Rashid & Ahmad, 2016; Vandamme et al., 2007). In this process, 

the weight values are constantly adjusted to provide the best output. If the activation values reach the 
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threshold value during the current iterations, the training phase is terminated and the network has 

learned. In this phase, new examples are shown to the network to test the learning. After the training 

phase is completed, the weight values remain constant. In this way, it is ensured that the learned 

network produces output using the current weight values (Öztemel, 2003). 

Methods 

 

Data and Participants 

The research data were obtained from the PISA 2018 assessment 

(https://www.oecd.org/pisa/data/2018database/). PISA is a monitoring and assessment program 

implemented by the Organisation for Economic Co-operationand Development (OECD) for fifteen-

year-old students in many countries around the world. Measures such as demographic information 

about students and their families, learning environments, information and communication technologies 

(ICT) and financial competence, as well as affective and cognitive measuresare provided. Thanks to 

the measurements applied and the results obtained accordingly, it provides the opportunity for 

countries to evaluate their own education systems and to review the educational outcomes of other 

countries. In this context, PISA provides important data and results to educators, researchers and 

administrators in terms of monitoring and evaluating educational processes (OECD, 2018). 

The research group consists of Lebanese students who participated in the PISA 2018 assessment. 5614 

Lebanese students participated in the PISA 2018 assessment. However, in order to clean the missing 

data in the data set and to meet the assumptions of the analysis techniques used in the research, some 

data were deleted and the research was conducted with the remaining 4631 student data. 

 

Variables 

The variables of the study consisted of seven items of the student's intercultural communicative 

awareness (Awacom) scale, which PISA officials stated as a part of the global competence domain. 

Awacom includes items that measure individuals' awareness of communicating with people from 

different cultures (See Table 1). 

 

Tablo 1. 

Items of Student’s Intercultural Communicative Awareness Scale 

Items label PISA codes Items 

Item1 ST218Q01HA I carefully observe their reactions. 

Item2 ST218Q02HA I frequently check that we are understanding each other correctly. 

Item3 ST218Q03HA I listen carefully to what they say. 

Item4 ST218Q04HA I choose my words carefully. 

Item5 ST218Q05HA I give concrete examples to explain my ideas. 

Item6 ST218Q06HA I explain things very carefully. 

Item7 ST218Q07HA If there is a problem with communication, I find ways around it (e.g. by 

using gestures, re-explaining, writing etc.). 

 

The data were obtained through PISA student questionnaires. The scale items are in a four-point Likert 

response format: strongly disagree-disagree-agree-agree-strongly agree. 

 

Data Preprocessing 

The data used in the study were derived from PISA 2018 Lebanese sample data. The Lebanese sample 

consists of 5614 students; however, since confirmatory factor analysis (CFA), which is a member of 

structural equation models (SEM), and artificial neural networks (ANN) techniques used in the 

analysis processes are affected by missing (Ennett et al., 2001; Tabachnick & Fidell, 2019) and 

extreme (Tabachnick & Fidell, 2019) values, data with these characteristics were deleted by list-based 

data deletion method. In order to meet the assumptions of the stated techniques, 4631 data suitable for 

the realization of the research were reached after the deleted data and the research was conducted with 

this data set. 
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Data Analysis 

Before proceeding with the analysis procedures, CFA analysis was conducted to examine whether the 

assumed latent construct was provided in terms of the research data. SEM can be categorized in to 

two categories: measurement and structural models. In measurement models, observed variables and 

latent variables are associated (Şen, 2020). With the measurement model created, it was revealed 

whether the seven items in Awacom reflect the assumed students' awareness of being able to 

communicate. Since multivariate normality was not achieved as a result of Mardia's multivariate 

skewness and kurtosis statistics (skewness and kurtosis <.05) (Tabachnick & Fidell, 2019), the robust 

standard error maximum likelihood (MLR) estimator was used as a parameter estimator for CFA 

(Rosseel et al., 2024). The fit indices (RMSEA=.065, CFI=.973, TLI=.96, SRMR=.024) obtained by 

analyzing the measurement model indicate that Awcom can be represented by seven items (Hox et al., 

2018). The Cronbach alpha value calculated to determine the reliability of the responses to these seven 

items was .89, indicating that the reliability of the responses was high (George & Mallery, 2003). 

For the aim of the study, responses to two randomly selected items from Awacom were predicted by 

neural networks trained on responses to all items reflecting the same latent trait. The items whose 

responses were predicted were labeled as Item3 and Item7 (SeeTable 1). The ANN models used in the 

predictions were created according to different conditions of splitting the data at different rates and the 

number of layers and the number of neurons in the layers. In machine learning methods, of which 

ANN is a member, the data are divided in to two parts as training and testing sets in order to avoid the 

problem of overlearning. The models trained with train data are controlled through other data sets 

(Brownlee, 2020). For this reason, nine different models were created depending on the split ratio, 

number of layers and neurons. The models with the most appropriate RMSE values were used as 

prediction models. Prediction procedures were performed for the relevant items in the test data set. In 

the analysis processes performed with ANN, the items consisting of four ordinal categories (1-2-3-4) 

were scaled between 0 and 1 (0-.333-.667-1) according to the model's assumption (Brownlee, 2020). 

Estimations were made according to the scaled values. After the analysis, these values were converted 

back to ordinal values by considering close ranges. Accuracy ratio, marginal homogeneity test 

(Agresti, 2013) and Kappa (Cohen, 1960) statistics were used to reveal the similarity between the 

estimated values and the actual values for Item3 and Item7. In this way, similarities between predicted 

and actual values were determined. In addition, sensitivity analyses (Beck, 2018; Lek et al., 1996) 

were conducted to determine the relationship between responses to actual Item3 and Item7 items and 

responses to other items. Then, how the subsets containing the predicted Item3 and Item7 items and 

the subsets containing the actual Item3 and Item7 items represent the assumed Awacom latent 

construct was also examined through CFA analyses. Thus, it was observed how the model fit indices, 

variance explained by the items and standardized factor loadings changed. In addition, Cronbach's 

alpha value was used to investigate how the reliability of the responses for the actual and predicted 

subsets changed. R [caret package (Kuhn, 2023), lavan package (Rosseel et al., 2024), neuralnet 

package (Fritsch, 2019), neuralnettools package (Beck, 2022), nnet package (Ripley & Venables, 

2023)] Mplus and SPSS statistical programs were used for analysis. 

 

 

Findings 

 

 

The findings obtained from the prediction of two items labeled Item3 and Item7 by the networks 

trained with the items of the Awacom scale are presented under two separate headings. As a reminder, 

the rationale for prediction is based on the performance of ANNs that learn from the responses to 

items on the same scale, i.e. items that measure similar attributes, in predicting the responses to each 

item on the scale. These findings include the selection method of the networks, the performance of the 

networks, how the predicted items relate to the other items in the scale, the similarity of the actual and 

predicted values, the fit metrics in the verification of the assumed latent trait over the test subsets 

formed by the predicted and actual items, the variance values explained by the items, factor loadings 

and reliability values. 
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Predicting Item3 Responses  

ANN models with nine different features were developed for predicting the item labeled Item3, where 

Item3 is used as output data and the other six items are used as input data. The networks have different 

ratios of test-train data and different numbers of layers and neurons. In evaluating the performance of 

the networks, the RMSE values produced by the trained network on all, train and test data were taken 

into account (See Table 2). In selecting the best network, it was preferred that the RMSE value was 

small and close for all data sets. 

Table 2. 

Features of ANN Models for Predicting Item3 Responses 

Models Train/Test Spliting Hiddens RMSE 

    All Train Test 

Model1* 

70/30 

2 .619 .618 .623 

Model2 3 .617 .613 .625 

Model3 3:2 .618 .612 .631 

Model4 

75/25 

2 .619 .616 .629 

Model5 3 .615 .609 .631 

Model6 3:2 .614 .607 .636 

Model7 

80/20 

2 .619 .617 .628 

Model8 3 .618 .613 .638 

Model9 3:2 .616 .612 .633 

* Selected to best model 

 

In this context, the most ideal model for predicting Item3 responses was found to be a single hidden 

layer network with two neurons in the hidden layer (See Figure 2). It is understood that the selected 

network performs well with 70-30% of the train and test data. 

Figure 2. 

Network Structure of Model1 
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According to the output of the sensitivity analysis conducted to determine the relationship between the 

responses to Item3 predicted by Model 1 and the responses to other items, it is understood that the 

predicted responses to Item3 have a relatively linear relationship with the responses to other items 

(See Figure 3). It is noteworthy that the responses to the items other than Item7 are positively 

correlated with the responses to Item3. However, it is not possible to say that the same is the case for 

Item7. When the judgments expressed by the items are analyzed (See Table 1), the similarity and 

linearity of the relationship between the responses to the five items other than Item7 and the estimated 

Item3 values indicate that the predictions support the relevant latent construct (Beck, 2018; Lek et al., 

1996). 

Figure 3. 

Results of Sensivity Analysis for Model1 

 

 
 

Predicting Item7 Responses  

Similarly, ANN models with nine different features were created where the output variable was Item7 

and the input variables were the other six items in the Awacom scale. The differentiation in the 

networks is due to the differences in the ratio considered in the split of the data set and the number of 

layers and neurons. According to the RMSE values produced by the trained model for all, train and 

test datasets, the model with the smallest and closest RMSE values was selected as the best model (See 

Table 3). 
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Table 3. 

 Features of ANN Models for Predicting Item7 Responses 

Models Train/Test Spliting Hiddens RMSE 

   All Train Test 

ModelA 

70/30 

2 .709 .699 .732 

ModelB* 3 .708 .695 .734 

ModelC 3:2 .708 .694 .740 

ModelD 

75/25 

2 .710 .697 .750 

ModelE 3 .710 .695 .752 

ModelF 3:2 .706 .690 .753 

ModelG 

80/20 

2 .709 .697 .759 

ModelH 3 .708 .694 .762 

ModelI 3:2 .707 .692 .765 

* Selected to best model 

 

Based on the RMSE values, it is understood that the lowest and closest values for all data sets are 

obtained at 70-30% separation of the data set. It is observed that the model in this group, which has 

ideal values, is a single interlayer network structure with three neurons (See Figure 4). Therefore, 

ModelB was preferred as the ideal model for predicting the responses to Item7. 

Figure 4. 

Network Structure of ModelB 

 
It can be said that the responses to Item7 estimated for ModelB are generally not in a linear 

relationship with the responses to the other six items used to train the model (See Figure 5). This 
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finding obtained by sensitivity analysis supports the relationship between Item3 estimated for Model1 

and the other items. As observed in Figure 3, the responses to Item3 showed a similar and linear 

relationship with the responses to the other items except Item7. In this context, it is considered as an 

expected situation that the responses to Item7 have a non-linear relationship with the responses to 

other items. 

Figure 5. 

Results of Sensivity Analysis for ModelB 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Performance of ANN Models for Actual and Predicted Values 

Accuracy, marginal homogeneity test and Kappa statistics were used to determine how much the 

Item3 values predicted by Model1 and Item7 values predicted by ModelB corresponded to the actual 

values (See Table 4). It is understood that the responses to both estimated items are similar to the 

actual responses at an average rate of .60. There was no statistically significant difference between the 

mean responses to the two predicted items and the mean responses to the actual items (MH test, p 

>.05). According to Kappa values, there was a moderate similarity between predicted and actual Item3 

values and a low similarity between predicted and actual Item7 values (Landis & Koch, 1977). 

Table 4. 

Similarity Values of Actual and Predicted Responses 

Models N Match ratio MH* test (p) Kappa 

Model1     

Actual Item3 
1389 .63 >.05 .42 

Predicted Item3 

ModelB     

Actual Item7 
1389 .58 >.05 .37 

Predicted Item7 

*Marginal homogeneity 
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CFA analyses were conducted to determine the extent to which the test subsets containing the 

estimated Item3 and Item7 and the test subsets containing the actual values provided the Awacom 

latent construct, and reliability analyses were conducted to determine how the reliability of the 

responses to the items estimated for these subsets affected the reliability (See Table 5). At the same 

time, the variance values and factor loadings explained by the predicted items for the latent construct 

were examined. The findings revealed that unlike similarity analyses, construct validity and reliability 

analyses increased the reliability of the responses to the predicted items and supported the latent 

construct. It shows that the model fit indices were relatively weakened by the two estimated items, but 

the model fit remained strong. On the other hand, it is understood that the variance values explained 

by the responses to the estimated items for the latent construct, the standardized factor loadings for the 

latent construct and the reliability values improved. 

Table 5. 

Comprassion Model Performance of Actual and Predicted Test Subsets 

Subsets RMSEA CFI TLI  R-square Loading Alpha 

For Item3        

Actual subset .081 .972 .959 .613 .783 .891 

Predicted subset .106 .965 .948 .983 .992 .903 

For Item7        

Actual subset .081 .972 .959 .489 .700 .891 

Predicted subset .111 .963 .944 .942 .970 .909 

 

Conclusion and Discussion 

 

ANNs, which evolved from the idea of simulating the human brain, provide significant advantages for 

the realization of many researches with different purposes and content due to its ability to model 

complex, non-linear relationships, unlike traditional statistical methods, its excellent fault tolerance, 

and its ability to be a fast and highly scalable machine learning (Zou et al., 2009). This study takes 

advantage of these important advantages of ANNs and examines how ANNs predict the responses of 

Lebanese students participating in PISA 2018 to other items that are part of the same emotion based 

on the integrity of emotion. Using some of the data, the network trained with the items of PISA's 

student's intercultural communicative awareness scale was able to predict two items of the same scale 

from another data set. 

 

It is understood that the values predicted by ANN solutions for the responses to two randomly selected 

items match the actual values at a relatively moderate level. In this context, the values produced by the 

trained network are expected responses depending on the emotional integrity shaped by the responses 

to the items. Therefore, the responses expected from individuals for the items examined overlap with 

the responses given by individuals at a relatively moderate level. However, in the validity and 

reliability analyses conducted for the latent trait represented by the predicted items together with the 

other items, it is observed that although the predicted values partially weaken the model fit indices, 

they still manage to keep them strong. In addition, the estimated values improved the factor loadings 

and the variance explained for the latent trait. Similarly, when the latent trait aspect is considered, it is 

noticed that the estimated values also positively affect the reliability. 

 

Especially in recent years, the use of advanced versions of ANNs such as convolutional neural 

networks (CNN), recurrent neural networks (RNN), emotional neural network (EANN) for predicting 

individual emotions based on machine learning using images, text, dialog, body movements, etc. in 

deep emotional fields such as affective state, affective computing, deep learning (Ashwin & Guddeti, 

2020; Bakkialakshmi et al., 2022; Carstensen et al., 2016; Chan et al., 2020; Feng, 2022; Jadhav 
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&Sugandhi, 2018; Jamisola, 2016; Liu et al., 2023; Orozco-del-Castillo et al., 2021; Wang et al., 

2022) has gained rapid momentum. Research using these techniques focuses on the relationship 

between the development of emotional responses by utilizing physiological responses. However, our 

research is based on a much simpler logic and purpose than these studies. We used ANN to predict the 

responses to an item in the same emotional state by utilizing emotional integrity. Noting that most of 

the researches (Aybek & Okur, 2018; Aydoğan & Zırhlıoğlu, 2018; Aydoğdu, 2020; Al-Saleem et al., 

2015; Chavez et al., 2023; Flitman, 1997; Guarín et al., 2015; Huang & Fang, 2012; Lau et al., 2019; 

Rodríguez-Hernández, 2021; Shahiri & Husain, 2015; Umar, 2019; Zacharis, 2016) conducted with 

ANN in education and psychology are for cognitive prediction by utilizing covarities, we evaluated to 

what extent this performance of ANNs can be used to predict the responses to any item in scale 

applications frequently used in education and psychology. 
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Abstract 

 

This study examines the latent classes of mathematics achievement and investigates differential item functioning 

(DIF) between Korea and Türkiye. Moreover, it explores the influence of the country on the latent classes of 

mathematics achievement. To achieve this, data from eighth-grade students in TIMSS 2019 were analyzed using 

Latent Class MIMIC Modeling. The findings uncovered diverse latent classes of math achievement and detected 

both uniform and Non-uniform DIF between Korea and Türkiye. Furthermore, the country was found to 

significantly affect the latent class membership of math achievement. This study highlights the necessity of 

verifying the measurement invariance of indicator variables in latent class analysis (LCA). It also sheds light on 

areas where students performed favorably or unfavorably in mathematics achievement tests across these countries 

by investigating DIF. These findings have important implications for mathematics education in Korea and Türkiye. 

  

Keywords: Mathematics Achievement; Latent Class Analysis (LCA); Multiple Indicator Multiple Cause (MIMIC) 

Modeling; Measurement Invariance; Differential Item Functioning (DIF); TIMSS 2019 

 

 

Introduction 

Mathematics significantly influences students' academic success and future career prospects (Guhl, 

2019; Lubinski et al., 2014). Researchers in mathematics education have utilized international 

comparative studies (e.g., TIMSS, PISA) to evaluate students' academic achievement (Arıcan et al., 

2016; Badri, 2019; Wang et al., 2023; Wiberg, 2019). Since its inception in 1995, the Trends in 

Mathematics and Science Study (TIMSS) has played a crucial role in assessing national-level 

mathematics achievement by comparing the relative performance of participating countries over time. 

Participating countries use assessment results to improve their educational curricula and methods or to 

enhance achievement (Lee & Stankov, 2018; Şen & Arıcan, 2015). Additionally, TIMSS promotes 

efforts to advance STEM (Science, Technology, Engineering, Mathematics) education by providing 

participating countries with data on students' mathematics and science achievement levels (Geesa et al., 

2020; Mullis & Martin, 2017). According to the results of TIMSS 2019 conducted by the IEA, there 

were differences in mathematics achievement among participating countries. Korea achieved a high 

level of achievement in mathematics, ranking among the top performers, while Türkiye recorded 

achievement around the international average (Mullis et al., 2020). Such differences in mathematics 

achievement among countries may arise from students' home resources, attitudes toward mathematics, 



Journal of Measurement and Evaluation in Education and Psychology 

____________________________________________________________________________________ 

___________________________________________________________________________________________________________________ 

ISSN: 1309 – 6575 Eğitimde ve Psikolojide Ölçme ve Değerlendirme Dergisi 
Journal of Measurement and Evaluation in Education and Psychology 14 

and cultural differences (Geesa et al., 2019; Klieme & Baumert, 2001), as well as variations in 

educational curricula across countries (Sohn, 2010). Particularly interesting in the results of TIMSS 

2019 between Korea and Türkiye is that while Korea's mathematics achievement was significantly 

higher than that of Türkiye, Turkish students showed higher mathematics attitudes related to affective 

achievement compared to Korean students (Mullis et al., 2020). Korea's high mathematics achievement 

can be attributed to its society's strong emphasis on education, competitive examination, and selection 

systems (Im & Park, 2010), as well as participation in additional extracurricular education beyond school 

classes (Dittrich & Neuhaus, 2023; Shin et al., 2019; Woo & Hodges, 2015). Also contributing to the 

high math achievement of Korean students is the high quality of public education (Im & Park, 2010; 

Şen & Arıcan, 2015), which includes the implementation of constructivist teaching methods (Hwang & 

Hwang, 2008) and the competence of math teachers (Ko & Jung, 2020). 

Recently, finite mixture models such as Latent Class Analysis (LCA) have been utilized across various 

research fields, including behavioral science, education, and psychology. Generally, research that 

applies finite mixture models involves investigating the relationship between predictor and latent class 

membership (Masyn, 2017; Song et al., 2023; Vermunt, 2010). The integration of predictors and the 

results of latent class membership has been evolving, and discussions have been held in several studies 

regarding the timing and method of including predictor variables in mixture models (Masyn, 2017; 

Nylund-Gibson & Masyn, 2016). Particularly, the 3-step method in latent class modeling is known to 

produce more robust and accurate results compared to the 1-step method. This is because it excludes 

covariates in the step of class enumeration, thereby eliminating the risk of class composition varying 

depending on covariates. However, previous studies have reported that biased estimates of the effects 

of covariates on latent class variables may occur if the direct effects of covariates on indicator variables 

are ignored in the 3-step method (Asparouhov & Muthén, 2014; Masyn, 2017). This implies that to 

estimate the effects of covariates on latent class variables, it is necessary to conduct measurement 

invariance tests. These tests confirm the direct effects of covariates on each indicator variable within 

each latent class. This process follows the completion of class enumeration using an unconditional latent 

class model in the first step of the 3-step method. Based on previous studies that have shown ignoring 

the direct effects of covariates on indicator variables in LCA can lead to biased estimates of the effects 

of covariates on latent classes (Clark & Muthén, 2009; Nylund-Gibson & Choi, 2018), Masyn (2017) 

proposed a method for detecting these direct effects in LCA. Masyn's method combines LCA with the 

multiple indicator multiple cause (MIMIC) model to confirm the measurement invariance of indicator 

variables across covariates. This approach enables accurate estimation of the effects of covariates on 

latent classes and exploration of DIF of indicator variables by covariates. DIF in latent class MIMIC 

models refers to items where individuals belonging to the same latent class exhibit different expected 

responses depending on the values of covariates (Masyn, 2017). Uniform DIF is assessed when the 

difference in expected responses to indicators by covariates is consistent across all classes, while non-

uniform DIF is assessed when the difference in expected responses to indicators by covariates varies 

across one or more classes (Masyn, 2017). Latent classes emerge when not all members exhibit 

homogeneous response patterns (De Ayala et al., 2002; Samuelsen, 2008). Particularly, results of 

exploring DIF obtained from the entire population may be biased, thus studies on DIF should be 

examined across latent classes (Saaatcioglu, 2022). In the studies by Tsaousis, Sideridis, AlGhamdi 

(2020) and Saaatcioglu (2022), the method proposed by Masyn (2017) was used to explore gender-

specific DIF in achievement tests, investigating DIF by gender in the latent class of academic 

achievement. 

To compare academic achievement among countries with different languages and cultures, scale 

measurement invariance must be secured first (Hambleton, 2001). Recently, a growing body of research 

has focused on assessing and exploring the causes of measurement invariance across different languages, 

cultures, and countries in international achievement tests (Demirus & Pektas, 2022; Im & Park, 2010; 

Sohn, 2010; Yoon & Lee, 2013). Most of these studies apply the technique of DIF to assess the level of 

equivalence at the item level. For example, Im and Park (2010) compared the mathematics scores of 

8th-grade students in Korea and the United States using TIMSS 2003 data, revealing variations in 

problem reformulation, inference, measurement, and geometry. Demirus and Pektas (2022) examined 

the presence of DIF in the multiple-choice items of the TIMSS 2015 science achievement test across 
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various countries, including Türkiye, Australia, New Zealand, Morocco, and Egypt. Their study 

confirmed that more instances of DIF were observed between countries with diverse cultures and 

languages, suggesting that language variations contributed to DIF. Sohn (2010) identified DIF between 

Korean and Finnish students using PISA 2006 mathematics test data. Yoon and Lee (2013) investigated 

DIF on the TIMSS 2007 mathematics test among students from Korea, the United States, and Singapore. 

International comparative research using DIF enables the identification of item characteristics that 

function differentially when compared across countries, even when individuals have similar abilities. 

This provides insights into the strengths and weaknesses of domestic students and serves as foundational 

data for improving educational curricula and environments (Sohn, 2010). 

This study aims to explore the latent classes of mathematics achievement in the TIMSS 2019 

mathematics assessment using the Latent Class MIMIC Modeling proposed by Masyn (2017). It focuses 

on 8th-grade students in two countries: Korea, the top-performing country on the TIMSS 2019 

mathematics test, and Türkiye, which performs around the international average but has been steadily 

increasing its achievement since joining TIMSS. Additionally, this study explores differential item 

functioning (DIF) to verify measurement invariance in the mathematics achievement test between Korea 

and Türkiye. DIF occurs due to violations of measurement invariance across different subgroups 

(Huang, 2020).  Furthermore, it investigates the influence of the country (Korea/Türkiye) on the latent 

class membership of mathematics achievement. The research questions of this study are as follows: 

 

1. How are latent classes of mathematics achievement identified in combined Korean and 

Turkish students? 

2. Does DIF exist in the mathematics achievement test between Korea and Türkiye? 

3. Does the country (Korea/Türkiye) influence the latent class membership of mathematics 

achievement? 

 

 

Methods 

 

Data 

In this research, data from 8th-grade students in South Korea and Türkiye who participated in TIMSS 

2019 were examined. The Trends in International Mathematics and Science Study (TIMSS) is an 

international assessment of academic performance organized by the International Association for the 

Evaluation of Educational Achievement (IEA). This assessment measures students' mathematics and 

science achievements at a global level to evaluate and enhance educational outcomes (Mullis et al., 

2020). Initiated in 1995, TIMSS is conducted every four years, targeting 4th-grade and 8th-grade 

students. The assessment includes mathematics and science achievement tests based on the curricula of 

the participating countries, along with surveys of schools, teachers, students, and parents about 

educational contextual factors (Mullis et al., 2020). The TIMSS 2019 8th-grade mathematics assessment 

comprises 211 items. The framework is divided into two dimensions: the content dimension (Number, 

Algebra, Geometry, Data and Probability) detailing the subject matter, and the cognitive dimension 

(Knowing, Applying, and Reasoning) outlining the thinking processes evaluated as students engage with 

the content (Mullis & Martin, 2017). 

A final sample of 553 South Korean students and 582 Turkish students, who participated in Booklet 5 

and 6 of the TIMSS 2019 8th-grade mathematics assessment, was selected for this study, as shown in 

Table 1. The analysis included items from Block 6 of Booklets 5 and 6. Item ME62342, which had 

missing data for all countries, was excluded from the analysis. Thus, a total of 14 items were analyzed. 
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Table 1 

The number of cases for analysis 

Booklet 
Excluded 

Items 

Optional 

Items 

Excluded 

Items 
Korea Türkiye Total 

Booklet 5 Block5 Block6 

(ME62150~ 

ME62123B) 

 282 290 572 

Booklet 6  Block7 271 292 563 

Total    553(48.7%) 582(51.3%) 1,135(100%) 

 

Data Analysis 

In this research, Latent Class MIMIC Modeling was applied to identify the latent classes of mathematics 

performance and to examine measurement invariance and DIF of mathematics test items between Korea 

and Türkiye. Before conducting the analysis, test items were coded with correct answers as 1 and 

incorrect answers as 0. The country variable was coded as 1 for Korea and 0 for Türkiye. To determine 

the best number of latent classes for mathematics achievement, various criteria such as information 

criteria, scree plots, and entropy indices were used, along with considerations for interpretability and 

discriminant validity between groups (Ram & Grimm, 2009). Likelihood ratio tests were utilized to 

compare latent class MIMIC models, with effect sizes of identified DIF items evaluated using the 

Educational Testing Service (ETS) criteria. According to ETS guidelines, a logit value below 0.43 

suggests a negligible DIF effect, a value of 0.43 or higher indicates a moderate effect, and a value of 

0.64 or higher points to a large effect (Dorans & Holland, 1992). The analysis was performed using 

Mplus (Version 8.3) and the MplusAutomation package in R (Version 4.2.2), adhering to the method 

proposed by Masyn (2017), with some modifications detailed as follows: 

Step 0: Conduct LCA to identify the optimal number of latent classes. Covariates are included as 

auxiliary variables to ensure they do not affect the identification of latent classes. 

Step 1: Compare a baseline model (M_1.0, No_DIF), where covariates affect latent classes but not 

indicator variables, with an alternative model (M_1.1, All_DIF), where covariates directly affect both 

latent classes and all indicator variables. Acceptance of the baseline model (M_1.0) indicates no DIF 

for individual indicators by covariates, while acceptance of the alternative model (M_1.1) suggests the 

presence of DIF items for individual indicators by covariates, indicating at least one DIF item in at least 

one latent class. 

Step 2: Conduct an omnibus DIF test to examine DIF for each indicator variable by covariates. This 

involves comparing model M_2.0.X (covariates affect latent classes but not indicator variables) with 

model M_2.1.X (covariates have direct effects on both latent classes and indicator variables). 

Step 3: Select the optimal model by comparing model M_3.0, where all identified DIF items are treated 

as non-uniform DIF, with the baseline model (M_1.0, No_DIF) and the alternative model (M_1.1, 

All_DIF). 

Step 4: Determine if the items identified as DIF in Step 2 are uniform DIF items by comparing the fit 

of model M_4.X (imposes uniform constraints on covariate effects on indicator variables across classes) 

with model M_3.0 (treats all identified DIF items as non-uniform DIF). If the fit of M_4.X is not 

significantly worse than that of M_3.0, the item is considered a uniform DIF. 

Step 5: Choose the optimal model by comparing the fit of model M_5.0 (covariate effects on indicator 

variables are equal across latent classes for all identified uniform DIF items) with model M_3.0 (treats 

all identified DIF items as non-uniform DIF). 
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Step 6: Select the final model by comparing model M_6.0 (regression coefficients of covariates on 

latent class membership are constrained to 0) with model M_6.1 (regression coefficients of covariates 

on latent class membership are freely estimated) in the model chosen from Step 5. 

 

Results 

Descriptive Statistics 

When examining the item difficulty index for each item in both Korea and Türkiye, it was found that 

the item difficulty index for all items was higher in Korea compared to Türkiye. Specifically, as shown 

in Table 2, the item difficulty index for Korean students ranged from 0.41 to 0.92, whereas for Turkish 

students ranged from 0.09 to 0.60. Particularly, in item 11, the difference in item difficulty between the 

two countries was 0.57, indicating the largest discrepancy. Additionally, for items 2, 3, 6, 7, 9, and 14, 

the difference in item difficulty index between the two countries exceeded 0.3, highlighting a notable 

variation in item difficulty. 

 

Table 2  

Math 8th Block6 Item 

No Variable Domain Label 

Item difficulty index 

Korea Türkiye 

1 ME62150 Number/Knowing 
“DIFFERENCE BETWEEN LOW 

TEMPERATURE IN CITY X AND Y” 
0.79 0.50 

2 ME62335 Number/Knowing “SELECT EQUIVALENT RATIO TO 3:2” 0.92 0.60 

3 ME62219 Number/Applying 
“KATY ENLARGES A PHOTO - NEW 

HEIGHT” 
0.74 0.38 

4 ME62002 Number/Reasoning 
“FILL IN BOXES TO MAKE THE 

SMALLEST PRODUCT” 
0.48 0.31 

5 ME62149 Algebra/Applying 
“IDENTIFY EXPRESSION TO CALCULATE 

ROBIN'S EARNINGS” 
0.48 0.35 

6 ME62241 Algebra/Applying 
“ROY'S PHONE BUSINESS - EQUATION 

FOR Y” 
0.70 0.27 

7 ME62105 Algebra/Reasoning 
“AREA OF RECTANGLE WITH SIDES X 

AND 2X + 1” 
0.65 0.27 

8 ME62040 Geometry/Applying 
“ESTIMATE AREA OF IRREGULAR SHAPE 

ON 1 CM GRID” 
0.60 0.46 

9 ME62288A Geometry/Applying 
“FIND VERTICES OF TRAPEZOIDS  

M AND N” 
0.41 0.11 

10 ME62288B Geometry/Applying 
“FIND VERTICES OF TRAPEZOIDS  

M AND N” 
0.41 0.09 
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Table 2 (Continued)  

Math 8th Block6 Item 

No Variable Domain Label 

Item difficulty index 

Korea Türkiye 

11 ME62173 Geometry/Reasoning 
“FIND ANGLE X ON A FOLDED PIECE OF 

PAPER” 
0.76 0.19 

12 ME62133 
Data and 

Probability/Applying 

“BLACK AND WHITE MARBLES IN A BAG 

WITH REPLACEMENT” 
0.70 0.54 

13 ME62123A 
Data and 

Probability/Knowing 

“RELAY RACE - MEAN TIME OF RUNNERS

” 
0.81 0.59 

14 ME62123B 
Data and 

Probability/Applying 

“RELAY RACE - MEAN TIME WHEN 2 

RUNNERS IMPROVE” 
0.72 0.36 

 

Measurement Invariance and DIF 

Step 0: Before verifying the measurement invariance of the indicator variables and exploring the 

presence of DIF according to covariates, it is essential to select the optimal number of latent classes. To 

achieve this, latent class analysis on mathematics achievement was conducted without including 

covariates, identifying latent classes among the combined Korean and Turkish students. The optimal 

number of latent classes was determined by comparing the model fit and simplicity indicators as 

presented in Table 3. As shown in Table 3, the best fit was observed when there were five latent classes. 

With a large sample size, the values of AIC and BIC tend to decrease as the number of groups increases, 

and the number of latent classes can be determined using a scree plot (Jedidi et al., 1997). 

Examination of the scree plot in Figure 1 reveals that the values of most goodness-of-fit indicators 

decrease at a slower rate after three latent classes, and AWE shows an increase after three latent classes. 

Additionally, when there are three latent classes, the entropy index is 0.905, indicating good 

performance. After considering factors such as goodness-of-fit indices, statistical significance, 

discriminant between groups, presence of latent classes, and interpretability, the optimal number of 

latent classes was determined to be three. 

Upon examining the composition of classified latent classes in Figure 2, Class 1 (284 participants, 

25.0%) exhibited a generally high item difficulty index of over 0.7 for each item, indicating the highest 

level of mathematics achievement among the three latent classes. Class 2(377 participants, 33.2%) 

showed moderate levels of mathematics achievement among the three latent classes, with significant 

differences in item difficulty index for each item. Notably, the item difficulty index for 

Geometry/Applying items 9 and 10 were below 0.1. Class 3 (474 participants, 41.8%) exhibited an item 

difficulty index generally below 0.4 across all items, indicating the lowest level of mathematics 

achievement among the three latent classes. 

Consequently, Class 1 to Class 3 were respectively named the high-achievement group, the moderate-

achievement group, and the low-achievement group. The item difficulty index by latent class and 

country is shown in Figure 3, while Figure 4 illustrates the composition of each latent class by country 

(Korea and Türkiye). 
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Table 3  

LCA Model Fit 

Class Par LL BIC aBIC CAIC AWE BLRT 

1-Class 14 -10333 20764 20719 20778 20904 - 

2-Class 29 -8364 16932 16840 16961 17223 <0.001 

3-Class 44 -8009 16327 16188 16371 16769 <0.001 

4-Class 59 -7935 16285 16097 16344 16877 <0.001 

5-Class 74 -7878 16277 16042 16351 17020 <0.001 

Note. “Par”=parameters, “LL”=log likelihood, “BIC”=bayesian information criterion, “aBIC”=sample size adjusted BIC, 

“CAIC”=consistent Akaike information criterion, “AWE”=approximate weight of evidence criterion, 

“BLRT”=bootstrapped likelihood ratio test p-value 

 

Figure 1  

Scree Plot 
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Figure 2 

Latent class plots for Math Achievement 

 

 

Figure 3 

Item difficulty index within latent classes 

 

 

Figure 4 

Composition of Korea & Türkiye within latent classes 
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Step 1: The latent class model selected in Step 0 was augmented with the covariate, the country variable, 

to compare the baseline model M_1.0 (No_DIF), where the country variable  influenced the latent class 

variable but had no direct effects on the indicators, with the alternative model M_1.1 (All_DIF), where 

the country variable had direct effects on both the latent class variable and all indicators. As shown in 

Table 4, the fit of the M_1.1 model was significantly better than that of the M_1.0 model. This indicates 

that the country variable (Korea/Türkiye) is the source of DIF for at least one of the three latent classes 

and at least one of the fourteen items. 

Step 2: DIF omnibus tests were conducted for each of the fourteen indicator variables by comparing 

models M_2.0.X, where the country variable (Korea/Türkiye) was set to influence the latent class 

variable but without direct effects on the indicator variables, and M_2.1.X, where the country variable 

was set to have direct effects on the indicator variables. As shown in Table 4, it was observed that for 

items 1, 4, 6, 7, 8, 9, and 10, the fit of the model without direct effects of the covariate on the indicators 

was not significantly worse than the model with direct effects. Additionally, for items 2, 3, 5, 11, 12, 

13, and 14, the fit of the model with direct effects of the covariate on the indicators was significantly 

better than that without. This indicates that individually, seven items (2, 3, 5, 11, 12, 13, 14) out of the 

fourteen in the mathematics achievement test exhibit DIF. 

 

Table 4  

Model Comparisons for Stepwise DIF Test 

Step Model Description LL npar Comparison LRTS df p 

1 
M_1.0 MIMIC: NO DIF -7844.744 46 M_1.0 vs M_1.1 256.41 42 <0.001 

M_1.1 MIMIC: ALL DIF -7716.539 88     

2 

M_2.0.1 #1: No DIF -1599.816 7 M_2.0.1 vs M_2.1.1 7.752 3 0.051 

M_2.1.1 #1: Non U DIF -1595.940 10     

M_2.0.2 #2: No DIF -1480.067 7 M_2.0.2 vs M_2.1.2 10.871 3 0.012 

M_2.1.2 #2: Non U DIF -1480.631 10     

M_2.0.3 #3: No DIF -1604.997 7 M_2.0.3 vs M_2.1.3 7.820 3 0.049 

M_2.1.3 #3: Non U DIF -1601.087 10     

M_2.0.4 #4: No DIF -1784.847 7 M_2.0.4 vs M_2.1.4 6.978 3 0.072 

M_2.1.4 #4: Non U DIF -1781.358 10     

M_2.0.5 #5: No DIF -1734.017 7 M_2.0.5 vs M_2.1.5 20.932 3 <0.001 

M_2.1.5 #5: Non U DIF -1723.551 10     

M_2.0.6 #6: No DIF -1496.159 7 M_2.0.6 vs M_2.1.6 3.640 3 0.303 

M_2.1.6 #6: Non U DIF -1494.339 10     

M_2.0.7 #7: No DIF -1464.368 7 M_2.0.7 vs M_2.1.7 4.588 3 0.205 

M_2.1.7 #7: Non U DIF -1462.074 10     

M_2.0.8 #8: No DIF -1806.546 7 M_2.0.8 vs M_2.1.8 1.910 3 0.591 

M_2.1.8 #8: Non U DIF -1805.591 10     

M_2.0.9 #9: No DIF -1184.171 7 M_2.0.9 vs M_2.1.9 5.773 3 0.123 

M_2.1.9 #9: Non U DIF -1181.284 10     

M_2.0.10 #10: No DIF -1170.930 7 M_2.0.10 vs M_2.1.10 4.944 3 0.176 

M_2.1.10 #10: Non U DIF -1168.466 10     

M_2.0.11 #11: No DIF -1517.144 7 M_2.0.11 vs M_2.1.11 91.378 3 <0.001 
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Table 4 (Continued) 

Model Comparisons for Stepwise DIF Test 

Step Model Description LL npar Comparison LRTS df p 

2 

M_2.1.11 #11: Non U DIF -1471.455 10     

M_2.0.12 #12: No DIF -1701.334 7 M_2.0.12 vs M_2.1.12 15.950 3 0.001 

M_2.1.12 #12: Non U DIF -1693.359 10     

M_2.0.13 #13: No DIF -1599.589 7 M_2.0.13 vs M_2.1.13 19.798 3 <0.001 

M_2.1.13 #13: Non U DIF -1589.690 10     

M_2.0.14 #14: No DIF -1642.610 7 M_2.0.14 vs M_2.1.14 8.894 3 0.031 

M_2.1.14 #14: Non U DIF -1638.163 10     

3 
M_3.0 all Non U DIF Items   M_1.0 vs M_3.0    

    M_3.0 vs M_1.0    

4 

M_4.1 
#2 (U DIF) 

All other (Non U DIF) 
-7746.505 65 M_4.1 vs M_3.0 0.366 2 0.416 

M_4.2 
#3 (U DIF) 

All other (Non U DIF) 
-7748.457 65 M_4.2 vs M_3.0 4.270 2 0.059 

M_4.3 
#5 (U DIF) 

All other (Non U DIF) 
-7747.987 65 M_4.3 vs M_3.0 3.330 2 0.094 

M_4.4 
#11 (U DIF) 

All other (Non U DIF) 
-7746.532 65 M_4.4 vs M_3.0 0.420 2 0.405 

M_4.5 
#12 (U DIF) 

All other (Non U DIF) 
-7747.913 65 M_4.5 vs M_3.0 3.182 2 0.102 

M_4.6 
#13 (U DIF) 

All other (Non U DIF) 
-7752.585 65 M_4.6 vs M_3.0 12.526 2 0.001 

M_4.7 
#14 (U DIF) 

All other (Non U DIF) 
-7750.864 65 M_4.7 vs M_3.0 9.084 2 0.005 

5 M_5.0 
#13, 14 (Non U DIF) 

#2, 3 ,5, 11, 12 (U DIF) 
-7752.105 57 M_5.0 vs M_3.0 11.566 10 0.072 

6 
M_6.0 C on Country @ 0 -7787.161 55 M_6.0 vs M_6.1 270.124 2 <0.001 

M_6.1 C on Country (free) -7752.105 57     

 

Step 3: To identify the optimal model, the fit of model M_3.0, where the seven identified items with 

DIF (2, 3, 5, 11, 12, 13, 14) were simultaneously set as non-uniform DIF, was compared with that of the 

baseline model M_1.0 (No_DIF) and model M_1.1 (All_DIF). The results revealed that the fit of model 

M_3.0 was significantly better than that of the baseline model M_1.0. Moreover, although the model 

where all items were set as DIF (M_1.1) exhibited better fit compared to M_3.0, the difference in fit 

between these two models was not substantial. Considering the improvement in fit from M_1.0 to M_3.0 

and the parsimony of the model, model M_3.0 was chosen as the optimal latent class MIMIC model to 

proceed to the next step. 

Step 4: To determine whether the seven identified DIF items were uniform DIF, the fit of model M_4.X, 

where the direct effects of the country variable were constrained to be uniform across classes for each 

of the seven items, was compared with that of model M_3.0, where all DIF items were treated as non-

uniform DIF. As a result, items 2, 3, 5, 11, and 12 were confirmed to be uniform DIF, while items 13 

and 14 were confirmed to be non-uniform DIF. 

Step 5: The fit of model M_5.0, where the effects of the country on uniform DIF items were constrained 

to be uniform across classes, was compared with that of model M_3.0. As shown in Table 4, the fit of 

model M_5.0 was not significantly worse than that of M_3.0, indicating that the imposition of uniform 

DIF constraints did not significantly deteriorate the fit of the model. Therefore, model M_5.0 was 

adopted as the optimal model for the next step. 
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Step 6: Finally, model M_5.0 was re-designated as model M_6.1, and in model M_6.0, the polynomial 

logistic slope for the effect of the country variable on latent class membership was fixed to 0. In other 

words, while model M_6.1 allowed the country to freely estimate latent class membership, model M_6.0 

did not allow the estimation of latent class membership by the country. Additionally, models M_6.0 and 

M_6.1 included all uniform and non-uniform DIF effects. The fit of models M_6.0 and M_6.1 was 

compared, and as shown in Table 4, the fit of model M_6.1, which allowed the country to freely estimate 

latent class membership, was significantly better than that of M_6.0, indicating the association of the 

country with latent class membership. Thus, the final adopted latent class MIMIC model, M_6.1, is 

illustrated in Figure 5, Step 5. 

 

Figure 5  

Latent Class MIMIC Modeling 

Step0. LCA Step1. No_DIF Model vs All_DIF Model 

   

Step2. Omnibus DIF Test Step3. Adopt the Optimal Model 

  

Step4. Uniform DIF vs Non-Uniform DIF Step5. Adopt the Optimal Model 
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Interpretation of the Final Model 

An examination of the composition of Korean and Turkish nationals across the latent classes of 

mathematics achievement in the ultimately adopted M_6.1 model revealed that the high-achievement 

group  comprised 81.6% Korean and 18.4% Turkish nationals, while the moderate-achievement group  

consisted of 59.3% Korean and 40.7% Turkish nationals. Furthermore, the low-achievement group  

comprised 21.2% Korean and 78.8% Turkish nationals. 

The seven items of the mathematics achievement test identified as exhibiting DIF effects in the M_6.1 

model, along with their respective effect sizes, are presented in Table 5 and Table 6. First, when 

examining the items identified as exhibiting uniform DIF, item 2 uniformly favored Korea across all 

classes, with a large DIF effect size. Item 3 similarly favored Korea uniformly across all classes, albeit 

with a negligible DIF effect size. Conversely, item 5 uniformly favored Türkiye across all classes, with 

a moderate DIF effect size, while item 11 favored Korea uniformly across all classes, with a large DIF 

effect size. Additionally, item 12 uniformly favored Türkiye across all classes, with a moderate DIF 

effect size. 

Considering items identified as displaying non-uniform DIF, item 13 exhibited a significant in favored 

of Türkiye with a large effect size in the moderate-achievement group, while the DIF effects were not 

significant in the high- and low-achievement groups. On the other hand, item 14 favored Korea 

significantly with a large effect size in the low-achievement group, while the DIF effects were not 

significant in the high- and moderate-achievement groups. 

Furthermore, Table 7 presents the results of logistic regression analysis on the influence of the country 

variable on the membership of latent classes of mathematics achievement. In Korea, there was a clear 

tendency for individuals to belong to either the high-achievement group or moderate-achievement group 

rather than the low-achievement group. Moreover, individuals in Korea were more likely to be part of 

the high-achievement group than the moderate-achievement group. 

 

Table 5 

Uniform DIF 

Uniform DIF 

Item Est SE Est/SE p Effect size 

# 2 0.942 -0.220 4.274 <0.001 Large 

# 3 0.427 0.176 2.422 0.015 Negligible 

# 5 -0.526 0.172 -3.052 0.002 Moderate 

# 11 1.980 -0.188 10.517 <0.001 Large 

# 12 -0.455 0.177 -2.570 0.010 Moderate 

 

Table 6  

Non-Uniform DIF 

Non-Uniform DIF 

 High group Moderate group Low group 

Item Est p Effect Est p Effect Est p Effect 

# 13 -1.049 0.310 Large -1.123 0.011 Large 0.408 0.101 Negligible 

# 14 0.435 0.406 Moderate -0.010 0.967 Negligible 1.131 <0.001 Large 
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Table 7  

Logistic regression analysis 

 High group Moderate group Low group 

Country 

Est (odds ratio) 

2.838(17.084) 1.680(5.363) Ref 

1.159(3.186) Ref  

 

Conclusion and Discussion 

Mathematics is a subject that significantly impacts students' academic success and future careers. Many 

countries participate in international academic achievement assessment to compare their performance 

with other nations and to explore the factors that influence academic achievement. Korea is the top 

performing country in the TIMSS 2019 math test, while Türkiye, although performing around the 

international average, has shown a steady increase in its performance since participating in TIMSS. 

Additionally, Türkiye has a more positive attitude towards mathematics compared to Korea. This study 

employed the LCA MIMIC method proposed by Masyn (2017) to explore the heterogeneous latent 

classes of mathematics achievement in the TIMSS 2019 assessment among 8th-grade students in Korea 

and Türkiye. Subsequently, the DIF of the mathematics assessment was examined according to country 

(Korea/Türkiye) to explore measurement invariance. The influence of the national variable 

(Korea/Türkiye) on membership in the latent classes of mathematics achievement was then investigated. 

The conclusions of this study are as follows: 

First, a latent class analysis of mathematics achievement was conducted, identifying three distinct latent 

classes among the combined group of Korean and Turkish students: high-achievement, moderate-

achievement, and low-achievement. The high-achievement group exhibited high item difficulty index 

of 0.7 or above for most items, with a higher proportion of Korean students in the group compared to 

Turkish students. The moderate-achievement group showed a wide range of item difficulty index 

varying from 0.03 to 0.95 across items, and exhibited a difficulty index below 0.1 in some geometry-

related items, with a higher proportion of Korean students in the group compared to Turkish students. 

The low-achievement group demonstrated a consistently low item difficulty index of 0.4 or below for 

most items, with a higher proportion of Turkish students in the group compared to Korean students. 

Secondly, in exploring DIF to verify the measurement invariance of mathematics achievement test items 

between Korea and Türkiye, a total of 7 out of 14 items were identified as exhibiting DIF. Among these, 

some items were identified as displaying uniform DIF, while others showed non-uniform DIF. This 

indicates the presence of direct effects of the country on individual items within the detected latent 

classes of mathematics achievement, and these direct effects were observed to vary in their application 

across latent classes, either uniformly or non-uniformly. Notably, while the overall item difficulty index 

for items indicated higher performance for Korea compared to Türkiye, this study's exploration of 

heterogeneous latent classes of mathematics achievement and subsequent examination of DIF based on 

country within these identified classes revealed areas of favorable or unfavorable performance in 

mathematics between Korea and Türkiye within homogeneous characteristics and ability groups. 

Furthermore, these results demonstrate that when analyzing the effects of covariates on latent classes, 

ensuring unbiased results requires conducting measurement invariance tests to confirm the direct effects 

of covariates on indicator variables. 

Third, out of the seven items identified as DIFs, five items were identified as uniform DIFs and two 

items were identified as non-uniform DIFs. For items 2, 3, 5, 11, and 12, which exhibited uniform DIF, 

items 2, 3, and 11 favored Korean students in all classes, with large, negligible, and large DIF effect 

sizes, respectively. Additionally, items 5 and 12 favored Turkish students in all classes, with moderate 

DIF effect sizes for both items. Next, for items 13 and 14, identified as non-uniform DIF, item 13 favored 

Turkish students with a large effect size in the moderate-achievement group, while the DIF effect was 
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not significant in the high- and low-achievement groups. Conversely, item 14 favored Korean students 

in the low-achievement group with a large effect size, with no significant effect observed in the high- 

and moderate-achievement groups. Additionally, examining the pattern of uniform/non-uniform DIF 

based on content areas, it was found that items in the Number, Geometry, and Algebra domains exhibited 

uniform DIF, whereas items in the Data and Probability domains displayed non-uniform DIF effects. 

Thus, it was observed that DIF effects varied between uniform and non-uniform across different content 

areas in mathematics. 

Fourth, excluding items with non-significant or negligible DIF effects, examining the mathematics 

content domain and cognitive domains of items 2, 5, 11, 12, 13, and 14, which exhibit moderate or 

higher DIF effect sizes, it is found that items 2 and 11 correspond to the Number/Knowing and 

Geometry/Reasoning domains, respectively, and favor Korea across all latent classes. Item 14 

corresponds to the Data and Probability/Applying domain and favors Korea in the low-achievement 

group. Items 5 and 12 correspond to the Algebra/Applying and Data and Probability/Applying domains, 

respectively, and favor Türkiye across all latent classes. Additionally, item 13 corresponds to the Data 

and Probability/Knowing domain and favors Türkiye in the moderate-achievement group. Summarizing 

the favorable and unfavorable items by country, Korea has one favorable item each in the 

Number/Knowing, Geometry/Reasoning, and Data and Probability/Applying domains, while Türkiye 

has one favorable item each in the Algebra/Applying, Data and Probability/Applying, and Data and 

Probability/Knowing domains. These results differ somewhat from Şen and Arıcan (2015), who reported 

that Korean students outperformed Turkish students in most math content domains (Number, Algebra, 

Geometry, Data and Probability). The reason for this partial discrepancy with Şen and Arıcan's (2015) 

study is that this study classified all students in Korea and Türkiye into heterogeneous latent classes 

based on their math achievement. It identified areas of favorability or unfavorability in math tests for 

homogeneous ability groups in Korea and Türkiye by exploring DIF within homogeneous latent classes. 

In particular, the results of this study showed that in the Data and Probability domain, Korea had a 

favorable result on one item compared to Türkiye in the low-achievement group. However, Türkiye had 

a favorable result on one item in each of the latent classes and in the moderate-achievement group 

compared to Korea. These findings align with Yoon and Lee's (2013) study, which reported that Korean 

students exhibited unfavorable performance in the Data and Probability domain compared to American 

students. This was evidenced by the exploration of DIF in the TIMSS 2007 assessment. Thus, it can be 

inferred that within homogeneous achievement groups, Korean students' performance in the Data and 

Probability domain is somewhat lower compared to that of Turkish students. 

Fifth, examining the distribution of students across math achievement latent classes in each country, 

41.8% of Korean students are classified as the high-achievement group, 40.5% as the moderate-

achievement group, and 17.7% as the low-achievement group. In contrast, 9.1% of Turkish students are 

in the high-achievement group, 26.3% are in the middle-achievement group, and 64.6% are in the low-

achievement group. The multinomial logistic regression analysis examined the impact of the country 

(Korea/Türkiye) on latent class membership in math achievement. The results indicated that students 

from Korea were more likely to be part of the high- and moderate-achievement groups rather than the 

low-achievement group. Additionally, students in Korea were more likely to be in the high-achievement 

group than in the moderate-achievement group. 

In this study, the relationship between country (Korea/Türkiye) and membership in latent classes of 

math achievement was examined. To ensure the validity and robustness of the results, measurement 

invariance tests, including the detection of differential item functioning (DIF), were conducted. These 

tests were crucial for providing unbiased results in the identification of latent classes and assessing the 

impact of covariates in the LCA. Through the examination of measurement invariance for indicator 

variables and DIF in LCA, it was possible to identify areas of favorability or unfavorability across 

countries for individual items in mathematics achievement tests within homogeneous ability groups. 

Particularly noteworthy is the utilization of the MIMIC model in LCA for exploring DIF, which differs 

from previous studies (Kalaycioğlu & Berberoğlu, 2011; Lyons-Thomas et al., 2014; Yildirim, 2006) 

that applied classical test theory, item response theory, and logistic regression analysis in the exploration 

of DIF. Subsequent research can identify the causes of favorable or unfavorable areas in math 
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achievement tests by country through a content-based approach to mathematics education. This can 

provide insights for enhancing the curriculum and educational methods within each country's 

mathematics education system. 
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Abstract 

 

Classification techniques allow researchers to analyze data based on groups for the purposes of clustering or 

making predictions about group membership. Since there are many methods for utilizing classification analyses, 

such as Linear Discriminant Analysis (LDA), Logistic Regression (LR), and Classification and Regression Trees 

(CART), it is important to know which techniques perform better under which conditions to affect prediction 

accuracy. In the context of group prediction, it is crucial to consider the impact of group proportional sizes on 

prediction accuracy, particularly when comparing smaller groups to larger ones. This study evaluated the small 

group prediction accuracies of LDA, LR, and CART, controlling for the number of groups, correlation, and the 

number of predictor variables. Results showed that CART performed best for smaller and overall group prediction 

in most cases. In addition, a notable difference was observed in overall group prediction accuracy compared to 

small group prediction accuracy, with the overall group prediction accuracy being greater. Data conditions had a 

greater impact on LR and LDA than CART, and, in certain instances, LR showed superiority over the other two 

methods. The number of groups was the most influential factor on small group prediction, while the number of 

predictor variables, correlation, and method were of decreasing influence. In general, overall group prediction 

accuracy and small group prediction accuracy were negatively related. However, for the categories with an equal 

number of groups, the two were positively related. 

 

Keywords: method performance evaluation, group membership, classification accuracy, simulation. 

 

Introduction 

Classifying cases into groups is widespread in all fields, and statistical or analytical techniques may 

perform differently depending on the data conditions. The data structure influences the choice of 

methods of analysis and sets constraints on the study's scope. Classification serves the purpose of 

identifying group characteristics and predicting group membership and is a valuable statistical approach 

in various fields such as social sciences, education, health sciences, and other domains. It is further 

crucial for researchers to assess the significance of predictors in determining the group or class to which 

observations belong.  

Explanatory models are applied to examine relationships between variables, whereas predictive models 

are utilized to make predictions about categories using a correlational design. Group discrimination and 

decisions are assessed using these models (Sainani, 2014). Utilizing predictive models, for instance, one 

may determine the likelihood of contracting an illness based on the findings of diagnostic tests or the 

mortality rate of a veteran suffering a stroke within a year at a certain severity level (Bates et al., 2014). 

By applying such models, it is possible to determine, for example, whether certain predictor variables 

like the student's positive opinion of their teacher, GPA, whether they lived with their biological parents, 

and the number of days the student missed from school also predict the dropout status of high school 

students (Suh et al., 2007). 
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There are various techniques for determining group membership, and logistic regression (LR), linear 

discriminant analysis (LDA), and classification and regression trees (CART), a more recent technique, 

are widely used ones (Agresti, 2002; Huberty & Olejnik, 2006; Williams et al., 1999). LDA and LR 

have historically been used extensively in educational and social science research, but CART is a newer 

technique (Holden et al., 2011). Additionally, in many recent studies, these techniques are applied 

simultaneously (Castonguay et al., 2022; Hassan et al., 2024; Hoang et al., 2025; Saboor et al., 2022; 

Selim et al., 2020; Song et al., 2022; Zampogna et al., 2024).  

Though they are widely used, limited information exists regarding the effectiveness of these three 

techniques in predicting categories of observations, especially for relatively smaller groups, and which 

perform better in certain data scenarios, such as group size ratios, degree of correlation, number of 

predictor variables, and number of groups in the outcome variable. Therefore, this study aimed to 

investigate the performance of LDA, LR, and CART for overall and smaller group prediction in addition 

to whether prediction accuracies are affected by the correlation between predictor variable strength, 

number of predictor variables, group size ratios, and number of groups in the dependent variable. 

Finally, this study explored the relationship between overall group prediction accuracy and small group 

accuracy. We provide a brief overview of each technique below. 

 

Linear Discriminant Analysis (LDA) 

LDA procedure calculates the observation score for jth group (𝐺𝑗) as; 

     𝐺𝑗 = 𝑐𝑗0 + ∑𝑐𝑗𝑖𝑥𝑖 + ln (
𝑛𝑗

𝑁
)         (1) 

where 𝑐𝑗0 represents the constant value for the jth group, 𝑐𝑗𝑖 denotes the coefficient value of the ith 

variable within the jth group, 𝑥𝑖 is the ith variable, 𝑛𝑗 indicates the total number of observations in the 

jth group, and 𝑁 represents the total number of all observations.  

Moreover, the constant value for the jth group 𝑐𝑗0  and the coefficient values 𝑐𝑗𝑖s are calculated by the 

formula; 

𝑐𝑗0 =
1

2
𝐶𝑗

′𝑀𝑗         (2) 

where 𝐶𝑗 = 𝑊−1𝑀𝑗, 𝐶𝑗 is the coefficients vector for 𝑐𝑗𝑖s,  𝑊 is the pooled within-group variance-

covariance matrix, and 𝑀𝑗 is matrix of the means of the variables for group j.  

Upon computing the observation scores for each group, the observation is allocated to the group with 

the highest score. LDA models are exclusively linear functions and assume the absence of 

multicollinearity and singularity, as well as homogeneity of variance-covariance matrices and 

multivariate normality (Tabachnick & Fidell, 2013).  

 

Logistic Regression (LR) 

LR starts with calculating linear regression model u as; 

         𝑢 = 𝐵0 +  ∑𝐵𝑗𝑋𝑖𝑗                          (3) 

where 𝐵0 represents the linear regression model's intercept., and 𝐵𝑗 indicates the jth variable's 

coefficient, 𝑋𝑗.  

Then 𝑌�̂� =
𝑒𝑢

1+𝑒𝑢 is calculated as the probability that the ith observation is a member of a group rather than 

a reference group. It can be seen easily that the natural log of the probability of the odds ratio being in 

one group versus another reference group is equal to u such as; 

       ln (
�̂�

1−�̂�
) = 𝐵0 +  ∑𝐵𝑗𝑋𝑖𝑗.      (4) 
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In many statistical applications, the default threshold for determining observation membership is set at 

0.5; hence, if the logit equals or exceeds 0.5, the observation is classified within the group. The cut point 

may also be established at another value (Soureshani et al., 2013). Logistic Regression (LR) 

distinguishes itself from many techniques by its flexibility, since it does not relay on certain assumptions 

such as normality.   

 

Classification and Regression Trees (CART) 

CART divides data iteratively to classify objects into more homogeneous groups, which are referred to 

as nodes. The CART algorithm initiates by locating all subjects in a single node. Subsequently, it assigns 

them to other nodes by utilizing predictor variables to establish the most homogeneous groups (Breiman 

et al., 1984). This procedure continues until an ideal group split achieves the desired degree of group 

membership homogeneity. To mathematically apply this, the node deviances are minimized, and the 

deviance for ith node  (𝐷𝑖) is computed as; 

𝐷𝑖 = −2 ∑ ∑ 𝑛𝑖𝑘𝑙𝑛(𝑝𝑖𝑘)                     (5) 

where 𝑛𝑖𝑘 denotes the number of subjects from group k in node i, and 𝑝𝑖𝑘 indicates the proportion of 

subjects from group k within node i.  

The sum 𝐷 = ∑ 𝐷𝑖, is used as a measure of homogeneity once the deviances of each group have been 

calculated; smaller 𝐷s signify higher homogeneity. The procedure continues until either the requirement 

for stopping iterations is met or the reduction in 𝐷s from one step to the next becomes trivial.   

 

Related Research 

This section includes a summary of the literature review of related studies. In a comparison of the overall 

performance of LDA and LR, one study found that LR had a higher prediction accuracy for group 

membership (Barön, 1991), while others found little or no difference between the two methods (Dey & 

Astin, 1993; Hess et al., 2001; Meshbane & Morris, 1996). Further, the statistical methods LDA and LR 

exhibited comparable performance to CART (Dudoit et al., 2002; Ripley, 1994). However, other studies 

have demonstrated that LDA and LR outperform CART (Preatoni et al., 2005; Williams, 1999) or that 

CART outperforms LR and LDA (Holden, 2011; Hao et al., 2022). Lastly, while some results indicated 

that CART performed better than LDA in terms of group membership prediction accuracy (Grassi et al., 

2001), others indicated that LR and CART performed similarly (Schumacher et al., 1996). These 

conflicting findings may be due to different configurations of the data analyzed. In this regard, the 

overall performance of any method is uncertain in the absence of an assessment of the data's specific 

characteristics. 

While certain studies compared the accuracies of the methods, the comparison results were not 

generalizable beyond the scope of the research. Hence, some researchers utilized simulated data to 

compare the performance of techniques rather than utilizing real data from content areas. A substantial 

advantage of simulated data is the researcher's capacity to manage the data conditions. As a result, 

numerous studies have compared the performances of methods under controlled conditions. Numerous 

data factors may have an impact on how well classification techniques perform. For classification 

accuracy the following conditions have been shown to have an effect: sample size (Bolin & Finch, 2014), 

group size ratios (Finch & Schneider, 2006; Lei & Koehly, 2003), effect size (Holden et al., 2011), 

predictor distributions (Pai et al., 2012; Pohar et al., 2004), and homogeneity of variance-covariance 

matrices (Fan & Wang, 1999; Lei & Koehly, 2003). On the other hand, less researched but important 

for comparing the methods are correlations between predictor variables (Kiang, 2003), number of 

variables (Holden & Kelley, 2010), number of groups in the dependent variable (Zavroka & Perret, 

2014), model complexity (Holden et al., 2011), dynamic structure of the data, linearity, presence of 

outliers (Pai et al., 2012), multimodal structure of the data (Kiang, 2003), percent of initial 

misclassification (Bolin & Finch, 2014), and group separation (Finch et al., 2014). 



Polat, C. & Green, K. / Performance of Classification Techniques on Smaller Group Prediction 
____________________________________________________________________________________ 

 

___________________________________________________________________________________________________________________ 

ISSN: 1309 – 6575 Eğitimde ve Psikolojide Ölçme ve Değerlendirme Dergisi 
Journal of Measurement and Evaluation in Education and Psychology 

33 

CART outperforms LDA and LR in various scenarios involving sample size, homogeneity of variance-

covariance matrices and effect size, group size ratio, varying model complexities, percentage of initial 

misclassification, and group separation level (Bolin & Finch, 2014; Finch et al., 2014; Holden et al., 

2011); however, it performs less effectively in scenarios involving normal or skewed data (Finch & 

Schneider, 2006). When the normality and homogeneity of variance-covariance matrices are violated, 

LR is predicted to outperform LDA (Dattalo, 1994; Ferrer & Wang, 1999; Huberty, 1999). Meanwhile, 

despite the broad acceptance of the normality assumption for LDA, it may still be resistant to 

nonnormality (Graf et al., 2023). Under most circumstances, LR and LDA exhibited generally 

comparable performance, despite some conflicting results (Dey & Austin, 1993; Hess et al., 2011). 

Kiang (2003) found that when multimodal data and nonlinearity are present, LR performs better than 

LDA. The dynamic nature of the data and the presence of outliers impact the classification techniques' 

success (Pai et al., 2012).  

The number of groups in the dependent variable (Pohar et al., 2004) and the number of predictor 

variables (Huberty, 1994; Rausch & Kelley, 2009) had an impact on classification technique 

performance. The change in the performance of the techniques LDA, LR, and CART were similar when 

additional groups were included, and the methods' classification accuracies rose as there were more 

predictor variables. LDA was shown to perform less well under multicollinearity, whereas LR was 

unaffected by multicollinearity (Pai et al., 2012). Finally, the group size ratio plays an important role in 

the performance of methods for small and overall group prediction. When proportions are highly 

unbalanced, small group prediction accuracy tends to be lower while overall group prediction accuracy 

tends to be larger (Finch & Schneider, 2006). However, the number of studies testing LDA, LR, and 

CART simultaneously for the effect of data conditions on small prediction accuracy is limited. 

 

Importance of the Study 

Although prior research has provided some insight into the parameters influencing the performance of 

LDA, LR, and CART, further research is necessary to gain a deeper comprehension of the group 

classification techniques' respective performances. In particular, the number of predictor variables, the 

number of groups in the dependent variables, and the correlations between predictor variables have not 

been fully examined. To get more thorough findings, group size ratio should be taken into consideration 

while evaluating these circumstances. Additionally, classification accuracies of smaller groups should 

be considered in addition to overall classification accuracy. In cases where data are unbalanced, the 

prediction of the smallest group may be important. In consideration of this, this study concentrated on 

the precision of the small group prediction in situations where the sample sizes of the groups were 

unbalanced. Besides, this study aimed to investigate which of the three methods performs better in terms 

of smallest group prediction accuracy given varying degrees of correlation between predictor variables, 

number of groups in the dependent variables, and number of predictor variables. The purpose was to 

determine whether the number of groups, the level of correlation between predictor variables, the 

number of predictor variables, and the group size ratios in the dependent variables interact significantly 

in relation to the classification accuracy of the overall and the smallest group of the three methods. 

Finally, this study also aimed to investigate the relationship between the accuracy of prediction for small 

groups and whole groups. Consequently, the research questions for this study are as follows:   

1. How do the number of predictor variables, the number of groups, and the correlation between 

predictor variables affect prediction accuracy for smaller groups?  

2. What is the relationship between overall group prediction accuracy and small group prediction 

accuracy in different data scenarios? 
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Method 

Research Design 

Factors associated with data characteristics were controlled in this study.  The variables were group size 

ratio (2 levels: balanced, imbalanced), number of groups (3 levels: 2, 3, 4), correlation between predictor 

variables (2 levels:.2,.5), and number of predictor variables (3 levels: 2, 5, 10). While the last two 

conditions are related to the dependent variable, the first two conditions are related to predictor variables. 

In addition, three distinct analysis techniques (LDA, LR, and CART) were applied. As a result, using 

each of the three methods, 2x3x2x3 = 36 distinct data conditions were generated and examined. It was 

considered that all other variables are uncontrollable and random. A fixed sample size of 200 was used, 

and 1000 simulations were run for each condition. Consequently, the study contained 36x200 = 7,200 

simulated observations, each with 1,000 repetitions for each method. For the smallest group prediction, 

only unbalanced data in terms of group size ratio was applied, while for the overall group prediction, 

both balanced and unbalanced data were applied. All the predictor variables were simulated as normally 

distributed with a mean of 0.0 and a standard deviation of 1.0, i.e., a standard normal distribution. 

 

Steps of Data Generation 

A Monte Carlo simulation procedure was utilized to produce a dataset with the specified conditions. 

Monte Carlo techniques apply random sampling to simulate data as it permits the generation of random 

variables and the management of controlled variables. These techniques involve generating datasets that 

meet specific criteria using mathematical approximations and probability computations (Paxton et al., 

2001).  

The function MVRNORM in R software (R Core Team, 2016) was utilized to create data with specific 

characteristics, ensuring that the predictor variables followed a multivariate normal distribution. 

Researchers can use the MVNORM package in R to define the correlations among predictor variables 

and the number of predictor variables. The sample size was set at 200, which is commonly used in 

simulation studies and a suitable number of observations in quantitative research in the social and 

educational sciences. Additionally, for LDA, prior probabilities were determined based on the observed 

group ratios of the respective sample sizes to the total sample size, following the suggestion of Lei and 

Koehly (2003).  

The MVRNORM function generates multivariate normal distribution variables for each group. For 

example, generating all five predictor variables by MVRNORM yields multivariate normal distributions 

for each group, but that does not guarantee normality when combining each group for the dependent 

variable. This function also lets one define predictor variable means and standard deviations for each 

dependent variable group. However, multivariate normality is not guaranteed for each iteration when 

creating predictor variables from a multivariate normal distribution for each group and merging them 

for total datasets.  

The groups were designated as group 1, group 2, group 3, and group 4. Groups with lower numerical 

labels include fewer observations. In unbalanced scenarios, group 1 consistently has the smallest group 

size. The simulation of a 1000-iteration dataset under appropriate modified and random settings was 

completed by following the steps outlined below and using the necessary R tools. If data non-

convergence occurred during one replication, an additional replication was performed using the R 

software to compensate, resulting in the completion of 1000 replications. Following the completion of 

data training, the data were prepared for analysis. 

 

Controlled Variables and Their Patterns 

Two degrees of correlation (CORR) were established: 0.2 (indicating low) and 0.5 (indicating medium). 

Specific values for low correlation (0.2) and medium correlation (0.5) among all predictor variables 

were entered using the MVRNORM function in R. Adjustments were made to all five predictor variables 

to achieve a correlation of 0.2 if the correlation coefficient was 0.2. In the same way, in the case where 
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the correlation coefficient was 0.5, the five variables were adjusted to exhibit a correlation of 0.5. 

However, when predictor variables were simulated, the average correlation was greater in magnitude 

when compared to the fixed level. Depending on the data context, when correlations were set to 0.5 in 

MVRNORM, the simulated data correlations were, for instance, 0.58 or a slightly different value. This 

was due to arrangements regarding group size ratios and effect sizes. To attain the predetermined 

correlation conditions, lover-level correlations were introduced to the program and the correlation 

coefficients were progressively decreased in R throughout the data simulation process until the desired 

average coefficient values of 0.2 and 0.5 were reached for each of the 36 data scenarios.  

The levels of the number of predictor variables (NPV) used in the study were based on generated data 

with two, five, and ten predictor variables. These levels were set automatically by creating correlation 

matrices. This study splits the number of groups (GN) in the dependent variable into three levels: two, 

three, and four, which are the most widely used.  To create groups, group size ratios were utilized to 

count and calculate the number of observations for each group.  For example, for three groups with a 

10:20:70 group size ratio, 20, 40, and 140 observations were simulated for each group because the total 

sample size was 200 summed across the group size. Different numbers were assigned to categories. For 

instance, with three groups in the dependent variable, group 1 had 20 cases, group 2 had 40 cases, and 

group 3 had 140. After simulating and labeling dependent variable groups (from smaller to larger sizes: 

group 1, group 2, group 3, and group 4) and predictor variable datasets for each iteration, the outcome 

variable and predictor variables were randomly matched. 

Two different levels of group size ratio (GSR) were controlled in this study: balanced group size ratios 

and unbalanced group size ratios. A balanced group size ratio exists when the dependent variable's 

groups have the same number of observations. On the other side, an unbalanced group size ratio exists 

when the number of instances in the groups is unequal and there is a significant discrepancy in the 

number of observations between the largest and smallest groups. The group size ratios for balanced 

groups were set to 50:50, 33:33:33, and 25:25:25:25, respectively, when there were two, three, and four 

groups. As a result, each group had the same number of instances, with 100 cases per group when there 

were two groups, 67 cases (1 case omitted from the middle group to set the sample size to 200) when 

there were three groups, and 50 cases per group when there were four groups. Unbalanced group ratios, 

on the other hand, were set at 10:90, 10:20:70, and 10:15:20:55 for groups of two, three, and four, 

respectively. Thus, group sizes were 20 and 180 for the case of two groups, 20, 40, and 140 for the case 

of three groups, and 20, 30, 40, and 110 for the case of four groups.  

 

Simulating Groups of Dependent Variables 

To simulate values for groups for dependent variables, the software was programmed to include the 

means of predictor variables for each group. The effect size, defined as the standardized difference 

between consecutive groups, was set at 0.5 using the classification of 0.2, 0.5, and 0.8 as small, medium, 

and large effect sizes, respectively (Cohen, 1988). The overall group mean was set to zero; to meet this 

criterion, group means were calculated using their group size ratios. The group means 𝜇1, 𝜇2, 𝜇3 and 𝜇4 

for groups 1, 2, 3, and 4 were calculated using the equations explained below.  

Group means were determined based on effect sizes so that consecutive groups’ mean difference was 

0.5 and the overall mean was 0. Therefore, for balanced two-group case equations 𝜇2 − 𝜇1 = 0.5 and 

𝜇1 + 𝜇2 = 0 were solved and, 𝜇1 = −0.25 and 𝜇2 = 0.25 were found. For the imbalanced two-group 

case, equations 𝜇2 − 𝜇1 = 0.5 and,  𝜇1 + 9𝜇2 = 0 were solved and 𝜇1 = −0.45 and 𝜇2 = 0.05 were 

found. For the three-group balanced case, equations 𝜇2 − 𝜇1 = 0.5,  𝜇3 − 𝜇2 = 0.5, 𝜇1 + 𝜇2 + 𝜇3 = 0 

were solved and, 𝜇1 = −0.5, 𝜇2 = 0 and 𝜇3 = 0.5 were found. For the three-group imbalanced case, 

equations 𝜇2 − 𝜇1 = 0.5, 𝜇3 − 𝜇2 = 0.5, 𝜇1 + 2𝜇2 + 7𝜇3 = 0 were solved and, 𝜇1 = −0.8, 𝜇2 = −0.3 

and 𝜇3 = 0.20 were found. For four-group balanced case, equations 𝜇2 − 𝜇1 = 0.5, 𝜇3 − 𝜇2 = 0.5, 

𝜇4 − 𝜇3 = 0.5, 𝜇1 + 𝜇2 + 𝜇3 + 𝜇4 = 0 were solved and, 𝜇1 = −0.75, 𝜇2 = −0.25, 𝜇3 = 0.25 and 

𝜇4 = 0.75 were found. Finally, for four-group imbalanced case, equations 𝜇2 − 𝜇1 = 0.5, 𝜇3 − 𝜇2 =
0.5, 𝜇4 − 𝜇3 = 0.5, 2𝜇1 + 3𝜇2 + 4𝜇3 + 11𝜇4 = 0 were solved and, 𝜇1 = −1.1, 𝜇2 = −0.6, 𝜇3 = −0.1 
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and 𝜇4 = 0.4 were found. Therefore, means of groups were calculated and then introduced to the 

program.  

The observations were generated using R's c(rep()) function after the predictor variables were assigned 

their determined values based on correlations between predictor variables, group size ratios, and group 

sizes. Then all the observations were combined by the data.frame (,) function with all predictor variables 

and the dependent variable.  

 
Analysis of Data 

After generating the data with the defined parameters, each analysis method was applied with identical 

datasets with the same data conditions to predict the outcome variables separately. Therefore, the LDA, 

LD, and CART analyses were conducted using R's lda, multinom, and rpart functions. Then, an 

algorithm was created to assess the accuracy of the class predictions obtained from three different 

methods and to count the number of correct predictions.  

To evaluate the performance of the methods, two outcome measures were employed: rate of correct 

classification for all groups (rccA) and rate of correct classification for the smallest group (rccS) in terms 

of the group's sample size and number of correct group predictions. The calculation of rccA involved 

dividing the frequency of all correctly predicted observations by the total number of observations (200). 

Moreover, rccS was calculated by dividing the frequency of correctly predicted observations for the 

smallest group by the total number of observations in the smallest group. Hence, this study's analyses 

were based on proportions, following Edwards' (1985) approach, which used the arcsine transformed 

value of the proportions as a dependent variable, and the results were the same for the proportions and 

transformed values. 

Calculating the correct prediction rates for all and small groups for each iteration, a second set of data 

for comparing techniques and data conditions was prepared. A five-way (3x2x3x3x2) factorial analysis 

of variance (ANOVA) focusing on rccA in connection to Method, Corr, NPV, GN and GSR, and a four-

way factorial (3x2x3x3) ANOVA focusing on rccS in connection to Method, Corr, NPV, GN were 

conducted to evaluate the results of the simulation study. The factorial ANOVA and follow-ups were 

conducted using SPSS statistical software (IBM Corp., 2025).  

Because the statistical significance of interactions and main effects is impacted by sample size, and the 

sample size of 1000 (number of iterations for each combination of the conditions) is quite large, 

therefore partial eta squared (𝜂𝑝
2) was used rather than statistical significance to identify interpretable 

effects. Partial eta squared is a measure that determines the proportion of total sample variation 

explained by a specified effect while excluding other main and interaction effects (Pierce et al., 2014; 

Richardson, 2011). It is calculated using the formula: 𝜂𝑝
2 =

𝑆𝑆𝐸𝑓𝑓𝑒𝑐𝑡

𝑆𝑆𝑇𝑜𝑡𝑎𝑙+𝑆𝑆𝐸𝑟𝑟𝑜𝑟
 where 𝑆𝑆𝐸𝑓𝑓𝑒𝑐𝑡 

 is sum of 

squares for the particular effect 𝑆𝑆𝑡𝑜𝑡𝑎𝑙
  represents the total sum of squares and, 𝑆𝑆𝑒𝑟𝑟𝑜𝑟 indicates the 

error sum of squares. Partial eta squares values were utilized to evaluate and compare the importance of 

main effects and interactions. 

The assumptions of factorial ANOVA are independence of data, homogeneity of variance (HOV), and 

normality of predictor variables. The study's design fulfilled the expectations regarding the 

independence of observations. On the other hand, according to Levene's test, the assumption of 

homogeneity of variance was not fulfilled because of large sample sizes (number of iterations), 

variations in group size ratios, group numbers, and distinctive means. Nearly all the cells met the criteria 

for normality, except for a few unbalanced situations that included two or five predictor variables and a 

binary outcome variable (skewnesses were still between -2 and +2). This is based on the general rule 

that skewness should be between -1 and +1. ANOVA, however, is resistant to HOV and violations of 

normality, particularly when a sizable dataset with a well-balanced design is present. The consequences 

of these violations were therefore disregarded.  

Following the factorial ANOVA results, further analyses were conducted to explore the main and 

interaction effects for rccS and rccA. For follow-up analyses in the interactions, the dataset was divided 
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based on one of the factors in the interaction, and the effects of the other conditions were assessed based 

on rccS and rccA. To evaluate prediction accuracies of specified data conditions, average rccS (�̅�𝑟𝑐𝑐𝑆), 

and average rccA  (�̅�𝑟𝑐𝑐𝐴) were defined.  �̅�𝑟𝑐𝑐𝑆 refers to the mean rate of correct classification for the 

smallest group and �̅�𝑟𝑐𝑐𝐴 refers to the rate of correct classification for all groups in the specified 

conditions. Finally, the relationship between rccS and rccA for different cases was analyzed with the 

Pearson correlation coefficient  𝑟rccS−A.  

 

Results 

In this section, results for rccA, rccS and the relationship between rccA and rccS are presented 

separately. 

 

Results for rccA 

The overall factorial ANOVA model was statistically significant (𝑝 < .001, 𝜂𝑝
2 = .969) for the outcome 

variable rccA. All main effects and interactions were significant (𝑝 < .001). Based on partial eta 

squared (𝜂𝑝
2) values GSR (𝜂𝑝

2 = .914) was the most influential main effect, while GN (𝜂𝑝
2 = .907), 

Method (𝜂𝑝
2 = .702), NPV (𝜂𝑝

2 = .683) and Corr (𝜂𝑝
2 = .502) had smaller effects. Among all the two-

way interactions, Method*GSR (𝜂𝑝
2 = .485) was the most influential one while GN*GSR (𝜂𝑝

2 = .44), 

NPV*GN (𝜂𝑝
2 = .393), Corr*GN (𝜂𝑝

2 = .317), Corr*NPV (𝜂𝑝
2 = .278), NPV*GSR (𝜂𝑝

2 = .268),  

Method*GN (𝜂𝑝
2 = .183), Corr*GSR (𝜂𝑝

2 = .16), Method*Corr (𝜂𝑝
2 = .156) and Method*NPV (𝜂𝑝

2 =

.059) were decreasingly influential. Moreover, Corr*NPV*GN (𝜂𝑝
2 = .177) and Method*GN*GSR 

(𝜂𝑝
2 = .169) were the most influential three-way effects, while all the other three-way effects had partial 

eta squared values less than .1. Finally, all the four-way interactions and the single five-way interaction 

(Method*Corr*NPV*GN*GSR) had a partial eta squared value less than .1.  

Only main effects for rccA are reported here since the focus of this study was prediction of the smallest 

group. Mean rccA for all the cases was .694 and mean rccA values for levels of main effects are 

presented at Table 1.  

 

Table 1 

rccA Values for Levels of Main Effects: Method, Corr, NPV, GN and GSR 

Method �̅�𝑟𝑐𝑐𝐴 Corr �̅�𝑟𝑐𝑐𝐴 NPV �̅�𝑟𝑐𝑐𝐴 GN �̅�𝑟𝑐𝑐𝐴 GSR �̅�𝑟𝑐𝑐𝐴 

LDA .655 .2 .718 2 .649 2 .800 Balanced .613 

LR .681 .5 .669 5 .695 3 .658 Unbalanced .774 

CART .745   10 .737 4 .622 

 
 

Notes. �̅�𝑟𝑐𝑐𝐴: Average rccA, Corr: Correlation, NPV: Number of the predictor variables, GN: Number of groups in dependent 

variable 

 

In rccA, all groups of main effects had prediction accuracy of more than 60%. CART was highest 

performing method with .745 mean rccA, while LR and LDA had .681 and .655 mean rccA, respectively. 

As it can be seen from Table 1, higher correlation and higher group numbers resulted in lower mean 

rccA, while higher NPV resulted in higher rccA. Moreover, unbalanced cases had a greater rccA than 

balanced cases.  

In most cases, CART performed better than LR and LDA. On the other hand, in the case of 10 predictor 

variables when Corr was .2, GSR was unbalanced, and when Corr was .5, GSR was balanced, LR 

performed better than CART and LDA. Moreover, when GSR was unbalanced and GN was 4, the cases 

when Corr was .2 or .5 and NPV was 2, 5 or 10 (6 cases) differences between LR, LDA and CART were 

trivial. 
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Results for rccS 

Details of the overall factorial ANOVA results for rccS are provided in Table 2.  

 

Table 2 

Factorial ANOVA Table for the Effects of Method, Corr, NPV, and GN on rccS 

Source df F p 𝜂𝑝
2 

Method 2 2319.797 <.001 .079 

Corr 1 6434.903 <.001 .107 

NPV 2 9079.160 <.001 .252 

GN 2 47265.025 <.001 .637 

Method * Corr 2 471.969 <.001 .017 

Method * NPV 4 72.635 <.001 .005 

Method * GN 4 426.726 <.001 .031 

Corr * NPV 2 805.290 <.001 .029 

Corr * GN 2 654.058 <.001 .024 

NPV * GN 4 359.320 <.001 .026 

Method * Corr * NPV 4 71.864 <.001 .005 

Method * Corr * GN 4 130.099 <.001 .010 

Method * NPV * GN 8 189.364 <.001 .027 

Corr * NPV * GN 4 56.785 <.001 .004 

Method * Corr * NPV * GN 8 29.854 <.001 .004 

Error 53946    

Total 53999    

Notes. Corr: Correlation, NPV: Number of the predictor variables, GN: Number of groups in the dependent variable 

 

The overall factorial ANOVA model for rccS was statistically significant and had a meaningful partial 

eta squared value (𝑝 < .001, 𝜂𝑝
2 = .712). All the interactions and main effects were statistically 

significant (p < .001).  Based on partial eta square values, GN (𝜂𝑝
2 = .637) was the most influential 

effect, and NPV (𝜂𝑝
2 = .252), Corr (𝜂𝑝

2 = .107) and the method (𝜂𝑝
2 = .079) were, in order, smaller. 

Interaction between Method and GN (Method*GN) (𝜂𝑝
2 = .031) was the most effective two-way 

interaction, while interaction between Corr and NPV (𝜂𝑝
2 = .029), NPV and GN (𝜂𝑝

2 = .026), Corr 

and GN (𝜂𝑝
2 = .024), Method and Corr (𝜂𝑝

2 = .017) and, Method and NPV (𝜂𝑝
2 = .005) were the two-

way effects, in order. In addition, the interaction between Method, NPV, and GN (𝜂𝑝
2 = .027) was the 

strongest three-way interaction, while Method*Corr*GN (𝜂𝑝
2 = .010), Method*Corr*NPV (𝜂𝑝

2 =

.005) and Corr*NPV*GN (𝜂𝑝
2 = .004) were smaller. Finally, the only four-way interaction was the 

interaction between Method, Corr, NPV, and GN had effect size 𝜂𝑝
2 = .004.  

 

Main Effects in rccS 

As stated above GN had a greater effect than the other variables on rccS and Method had the lowest 

effect. Among all the unbalanced cases the overall mean rccS was .325 and mean rccS values for the 

method, levels of correlation, NPV, and GN are shown in Table 3. 
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Table 3 

Overall Mean rccS for Levels of Correlation, NPV, GN and Methods 

Method �̅�𝑟𝑐𝑐𝑆 Corr �̅�𝑟𝑐𝑐𝑆 NPV �̅�𝑟𝑐𝑐𝑆 GN �̅�𝑟𝑐𝑐𝑆 

LDA .291 .2 .371 2 .226 2 .099 

LR .302 .5 .278 5 .329 3 .335 

CART .380   10 .418 4 .539 

Notes. �̅�𝑟𝑐𝑐𝑆: Average rccS, Corr = Correlation, NPV = Number of the predictor variables, GN = Number of groups in 

dependent variable 

 

Based on the findings, LDA with .291 average rccS demonstrated the lowest overall performance, 

followed by LR with .302 and CART with .38 average rccS, which was the highest performing method 

in rccS overall. In terms of correlation, a lower degree of correlation (.2) resulted in better performance 

than a higher degree of correlation (.5). Moreover, the cases having a larger number of predictor 

variables had better performance in terms of rccS such as cases of 2 predictor variables had average rccS 

of .226, while cases of 5 and 10 predictor variables had .329 ad .418 average rccS, respectively. Finally, 

having more groups resulted in greater average rccS in this setting. Change in method in terms of average 

rccS from highest accuracy to lowest was .089, while change in Corr was .093, change in NPV was .192 

and change in GN was .44. Therefore, it can be observed that data conditions had greater effects than 

method in terms of prediction accuracy of small groups.  

While evaluating mean rccS values for main effects gives an overall idea about prediction accuracy for 

the smallest groups, it is important to evaluate interactions so that change in prediction accuracy for a 

main effect when change in other factors occurs may be investigated. Therefore, for the main effect of 

Method, data were divided into groups, and prediction accuracies were evaluated based on changes in 

other variables. 

 

Two-way interactions in rccS 

All the two-way interactions for rccS were statistically significant but had smaller effect sizes compared 

to the effect sizes of the main effects. Comparing Method interactions with other variables based on 

partial eta squared values, it was observed that the interaction of Method with GN (𝜂𝑝
2 = .031) had a 

greater effect than the interaction of Method with Corr (𝜂𝑝
2 = .017), and interaction of Method with 

NPV (𝜂𝑝
2 = .005). Mean rccS scores of the methods at the levels of Corr, NPV, and GN are presented 

in Table 4.  

 

Table 4 

Mean rccS Values for Interactions of Method with Corr, NPV and GN 

Method Corr �̅�𝑟𝑐𝑐𝑆 NPV �̅�𝑟𝑐𝑐𝑆 GN �̅�𝑟𝑐𝑐𝑆 

LDA 

.2 .348 2 .186 2 .048 

.5 .234 5 .295 3 .305 
 

 10 .391 4 .519 

LR 

.2 .364 2 .193 2 .050 

.5 .240 5 .307 3 .316 

  10 .407 4 .540 

CART 

.2 .402 2 .298 2 .200 

.5 .359 5 .387 3 .384 

  10 .456 4 .557 

Notes. �̅�𝑟𝑐𝑐𝑆: Average rccS, Corr: Correlation, NPV: Number of the predictor variables, GN: Number of groups in dependent 

variable. 
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Increasing Corr resulted in decreases in the mean rccS for all the methods; increasing Corr from .2 to .5 

resulted in .114 decrease in LDA, .124 decrease in LR and .043 decrease in CART for mean rccS. 

Therefore, it can be inferred that CART is the least affected method by the change in Corr, and LR and 

LDA had similar changes in mean rccS when changing Corr. On the other hand, increasing NPV resulted 

in increases in the mean rccS for all the methods. Increasing NPV from 2 to 10 resulted in .205 increase 

in LDA, .214 increase in LR and .158 increase in CART. Thus, CART was the least affected model in 

the change of NPV and LR and LDA had similar performances in favor of LR. Finally, increasing GN 

resulted in increases in the mean rccS for all the methods; increasing GN from 2 to 4 resulted in .471 

increase in LDA, .490 increase in LR and .357 increase in CART. Thus, the change in GN had a greater 

impact on LR and LDA than CART. In conclusion, it was observed that LR was most the sensitive 

method to data conditions, while LDA was the second and CART was the least affected method by data 

conditions. GN was the most influential data condition on the method’s rccS performances, and NPV 

and Corr were lesser.  

Besides two-way interactions, three-way interactions were also analyzed in detail, as the effect size for 

Method*NPV*GN (𝜂𝑝
2 = .027) was close to the effect sizes of two-way interactions. The four-way 

interaction was not inspected due to the small effect size (𝜂𝑝
2 = .004). 

 

Three-way Interactions in rccS 

There were four three-way interactions in the design of this study, and the interactions that included 

Method were evaluated in detail. Mean rccS values for the interaction between Method, NPV, and GN 

are presented in Table 5. 

 

Table 5 

Mean rccS Values of the Methods for the Different Levels of NPV and NG 

NPV GN �̅�𝑟𝑐𝑐𝑆(𝐿𝐷𝐴) �̅�𝑟𝑐𝑐𝑆(𝐿𝑅) �̅�𝑟𝑐𝑐𝑆(𝐶𝐴𝑅𝑇) 

2 

2 .013 .013 .102 

3 
.174 .181 .297 

4 
.372 .386 .493 

5 

2 .038 .039 .206 

3 
.309 .328 .382 

4 
.536 .552 .573 

10 

2 .094 .099 .291 

3 
.431 .441 .472 

4 
.648 .683 .606 

Notes. �̅�𝑟𝑐𝑐𝑆(𝐿𝐷𝐴): Average rccS in LDA, �̅�𝑟𝑐𝑐𝑆(𝐿𝑅): Average rccS in LR, �̅�𝑟𝑐𝑐𝑆(𝐶𝐴𝑅𝑇): Average rccS in CART, GN: 

Number of groups in dependent variable, NPV: Number of the predictor variables. 

 

According to the results presented in Table 5, when controlling for Method and NPV, an increase in GN 

resulted in an increase in mean rccS in all the levels of NPV in the methods. When there were 2 predictor 

variables, increasing the number of groups from 2 to 4 LDA increased the mean rccS score from .013 

to .372 (difference = .359) while LR increased the mean rccS score from .013 to .386 (difference = .373) 

and CART from .102 to .493 (difference = .391). Thus, CART was the model that was improved most 

by the change in GN. Moreover, CART was the best performing model for all NPV cases when GN was 

2. Similarly, CART was the best performing model in the case when there were 5 predictor variables, 

and LR was the most improved model in rccS (from .039 to .552, difference = .513). Similarly, in the 

case when there were 10 predictor variables LR was the most improved model in rccS and it was the 

best performing model when the number of groups was 4. On the other hand, when the numbers of the 

groups were 2 and 3, CART was the best performing method. Thus, increasing NPV and GN produce 

results in favor of LR and LDA rather than CART.  
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For three-way interaction Method*Corr*GN, average rccS values for the methods at different levels of 

Corr and GN are presented in Table 6. 

 

Table 6 

Mean rccS Values for the Methods at Different Levels of Corr and GN 

Corr GN �̅�𝑟𝑐𝑐𝑆(𝐿𝐷𝐴) �̅�𝑟𝑐𝑐𝑆(𝐿𝑅) �̅�𝑟𝑐𝑐𝑆(𝐶𝐴𝑅𝑇) 

.2 

2 .065 .068 .219 

3 
.376 .396 .401 

4 
.603 .629 .586 

.5 

2 .032 .033 .181 

3 
.234 .237 .366 

4 
.435 .451 .529 

Notes. �̅�𝑟𝑐𝑐𝑆(𝐿𝐷𝐴): Average rccS in LDA, �̅�𝑟𝑐𝑐𝑆(𝐿𝑅): Average rccS in LR, �̅�𝑟𝑐𝑐𝑆(𝐶𝐴𝑅𝑇): Average rccS in CART, Corr: 

Correlation, GN: Number of groups in dependent variable  

 

According to the results in Table 6, at the fixed levels of Corr, an increase in GN resulted in an increase 

in average rccS for all the methods. When correlations between variables were .2, increasing the number 

of groups 2 to 4, LDA improved mean rccS from .065 to .603 (difference = .538) while LR improved 

mean rccS score from .068 to .629 (difference = .561) and CART from .219 to .586 (difference = .367). 

Hence, LR was the most affected model by the change in GN. Moreover, while CART was the best 

performing model in cases when there were 2 or 3 groups, LR was the best performing model for the 

case when there were 4 groups. 

 

Table 7 

Mean rccS Values for the Methods at Different Levels of Corr and NPV 

Corr NPV �̅�𝑟𝑐𝑐𝑆(𝐿𝐷𝐴) �̅�𝑟𝑐𝑐𝑆(𝐿𝑅) �̅�𝑟𝑐𝑐𝑆(𝐶𝐴𝑅𝑇) 

.2 

2 .207 .214 .310 

5 
.356 .371 .402 

10 
.480 .508 .494 

.5 

2 .165 .172 .286 

5 
.233 .242 .372 

10 
.303 .307 .419 

Notes. �̅�𝑟𝑐𝑐𝑆(𝐿𝐷𝐴): Average rccS in LDA, �̅�𝑟𝑐𝑐𝑆(𝐿𝑅): Average rccS in LR, �̅�𝑟𝑐𝑐𝑆(𝐶𝐴𝑅𝑇): Average rccS in CART, Corr: 

Correlation, NPV: Number of the predictor variables. 

 

Fixing Corr at .2, an increase in NPV resulted in an increase in mean rccS for all the methods; increasing 

NPV from 2 to 10 mean rccS in LDA increased from .207 to .48 (difference = .273), in LR from .214 to 

.508 (difference = .294), and in CART from .31 to .494 (difference = .184). Hence, in the cases when 

Corr was .2, CART was the least affected method by the change in NPV and it was notable that LR 

exceeded the CART in terms of mean rccS at the highest level of NPV. On the other hand, for the cases 

when Corr was .5 change in NPV from 2 to 10 resulted in similar changes in rccS’s of LDA (difference 

= .138), LR (difference = .135), and CART (difference = .133). Furthermore, CART’s performance was 

superior to the other two methods when Corr was .5 at all the different levels of NPV.   

 

Relationship Between rccS and rccA 

To analyze the relationship between the smallest group prediction accuracy and prediction accuracy for 

all groups, the Pearson correlation coefficient was first employed for all the cases together, then for the 

different levels of main effects, and finally, for different levels of main effects at different levels of GN. 
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The whole data for rcsS and rccA were normally distributed based on skewness values between -1 and 

1. Besides, the rccS and rccA values demonstrated a normal distribution for the main effects and their 

respective levels within the GN levels, with skewness ranging from -1 to 1. However, exceptions 

occurred when GN was 2, where skewness values for rccS and rccA ranged from 1 to 2. Specifically, 

when GN was 2 and NPV was 2, the skewness for rccS reached 2.686, while for rccA it was 2.282. The 

outcomes of these cases were carefully analyzed and compared with Spearman correlation coefficients. 

The Spearman and Pearson correlation coefficients were close to each other, and differences between 

these values did not change the direction of the analyses, so only Pearson correlations are reported. 

There was a notable difference between the overall rccS and rccA values: for all the unbalanced cases 

the overall mean rccS was .323, while the overall mean rccA was .774. Moreover, the correlation 

between rccS and rccA for all the cases was -.461, which means there was a negative and medium 

correlation between rccS and rccA. Besides, correlation values for different levels of main effects are 

presented in Table 8. 

 

Table 8 

Correlation between rccS and rccA at Different Levels of GN, Method, NPV and Corr 

GN 𝑟rccS−A Method 𝑟rccS−A NPV 𝑟rccS−A Corr 𝑟rccS−A 

2 .797 LDA -.515 2 -.620 .2 -.444 

3 .637 LR -.486 5 -.629 .5 -.568 

4 .676 CART -.477 10 -.463  

 

Notes. 𝑟rccS−A: Pearson Correlation between rccS and rccA, Corr: Correlation, NPV: Number of the predictor variables, GN: 

Number of groups in dependent variable. 

 

When there were 2 groups, the correlation between rccS and rccA was .797 while it was .637 and .676 

for the cases of group number were 3 and 4, respectively. In LDA, 𝑟rccS−A was -.515 while it was -.486 

and -.477 in LR and CART, respectively. Moreover, it was -.620, -.629 and -.463 when the number of 

predictor variables was 2, 5, and 10, respectively. Finally, in the case when the correlation between 

variables was .2, the correlation between rccA and rccS was -.444, while it was -.568 when the 

correlation between predictor variables was .5. Since the correlation between rccS and rccA was 

negative for the groups of method, NPV and Corr and it was positive for GN, a more detailed analysis 

was conducted by splitting data into GN for further analysis. Correlation values between rccS and rccA 

at the levels of the method, NPV, and Corr into levels of GN are presented in Table 9. 

 

Table 9 

Correlation between rccS and rccA at the Levels of Method, NPV and Corr for Fixed Levels of GN 

GN Method 𝑟rccS−A NPV 𝑟rccS−A Corr 𝑟rccS−A 

2 

LDA .762 2 .792 .2 .794 

LR .791 5 .787 .5 .798 

CART .818 10 .775 
  

3 

LDA .766 2 .532 .2 .623 

LR .775 5 .489 .5 .593 

CART .457 10 .537 
  

4 

LDA .767 2 .431 .2 .705 

LR .784 5 .489 .5 .483 

CART .352 10 .684 
  

Notes. 𝑟rccS−A: Pearson Correlation between rccS and rccA, Corr: Correlation, NPV: Number of the predictor variables, GN: 

Number of groups in dependent variable. 
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On splitting data by GN, 𝑟rccS−A was positive for all levels of Method and NPV and Corr even though 

it was negative before splitting. This demonstrates the impact of GN on the relationship between rccS 

and rccA. In the case when GN was 2, for the methods, the highest correlation between rccS and rccA 

was for CART (𝑟rccS−A = .818) and the lowest correlation was for LDA (𝑟rccS−A = .762). For different 

degrees of NPV and Corr correlations between rccS and rccA were high and there were trivial 

differences in terms of 𝑟rccS−A. In the case when GN was 3, there was no notable difference between 

LR (𝑟rccS−A = .766), LDA (𝑟rccS−A = .775)  and CART (𝑟rccS−A = .457) in terms of 𝑟rccS−A. 

Moreover, for different levels of NPV and Corr when GN was 3, there were not important differences 

in terms of 𝑟rccS−A. Finally, when GN was 4, the difference between LR and CART in terms of 𝑟rccS−A 

became greater since 𝑟rccS−A was .784 for LR and .352 for CART. Moreover, increasing NPV resulted 

in increase in 𝑟rccS−A while increasing Corr resulted in a decrease in 𝑟rccS−A. Finally, differences in 

𝑟rccS−A between cases of .2 Corr and .5 Corr when GN was 2, 3, and 4 were .004, .03, and .222, 

respectively. Thus, when GN was 4 the difference was notably greater than the cases when GN was 2 

and 3.  

 

Discussion 

This study delved into the comparative effectiveness of three prevalent classification methods CART, 

LDA, and LR to evaluate their performance in predicting group membership specifically for 

proportionally small groups across various controlled conditions. Even though there were certain 

instances in which LR performed better, one of the primary findings that emerged from this research 

was that CART consistently displays superior performance across most settings. LR tended to 

outperform LDA and CART in the cases with a high number of predictor variables, low correlation 

between variables, and an abundance of groups. Consistent with these results, specifically in the 

simulation studies, the superiority of CART is supported by existing research (Finch et al., 2014; Holden 

et al., 2011). In addition to that, for most of the cases, LR and LDA had similar performances, though 

in almost every case LR showed slightly better accuracy. Hence, even though there are conflicting 

findings indicating that LDA performs better than LR (Williams, 1999), the finding that LR performs 

better than LDA (Barön, 1991) or CART, particularly when assumptions for LDA are satisfied, and that 

there are insignificant differences between LR and LDA (Hestie et al., 2009) are supported by the 

literature.  

This research demonstrates that an important component affecting prediction accuracy is the ratio of 

group sizes, especially when evaluating smaller groups’ predictions. This emphasizes the unequal 

impact that group size can exert on classification accuracy.  Moreover, the number of groups is identified 

as a significant determinant of accuracy. In agreement with previous studies, an increase in the number 

of groups resulted in a decrease in overall prediction accuracy (Finch & Schneider, 2007; Pohar et 

al.,2004).  On the other hand, this study also demonstrated that the prediction accuracy of small groups 

was enhanced as the number of groups increased.  

By the design of this study, the number of groups is engaged with degrees of group separation. Since 

groups were separated by a determined mean difference between consecutive groups, cases with a higher 

number of groups had greater levels of group separation. For example, for the two group cases, the mean 

difference between large and small groups was .5 while for the four group cases difference between 

large and small groups was 1.5. Therefore, differences between large and small groups might affect 

discrimination and prediction of small groups. When group sizes are unbalanced and group separation 

is large, small groups can be recognized more accurately. Still, this research highlights that smaller 

group classification accuracy benefits from an augmentation in the number of groups. Consequently, a 

larger group separation makes it easier to predict smaller groups and smaller groups are more readily 

discriminated from larger groups. On the other hand, overall group prediction may be decreased due to 

the members of larger groups predicted as in the smaller groups. Besides, the performance of methods 

for overall classification diminishes with an increase in the number of groups, signifying that managing 

multi-group situations continues to be difficult. It was concluded that all the controlled conditions had 

a greater impact on small group prediction than on overall prediction accuracy in terms of the percentage 
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of correctly predicted observations. Finally, the results showed that all the controlled data conditions 

had a greater impact on the accuracy of small group prediction than on overall group predictions. 

In this study, it was found that an increase in the number of predictor variables improved the 

classification accuracy across all the methods and data conditions. This finding aligned with Finch and 

Schneider (2007) who stated that the accuracy of group membership prediction is improved with the 

addition of new predictor factors. This pattern appears stronger in LDA and LR compared to CART, 

indicating that these two methods might have a superior ability to utilize complicated, high-dimensional 

data.  

In line with earlier studies, correlation influenced classification accuracy (Kiang, 2003). Furthermore, 

the results of this study align with the observation made by Pai et al. (2012) concerning the 

ineffectiveness of multicollinear factors, as increased correlation diminishes the contributions of 

additional variables. The maximum correlation level for this study was .5; so, at higher values, negligible 

or little contributions may be anticipated. This study revealed that the impact of correlation was 

diminished for CART compared to LR and LDA regarding overall and small group prediction accuracy. 

When predictor variables demonstrate minimal correlations, predictive accuracy often increases, 

benefiting all three techniques, especially CART and LR. This enhancement is particularly important 

for smaller groups, where precise classifications are critical. Furthermore, CART demonstrates superior 

robustness in managing imbalanced datasets compared to LDA and LR, which often encounter 

difficulties in such scenarios. Nonetheless, LR exhibits optimal performance when the data is balanced 

and evenly distributed among groups. 

This study indicates that overall prediction accuracy is remarkably greater than that of small group 

prediction accuracy, a conclusion corroborated by Chiang (2021). This study also highlights the 

correlation between the accuracy of predictions for all groups and the accuracy of predictions for the 

smallest groups. In all the situations, a moderate negative correlation was found; however, for the same 

number of groups, a significant positive correlation was found. Therefore, the impact of group size and 

degree of separation on the relationship between small and overall group prediction accuracy was 

examined. It was concluded that small group and overall group prediction accuracies have parallel 

characteristics at the same number of groups, while for mixed numbers of groups they tend to have 

inverse characteristics.  

This study makes useful suggestions for practitioners: Less than 10 predictors and smaller groups are 

best suited for CART, but larger datasets with more groups and predictor variables are better suited for 

LR. However, unless certain requirements are satisfied, such as equal covariance and normality, LDA 

is not advised. 

While this study offers a thorough evaluation of the performance of CART, LDA, and LR in terms of 

small group prediction, in addition to the effect of the data conditions on prediction accuracy, it 

recognizes a few limitations. Since the study uses simulated data, it might not accurately represent actual 

circumstances. For instance, the data's group separation was maintained at fixed standardized mean 

differences, which restricts the study's generalizability to situations with non-normal distributions or 

variable group separation. Further research is encouraged to investigate the consequences of varied 

sample sizes, non-normal data distributions, and variable levels of group separation. The complex nature 

of numerous controlled circumstances necessitated the simulation of data under the assumption of 

multivariate normality for each category, representing an additional restriction of this work. 

Additionally, factors such as the presence of categorical predictor variables, multimodality, varying 

sample sizes between groups, and heterogeneity of variance-covariance matrices were not addressed in 

this work. 

It is advised to look at more recent approaches that may provide better results in specific situations, like 

support vector machines, random forests, and neural networks, as well as investigating more 

sophisticated classification methods outside of CART, LDA, and LR. The handling of unbalanced 

datasets and methods for improving the classification of smaller groups are two areas of special interest 

for further study. This is particularly important because smaller groups frequently have less prediction 

accuracy, which can produce biased results in practical applications. Furthermore, particular attention 
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should be paid to how existing techniques might be enhanced to optimize accuracy and judgment in 

progressively difficult classification tasks, thus promoting the field of predictive modeling.  

In summary, the study offers a comprehensive analysis of three widely used classification techniques, 

highlighting their performance in controlled settings. CART is notable for its adaptability, yet in high-

dimensional, multi-group situations, LR proves to be a formidable competitor. For LDA to work 

effectively, stricter requirements must be met. Practitioners looking to select the best approach for their 

data classification requirements might benefit from the study's insights. We encourage future 

developments in classification techniques, especially when handling unbalanced data and smaller 

groups, indicating the significance of ongoing research and development in the predictive modeling 

space. 
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Abstract 

This study aimed to investigate the effectiveness of activities prepared to improve reading comprehension skills 

based on the variables of number of raters, evaluation criteria, and number of activities. Twelve raters evaluated 

five reading comprehension activities created by the researcher. A descriptive survey method grounded in a 

quantitative approach was employed. The study utilized five reading comprehension activities, commonly used in 

high school textbooks, and a rubric developed by the researcher, consisting of sixteen criteria based on relevant 

literature. After performing reliability and validity analyses on the rubric, the experts assessed the activities using 

this tool. The data collected from their evaluations were analyzed through generalizability theory. The EduG 

program was used to estimate variance values for both main and interaction effects according to generalizability 

theory, calculate the scores' reliability using G and Φ (Phi) coefficients, and conduct decision (D) studies. The 

findings revealed that each of the reading comprehension activities used to improve students' comprehension skills 

is different from each other. Additionally, it was concluded that increasing the number of criteria included in the 

rubric and increasing the number of expert raters would lead to a more accurate and effective evaluation of the 

activities. 

 

 

Keywords: reading comprehension, activity, rater, rubric, generalizability theory 

 

Introduction 

Reading, one of the four basic language skills, plays an important role in language teaching and is 

defined as a receptive skill. The necessity of reading skills is not only crucial for the content of language 

learning, but also for other courses. Despite the use of various technological tools in today's education 

systems and the continuous development of these tools, reading maintains its place and importance in 

education and training practices, and education and training activities are widely based on reading skills 

(Smith, Snow, Serry, & Hammond, 2021). Meanwhile, research findings outlined in the literature (Floris 

& Divina, 2015; Hunt & Beglar, 2005) emphasize that reading alone is not enough. This skill is fully 

utilized and serves its purpose when the content of the text is understood. Reading comprehension skills 

are very important in educating individuals capable of thinking, questioning, producing, and inferring. 

In instances where students are unable to read fluently and comprehend the text adequately, it cannot be 

asserted that the act of reading has fully achieved its intended purpose. Reading comprehension includes 

readers' ability to recognize and perceive symbols in the text, thinking skills, and lifelong knowledge 

and experiences. The interest and desire for reading, the intended goals of reading, one's opinions about 

reading, and the location where the act of reading takes place all influence the process of reading 

comprehension (Akyol, 2005). Individuals who can comprehend what they read can be successful in 

various fields, including social, scientific, political, economic, and so on. The healthy execution of 

comprehension and expression skills in mother tongue lessons also affects students' success in other 

courses. Understanding the problem is very important in order to solve the problems encountered in the 

lessons (Güvendir, 2014). 



Kaya Uyanık, G., & Ataoğlu, S. / Investigation of Activities For Reading Comprehension Skills: A G-Theory Analysis 

___________________________________________________________________________________ 

 

___________________________________________________________________________________________________________________ 

ISSN: 1309 – 6575 Eğitimde ve Psikolojide Ölçme ve Değerlendirme Dergisi 
Journal of Measurement and Evaluation in Education and Psychology 

49 

Each country conducts its own national exam (for Turkey - ABIDE) to identify and improve students' 

reading comprehension skills, and there are international practices such as PIRLS, TIMSS, and PISA.  

One of the purposes of these large-scale exams is to evaluate the effectiveness of teaching methods and 

materials that help students acquire reading skills and comprehension skills and the impact of these skills 

on other academic achievements (Mullis et al., 2009).  

Several factors can help students develop reading comprehension skills. Some of these factors include 

the development of organs that assist reading, the use of strategies for reading comprehension, and 

enjoying the act of reading (Kim et al. 2021). Furthermore, factors such as the content and structural 

features of the text, its attractiveness to the student, its sufficiency regarding vocabulary and grammar 

rules, the student's level of knowledge, desire to read, and internalization of the text are also influential 

in reading comprehension (Baştuğ et al. 2019). Considering all these factors under one concept, it is 

indispensable to carry out activities within education and training activities for the improvement of 

reading comprehension skills, which is crucial for every age period. The activities designed for this 

purpose aimed at reading comprehension skills are among the instruments constantly used in education 

and training activities. Considering the reports of national and international large-scale exams, it is seen 

that the basis of all problems is the ability to understand and interpret what is read. To facilitate the 

development of these skills, activities targeting different age groups are designed within the educational 

processes, and these prepared activities are frequently employed in lessons. 

The dictionary definition of "activity," which we frequently hear in the teaching field via the 

constructivist approach, is "the state of being active." Activities are significant in developing individuals' 

language skills, ensuring permanent learning, and helping them develop the habit of reading (Clarke et 

al., 2010). Activities are used to teach students both specific and general skills. The specific aim of the 

activities is to transform the learning outcome into behavior. The general aim is to equip students with 

skills such as creative thinking, critical thinking, etc. In other words, while the activities ensure the 

acquisition of the determined outcomes, they also play an important role in differentiating students' 

perspectives and making what they learn permanent. Students can improve their reading skills and gain 

creative thinking skills with the help of activities that they can relate to their lives and include problems 

they may encounter (Başpınar, 2013). Considering their effects on the acquisition and development of 

desired skills, it is possible to say that the activities have an important contribution to the teaching 

process. Activities allow students to develop their language and thinking skills by providing them with 

relevant acquisitions in a suitable period based on a predetermined plan, thus enabling them to learn 

easily, quickly, permanently, and systematically (Güneş, 2017). 

When it comes to the activities prepared for reading comprehension in educational processes, the 

potential obstacles in the evaluation of these activities should also be considered. It is seen from the 

studies that one of the factors affecting the literature is the issue of who and how the activities prepared 

for reading comprehension skills will be evaluated. (Long & Pang, 2015; Myford & Wolfe, 2003; 

Snyder, Caccamise & Wise, 2005; Şata & Karakaya, 2021; Wiseman, 2012). In this regard, studies that 

reveal the effect of the rater in reading comprehension activities and the characteristics of the rubric 

used in scoring are required. One of the theories that helps to reveal the effect of these statistical 

properties is the Generalizability Theory (G-Theory). 

Generalizability (G) Theory is based on the analysis of variance and is similar to Classical Test Theory 

(CTT). However, unlike the CTT, in G-theory, the sources of the error rate in the observed scores can 

be obtained in detail. In G-theory, error rates can be determined separately for each error source and for 

the interaction of these sources (Shavelson and Webb, 1991). G theory uses the concepts of the "facet, 

object of measurement, condition, and design." The concept of facet is the definition used for each of 

the sources of variability in the universe (Brennan, 2001). The source of variance in the universe whose 

effect is examined for the research purpose is the "object of measurement." In the theory, variance due 

to the object of measurement is desirable, while large variance due to facets is undesirable. The different 

levels that facets have are called conditions (Guler, Kaya Uyanik, & Tasdelen Teker, 2012). For 

instance, consider a scenario in which five raters evaluate a 10-question examination administered to a 

class of 50 students. In this context, the students' exams represent the objects of measurement, while 
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raters and questions serve as sources of error, which are examined and treated as facets. The condition 

for the rater facet in the study was five, whereas the condition for the question facet was ten. 

Another concept that needs to be addressed in G-theory is the designs of facets. Crossed or nested are 

the types of designs that are considered in this theory (Shavelson & Webb, 1991). A crossed design is 

when all the conditions of one facet are associated with all the conditions of another facet. A nested 

design is a type of design in which a condition of one facet is associated with some conditions of another 

facet. These designs also differ in terms of notation, with the crossed design represented by "x" and the 

nested design represented by ":" (Shavelson & Webb, 1991).  

In G-Theory, there are two different coefficients, G and Phi, as reliability coefficients. The main 

difference between these coefficients is that the sources of variance of the object of measurement 

considered in the assessments are examined in relative and absolute terms. The G coefficient is used for 

relative assessment, and the Phi coefficient is a usable absolute assessment (Brennan, 2001).  

In G-theory, reliability can be obtained for two different cases called Generalizability (G) and Decision 

(D) studies. The G study is concerned with generalizing to the universe based on the universe in which 

the measurements are made, thus aiming to provide information about the sources of variability in the 

sample. In the D study, scenarios are created for a specific purpose by using the information obtained in 

the G study, and decision-making is aimed at these scenarios (Brennan, 2001; Guler, Kaya Uyanik, & 

Tasdelen Teker, 2012; Nalbantoglu & Gelbal, 2011). 

This study, which emphasizes the importance of reading and reading comprehension skills in 

educational activities, aimed to question the effectiveness of the activities prepared for reading 

comprehension by evaluating them by different raters and increasing their efficiency by identifying their 

deficiencies. For this purpose, a completely crossed randomized design of a (activity) x r (rater) x c 

(criterion) was created. With the design created, answers to the questions of variance values for the main 

and interaction effects and reliability of the test were sought. In addition, Decision (D) studies were 

conducted, and scenarios suitable for the features of the facets were created. In this regard, the main 

problem of the research is as follows: 

What are the variance values for the main and interaction effects of the a (activity) x r (rater) x c 

(criterion) completely crossed randomized design and the reliability of the test as a result of the 

examination of the activities prepared for reading comprehension skills by different raters with the 

specified criteria?  In the study, answers were sought to three sub-problems. 

1. What are the variance values for the main and interaction effects in a (activity) x r (rater) x c (criterion) 

completely crossed randomized design? 

2. What are the G and Φ (Phi) coefficients calculated for the reliability of scores in a (activity) x r (rater) 

x c (criterion) completely crossed randomized design? 

3. What are the reliability values obtained from scenarios created with different numbers of raters and 

criteria in a (activity) x r (rater) x c (criterion) completely crossed randomized design?  

 

Method 

Research Design 

In this study, which was conducted to examine the activities prepared to measure reading comprehension 

skills by different raters and to make suggestions for increasing the efficiency and effectiveness of these 

activities, the "descriptive survey" design, one of the quantitative research methods, was used. The 

descriptive survey model aims to describe a past or ongoing situation as it exists. The individual, object, 

or event to be researched is defined within its own conditions, as it is. The researcher does not attempt 

to intervene, influence, or change shape (Karasar, 2010). The main purpose of this model is to describe 

and explain the situation in detail (Çepni, 2010).    
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Study Group 

The study group consisted of 12 raters who are teachers working in measurement and evaluation centers 

located in different provinces of Turkey and are experts in their fields. Demographic information of the 

raters is given in Table 1.  

 

Table 1 

Demographic Information of the Study Group 
Variables Category Frequency (f) Percent 

(%) 

Gender Female 8 66,7 

Male 4 33,3 

 

Profession 

Turkish language and literature 4 33,3 

Curriculum development 4 33,3  

Measurement and Evaluation  4 33,3 

 

 

Educational Status 

Bachelor 2 16,7 

Master 6 50  

Doctorate 4 33,3 

 

 

Professional seniority 

6-10 years 1 8,3 

11-15 years 6 50 

16-20 years 3 25 

21-25 years 2 16,7 

 Total 12 100 

 

Table 1 shows that, of the participants, 8 were female, 4 were male, 4 were experts in Turkish language 

and literature, 4 were in curriculum development, and 4 were in measurement and evaluation. Two 

participants had bachelor's degrees, six had master's degrees, and four had doctorate degrees. It was 

observed that the least experienced participant had 6 years of seniority and 92% had more than 10 years 

of experience. As can be understood from these data, the study was conducted with experienced and 

expert evaluators. 

 

Data Collection Tools 

In this study, five activities to measure reading comprehension skills in the 10th and 12th grade Skill-

Based Turkish Language and Literature Books written by the researcher within the General Directorate 

of Secondary Education (GDSE) of the Ministry of National Education (MoNE) and a rubric consisting 

of 16 items created by the researcher to determine the suitability of these activities were used as data 

collection tools. 

Activities 

The activities used as one of the data collection tools of this study were selected from the Skill-Based 

Activity Books written by Turkish Language and Literature and Turkish teachers employed by the 

GDSE in the 2020-2021 academic year. Three of the selected activities are at 10th-grade level, and the 

other two are at 12th-grade level. One of the researchers who conducted this study wrote the activities 

for the GDSE. The written activities aim to identify and improve students' reading and reading 

comprehension skills. The activities used in the research aimed to develop reading skills among domain 

skills and critical thinking skills among general skills. The learning outcome-based activities were sent 

to field experts, curriculum development experts, measurement and evaluation experts, language 

experts, and guidance experts employed under the GDSE. The opinions of these experts were taken, the 

activities revised in line with the feedback received were finalized, and the activities collected in an 

interactive book were uploaded to the GDSE and made available to students and teachers.  

Rubric 
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The rubric was developed by the researchers. First, a question pool of 26 items was prepared based on 

the literature to determine the effect of the activities used in the study on improving reading 

comprehension skills. Upon examination, repetitive items, items with little relationship with the content, 

and items with a broad scope were removed, and a trial form consisting of 16 items was prepared.  The 

prepared form was presented to expert opinion. Opinions were received from two faculty members who 

were experts in the field of Turkish education and two faculty members who were experts in the field of 

measurement and evaluation. The items were arranged according to the feedback from the experts and 

the experts reached a consensus on the final version of the form. At the end of these processes, the final 

form consisting of 16 items was created. 

 

Data Analysis 

 

The data obtained from the activities examined through the rubric and the raters were analyzed according 

to the Generalizability Theory. In the study, the variance values for the main and interaction effects of 

the a (activity) x r (rater) x c (criterion) completely crossed randomized design, which was formed by 

analyzing the activities prepared for reading comprehension skills (object of measurement) by different 

raters with the specified criteria, were examined. G and Φ (Phi) coefficients were calculated for the 

reliability of the test scores of the design used in the study. In addition, decision (D) studies were 

conducted, and future scenarios were created. The EduG program was utilized to estimate the main and 

interaction effect’s variance values according to the generalizability theory, to calculate the reliability 

of the scores, and to carry out D studies. 

 

Results 

The variance values for the main and interaction effects of the a (activity) x r (rater) x c (criterion) 

completely crossed randomized design, which was formed by evaluating the activities prepared for 

reading comprehension by different raters using specified criteria, were investigated, and the results are 

given in Table 2. 

 

Table 2 

Variance Values and Total Variance Explanation Rates Estimated by the G Study Regarding the axrxc 

Design 
Source of Variance df Sum of Squares Mean Squares Variance % 

a 4 99.09792 24.77448 7.56847 63.2 

r 11 10.56146 0,96013 0.29312 2.8 

c 15 5.05521 0.33701 0.00209 0.2 

ar 44 43.02708 0.97788 1.63254 14.3 

ac 60 21.96875 0.36615 1.08145 9.8 

rc 165 12.05729 0.07307 0.01005 1.1 

Arc,e 660 13.10625 0.01985 0.96780 8.6 

Total 959 204.87396   100% 

 

An analysis of the variance estimated and total variance explained ratios of the axrxc fully crossed 

randomized design in Table 2 shows that the variance component estimated for the main effect of 

activity (a) explains 63.2% of the total variance. In generalizability studies, the main effect taken as the 

object of measurement is evaluated as the variance of the universe score and refers to the differentiation 

between activities in this study in terms of the measured feature (Shavelson & Webb, 1991; Brennan, 

2001; Guler, Kaya Uyanik, & Tasdelen-Teker, 2012; Kaya Uyanik & Guler, 2016). The ratio of the 

variance estimated for activities to the total variance should be large. This indicates that differences 

between activities can be revealed in the dimension obtained by measurement (Brennan, 2001; Kaya 

Uyanik & Guler, 2016). According to the results obtained in this study, it can be said that the evaluation 

of activities based on criteria can reveal the differences between activities. The variance component 

estimated for the rater main effect (0.29) explains 2.8% of the total variance. This value is the third 

smallest value. The rater's main effect is due to inconsistency between raters' ratings. Therefore, it is 

desirable that this effect is low.  The variance component estimated from the G study for the main effect 
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of criterion (c) explains 0.02% of the total variance. The criterion's main effect shows the degree of 

differentiation of the difficulty level of each measurement unit (item) in the rubric. According to the 

results obtained, it can be interpreted that the attainability levels of the criteria used to measure reading 

comprehension skills were similar to each other. 

The activity x rater (ar) interaction effect explains 14.3% of the total variance, and this value is the 

second highest value. The activity and rater interaction refers to the inconsistency of the raters in terms 

of generosity-severity in scoring for some activities. In this case, it was concluded that although the 

raters gave generally consistent results, there were differences between their scoring in some activities. 

The activity x criterion (ac) interaction effect explains 9.8% of the total variance and is the third largest 

variance obtained. This shows that the relative status of certain activities differs from one criterion to 

another. In other words, it can be interpreted that the scores given to the criteria differ from activity to 

activity. Rater x criterion (rc) interaction effect explains 1.1% of the total variance. This value is the 

second smallest variance obtained. For this result, it can be interpreted that there is no difference between 

the raters according to the criteria. The variance component of the activity x rater x criterion (residual) 

interaction effect variance explains 8.6% of the total variance. A large residual variance is an indication 

of a large interaction of activity, rater, criterion, unmeasured sources of variability, and/or random errors. 

When the values obtained are examined, it is observed that the rate of random errors is low for the study. 

G and Φ (Phi) coefficients were calculated for the reliability of scores in the axrxc completely crossed 

randomized design. In the rubric containing the criteria in the study, there are sixteen criteria in total 

and these criteria were scored by twelve raters. In this case, the G coefficient was 0.885, and the Phi 

coefficient was 0.863. It can be said that the measurements obtained from the measurement tool used 

are reliable. 

Decision (D) studies are conducted using the variance values calculated over the data used in the 

generalizability study. D study allows the estimation of the coefficients G and Phi for the reliability 

values by decreasing and increasing the conditions of the facets in the universe G, respectively. Table 4 

shows the values of G and Phi coefficients calculated by keeping the criterion facet constant and 

decreasing and increasing the number of raters, and the values of G and Phi coefficients calculated by 

keeping the rater facet constant and decreasing and increasing the number of criteria in the D study. 

 

Table 3 

axrxc Fully Crossed Randomized Design D Study Results 

 Number of Rater G coefficient Φ coefficient 

Number of Criteria: 16 

5 0.782 0.743 

10 0.850 0.845 

15 0.886 0.864 

20 0.887 0.875 

25 0.889 0.877 

Number of Rater: 12 

Number of Criteria   

5 0.740 0.726 

10 0.810 0.799 

15 0.882 0.861 

20 0.906 0.887 

25 0.914 0.909 

 

In Table 3, G and Phi coefficients were calculated for the two different cases. In the first case, the number 

of criteria was kept fixed at 16, and the number of raters varied from 5 to 25.  Also, in the second case, 

the number of raters was constant at 12, and the number of criteria varied from 5 to 25. When the number 

of criteria was kept fixed and the number of raters was changed, it was observed that the reliability value 

increased as the number of raters increased. However, it was observed that after 15 raters, the increase 

in reliability was significantly low for every 5-rater increase.  Similarly, G and Phi coefficients were 

calculated when the number of raters was kept constant at 12, and the number of criteria was 5, 10, 15, 

20, and 25. When the number of raters was kept constant and the number of criteria was changed, the 
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highest reliability value was obtained from the scenario where the number of criteria was 25. It was 

observed that the reliability value increased as the number of criteria increased. 

 

Discussion and Conclusion 

The present study examined the design obtained by evaluating the activities for reading comprehension 

skills by using rubrics with the expert raters. The analysis revealed the criteria for more effective and 

efficient development of activities prepared to measure reading comprehension skills in terms of 

structure and content. An axrxc design was used in the study. An analysis of the axrxc design examined 

in the study regarding sources of variance shows that the largest source of variance is due to activity. 

Considering that the study involved activities designed for reading comprehension, these activities are 

diverse rather than being of a single type. Furthermore, the high value of this source of variance indicates 

that the effect of each activity to be used for reading comprehension is different. It can be concluded 

that students can better develop this skill if they interact more with reading comprehension activities. In 

addition, considering that the situation emphasized by each activity will be different, it is an important 

conclusion that the scoring keys should be arranged accordingly. Supporting this result, the study also 

revealed that for the axrxc design, the activity criterion interaction effect was also a significant source 

of variance. The interaction of activity and criterion indicates that the criteria are met in some activities 

and not in others. This result shows that not every activity met every criterion, so it can be stated that 

the criteria including the features that should be present in reading comprehension activities cannot be 

provided with only one activity alone, and it would be more accurate to use more than one activity. 

Considering the information obtained from these two findings, a small number of activities aimed at 

measuring reading comprehension skills will create a deficiency in terms of meeting the criteria. 

Therefore, a large number of activities will increase reading comprehension skills. Recent studies have 

emphasized the importance of using activities that serve this purpose in order to increase reading 

comprehension skills (Akyol & Ketenogluarter Kayabasi, Topuz 2018; Collins, et al. 2020; Siti & 

Mumu, 2022; Brilliananda & Wibowo, 2023). 

The necessity of increasing the number of activities and using a rubric in evaluating these activities has 

been emphasized in many studies in the literature because it reveals the learning objectives clearly and 

understandably, reduces the errors involved in the evaluation, and provides an opportunity to complete 

missing learning (Arter, 2002; Dunbar, Brooks, & Miller, 2006; Hall & Salmon, 2003; Oaklef, 2009; 

Wolf and Steven, 2007). Another question that comes to mind is the number of criteria in the rubrics 

used in the evaluation. In the decision studies conducted in the study, it was observed that the reliability 

of the study increased as the number of criteria increased. In the study, the maximum value for the 

number of criteria was 25, and the highest reliability was obtained from this value. Similarly, when the 

number of criteria was reduced to five, a value around 0.70 was obtained. In this respect, it can be 

concluded that the number of criteria should be at least five and that there is no upper limit. One of the 

most valid ways to ensure objectivity and inter-rater reliability in multi-rater measurements is to use 

rubrics (Jonsson,& Svingby,2007). The reliability and validity of rubrics have been examined from 

various perspectives. While some researchers have focused on the objectivity of rubrics (Rezaei, & 

Lovorn,2010 ; Spandel, 2006; Wolfe, 1997), others have critiqued them as being overly reductive (Kohn, 

2006; Mabry, 1999). However, the interaction result in all the studies mentioned is that using rubrics is 

a more reliable way than not using them. In this case, what to consider when using rubrics is another 

important issue that increases reliability. In the literature, it has been emphasized that the number of 

items should be increased as well as different factors (Henson, R, & Thompson, 2002; Hellman, Fuqua 

& Worley, 2006). At this point, when the studies in the literature and the results obtained from this study 

are interpreted together, using rubrics increases reliability and it can be said that for a more reliable 

measurement, the criteria in the rubrics should be at least 5 and reliability will increase as the number 

of criteria increases. 

Another important source of variance for the axrxc design is the event rater interaction effect. The 

activity and rater interaction refer to the inconsistency of the raters in terms of generosity-rigor in scoring 

for some activities. In this case, it was concluded that although the raters gave generally consistent 

results, there were differences between their scoring in some activities. This result revealed that the 
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activities may have different effects on different raters, leading to a scoring disadvantage. Within this 

perspective, it can be claimed that scoring the activities to measure reading comprehension skills by a 

single rater would create deficiencies, whereas evaluating the activities by more than one rater would 

increase the efficiency of the activities. This result is consistent with the literature in terms of both rater 

reliability and reducing the error rate of the process (Alkan & Doğan, 2023; Kim, 2020; Kim et al. 2021). 

This result obtained from the present study and other studies in the literature raises the question of the 

required number of raters. The finding obtained through the decision study conducted in the present 

study has been a relevant answer in this context. Based on the decision studies conducted to answer the 

question of how much the number of raters should be increased, it was concluded that the reliability of 

the study increased as the number of raters increased, but the increase in the reliability value was not 

very high if the number of raters was above 15, so it would not be practical to increase the number of 

raters above 15.  

The findings of the study necessitate separate discussions for classroom assessments and large-scale 

assessments. According to the results, when the number of raters is five, the reliability coefficient 

exceeds the interactionally accepted threshold of 0.70 for Cronbach's Alpha. Considering that for 

classroom assessments with multiple raters, an acceptable reliability coefficient can be as low as 0.60 

(DeVellis & Thorpe, 2021), it can be stated that even with fewer than five raters, acceptable reliability 

can still be achieved. Thus, in classroom assessments, having multiple raters invariably yields more 

reliable results compared to assessments conducted with a single rater. On the other hand, Cizek (2009) 

highlights that there should be procedural distinctions between classroom and large-scale assessments. 

For large-scale examinations, the acceptable threshold for reliability is higher than that for classroom 

assessments. When evaluated in the context of large-scale examinations, the finding that 15 raters 

represent an upper limit is both significant and practical. At both national and international levels, large-

scale examinations often involve open-ended questions that require multiple raters. The number of raters 

required for evaluating these exams becomes a critical factor in managing the assessment process. In 

Turkey, for instance, the pilot implementation and the first official administration of the “four-skill 

Turkish language exams”—which consist of both open-ended and multiple-choice questions—were 

conducted in 2024. These exams were administered to approximately 10,000 students across 4th, 7th, 

and 11th grades. For the writing and speaking skills components, open-ended assessments were used, 

and multiple raters were involved in the evaluation process for each grade level. In the pilot study, which 

involved approximately 2,000 participants, it was reported that five raters were sufficient for reliable 

scoring (MoNE, 2020). However, the significant discrepancy between the number of participants in the 

pilot study and the actual implementation (approximately 10,000) indicated the need for an increased 

number of raters. Based on the results of this study, it can be concluded that 15 raters are sufficient for 

the four-skill language examinations. On the other hand, it is worth noting that working with 15 raters 

is not easy. In this context, it is recommended that the selection of raters and the harmony processes 

between the obtained scores should be carried out with scientific steps. 

The most significant finding of this study, which involved the scoring of reading comprehension 

activities by different raters based on specific criteria, is that these activities exhibit a high level of 

variance. Accordingly, it can be stated that the activities differentiate in terms of assessing students' 

reading comprehension skills. This suggests, indirectly, that students need to encounter a wide variety 

of activities in order to develop their reading comprehension skills. In this regard, it is recommended 

that teachers, school administrators, and educational policymakers emphasize the importance of 

numerous reading activities to enhance students' reading comprehension abilities.  

In scoring using rubrics, the difference between the raters decreases and compliance increases. 

Therefore, it is recommended that the activities for reading comprehension be scored using a rubric to 

determine the reliability of the rater and obtain more reliable results.  A 16-item rubric was used in this 

study. The findings indicate that as the number of criteria increases, the reliability of the raters also 

improves. Therefore, it is recommended to increase the number of criteria in the scoring rubric used to 

assess reading comprehension skills as much as possible. On the other hand, according to the results of 

this study, it is considered important for the reliability of the rubric that the number of criteria should 

not be fewer than five. Additionally, it was observed that after 20 criteria, increasing the number to 25 
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did not result in a sharp improvement. In this context, it is suggested that the rubric should include at 

least five criteria, and considering usability and practicality, there is no need to exceed 25 criteria.  

Similar to the present study, in which it was found that a high number of raters increased reliability, 

different raters could be used in scoring, and the number of raters could be increased up to 15. It is 

recommended to keep this number around 15, especially in large-scale exams, as increasing the number 

of raters above 15 will not make a big difference in the results. 

The present study, intended to determine the effectiveness level of reading skills activities and their 

deficiencies concerning structure and content, can also be applied to writing, speaking, and listening 

skills, which are among the basic language skills, and their rater reliability can be examined. Most of 

the raters who contributed to this study are experts and experienced in their fields. It could be taken into 

consideration that experienced raters make more accurate interpretations and judgments than less 

experienced raters (Jorgenson, 1975), and similar studies could be conducted by grouping raters 

according to their experience. This study examined the activities for reading comprehension skills 

prepared by the researcher and used in the MoNE. Similar studies can be conducted by utilizing different 

types, content, and grade-level activities to determine reading comprehension skills. 
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