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Abstract: The bee colony optimization (BCO) algorithm, one of the swarm intelligence algorithms, is a population based iterative search 

algorithm. Being inspired by collective bee intelligence, BCO has been proposed for solving discrete optimization problems such as 

travelling salesman problem. The BCO uses constructive approach for creating a feasible solution for the discrete optimization problems 

but in this study, we used the solution improvement technique due to nature of the uncapacitated facility location problem (UFLP). In the 

proposed method named as binBCO, the feasible solutions are generated for the artificial bees in hive of BCO and these solutions are tried 

to improve by utilizing interaction in the hive. At the end of the each iteration, some of the bees leave self-solutions and the leaving process 

depends on the loyalty of the bee to the self-solution. After a bee leaves self-solution, a random feasible solution is generated and assigned 

to this bee. In order to show the performance of binBCO, we examined it on well-known UFLPs, and the experimental studies show that 

the proposed method produces promising results. 
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1. Introduction 

In recent years, many swarm intelligence-based optimization 

algorithms have been proposed in the literature, such as ant colony 

optimization [1,2], particle swarm optimization [3], bee colony 

optimization [4], artificial bee colony [5]. The BCO algorithm was 

proposed for solving travelling salesman problem which is a 

combinatorial optimization problem. In the basic BCO concepts, 

the partial tours are created, and while these partial tours are 

constructed, interactions such as information sharing, tour sharing 

are used. In this study, BCO, a constructive method for solving 

travelling salesman problem, is modified for binary optimization 

and transformed to path improvement method due to the fact that 

the objective function value of partial solutions cannot be 

calculated in dealing problem in this study. 

Since invention of BCO in 2001, many discrete optimization 

problems have been resolved by this technique. The BCO was first 

applied to solve travelling salesman problem [6-8], and BCO is 

used for solving vehicle routing problem with uncertainty demand 

[9], ride matching problem [10,11], travelling salesman problem 

and a routing problem in networks [12], routing and wavelength 

assignment in all-optical networks [13], static scheduling of 

independent tasks on homogeneous multiprocessor systems [14], 

driver-line-time scheduling [15], p-center problem [16]. A detailed 

literature review about bee colony optimization and the other bee 

colony-based swarm intelligence techniques can be found in [4, 

17]. 

Based on the literature review, BCO algorithm is applied to solve 

many discrete optimization problems. In this study, BCO 

algorithm is used for solving uncapacitated facility location  

 

 

problem by developing a binary version the BCO algorithm. The 

rest of paper is organized as follows. The mathematical 

background and objective of UFLP, BCO algorithm and proposed 

method are explained in the Section 2. The results of the 

simulations are given in Section 3 and the results are discussed in 

Section 4. Finally, conclusion and future works are presented in 

Section 5. 

2. Material and Methods 

2.1. Mathematical Model of Uncapacitated Facility Location 
Problem 

A brief description about UFLP which is used to show the 

performance and accuracy of the proposed binBCO algorithm is 

given below. An UFLP with i candidate facility and j customers 

sites can be represented by a network with i+j nodes and ij arcs. In 

the UFLP, 𝑓𝑖 is used to represent the cost of opening facility i, and 

𝑐𝑖𝑗 is used to represent the cost of serving customer j from facility 

i or assigning customer j to facility i. It is assumed that 𝑐𝑖𝑗 ≥ 0 for 

all i=1,2,…I and j=1,2,…J and 𝑓𝑖 ≥ 0 for all i=1,2,…I [18] .𝑥𝑖𝑗  is 

the continuous variable representing the amount supplied to 

customer j from facility i and 𝑦𝑖 is the 0-1 variable such that 𝑦𝑖= 1 

if facility i is established and 0 otherwise [19]. The solution process 

of the UFLP is to find an optimal solution that satisfies all customer 

demand and minimizes the total cost (Eq. 23). The UFLP can be 

formally stated as [20]: 

𝑓(𝑈𝐹𝐿𝑃) = 𝑚𝑖𝑛⁡{∑ ∑ 𝑐𝑖𝑗𝑥𝑖𝑗𝑗∈𝐽 + ∑ 𝑓𝑖𝑦𝑖𝑖∈𝐼𝑖∈𝐼 }  (1) 

Subject to: 

∑ 𝑥𝑖𝑗 = 1, 𝑗 ∈ 𝐽𝑖∈𝐼      (2) 

𝑥𝑖𝑗 ≤ 𝑦𝑖 , 𝑖 ∈ 𝐼⁡𝑎𝑛𝑑⁡𝑗 ∈ 𝐽    (3) 
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𝑥𝑖𝑗 ∈ {0,1}, 𝑖 ∈ 𝐼⁡𝑎𝑛𝑑⁡𝑗 ∈ 𝐽    (4) 

𝑦𝑖 ∈ {0,1}, 𝑖 ∈ 𝐼     (5) 

Constraint (2) makes sure that all demands have been met by a 

particular open site, and constraints (3)-(5) is to keep variables 

integer. With this model, we have to decide (i) the number of 

facility sites to be established and (ii) the quantities to be supplied 

from facility i to customer j such that the total cost (comprising 

fixed and variable costs) is minimized. When the locations of 

facilities which will be opened are determined, which customer 

will be served by a facility can be obtained easily. Therefore, we 

address a vector A of n variables where each variable in A is bit. 

Each bit (Ai, i=1,2,…,n) indicates that whether a facility is opened 

at location i or not. Due to the fact that the solution of each bee 

represents this vector, this vector plays a critical role in binBCO. 

Location problems are some of the most widely studied problems 

in combinatorial optimization [21]. The UFLP which is one of the 

main problems in location problems is NP-hard even it has an 

uncapacitated assumption. This is perhaps the most common 

location problem, having been widely studied in the literature, both 

in theory and in practice [22]. Exact algorithms for UFLP do exist 

such as the dual approach of Erlenkotter [23], the primal-dual 

approaches of Körkel [24] and the branch-and-bound approach of 

Galvão and Raggi [25] but its NP-hard nature and high 

computation time makes heuristics and meta-heuristics the natural 

choice for larger instances. For this reason, some approximate 

methods have been proposed for solving UFLPs. These methods 

cannot guarantee to find the optimal solution but can obtain 

optimum or near optimum solution in a reasonable time. The meta-

heuristics used to solve UFLPs are mainly genetic algorithm by 

Topçuoğlu et al. [26], tabu search by Sun [18], continuous and 

discrete particle swarm optimization algorithms by Sevkli and 

Güner [27] and Guner and Sevkli [28], simulated annealing by 

Yiğit et al. [20], artificial bee colony (ABC) algorithm by Kıran 

and Gündüz [29]. 

2.2. Bee Colony Optimization  

The basic BCO was developed by inspiring natural behaviors of 

real bees between nest and food source. In the BCO, all bees try to 

construct a feasible solution for the optimization problems.  

  

1. Determine the number of bees in the hive. (NB) 
2. Assign the empty solutions to the artificial bees. 

3. Determine the stopping condition for the algorithm.(SC) 

4. While SC is met 
a. Forward Pass: Allow the bees to construct self-partial 

tours. 

b. Backward Pass: Return all bees to the hive and evaluate 
quality of partial solutions of bees. Test the loyalty of 

the bees to self-solutions and if any bee abandons self-

solution, select a solution of recruiters (loyal bee to self 
-solutions) and assign this solution to the bee which 

abandons self-solution. 
c. If the partial solutions of the bees are completed, 

evaluate the all solutions and determine the best one and 

clear the memory of the bees (delete the all solutions) 

Report the best solution found by the bee population. 

Fig.1. The basic steps of the BCO algorithm 

At beginning of the search process, all bees are in the hive and the 

BCO consists of two phases sequentially realized. First phase is 

forward pass and in this phase, the bees create self-partial solution 

for the problem. The second phase is backward pass and in this 

phase, the bees that they are in the search space return to the hive 

in order to share their information about the partial solutions found. 

Being dependent on loyalty of the bees to the self-solutions, some 

of the bees leave self-partial solutions, and the partial solutions of 

the other bees are assigned for these bees. This process is named 

as recruitment process. After the partial tours are completed, an 

iteration of BCO is finished. The best solution in the population is 

determined and saved, and all solutions in the memory of bees are 

deleted in the basic version of BCO algorithm [4]. After the 

explanations are given above, the basic steps of the algorithm are 

presented in Fig. 1. 

2.3. Proposed Method 

In order to solve the UFLP, BCO algorithm is transformed to path 

improvement technique in the proposed method. The main 

difference between basic BCO and proposed approach is that the 

feasible solutions are assigned to the bees at the beginning of the 

algorithm. In the binBCO, the bees try to improve the self-

solutions at the each iteration in the forward and backward passes 

instead of solution construction. After the bee population is created 

with feasible solutions for the UFLP, the best solution in the 

population is found. For each solution, objective function value (by 

Eq.1) and fitness of the solution by using Eq. 6 given below are 

calculated [30]. 

1
, 1,2,...,

1
i

i

fit i NB
obj

 


   (6) 

where, 
ifit  is the fitness of the ith solution (or bee), 

iobj  is the 

objective function value of ith solution and NB is the number of 

bees. 

In the forward pass of the binBCO, the new solutions are created 

for the bees to improve the solutions of the bees given as follows: 
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where, P is the selection probability of the best solution, 
iPb  is the 

selection probability of the bee, bestFit  is the fitness of the best 

solution in the population, ,i jB  is the jth decision variable of the ith 

solution, jBest  is the jth decision variable of best solution in the 

population and ,i jrnd  is a random number in range of [0,1]. In 

order to show improvement of the solution, an illustrative example 

is given below. 

Assume that the best solution in the population is 011010, ith 

solution (Bi) is 111001, the fitness of the best is 0.7 and the fitness 

of the iB  is 0.5. According to Eq.7, the selection probability of the 

best solution is calculated as 0.58, and the selection probability of 

the iB  solution is calculated 0.42 according to Eq.8. Assume that 

the random numbers generated for each dimension are 0.2, 0.9, 0.4, 

0.3, 0.7, 0.6. According to these assumptions, the new solution is 

obtained as follows: 
 

𝐵𝑖 

1 1 1 0 0 1 

Best 

0 1 1 0 1 0 

Random Numbers 

0.2 0.9 0.4 0.3 0.7 0.1 

New Solution for 𝐵𝑖 

0 1 1 0 0 0 



 

After new solutions are obtained for each bee, the loyalty of the 

bees to the solutions is calculated as follows: 

1

i
i NB

i

i

fit
L

fit





     (10) 

where, iL  is the loyalty of ith bee to self-solution and this is used 

for determining whether a bee abandon self-solution or not. If the 

loyalty of the bee is less than the mean loyalty of the population 

(obtained using Eq.11, where 
pL  is the mean loyalty value of the 

population), the bee abandons self-solution, and a random solution 

is generated for this bee. 

1

1 NB

p i

i

L fit
NB 

        (11) 

where, 
pL  is the loyalty of the population and it is used to test the 

loyalty of the bees to self-solution. After proposed method is 

explained above, the algorithmic framework of the binBCO is 

presented in Fig.2. 

 
1. Determine the number of bees in the hive. (NB) 
2. Generate feasible solutions (binary values) for the bees. 

3. Calculate objective function value for each bee. 

4. Calculate fitness of the solutions of the bees by using Eq.6. 
5. Determine the best solution in the population and save it as 

global best. 

6. While a stopping condition is met 
a. For each bee 

i. Calculate selection probabilities of the best solution and the 

solution of bee by using Eq. 7 and 8. 
ii. For each decision variable 

1. If generated random number is less than the selection 

probability of best solution, the decision variable comes 
from the best solution, otherwise self-solution. 

b. Calculate objective function values and fitness of the solutions. 

c. Calculate the loyalty bees and population by using Eq.10 and 
Eq. 11. 

d. Fix the bees that they are not loyal to self-solution. 

e. Generate random solution for these bees. 

f. Determine the best solution in the population. 

g. If the best solution in population is better than the global best, 

replace them. 
7. Report the best solution found by the population. 

Fig.2. The binBCO algorithm 

3. Computational Experiments 

We examined the performance and accuracy of binBCO algorithm 

on the small and medium size test problems taken from OR-

Library. The description for the problems is given in Table 1. 

Cap71-74 are the small size problems and they contain 16 decision 

variables. The rest of test suite is medium size problems and they 

contain 50 decision variables, and also the costs of the optimal 

solutions are presented in Table 1. 

There are three control parameters in the binBCO algorithm. The 

first control parameter is the population size and it is analyzed by 

using different values such as 20, 40, 60, 80, 100. The second 

control parameter is the diversification ratio (DR). This parameter 

controls how many bees abandons self-solution at the each 

iteration. As previously mentioned, if the loyalty of a bee is less 

than the mean loyalty of population, this bee abandons self-

solution, and a random solution is generated for this bee. In order 

to prevent much diversification in the population, DR parameter is 

set to 0.4 and it means that the random solutions are generated for 

40% of bees that they abandoned self-solutions. If obtained 

number is floating number, it is rounded the nearest integer 

number. The last control parameter is the stopping condition for 

the binBCO algorithm. We used maximum iteration number for 

the stopping condition and it is set to 1000.  

Table 1. The description of the test suite 

Problem Name Problem Size Cost of Optimal Solution 

Cap71 16 × 50 932615.75 

Cap72 16 × 50 977799.40 

Cap73 16 × 50 1010641.45 

Cap74 16 × 50 1034976.98 

Cap101 25 × 50 796648.44 

Cap102 25 × 50 854704.20 

Cap103 25 × 50 893782.11 

Cap104 25 × 50 928941.75 

Cap131 50 × 50 793439.56 

Cap132 50 × 50 851495.33 

Cap133 50 × 50 893076.71 

Cap134 50 × 50 928941.75 

 

Under these conditions, the binBCO algorithm is coded on Matlab 

platform, and the experiments are run on a PC with Intel i5 3.1 Ghz 

microprocessor and 4 Gb Ram. The proposed method is run 10 

times for each problem and obtained results are presented in Table 

2, 3 and 4. In the results tables (Table 1, 2 and 3), the best solution 

for each problem obtained by binBCO is written as bold font type. 

As seen from the result tables, while the population size is 100, 

better results is generally produced by the binBCO. 

4. Results and Discussion 

In this study, we proposed a binary version of the basic BCO 

algorithm, called as binBCO, and promising results for UFLPs 

were produced by the binBCO algorithm. While the number of 

decision variables or problem dimensionality is increased, the 

performance of the binBCO algorithm is decreased. In order to 

improve the local search ability of the binBCO algorithm, new 

local search techniques should be used. The other issue is to control 

diversification in the population. The random solutions are 

generated for the bees that they are not loyal self-solutions, this has 

caused more diversification in the population, and the 

intensification of the population has been weakened. In order to 

balance diversification in the population, we proposed DR control 

parameters for the bees that they are not loyal to self-solutions. 

5. Conclusion and Future Works 

The basic BCO algorithm was inspired by the intelligent behavior 

of real bees between nest and food sources. Increasing the 

popularity of BCO in solving the optimization problems shows that 

BCO algorithm is competitive method. In this study, a binary 

version of the basic BCO algorithm is developed and the solution 

construction approach is changed as solution improvement. The 

performance and accuracy of the new proposed method are tested 

on the UFLP which is a pure binary optimization problem. 

Experimental simulations show that proposed approach produces 

promising results. In our future works, we will include local search 

methods to the binBCO and compare the performance of binBCO 

with the other binary optimization methods. 
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Table 4. The results obtained under population size 100 

Problem 
Pop_Size=100 

Worst Mean Best Std.Dev. 

Cap71 932615.8 932615.8 932615.8 0 

Cap72 981649.4 978184.4 977799.4 1217.5 

Cap73 1012477 1011375.7 1010641.5 947.9 

Cap74 1034977 1034977 1034977 0 

Cap101 799144.7 797803.2 796648.4 1168.6 

Cap102 861111.5 856276.3 854704.2 1913.5 

Cap103 898551.5 894859 893782.1 1411.4 

Cap104 934587 931764.4 928941.8 2975.3 

Cap131 804460.4 800422.8 794373.4 3250.5 

Cap132 865076.8 858437.4 852762.9 3353.9 

Cap133 906857.7 900166.6 894095.8 3768.1 

Cap134 950386.9 937825.8 929477.6 6341 
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Abstract: The evaluation of the preferences based utility function is a goal of the human cantered control (management) design. The 

achievement of this goal depends on the determination and on the presentation of the requirements, characteristics and preferences of 

the human behaviour in the appropriate environment (management, control or administration of complex processes). The decision 

making theory, the utility and the probability theory are a possible approach under consideration. This paper presents an approach to 

evaluation of human’s preferences and their utilization in complex problems. The stochastic approximation is a possible resolution to the 

problem under consideration. The stochastic evaluation bases on mathematically formulated axiomatic principles and stochastic 

procedures. The uncertainty of the human preferences is eliminated as typically for the stochastic programming. The evaluation is 

preferences-oriented machine learning with restriction of the “certainty effect and probability distortion” of the utility assessment.The 

mathematical formulations presented here serve as basis of tools development. The utility and value evaluation leads to the development 

of preferences-based decision support in machine learning environments and iterative control design in complex problems. 

Keywords: Preferences, Utility, Stochastic Approximation, Complex systems, Edgeworth box. 

 

1. Introduction 

The aspiration for quantity measurements, estimations and 

prognosis at all phases of the decision making and problem-

solving is natural. But this task is carried out with very scarce 

initial information, especially in the initial development phase in 

complex problems and situations. In the initial stage of a decision 

process the heuristic of the investigator is very important, because 

in most of the cases there is a lack of measurements or even clear 

scales under which to implement these measurements and 

computations. This stage is often outside of the strict logic and 

mathematics and is close to the art, in the widest sense of the 

word, to choose the right decision among great number of 

circumstances and often without associative examples of similar 

activity. The correct assessment of the degree of informativity 

and usability of these types of knowledge requires careful 

analysis of the terms measurement, formalization, and admissible 

mathematical operations under the respective scale, which do not 

distort the initial empirical information. 

In the paper we describe approaches and methods for 

measurement and analytical presentations of empirical and 

scientific knowledge expressed as preferences. Due to 

multidisciplinary nature of the cognitive process and to 

multidisciplinary nature of the fields of applications our choice of 

scientific methods is oriented toward the utilization of the 

stochastic programming, the theory of measurement and utility 

theory [1], [7], [11], [13], [19]. In this manner we can pose the 

decision making problem as a problem of constructing value and 

utility functions based on stochastic recurrent procedures as 

machine learning, which can later be used in decision support, in 

intelligent information systems and human-adapted design 

process of optimization problems in complex systems with 

human participation. Validate mathematical evaluation of the 

human preferences as utility (value) is the first step in realization 

of a human-adapted design process and decision making [3], [11], 

[20].  

The analytical description of the expert's preferences as value or 

utility function will allow mathematically the inclusion of the 

decision maker (DM) in the model description of the complex 

system "Technologist-process" [18]. Value based design is a 

systems engineering strategy which enables multidisciplinary 

design optimization. Value-driven design creates an environment 

that enables optimization by providing designers with an 

objective function [5]. The objective (value/utility) function 

inputs the important attributes of the system being designed, and 

outputs a score. In this way we introduce the Model-driven 

decision making. Model-driven decision making and control 

emphasizes access to and manipulation of a statistical, financial, 

optimization, or simulation models and uses data and parameters 

provided by users to assist decision process in analyzing a 

complex situation. The American psychologists Griffiths and 

Tenenbaum by analyzing intuitive evaluations in the conditions 

of repetitive life situations have proved the statistical optimality 

of human assessments [8]. The idea of this study is that humans 

process the new data about the surrounding world by interpreting 

them in the framework of a built in their consciousness 

probability model. That means that the Bayesian approach was a 

natural basis on which human beings form their decisions, using 

their previous empirical experience expressed as preferences [7], 

[11], [20]. In such case the utility theory and its prescription to 

make decision based on the optimal mathematical expectation of 
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the utility has another scientific validation as methodology in the 

decision making.  

We will demonstrate this system engineering, value driven 

approach within two examples, determination of the equilibrium 

points in competitive trading, modeled by the Edgworth box and 

the control design based on the human evaluation of the best 

growth rate of a biotechnological process. 

2. Measurement, Scales, Preferences, Value and 
Utility Evaluation 

The objective of value based decision making is to develop a 

mathematical framework (econometric) for management and 

modeling of complex systems. The aspiration for measurements, 

quantity estimations and prognosis is natural but the correct 

assessment requires careful analysis of the terms measurement, 

formalization and admissible mathematical operations. In 

complex processes, there is a lack of measurements or even 

clearly identifiable scales for the basic heuristic information. 

Internal human expectations and heuristic are generally expressed 

by qualitative preferences. The common sources of information 

in such a basic level are the human preferences. According to 

social-cognitive theories, people's strategies are guided both by 

internal expectations about their own capabilities of getting 

results, and by external feedback [3]. Probability theory and 

expected utility theory address decision making under these 

conditions [11].  

The mathematical description on such a fundamental level 

requires basic mathematical terms like sets, relations and 

operations over them, and their gradual elaboration to more 

complex and specific terms like functions, operators on 

mathematically structured sets as well, and equivalency of these 

descriptions with respect to a given real object. In the last aspect 

of equivalency of the mathematical descriptions we enter the 

theory of measurements and scaling [13,19].  
People’s preferences contain uncertainty of probabilistic nature 

due to the qualitative type of both the empirical expert 

information and human notions. A possible approach for solution 

of these problems is the stochastic programming [1, 15, 18]. The 

uncertainty of the subjective preferences could be considered as 

an additive noise that could be eliminated, as is typical in the 

stochastic approximation procedures. The main objective is the 

productive merger of the mathematical exactness with the 

empirical uncertainty in the human notions.  

We start by a brief introduction in the measurement theory. 

System with relations (SR) is called the set А in conjunction with 

a set of relations  Ri , iI, I=1,2,3,...,n defined over it and we 

denote it by (А, (Ri), iI). In this manner we introduce an 

algebraic structure in the set А.  Relation of congruency is called 

a relation of equivalency () (reflexive, symmetric and transitive 

relation) defined over the basic set А, if the property of 

substitution is satisfied, i.e. from the fulfillment of relations (x1, 

x2, x3, ....,xhi)Аhi and  (xjyj) for every  j=1, 2, 3 4,...,hi it follows 

that Ri(x1, x2, x3, ....,xhi)=Ri(y1, y2, y3, ....,yhi) for  i, iI . We say 

that the relation of equivalency (2) is coarser than the 

equivalency (1), if the inclusion (1)  (2) is satisfied. It is 

known that there always exists a coarsest relation (А) over the 

SR (А, (Ri ), iI ). This means that if two elements are in 

congruency (xАy), then they are undistinguishable with respect 

to the properties in the set А (the real object under investigation), 

described with the set of relations ((Ri ), iI ). If we factorize the 

set А by the coarsest congruency (А), then in the factor set А/А 

the congruency (А) is in fact equality (=). A SR (А, (Ri), iI), in 

which the congruency (А) is coarsest is called irreducible. In this 

case SR (А/А,(Ri ), iI ) is irreducible.  

A homomorphism is an image f, f: А→B between two systems 

with relations SR (А,(Ri ), iI) and SR (B, (Si ), iI) from the 

same type. The systems with relations SR (А,(Ri ), iI) and SR 

(B, (Si ), iI) are from the same type if for which  i, iI and (x1, 

x2, x3, ....,xhi) Ri
  is satisfied Ri(x1, x2, x3, ....,xhi)  Si (f(x1), f(x2),  

f(x3),  ...., f(x hi)). 

DEFINITION: We call k-dimensional scale every 

homomorphism from irreducible empirical system into a number 

system SR (А, (Qi), iI).  

The empirical system of relations SR (А, (Ri ), iI) is an object 

from the reality with the properties described by the relations ((Ri 

), iI), while the numbered system of relations SR (B, (Si ), iI) 

is a mathematical object which reflects the properties of the real 

object. For example the set B could be the k-ary Cartesian 

product of the set of the real numbers Rк. 

In the scale definition the correspondence f0: А→ Rк is not simply 

defined. In general sense, there exists entire class of scales 

converting the irreducible empirical system of relations SR (А, 

(Ri), iI) into the number system SR (Rк, (Si), iI). We denote 

this class of homomorphisms by (А, Rк). Every homomorphism 

of (А, Rк) is injective because the empirical system is 

irreducible and surjective with regard to f(A)).  

Let A0 be a subset of А. We denote by GА(A0) all injective 

inclusion (partial endomorphism) from SR (А0, (Ri ), iI) in SR 

(А, (Ri ), iI). If a scale f0(А, Rк) is given, then we can 

characterize the whole class of scales (А, Rк)  in the following 

way: ( А, Rк) =ₒ f0 / where  GR
к(f0(A)). In other words two 

scales are equivalent with precision up to a partial endomorphism 

GR
к(f0(A)). The elements of GR

к(f0(A)) are called admissible 

manipulations of the scale  f0 [19]. An example is the 

measurement of the temperature. If the scale f0(.) is the 

temperature in Celsius, then every partial endomorphism is an 

affine correspondence of the type (x)=аx+b, aR, bR and a>0. 

The temperature in Kelvin is determined by shifting the zero 

point by b, bR and by changing the magnitude by multiplying 

by a, a>0. 

From the definition of the measurement and scale it follows that 

there are infinitely many types of scales. In informal terms 

measurement is an operation in which a given state of the 

observed object is mapped to a given denotation. An example is 

the so-called nominal scale which is an expression of the 

equivalence of two phenomena only. Let X be the set of 

alternatives (XRm). Let x and y be two alternatives ((x,y)X2). 

For this weakest scale the following axioms are valid:  

1. ((xy  xy)≡1)  ((xy  xy)≡0)  xx;  

2. (xy  yx); 

3. ((xy  xz)   yz).  

Here () denotes equivalence and () is the opposite (non-

equivalence). The above three properties define the relation 

equivalence, which splits the set X into non overlapping subsets 

(classes of equivalence). In this scale only the Kronecker symbol 

may be used as a measure.  

When the observed phenomenon allows to distinguish the 

differences between states and to compare them by preference a 

stronger scale needs to be used – the ordering scale. The 

preference in the ordering scale is denoted by (xy).  In 

accordance with a long-standing tradition, xy is taken to 

represent “x is better than y”. In this scale together with the above 

three axioms two more are satisfied:  

4. (x  x) for  xX, ((x  y)    (y  x));  

5. (xy  y z)   x z.  
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If incomparable alternatives exist, then the scale is called partial 

ordering. Under these five axioms an analytical preferences 

representation by value function u(.) is searched for. A value 

function is a function u(.) for which it is fulfilled ((x, y)X2, xy) 

 (u(x)>u(y)) [11]. In this definition, in addition to axioms (4, 

5), weak connectedness is also assumed (x y)  ((yx)  (x 

y)). Depending on the type of the function – continuous, partially 

continuous or discrete – there exist different types of scales, 

measuring the above relations. A transformation with an arbitrary 

monotonous function leads to another ordinal scale (admissible 

manipulations , GB (f0(A)). When using those scales, apart 

from comparison by magnitude, we can search the minimum and 

maximum of the function as feasible mathematical operations. 

Under this scale it is impossible to talk about distance between 

the different alternatives.  

If together with the ordering of the alternatives, the distance 

between them can be evaluated, we can talk about interval scale. 

For these scales the distances between the alternatives have the 

meaning of real numbers. For these scales the central moments 

and the variance are sensible evaluations and have physical 

meaning, whereas the mathematical expectation depends on the 

origin of the scale and thus is unfeasible. The transition from one 

interval scale to another is achieved with affine transformation 

𝒙 = 𝒂𝒚 + 𝒃, (𝒙, 𝒚) ∈ 𝑿𝟐, 𝒂 > 𝟎, 𝒃 ∈ 𝑹.
 

Among these type of 

scales is also the measurement of the utility function by the so 

called “gambling approach”. We emphasize that the calculations 

are done with numbers related to the distances between the 

alternatives, and not with the numbers relating to the alternatives 

themselves. For instance, if we say that a body is twice as warm 

as another in Celsius, this will not be true if the measurements 

were done in Kelvin. 

A stronger scale is the ratio scale. This is an interval scale with 

fixed origin 𝒙 = 𝒂𝒚, (𝒙, 𝒚) ∈ 𝑿𝟐, 𝒂 > 𝟎.  For example the weight 

measurement is in the ration scale. For these scales in addition to 

the previous 5 axioms the following additivity axioms are 

satisfied: 

6. (x=y  z>0)  ((x+z)>y); 

7. x+y=y+x; 

8. (x=y  z=q)  ( x+z=y+q); 

9. q+(x+y)=(q+y)+x. 

The absolute scale is the most powerful. For it the zero and one 

are absolute and it is a one of a kind and unique scale.  

2.1. Value Function and Measurement Scale 

From practical point of view the empirical system of human 

preferences relations is a SR (X,(),()), where () can be 

considered as the relation “indifferent or equivalent”, and () is 

the relation “prefer”. We look for equivalency of the empirical 

system with the numbered system of relations SR (R-real 

numbers, (=), (>)). The “indifference” relation () is based on  

and is defined by ((xy)  xyxy). Let X be the set of 

alternatives (XRm). A Value function is a function (u*: X→R) 

for which it is fulfilled [11]: 

((x, y)X2,xy)(u*(x)>u*(y)).    

It is proved that for a finite set of alternatives and partial ordering 

(axioms 4, and 5) there always exists such a function with 

precision up to monotonous transformation [7]. In this manner we 

can move from the language of binary relations and preferences 

to the language of control criteria as objective value function. The 

assumption of existence of a value function u(.) leads to the 

“negatively transitive” and “asymmetric” relation (), “weak 

order”. A “strong order” is a “weak order” for which is fulfilled 

((xy)(xy  xy).  The existence of a “weak order” () 

over X leads to the existence of a “strong order” over X/ [7]. 

Consequently the assumption of existence of a value function u(.) 

leads to the existence of: asymmetry ((xy) ((xy)), axiom 4), 

transitivity ((xy)  (yz )  (xz), axiom 5) and transitivity of 

the “indifference” relation () (axiom 3). 

The ordering scale was defined via homomorphisms, monotone 

functions. But if we are looking for the equivalency between SR 

(X, (), ()) and SR (R-real numbers, (=), (>)) practically, the 

homomorphisms have to be not only monotonic but continuous as 

well. In this case the ordering in the real numbers R will be 

reflected in the empirical set X with the properties of the interval 

topology generated by the relation (>) in R. Then the term for 

convergence in the measurements coincides with the standard 

generally accepted term for convergence [19]. 

2.2. Utility Function and Measurement Scale 

According to the Utility theory let X be the set of alternatives and 

P is a set of probability distributions over X and XP. A utility 

function u(.) will be any function for which the following is 

fulfilled:  

( pq , (p,q)P2 )  (  u(.)dp   u(.)dq).    

To every decision choice and action corresponds a probability 

distribution of appearance of final alternatives (results). The 

notation  expresses the preferences of DM over P including 

those over X (XP). The interpretation is that the integral of the 

utility function u(.) is a measure concerning the comparison of 

the probability distributions p and q defined over X (figure 1). 

 

Fig.1. Probability distribution and utility function 

There are different systems of mathematical axioms that give 

satisfactory conditions of a utility function existence. The most 

famous of them is the system of Von Neumann and 

Morgenstern’s axioms [7]: 

 (A.1) The preferences relations  and () are transitive, i.e. 

the binary preference relation  is weak order; 

 (A.2) Archimedean Axiom: for all p,q,rP such that (pqr), 

there is an α,β(0,1) such that ((α p + (1-α)r)q) and (q(βp 

+ (1-β)r));  

 (A.3) Independence Axiom: for all p,q,rP and any α(0, 1], 

then (pq) if and only if ((α p + (1- α )r)  (α q + (1- α )r)). 

Axioms (A1) and (A3) cannot give solution. Axioms (A1), (A2) 

and (A3) give solution in the interval scale (precision up to an 

affine transformation): 

((pq)  (v(x)dpv(x)dq  v(x)= au(x)+b,  

   a, bR, a>0, x X)).  

It is known that the assumption of existence of a utility (value) 

function u(.) leads to the “negatively transitive” and 

“asymmetric” relation () and to transitivity of the relation (). So 

far we are in the preference scale, the ordering scale. The 

assumption of equivalence with precision up to affine 

transformation has not been included. In other words we have 

only a value function. For value, however, the mathematical 



 

expectation is unfeasible, but we underline that the mathematical 

expectation is included in the definition of the utility function. 

For this reason it is accepted that (XP) and that P is a convex 

set: ((q, p)P2(q+(1-)p)P, for ).  

Then utility u(.) is determined in the interval scale [7]:  

Proposition 1. If ((x  p(x)=1) pP) and (((q, p)P2)  

(p+(1-q)P, )) are realized, then the utility function 

u(.) is defined with precision up to an affine transformation: 

(u1(.)u2(.)) (u1(.)=au2(.)+b, a>0).   

Following from this proposition, the measurement of the 

preferences is in the interval scale. That is to say, this is a utility 

function. Now it is obvious why in practice the gambling 

approach is used to construct the utility function in the sense of 

von Neumann. The reason is that to be in the interval scale the set 

of the discrete probability distributions P have to be convex. The 

same holds true in respect of the set X. The utility function is 

evaluated by the “gambling approach”. This approach consists 

within the comparisons between lotteries. A "lottery" is called 

every discrete probability distribution over X. We denote as x, 

y, the simplest lottery:  is the probability of the appearance of 

the alternative x and (1-) - the probability of the alternative y. In 

the practice, the utility measurement is based on the comparisons 

between lotteries as is shown in figure 2 [11]. 

 

Fig.2. Gambling approach, comparisons of lotteries 

 The weak points of the gambling approach are the violations of 

the transitivity of the preferences and the so called “certainty 

effect” and “probability distortion” identified by the Nobel 

prizeman Kahneman and Tversky. The violations of the 

transitivity of the relation equivalence () also lead to 

declinations in the utility assessment. All these difficulties 

explain the DM behavior observed in the Allais Paradox [2]. 

Following the research of Kahneman and Tversky and the 

debates about the well known Allais paradox, extensions and 

further developments of von Neumann’s theory were sought [4], 

[10], [21]. Among these theories the rank dependent utility 

(RDU) and its derivative cumulative Prospect theory are currently 

the most popular. In the RDU the decision weight of an outcome 

is not just the probability associated with this outcome. It is a 

function of both the probability and the rank the alternative. 

Based on empirical researches several authors have argued that 

the probability weighting function has an inverse S-shaped form, 

which starts on concave and then becomes convex.  

3. Utility And Value Stochastic Approximation 
Evaluation 

Starting from the properties of the preference relation () and 

indifference relation (), we propose the next stochastic 

approximation procedure for evaluation of the utility function 

u(.). In correspondence with Proposition 1, it is assumed that (X 

 P), ((q,p)P2  (q + (1-)p)P , for ) and that 

utility function u(.) exists. We define two sets:  

Au*={(x,y,z)/(u*(x)+(1-u*(y))>u*(z)}, 

Bu*={(x,y,z)/(u*(x)+(1-u*(y))>u*(z)}, 

where u*(.) is DM’s empirical utility. The next proposition is in 

the foundation of the used stochastic approximation procedures 

[18]: 

Proposition 2. We denote Au={(x,y,z)/(u(x)+(1-

u(y))>u(z)}. If Au1=Au2, then u1(.)=au2(.)+b, a>0. 

The approximation of the utility function is constructed by 

recognition of the set Au [15], [18]. The proposed assessment is 

machine learning based on DM’s preferences. The machine 

learning is a probabilistic pattern recognition (Au*Bu*) and 

the utility evaluation is a stochastic programming pattern 

recognition with noise (uncertainty) elimination. Key element in 

this solution is Proposition 2.  

The evaluation procedure is presented as follows. The DM 

compares the "lottery" x,y, with the simple alternative z, zZ 

("better-, f(x,y,z,=(1)”, "worse-, f(x,y,z,=(-1)”, or 

"can’t answer or equivalent-  , f(x,y,z,=0”, f(. denotes the 

qualitative DM answer). This determines a learning point 

((x,y,z,), f(x,y,z,)). The following recurrent stochastic 

algorithm constructs the polynomial utility approximation: 
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In the formula are used the following notations (based on Au): 

t=(x,y,z,), i(t)=i(x,y,z,) =i(x)+(1-i(y)-i(z), where 
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with a pseudo random sequence. Practically the assessment 

process is the following. The expert (DM) relates intuitively the 

“learning point” (x,y,z,)) to the set Au* with probability 

D1(x,y,z,) or to the set Bu* with probability D2(x,y,z,). The 

probabilities D1(x,y,z,) and D2(x,y,z,) are mathematical 

expectation of f(.) over Au* and Bu* respectively, 

(D1(x,y,z,)=M(f/x,y,z,) if (M(f/x,y,z,>0), 

(D2(x,y,z,)=-M(f/ x,y,z,) if (M(f/x,y,z,<0).  

Let D'(x,y,z,) is the random value:  

D'(x,y,z,)=D1(x,y,z,) if (M(f/x,y,z,>0);  

D'(x,y,z,)=(-D2(x,y,z,)) if (M(f/x,y,z,<0);  

D'(x,y,z,)=0 if (M(f/x,y,z,=0).  

We approximate D'(x,y,z,) by a function of the type 

G(x,y,z,)=(g(x)+(-g(y)-g(z)), where 
i

ii xcxg )()(  . 

The coefficients ci
n take part in the polynomial approximation of 

G(x,y,z,): 
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The function Gn(x,y,z,) is positive over Au* and negative over 

Bu* depending on the degree of approximation of D'(x,y,z,). The 

function gn(x) is the approximation of the utility function u(.). In 

another notation the stochastic procedure has the following form: 
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We follow the evaluation approach described in the well known 

books [11], [20]. DM compares the "lottery" 

<x,y,>=(x+(y) with the separate elements (alternative) z, 

zX. This lottery is of the simplest possible type and is sufficient 

for the utility evaluation. The expressed preferences, the answers 

of DM and comparisons are of cardinal (qualitative) nature and 

contain the inherent DM’s uncertainty and errors. The stochastic 

convergence of the Potential function method (Kernel method) is 

analyzed in [1], [15], [18].  

The same approach is used for of value evaluation. The difference 

is only within the form of the sets Au* and Bu*. Let Au* and Bu* 

be the sets:  

Au*={(x,y)R2m/ (u*(x))>u*(y)}, 

Bu*={(x, y)R2m/ (u*(x))<u*(y)}.    

If there is a function F(x,y) of the form F(x,y)=f(x)-f(y), positive 

over Au* and negative over Bu*, then the function f(x) is a value 

function, equivalent to the empirical value function u*(.). Such 

approach permits the use of stochastic “pattern recognition” for 

solving the problem. In the deterministic case it is true that 

Au*Bu*=. In the probabilistic case it is true that Au*Bu*≠ 

and here have to be used the probabilistic pattern recognition [1, 

12, 18]. 

4. Value Driven Decision Making and Equilibrium 
Analysis in Edgeworth Economic:  
Edgeworth Box and Competitive Trade 

Competitive trade is a setting in which there are prices for two 

goods in question and many people who take these prices as 

given. Hence, the situation is as in the competitive market, except 

for the fact that we now consider two markets simultaneously. A 

useful tool for description the competitive trade is the Edgeworth 

Box. Essentially, it merges the indifference map between the 

parties in the trade by inverting one of the agents (individuals, 

consumers, markets and so on) diagram. Given two consumers O1 

and O2, two goods, and no production, all non-wasteful 

allocations can be drawn in the box shown in figure 3.  

 

Fig.3. Edgeworth Box, initial endowment and allocations 

Every point in the box represents a complete allocation of the two 

goods to the two consumers. Each of the two individuals 

maximizes his utility according to his preferences [11], [6]. The 

demand functions or the utility functions which represent 

consumers’ preferences are convex and continuous, because in 

accordance with the equilibrium theory the preferences in are 

continuous, monotone and convex as is shown in figure 4 [6]. 

 

Fig.4. Convex indifference curves 

Each consumer is characterized by an endowment vector, a 

consumption set, and regular and continuous preferences [6]. The 

two consumers are each endowed (born with) a certain quantity 

of goods. They have locally non-satiated preferences and initial 

endowments:  

(w1, w2) = ((w11, w21), (w12, w22)). 

In the box the vector ),( 21 www   is the total quantities of the 

two goods: 

2221212111 + = ,+  = wwwwww . 

An allocation x=(x1, x2) = ((x11, x21), (x12, x22)) represents the 

amounts of each good that are allocated to each consumer. A no 

wasteful allocation x=(x1, x2) is one for which is fulfilled: 

2221212111 + = ,+  = xxwxxw . 

In terms of aggregate amounts of the two agents, the total 

amounts needs to be equal to the total endowment of the two 

goods. The consumers take prices of the two goods p = (p1, p2) as 

given and maximize their utilities. The budget (income) set Bi(p) 

of each consumer is given by: 

,)2,1(},/{)(B 2   iRx iiii pwpxp where (pxi) and (pwi) mean 

scalar products. For every level of prices, consumers will face a 

different budget set. The locus of preferred allocations for every 

level of prices is the consumer’s offer curve. 

An allocation is said to be Pareto efficient, or Pareto optimal, if 

there is no other feasible allocation in the Edgworth economy for 

which both are at least as well off and one is strictly better off. 

The locus of points that are Pareto optimal given preferences and 

endowments is the Pareto set, noted as P in figure 5. The part of 

the Pareto set in which both consumers do at least as well as their 

initial endowments is the Contract curve shown in figure 5 and 

noted as N (kernel of market game). 

 We are interested in the equilibrium point(s) of the process of 

exchange where is fulfilled the Walrasian equilibrium [6]. 

Walrasian equilibrium is a price vector p and an allocation x such 

that, for every consumer the  prices (i.e. the terms of trade) are 

such that what one consumer (group of consumers) wants to buy 

is exactly equal to what the other consumer (group of consumers) 

wants to sell. In other words, consumers’ demands are compatible 

with each other. We note the locus of points that are in Walrasian 

equilibrium as W (two points in figure 5). 

 

Fig.5. Pareto set and contract curve 



 

In still other words, the quantity each consumer wants to buy at 

the given market prices is equal to what is available on the 

market. The following inclusion is true in the Edgworth economy 

[6]: 𝑃 ⊃ 𝑁 ⊃ 𝑊. In that sense a contract curve in the Edgeworth 

Box shows an exchange market in equilibrium and this is a 

particular representation of the Walrasian equilibrium theorem.  

We had evaluated the consumer’s preferences as value functions. 

In figure 6 are shown the indifference curves, calculations of the 

Pareto set P and the determination of the contract curve N.  

 

Fig.6. Real experiment-Pareto set and contract curve 

The indifference curves in figure 6 are determined based on 

values functions evaluated by direct comparisons of couples of 

allocations x=(x1, x2) = ((x11, x21), (x12, x22)). This is made through 

the discussed in the paper approach and algorithms for exact 

value function evaluation (Au*Bu*=) [18]. After that we made 

quadratic approximation of the constructed value function. The 

little divergence from the theoretical convex requirements is due 

to the finite number of learning points and to the uncertainty in 

the expressed consumer’s preferences. In the experiment for 

determination of the set Au* and Bu*we used a finite number of 

preferences expressed for couples of allocations (x=(x1, x2), 

y=(y1, y2)): 

Au*={(x,y)R2m/ (u*(x))>u*(y)}, 

Bu*={(x, y)R2m/ (u*(x))<u*(y)}.  

The indifference curves could be determined by utility function 

evaluation also. The discussed previously in the paper stochastic 

procedures could be used for this purpose. In this case the 

learning points have to be defined as lotteries with Edgworth box 

allocations and consumers preferences in reference to learning 

triples of allocations. The described methodology and procedures 

allow for the design of individually oriented information systems 

[9]. Our experience is that the human estimation contains 

uncertainty at the rate of [10, 30] %. Such systems allow for exact 

evaluation of the Pareto set P, a reasonable determination of the 

contract curve N and calculation of the Walrasian set W and may 

be autonomous or parts of larger decision support system [5, 6, 

9]. The demands functions could be evaluated by direct 

comparisons or by the gambling approach. In that manner the 

incomplete information is compensated with the participation of 

qualitative human estimations. 

In that manner we can state and solve the market-clearing 

equilibrium in principle and we can determine the contract curve 

and the Walrasian set in the Edgeworth box. The set of the 

Walrasian equilibriums W and the appropriate prices p = (p1, p2) 

are calculated based on the determined demand utility (value) 

functions and this is a meaningful prognosis of the market 

equilibrium. In that way can be forecast the competitive market 

equilibrium allocations x=(x1, x2) = ((x11, x21), (x12, x22)) and the 

appropriate prices p = (p1, p2). The contract curves are specified 

on the individual consumers’ preferences and show that there are 

possibilities to be made mutually advantageous trades. This 

means that one could unilaterally negotiate a better arrangement 

for everyone. 

5. Utility Evaluation of The Best Growth Rate and 
Control Design 

The complexity of the biotechnological systems and their 

singularities make them difficult objects for control. They are 

difficult to control because it is difficult to determine their 

optimal technological parameters [14], [17]. These parameters 

can depend on very complicated technological, ecological or 

economical market factors. Because of this in practice expert 

estimates are used. From outside the estimates are expressed by 

qualitative preferences of the technologist. The preferences 

themselves are in rank scale and bring the internal 

indetermination, the uncertainty of the qualitative expression. Our 

experience is that the human estimation of the process parameters 

of a cultivation process contains uncertainty at the rate of [10, 30] 

%. Because of this reason mathematical methods and models 

from the Utility theory and stochastic programming could be used 

in biotechnology. These stochastic methods, because of their 

essence, eliminate the uncertainty and could neutralize the wrong 

answers if one uses the gambling evaluation approach. Thus we 

achieve analytical math description of the complex system 

“Technologist-biotechnological process“. 

The approach used in the paper permits exact mathematical 

evaluation of the optimal specific growth rate of the fed-batch 

cultivation process according to the DM point of view. Let Z be 

the set of alternatives (Z={specific growth rates of the 

biotechnological process-}, Z≡[0, 0.6]) and P be a convex 

subset of discrete probability distributions over Z. The expert 

“preference” relation over P is expressed through  and this is 

also true for those over Z (Z  P). The utility growth-rate 

function U(.) is stochastically approximated by a polynomial 

[18].  
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This polynomial representation permits analytical determination 

of the derivative of the utility function and easy implementation 

in the optimal control theory [16]-[18]. Following the approach 

we are looking for pattern recognition of the sets of positive 

preferences Au* and negative preferences Bu*: 

 Au* = (x,y,z, u*(x)+(u*(y))u*(z), 

Bu* = (x,y,z, u*(x)+(u*(y))<u*(z). 

The star in the notations means an empirical estimate of the 

utility of the technologist. The utility function U(µ) itself is built 

as a recurrent procedure for the recognition of the set Au*. The 

DM compares “lotteries” (x+(y, x,yZ, [0,1]) with 

simple alternatives zZ and the answer is determined from him 

(“ better”, “worse” or “indifference, equivalency or impossibility 

for explicit delimitation”). The Biotechnologist (DM) determines 

his answer (for every comparison):  f(x,y,z, =1 for (,  

f(x,y,z,=-1 for () and f(x,y,z,=0 for (. The function 

f(x,y,z, is a probability function, subjective characteristic of the 

DM depicturing intuition and empirical knowledge and also 

including subjective and probability uncertainty of the answers. 

In the recurrent  procedure “the training point“ (x,y,z,, f(x,y,z,) 

is treated as point from the set Au with probability D1(x,y,z,) or a 

point from  Bu with probability  D2(x,y,z,)). We suppose that 

(x,y,z, are given by probability distribution F(x,y,z,. In fact 

this is a pseudo-random Lp  sequence of Sobol. Then 

probabilities D1(x,y,z,) and D2(x,y,z,) are the conditional 

mathematical expectations of f(.) over the sets Au and Bu , 
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respectively. With D'(x,y,z,) we denote the conditional random 

value: 

                                     =  D1(x,y,z,), when M(f/x,y,z,>0, 

                   D'(x,y,z,) = -D2(x,y,z,), when M(f/x,y,z,<0, 

                                     =  0,                  when M(f/x,y,z,=0. 

The measurable function D'(x,y,z,) is approximated by function 

of the type G(x,y,z,)=(g(x)+(g(y)-g(z)). The function g(x) 

is an approximation of the utility U(.). The coefficients ci
n take 

part in: 
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The function Gn(x,y,z,) is positive over Au and negative over Bu 

depending on the degree of approximation of D'(x,y,z,). In fact 

total recognition is impossible, because of the wrong preferences 

of the technologist caused by the uncertainty within his 

preferences (Au*Bu*). The process of the recognition of the 

sets Au* и Bu* is shown on the figure (7). The polynomial 

approximation of the DM utility U() is the smooth line in figure 

(7). The maximum of the utility function determines the „best” 

growth rate of the fed-batch process after the technologist. A 

session with 128 questions learning points (x,y,z,, f(x,y,z,) 

takes no more than 45 minutes.  

The Value based control design is determined by the solution of 

the next optimal control problem: max(U()), where the variable 

 is the specific growth rate, ([0, max], D[0, Dmax]). 

 

Fig.7. Growth rate utility 

 

Fig.8. Stabilization of the fed-batch process 

Here U() is an aggregation objective function (the utility 

function) and D is the control input (the dilution rate):  
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The differential equation describes a continuous biotechnological 

process. The Monod-Wang model permits exact linearization to 

Brunovsky normal form following the procedures in papers [16], 

[17]. The optimal solution is determined with the use of the 

equivalent Brunovsky normal form of the differential equation 

above: 

.3

32

21

WY

YY

YY













 
In the formula, W denotes the control input of the Brunovsky 

model. The two differential equations above are equivalent as 

objects for control. The vector (Y1, Y2, Y3) is the new state 

vector: 
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The derivative of the function Y3 determines the interconnection 

between W and D, the inputs of the equivalent models. The 

control design is a design based on the Brunovsky normal form 

and the application of the Pontrjagin’s maximum principle step 

by step for sufficiently small time periods T. The optimal control 

law has the analytical form [16], [17]: 
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The sum is the derivative of the utility function. It is clear that the 

optimal “time-minimization” control is determined from the sign 

of the utility function derivative. The control input is D=Dmax or 

D = 0. The solution is in fact a “time-minimization” control (if 

the time period Tint is sufficiently small). The control brings the 

system back to the set point for minimal time in any case of 

specific growth rate deviations. 

The control law of the fed-batch process has the same form 

because D(t) is replaced with F(t)/V(t) in Monod-Wang model 

[16], [17]: 
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Thus, the feeding rate F(t) takes F(t)=Fmax or F(t)=0, depending 

on D(t) which takes D=Dmax or D=0. We conclude that the 

control law brings the system to the set point (optimal growth 

rate) with time minimization control, starting from any deviation 

of the specific growth rate as is shown in figure 8. We use this 

control law as a main part in a more complex chattering control 

law for stabilization of the system in the “best” growth rate [14], 

[16]-[18]. The deviation of the fed-batch process with this 

chattering control is shown on figure (8). After the stabilization 

of the system in equivalent sliding mode control position the 

system can be maintained around the optimal parameters with 

sliding mode control.  



 

6. Conclusions 

Human values (utilities) are integral part of the decision making 

process of the individual. They are the internal motivation for 

determining the main objective in the goal-oriented systems. 

Unfortunately, in most scientific investigations and 

developments, the subjective values and probabilistic 

expectations are not explicitly related and directly oriented 

towards the considered problem. In this aspect, especially 

important is the task of connecting the two contradicting 

tendencies: the requirement of ordinal information from 

mathematical and computational point of view and the cardinal 

nature of the empirical knowledge. 

One of the possible scientific approaches in regards to these 

problems is that of multiattribute utility. In this manner in 

difficult for formalization and even verbally expressed weakly 

structurized problems and complex events we introduce the strict 

analytical approach, as analysis and analytically based synthesis, 

which allows for logically sound and mathematically precise 

decision formation. We achieve analytic model description of 

complex process with human participation. Such models ensure 

exact mathematical descriptions of problems in various areas for 

which the quantitative modeling is difficult: economics, 

biotechnology, ecology, and so on. These models guarantee that 

the powerful optimal control theory could be applied for exact 

mathematical solutions in such complex areas.  

By the Edgworth box and the growth rate control examples we 

saw that the utility approach permits exact mathematical 

evaluation according to the consumers’ point of view even 

though the human thinking is qualitative and pierced by 

uncertainty. Measurement, Expected utility theory and stochastic 

programming are some of the approaches for attainment of these 

purposes. These examples show that the presented methodology 

and mathematical procedures allow for the design of individually 

oriented decision support systems. Such systems may be 

autonomous or parts of larger intelligent information or decision 

support systems and can permit reasonable optimal solutions and 

prognoses. 
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Fruits’ Images 
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Abstract: In this paper, we have proposed statistical methods for detecting and classifying fungal disease. The classification is done based 

on disease severity levels. In this work, we have considered fungal disease symptoms affected on fruits like mango, pomegranate and grape. 

In this study, images of fruits affected by different fungal symptoms are collected and categorized based on disease severity as partially 

affected, moderately affected, severely affected and normal. Statistical features using block wise, Gray Level Co-occurrence Matrix 

(GLCM), Gray Level Run-length Matrix (GLRM) are extracted from these images. The Nearest Neighbor classifier using Euclidean 

distance is used to classify images as partially affected, moderately affected, severely affected and normal. The average classification 

accuracies are 91.37% and 86.715% using GLCM and GLRM features. The average classification accuracy has increased to 94.085% using 

block wise features. 

Keywords: Fungal disease, Disease severity, Fruits, Statistical features, Euclidean distance, Nearest Neighbor. 

 

1. Introduction 

Fruit industry is a major industry which contributes 20% of the 

nation’s growth. Increase in the production and productivity is 

largely due to the adoption of improved technologies, which 

include quality planting material, balanced nutrients and timely 

protection against major insect-pests and diseases. India is the 

second largest producer of fruits with a production of 44.04 million 

tonnes from an area of 3.72 million hectares. This accounts 10% 

of the world fruit production. A large variety of fruits are grown in 

India of which apple, citrus, banana, grape, mango, guava, are the 

major ones. Also, India is a large low cost producer of fruit, and 

horticulture has huge export potential. 

In spite of the fact that India is blessed with a wide range of soil 

and climatic conditions for growing large number of horticultural 

crops, there are still several constraints which adversely affect 

development of a sound horticulture industry. Due to improper 

cultivation of fruits, lack of maintenance and manual inspection 

there has been a decrease in production of good quality of fruits. 

Farmers are finding difficulty, especially in finding the fruits 

affected by diseases which results in huge loss of revenue to the 

farmers and the nation. Non adoption of adequate and timely 

control measures against pests and diseases also cause major fruit 

losses. In the absence of comprehensive knowledge, disputes over 

costs, benefits, and the potential for harm of chemical pesticides 

easily become polarized [31]. Farmers are also concerned about the 

huge costs involved in these activities and severe loss. The cost 

intensity, automatic correct identification of diseases based on 

their particular symptoms is very useful to farmers and also 

agriculture scientists. Detection of diseases is a major challenge in 

horticulture / agriculture science. Development of proper 

methodology, certainly of use in these areas.  One of the main 

concerns of scientists is the automatic disease diagnosis and 

control [15].  

Computer vision systems developed for agricultural applications, 

namely detection of weeds, sorting of fruits in fruit processing, 

classification of grains, recognition of food products in food 

processing, medicinal plant recognition etc. In all these techniques, 

digital images are acquired in a given domain using digital camera 

and image processing techniques are applied on these images to 

extract useful features that are necessary for further analysis. To 

know the state-of-the-art in automation of the task/activities in 

horticulture field and automatic detection of fruit disease using 

computer vision techniques, a survey is made. The gist of a survey 

which carried out is given as follows. 

(Jagadeesh D.Pujari et al; 2013) proposed grading and 

classification of anthracnose fungal disease in mangoes. Different 

types of segmentation techniques were used to separate and grade 

percentage of affected areas. GLRM was used to extract texture 

features and further classified fungal affected mango images from 

normal using Artificial Neural Network (ANN) classifier. 

(Sudheer reddy bandi et al; 2013) proposed machine vision and 

image processing techniques in sleuthing the disease mark in citrus 

leaves. Citrus leaves were investigated using texture analysis based 

on the Color Co-occurrence Matrix (CCM) and classified using 

various classifiers. (Shiv Ram Dubey et al; 2012) proposed image 

processing based approach to evaluate diseases of apple. Local 

binary features were extracted from the segmented image, and 

finally images were classified using a multi-class Support Vector 

Machine (SVM).  (Patil et al; 2012) describes the method for 

extraction of color & texture features of diseased leaves of maize.  

The textures features like correlation, energy, inertia and 

homogeneity were obtained by computing GLCM. (Jayamala K. 

Patil and Raj Kumar, 2011) have provided advances in various 

methods used to study plant diseases/traits using image processing. 

The methods studied were for increasing throughput and reducing 

subjectiveness arising from human experts in detecting the plant 

diseases. (D. Moshou et al; 2011) developed a prototype system 
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for detection of plant diseases in arable crops automatically at an 

early stage of fungal disease development and during field 

operations. Hyperspectral reflectance and multi-spectral imaging 

techniques were developed for simultaneous acquisition of images. 

An intelligent multi-sensor fusion decision system based on neural 

networks was developed to predict the presence of diseases. A 

robust multi-sensor platform integrating optical sensing, 

Geostationary Positioning System (GPS) and a data processing 

unit was constructed and calibrated.  (D.S.Guru et al., 2011) have 

presented a novel algorithm for extracting lesion area and 

application of neural network to classify tobacco seedling diseases. 

First order statistical texture features were extracted from lesion 

area and Probabilistic Neural Network (PNN) is employed to 

classify anthracnose and frog-eye spots present on tobacco 

seedling leaves. (H. Al-Hiary et al., 2011) have evaluated a 

software solution for automatic detection and classification of 

plant leaf diseases. The affected area was segmented and texture 

analysis was done using CCM. Neural network classifier was used 

to classify various plant diseases. (Di Cui et al; 2010) reports 

research outcomes from developing image processing methods for 

quantitatively detecting soybean rust severity from multi-spectral 

images. To achieve automatic rust detection, an alternative method 

of analyzing the centroid of leaf color distribution in the polar 

coordinate system was investigated. Leaf images with various 

levels of rust severity were collected and analyzed. (Qing Yao et 

al., 2009) presented an application of image processing techniques 

and SVM for detecting rice diseases using shape and texture 

features. (Dae Gwan Kim et al; 2009) investigated the potential of 

using color texture features for detecting citrus peel diseases. 

Classification models were constructed using the reduced texture 

feature sets through a discriminant function based on a measure of 

the generalized squared distance. (Geng Ying et al., 2008) have 

provided various methods of image preprocessing techniques for 

recognition of crop diseases. (Di Cui et al; 2008) proposed a 

method to detect the infection and severity of of soybean rust. The 

test performed using multispectral image sensor could 

quantitatively detect soybean rust compared to laboratory-scale 

research. (Kuo-Yi Huang, 2007) have presented an application of 

neural network and image processing techniques for detecting and 

classifying phalaenopsis seedling diseases. The texture features 

using GLCM and color features were used in the classification 

procedure. A Back Propagation Neural Network (BPNN) classifier 

was employed to classify phalaenopsis seedlings diseases. 

(Alexander A. doudkin et al., 2007) have proposed a neural 

network clusterization algorithm for segmentation of the color 

images of crop field infected by diseases that change usual color 

of agricultural plants. (Pydipati et al., 2006) have used a computer 

vision and image processing techniques in the early detection and 

classification of diseased citrus leaves from normal citrus leaves. 

The color texture features using CCM was used as input to various 

classifiers. (Hamid Muhammed and Hammed, 2005) work was 

concerned with characterizing and estimating fungal disease 

severity in a spring wheat crop. This goal can be accomplished by 

using a reference data set consisting of hyperspectral crop 

reflectance data vectors and the corresponding disease severity 

field assessments.  (Marc Lefebvre et al., 1993) have presented the 

problem in automatzing pulp sampling of potatoes such as their 

shape, color or texture in order to detect viral diseases. The sprouts, 

where the viral activity is maximum, were then detected by an 

active vision process operating on multiple views. 

Most of the published work has mainly focused on generic diseases 

affected on single crop/fruit type. Most fruits diseases are caused 

by bacteria, fungi, virus, etc of which fungi are responsible for a 

large number of diseases in fruits. Fruits get affected are common 

and not much work is cited on fruits like mango, pomegranate and 

grape affected by fungal disease. Although several image 

processing approaches have been presented, no attempts are made 

for quantitatively detecting fungal affected fruits and classifying 

based on disease severity levels. In this paper, we have developed 

a methodology for recognition of fungal disease severity and 

determine whether fruit is partially affected, moderately affected, 

severely affected or normal. The samples of fungal affected images 

are shown in (Figure.1 & 2). 

 

Figure 1. Images showing the visual symptoms cause by fungal disease 

 

Figure 2. Images corresponding to different fungal disease severity 

levels: normal (A); partially affected (B); moderately affected(C); 

severely affected (D). 

The paper is organized into four sections. Section.2 gives proposed 

methodology. Section.3 describes results and discussion. Section.4 

gives conclusion of the work. 

2. Proposed Methodology 

 In the present work, tasks like image acquisition, preprocessing, 

feature extraction, classification are carried out. The classification 

tree is given in (Figure.3). The detailed block diagram of   adopted 

methodology is shown in (Figure.4). 

Figure 3. Classification tree 
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Figure 4. Block diagram of proposed methodology 

2.1. Image Set 

The set of 929 image samples of fruits affected by fungal disease 

symptoms are considered for the work. Fruits like mango (Mauls 

domestic), pomegranate (Punic granite) and grape (Vitas 

viniferous) are considered for the study. The chosen fungal disease 

symptoms affected on each fruit type are i)anthracnose, powdery 

mildew affected on mango, ii) anthracnose affected on 

pomegranate, iii) anthracnose, powdery mildew, downey mildew 

affected on grape. In this work, we have considered image samples 

of fungal disease affected on different parts of the plant like stem, 

leaf and fruit. These fungal affected image samples are further 

categorized into 246 partially affected, 168 moderately affected, 

215 severely affected and 300 normal, which are considered for 

classification purpose. The scientific classification of fungal 

symptom affected on each fruit type along with affected part is 

shown in (Table.1). 

2.2. Preprocessing 

The single fungal affected fruit image is captured by analog 

camera. Then preprocessing steps applied over image. The 

preprocessing of image includes shade correction, removing 

artifacts, formatting, binarization and edge detection. Formatting 

deals with storage representation and setting the attributes of the 

image. This formatted image is used as input to the binarization 

and edge detection process.  The preprocessing is done at two 

phases. In the first phase, input image is preprocessed for 

binarization and noise removal is done using median filtering. The 

filtered image is resized to a constant resolution of size 30x30. 

Further, the image is thinned and bounding box is generated. In the 

second phase, input image is preprocessed for edge detection using 

canny edge detector. An edge-detection filter imfilter is used to 

improve the appearance of blurred or anti-aliased images. The 

output of this phase is edge detected image. The preprocessed 

image of an input image sample for phase one and two is shown in 

(Figure.5). The preprocessing procedure is given in (Algorithm.1 

& 2). 

 

Figure 5. Preprocessed image: Input image (A); binary image (B); edge 

detected image(C) 

Algorithm 1: Image acquisition and preprocessing 

Input: Original 24-bit Color Image 

Output: Binary image 

Start 

Step 1: Capture the image of fungal affected fruit using analog 

camera and save it in personal computer. 

Step 2: Read input image from specified location. 

Step 3: Apply shade correction on input image. 

Step 4: Improve the quality of image by removing artifacts.   

Step 5: Convert the input image into black and white image 

Step 6: Filter the binary image using median filtering  

Step 7: Resize the image to 30*30 

Step 6: Generate thinned image 

Step 7: Crop thinned image 

Stop. 

 

Algorithm 2: Image acquisition and preprocessing  

Input: Original 24-bit Color Image 

Output: Edge detected image 

Start 

Step 1: Capture the image of fungal affected fruit using analog 

camera and save it in personal computer. 

Step 2:  Read input image from specified location. 

Step 3: Apply shade correction on input image. 

Step 4: Improve the quality of image by removing artifacts. 

Step 5: Apply canny edge detector over input image. 

Step 6: Filter the edge detected image using imfilter function. 

Stop. 

Table 1. Scientific classification of fungal symptoms affected on each fruit type 

Fungal Symptom Causal organism Family Order Class Subdivision Affected part 

Mango Anthracnose Glomerella cingulata Glomerellaceae Incertaesedis Sordariomycetes Sordariomycetidae stem, leaf, fruit 

Mango Powdery mildew Oidium mangiferae Erysiphaceae Erysiphales Leotiomycetes Leotiomycetidae stem, leaf, fruit 

Pomegranate Anthracnose Glomerella cingulata Glomerellaceae Melanconiales Sordariomycetes Pezizomycotina stem, leaf, fruit 

Grape  Anthracnose Elsinoë ampelina Elsinoaceae Incertaesedis Dothideomycetes Dothideomycetidae stem, leaf, fruit 

Grape  Downey mildew Plasmopara viticola Peronosporaceae Pleosporales Oomycota  Mastigomycotina stem, leaf, fruit 

Grape powdery mildew Uncinula necator Erysiphaceae Erysiphales Leotiomycetes Ascomycota stem, leaf, fruit 

 

http://en.wikipedia.org/w/index.php?title=Glomerellaceae&action=edit&redlink=1
http://en.wikipedia.org/wiki/Sordariomycetes
http://en.wikipedia.org/wiki/Leotiomycetes
http://en.wikipedia.org/wiki/Leotiomycetidae
http://en.wikipedia.org/w/index.php?title=Glomerellaceae&action=edit&redlink=1
http://en.wikipedia.org/wiki/Sordariomycetes
http://en.wikipedia.org/wiki/Pezizomycotina
http://en.wikipedia.org/wiki/Elsinoaceae
http://en.wikipedia.org/wiki/Dothideomycetes
http://en.wikipedia.org/wiki/Dothideomycetidae
http://en.wikipedia.org/wiki/Peronosporaceae
http://en.wikipedia.org/wiki/Oomycota
http://en.wikipedia.org/wiki/Erysiphaceae
http://en.wikipedia.org/wiki/Erysiphales
http://en.wikipedia.org/wiki/Leotiomycetes
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2.3. Feature Extraction 

Features are the descriptors which specifies the different properties 

of an image for example color, size, shape, intensity, texture etc. 

Feature extraction is the processing of getting the statistical values 

from the image by some sort of calculations. In this work, we have 

used statistical based feature extraction methods for detection of 

fungal affected fruit. 

Texture is an important characteristic of many natural surfaces and 

naturally occurring patterns. There are two widely used approaches 

to describe the texture of a region, namely statistical and structural. 

The statistical approaches considers that the intensities are 

generated by a two dimensional random field. The methods used 

are based on spatial frequencies and yield characterization of 

textures as smooth, coarse and grainy. Second order statistical 

texture features like GLCM and GLRM are used to carry out 

texture analysis. These methods are compared with first order 

block wise feature extraction method. First order statistics can be 

used as the most basic texture feature extraction methods, which 

are based on the probability of pixel intensity values occurring in 

digital images. The preprocessed image is given as input to block 

wise, GLCM, GLRM feature extraction methods. 

2.3.1. Block wise feature extraction 

The preprocessed image generated using Algorithm.1 is divided 

into various blocks each of size 5*5 as shown in (Figure.6). Then 

features are extracted from each row and column. The features are 

stored into a feature vector F. Totally 36 features are stored in 

feature vector F. The feature vector F is described in (Equation.1).  

 

Figure 6.Image blocks 

F = [fi];   1 36i    (1) 

Where, fi is feature vector of ith block. 

The block wise feature values of all blocks extracted from each 

row and column is shown in (Figure.7) for preprocessed image 

shown in (Figure.5 (B)).The block wise feature extraction 

procedure is given in (Algorithm.3). 

 

Figure 7.Row-column wise features for all blocks 

F= [3 0 0 0 4 5 5 5 0 1 0 6 0 2 7 0 0 6 5 0 3 2 0 3 7 1 2 5 0 5 4 0 5 

0 0 5] 

 

Algorithm.3 : Block wise Feature Extraction 

Input: Preprocessed Image (Output of Algorithm.1) 

Output: Feature vector. 

Start 

Step 1: Divide the image into 5*5 blocks and find the number of 

pixels representing image in each block 

Step 2: Find the size of image and store in variables, row and 

column 

Step 3: Divide the value of row by 6  

Step 4: Divide the value of column by 6 

Step 5: Trace the row and column, start and end respectively for 

each block 

Step 6: Extract the pixels in each block 

Step 7: Count the number of each pixel and store into feature 

vector 

Stop. 

2.3.2. Gray Level Co-occurrence Matrix 

The GLCM method of texture description is based on the repeated 

occurrence of some gray-level configuration in the texture. It was 

proposed by Haralick [33]. Haralick features calculation is done in 

two phases, i)Calculation of the Co-occurrence Matrices, 

ii)Calculation of the features based on the Co-occurrence Matrix. 

The textural features are evaluated using (Equations.2 to 10). The 

Co-occurrence Matrix is computed using (Algorithm.4). The 

textural feature extraction procedure is given in (Algorithm.5). 
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Where xμ , yμ , xσ , yσ  are means and standard deviations 

defined by (Equations.11 to 14). 

μ x P(x,y)x x y
      (11) 
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Algorithm. 4: Calculation of Co-occurrence Matrix Pf, d(x, y) 

from the image f(x, y). 

Input: Input gray level image f(x, y) (matrix of size M*N) 

Output: Co-occurrence Matrix Pf, d(x, y) for d=1 in the direction f. 

Start 

Step 1: Assign Pf, d(x, y) =0 for all x, y Є [0, L], where L is the 

maximum gray level. 

Step 2: For all pixels(x1, y1) in the image, determine (x2, y2), 

which is at distance d in direction f and perform Pf, d [f(x1, y1), 

f(x2, y2)] = Pf, d [f(x1, y1), f(x2, y2)] + 1 

Stop. 

 

Algorithm. 5: GLCM Textural Feature Extraction 

Input: Preprocessed image (Output of Algorithm.2) 

Output: Textural features 

Start 

Step 1: Derive the Gray Level Co-occurrence Matrices (GLCM) 

Pφ, d (x, y) for four different values of direction φ (00, 450,900 and 

1350) and d=1 which are dependent on direction φ. 

Step 2: Compute the Co-occurrence Matrix, which is independent 

of direction using Algorithm.4. 

Step 3: GLCM features are calculated using Equations.(2) thru 

(10). 

Stop. 

We have found that only three features contribute as discriminating 

features as this is essential for better recognition and classification. 

Hence we have considered only variance, sum mean, and contrast 

as significant features. The reduced three GLCM texture features 

are shown in (Figure.8). 

 

Figure 8.Texture features 

2.3.3. Gray Level Run-length Matrix (GLRM) 

Gray Level Run-length Matrix uses the basic idea of Run-length 

statistics for extracting such information from gray level runs of an 

image. Consecutive pixels of the same gray value or level, in a 

given direction, constitute a run. The number of runs of different 

lengths and gray values form a two dimensional matrix called Run-

length matrix. An element of a RM, Q(x, y) represents the number 

of x gray values y is the considered Run-length [1].The feature 

extraction is done in two phases, i)Development of Run-length 

Matrix, ii)Calculation of features based on the Run-length Matrix. 

We have obtained from the Run-length matrix seven different 

texture features like Short Run Emphasis (SRE), Long Run 

Emphasis (LRE),  Run Length Non-uniformity (RLN), Gray Level 

Non-uniformity (GLN), High Gray level Run-length Emphasis 

(HGRE), Low Gray level Run-length Emphasis (LGRE) and Run 

Percentage (RP). These features are obtained using (Equations.15 

to 21). The Run-length Matrix is computed using (Algorithm.6). 

The textural feature extraction procedure is given in (Algorithm.7). 
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Algorithm 6: Development of Run-length Matrix Qφ (x, y) 

from the Image f(x, y). 

Input: Gray level image f(x, y) of size M*N 

Output: Run-length matrix Qφ(x, y) in the direction φ. 

Start 

Step 1: Assign Qφ(x, y) =0 for all x, y ε [0, L], L is the maximum 

gray level. 

Step 2: Find the matrix Qφ(x, y), for a given angle φ. The entry 

Q(x, y) is the (x, y)th entry in the  Run-length matrix, where 

‘x’ is the gray level and ‘y’ is the Run-length. 

Stop. 

 

Algorithm 7: GLRM Texture Feature Extraction 

Input: Preprocessed image (Output of Algorithm.2) 

Output: Textural features 

Start 

Step 1: Derive the Run-length Matrices Qφ(x, y) for four different 

directions φ (00, 450, 900 and  1350). 

Step 2: Compute the Run-length matrix, independent of direction 

using the equations (15) thru (21) 

Step 3: Run-length matrix features are calculated using 

Equations.(15) thru (21). 

Stop. 

We have found that only two features contribute as discriminating 

features as this is essential for better recognition and classification. 

Hence we have considered only Run Length Non-uniformity 

(RLN), Gray Level Non-uniformity (GLN) as significant features. 

The reduced two GLRM texture features are shown in (Figure.9). 
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Figure 9.Texture features 

2.4. Classifier 

We have used a Nearest Neighbor classifier for classification 

purpose. This is amongst the simplest of all classification 

algorithms in supervised learning. This is a method of classifying 

patterns based on the class label of the closest training patterns in 

the feature space. There is no training time required for this 

classifier. Every time a test pattern is to be classified, it has to be 

compared with all the training patterns, to find the closest pattern. 

The classification is done according to some similarity of the test 

pattern to the training patterns. To determine this 

similarity/dissimilarity, proximity measures are used. The distance 

between two patterns is used as a proximity measure. The 

Euclidean distance is the most popular distance measure. This is 

because Euclidean distance is easy for human comprehension, 

rotation and translation invariant. 

The training phase constitutes calculation of statistical features 

extracted from fungal affected fruit image samples. The extracted 

features are stored into database. The classifier is tested on the test 

images for each class. The classifier is based on the Euclidean 

distance from the feature vector representing the test image and 

every record in feature database using (Equation.22). The classifier 

used the Nearest Neighbor principle. 

 

 
2

Distance( , )Test Train DTest TrainD    (22) 

The test image is classified as belonging to a particular class to 

which its Euclidean distance is minimum among the calculated 

distances. 

3. Results and Discussion 

All the algorithms used in this work are implemented using 

MATLAB 7.0. The image samples are divided into two halves and 

one half is used for training and other is for testing. The percentage 

accuracy is defined as the ratio of correctly recognized image 

samples to the total number of test image samples. The Percentage 

accuracy is given by (Equation.23). 

 
Percentage accuracy (%) =

Correctly Recognized Image  Samples
*100.

Total Number of Test Image  Samples
 (23) 

The individual average classification accuracy based on disease 

severity levels is shown in (Figure.10). The highest recognition and 

classification accuracy of 98.76% is observed with severely 

affected and the lowest of 88.32% is observed with normal using 

block wise feature extraction. The highest recognition and 

classification accuracy of 95% is observed with severely affected 

and the lowest of 85% is observed with normal using GLCM 

feature extraction. The highest recognition and classification 

accuracy of 92% is observed with severely affected and the lowest 

of 81.33% is observed with normal using GLRM feature 

extraction. 

 

Figure 10. Classification accuracy based on disease severity levels 

The average classification accuracies using feature extraction 

methods block wise, GLCM, GLRM are 94.085%, 91.37% and 

86.715% for fungal affected fruits’ image samples is shown in 

(Figure.11). 

 

Figure 11. Average classification accuracy for each feature type 

The image samples are selected randomly for training and testing. 

For each training and testing, experimentation is performed 10 

times (trials) and classification is calculated for each time. The 

minimum classification, maximum classification and average 

classification accuracy obtained across 10 trials is shown in 

(Figure.12). 

 

Figure 12. Classification results using statistical features 

The GLCM and GLRM computes properties of the image related 

to second-order statistics which considers the relationship among 

pixels or groups of pixels, whereas, fungal affected areas have no 

spatial relationship among pixels and hence block wise features 

related to first order statistics will give better results than GLCM 

and GLRM. 

4. Conclusion 

We have developed statistical methodologies for detection of 

fruits’ image samples affected by fungal disease based on disease 

severity levels. The evaluation of statistical features like block 

wise, GLCM and GLRM is done. The classification is performed 

using nearest neighbor with Euclidean distance. The work finds 
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application in automatic recognition and classification of disease 

affected on fruits by the service robots in the real world. 

For future study, further different neural network architectures, 

SVM, fuzzy based classifiers can be used for classification. We can 

extend this work to classify fungal disease symptoms affected on 

commercial crops, cereals, vegetables .The work can also be 

extended to identify various diseases like viral, bacterial affected 

on agriculture/horticulture produce. 
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