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Abstract: In many countries, high-tech manufacturers concentrate in industry parks. Survey results suggest that 92% of interruption at 

industrial facilities is voltage sag related. An inrush mitigation technique is proposed and implemented in a synchronous reference frame 

sag compensator controller. The voltage sag compensator consists of a three phase voltage source inverter and a coupling transformer for 

serial connection. It is the most cost effective solution against voltage sags. When voltage sag happen, the transformers, which are often 

installed in front of critical loads for electrical isolation, are exposed to the disfigured voltages and a DC offset will occur in its flux linkage. 

When the compensator restores the load voltage, the flux linkage will be driven to the level of magnetic saturation and severe inrush current 

occurs. The compensator is likely to be interrupted because of its own over current protection. This paper proposes an inrush current 

mitigation technique together with a state-feedback controller for the Voltage sag compensator. 
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1. Introduction 

Power quality issues have received much attention in recent years. 

Therefore, any power quality events in the utility grid can affect a 

large number of manufactures. Records show that voltage sag, 

transients, and momentary interruption constitute 92% of the 

power quality problems [1].Voltage sags often interrupt critical 

loads and results in substantial productivity losses. Industries have 

adopted the voltage sag compensators as one of the most cost-

effective ride-through solutions [2]–[7], and most compensators 

can accomplish voltage restoration within a quarter cycles. 

However, the load transformer is exposed under the deformed 

voltages before the restoration, and magnetic flux deviation may 

be developed within the load transformers. Once the load voltage 

is restored, the magnetic flux may further drift beyond the 

saturation knee of the core and lead to significant inrush current. 

The over current protection of the compensator could be easily 

triggered and lead to compensation failure. Various transformer 

inrush reduction techniques have been presented, like controlling 

power-on angle and the voltage magnitude [8], or actively 

controlling the transformer current [9]. These methods could easily 

alter the output voltage waveforms of the converter, and thus, is  

not suitable for voltage sag compensators, which demand precise 

point-on wave restoration of the load voltages. 

2. Compensator Configuration. 

The voltage sag compensator consists of a three-phase voltage-

source inverter (VSI) and a coupling transformer for serial 

connection as shown in Fig.1. 

 

Figure 1. Simplified one Line diagram of the off line series voltage sag 

compensator 

When the grid is normal, the compensator is bypassed by the 

thyristors for high operating efficiency. When voltage sags occur, 

the voltage sag compensator injects the required compensation 

voltage through the coupling transformer to protect critical loads 

from being interrupted. However, certain detection time (typically 

within 4.0 ms) is required by the sag compensator controller to 

identify the sag event [10]. And the load transformer is exposed to 

the deformed voltage from the sag occurrence to the moment when 

the compensator restores the load voltage. Albeit its short duration, 

the deformed voltage causes magnetic flux deviation inside the 

load transformer, and the magnetic saturation may easily occur 

when the compensator restores the load voltage, and thus, results 

in the inrush current. The inrush current could trigger the over 

current protection of the compensator and lead to compensation 

failure. Thus, this paper proposes an inrush mitigation technique 

by correcting the flux linkage offsets of the load transformer, and 

this technique can be seamlessly integrated with the state-feedback 

controller of the compensator. 

2.1. Dynamics of the Sag Compensator. 

The dynamics of the sag compensator can be represented by an 

equivalent circuit in Fig.2. Generally, the sag compensator is rated 

for  
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Figure 2. Per-phase equivalent circuit of the series voltage sag 

compensator 

Compensating all three  phase voltages down to 50% of nominal 

grid voltage. The coupling transformer is capable of electrical 

isolation or boosting the compensation voltage. Moreover, the 

leakage inductor of the coupling transformer is used as the filter 

inductor Lf and is combined with the filter capacitor Cf  installed in 

the secondary winding of the coupling transformer to suppress 

pulse width modulated (PWM) ripples of the inverter output 

voltage vm. The dynamics equations are expressed as follows 



























































cc

cb

ca

mc

mb

ma

mc

mb

ma

f

v

v

v

v

v

v

i

i

i

dt

d
L

 (1) 



























































Lc

Lb

La

mc

mb

ma

cc

cb

ca

f

i

i

i

i

i

i

v

v

v

dt

d
c

 (2) 

Where [VmaVmbVmc] T is the inverter output voltage, [ImaImbImc] T is 

the filter inductor current,[VcaVcbVcc] Tis the compensation 

voltage, and [ILa ILb ILc] T is the load current. Equations (1) and (2) 

are transformed into the synchronous reference frame as the 

following: 
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where superscript “e” indicates the synchronous reference frame 

representation of this variable and ω is the angular frequency of the 

utility grid. Equations (3) and (4) show the cross-coupling terms 

between the compensation voltage and the filter inductor current. 

The block diagram of the physical circuit dynamics are illustrated 

in the right-hand side of Fig.3. 

2.2. Voltage and Current Closed-Loop Controls  

Fig.3 shows the block diagram of the proposed control method. 

Note that the d-axis controller is not shown for simplicity. The 

block diagram consists of the full state-feedback controller [12]and 

the proposed inrush current mitigation technique. The feedback 

control, feed forward control, and decoupling control are explained 

as follows. 

1) Feedback Control: The feedback control is to improve the 

precision of the compensation voltage, the disturbance rejection 

capability, and the robustness against parameter variations. As 

shown in Fig.3.the capacitor voltage Ve
cq and the inductor 

current ie
mq are handled by the outer-loop voltage control and the 

inner-loop current control, respectively. The voltage control is 

implemented by a proportional gain Kpv with a voltage command 

ve*
cq produced by the voltage sag compensation scheme. The 

current control also consists of a proportional control gain Kpi to 

accomplish fast current tracking. 

2) Feed forward Control: To improve the dynamic response of the 

Figure 3. Block diagram of the proposed inrush current mitigation technique with the state-feedback control 
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voltage sag compensator, the feed forward control is added to the 

voltage controller to compensate the load voltage immediately 

when voltage sag occurs. The feed forward voltage command can 

be calculated by combining the compensation voltage and the 

voltage drop across the filter inductor Lf. 

3) Decoupling Control: The cross-coupling terms are the result of 

the synchronous reference frame transformation, as in (3) and (4). 

The controller utilizes the decoupling terms to negate the cross 

coupling and reduce the interferences between the d–q axes. Fig. 3 

shows that the decoupling terms can be accomplished by the filter 

capacitor voltage ve
cd, the filter inductor current ie

md and the 

estimated values of the filter capacitor and the filter inductor. 

2.3. Inrush Current Mitigation Technique 

1) Flux Linkage Deviation due to Sags: The flux linkage of the 

phase a and b winding is expressed as follows: 

     dvt

t

LabLab 
 (5) 

Fig.5. illustrates the line-to-line voltage across the transformer 

winding and the resulting flux linkage from the sag occurrence to 

completion of the voltage compensation. When voltage sag occurs 

(t=tsag ), The controller detects the sagged voltage and injects the 

required compensation voltage at t = taction. The flux linkage of 

the transformer winding a and b during the voltage compensation 

process can be expressed as following: 

where v*
Lab is the normal load voltage defined as follows 
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where V*
Lab is the magnitude of load voltage, ω is the grid 

frequency, and Φ*
Lab is the phase angle. Thus, after the voltage 

compensation is completed, the flux linkage can be expressed as 

follows: 
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Figure 4. Connection diagram of the proposed system and the delta/wye 

load transformer 

 

Figure 5. Transformer voltage and corresponding transient flux linkage 

2) Design of the Flux Linkage Estimator: Fig.6 is a per phase 

model of a three-phase transformer under load, where R1 and R2 

represent the copper losses, L11 and L12 are the equivalent leakage 

inductances, Rc represents the core losses, and Lm is the 

magnetizing inductance.  

The dynamics equation of the load transformer can be represented 

in the synchronous reference frame as follows: 
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Figure 6. Equivalent per-phase circuit model of the load transformer 

where the frequency ω (=377 rad/s) is the angular frequency of the 

utility grid A flux linkage estimator based on (9) can be 

implemented, as shown in Fig. 7. This transformer flux estimation 

scheme is applied to the proposed inrush mitigation technique, 

which includes the feedback and feed forward control of the flux 

linkage. The integration of voltage and current closed-loop 

controllers and the transformer flux estimator are shown in Fig.3.In 

the control block diagram, the flux estimator is used for the load 

transformer with delta–wye connection. Thus, a transformation 

from the line-to-neutral voltage to the line-to-line voltage is 

applied to obtain the voltages across the transformer windings. In 

practical applications, moreover, the integrator in the proposed 

flux estimator is usually implemented as the low-pass filter with an 

extremely low cutoff frequency (1/(s + ωc ) to provide stability and 

avoid any accumulative errors caused by the signal offset from the 

transducers and the analog/digital converters. In the feedback 

control loop, the flux linkage command λe*
Lq is calculated based 
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on pre fault load voltage ve
Lq, and the estimated flux linkage λe

Lq 

is generated by the flux linkage estimator in Fig.7.The error 

between λe*
Lq and λe

Lq is regulated by a PI regulator. To speed up 

the dynamics response of the inrush current mitigation, the 

estimated flux linkage deviation Δλe
Lq (=λe*

Lq− λe
Lq) is also utilized 

as a feed forward control term. The feed forward command 

calculator can generate a suitable feed forward flux command 

according to the estimated flux linkage deviation Δλe
Lq and Δλe

Ld 

to accelerate the correction of flux linkage during the compensator 

starting transient. Details of the feed forward command calculator 

and the design process are given in [11]. 

 

Figure 7. Proposed flux linkage estimator under the synchronous 

reference frame. 

The flux linkage controller eventually produce the voltage 

command V e*
λq, as shown in Fig.3.The complete command 

voltages of the sag compensator is established by the summation 

of V e*
λq and Ve*

xq (from the voltage and current closed-loop 

control 

3. Simulation Results 

A prototype voltage sag compensator with inrush 

current mitigation technique is implemented in MATLAB. The 

one-line diagram is as given in Fig.1. 

Fig. 8. shows that asymmetrical fault is introduced in utility line, 

and the simulation  results of voltage sag compensator without the 

inrush current mitigation technique. The controller detects the 

voltage sag in 4.0ms after the fault occurs, and injects the required 

compensation voltage immediately to maintain load voltage in 

normal value as shown in Fig. 8(b). The transformer flux linkage 

DC offsets caused by the voltage sag can be clearly observed in 

Fig. 8(c), which results in a significant inrush current of peak value 

14A as shown in Fig. 8(d). Fig. 8(e) shows the transformer flux 

linkage under the synchronous reference frame (λeLd). The 

voltage compensation process causes the flux linkage λeLd 

oscillate and naturally decays to the normal state by core losses of 

the transformer and the power consumption of the load. 

Under the same asymmetrical fault, Fig. 9 shows 

The simulation waveforms when the inrush current mitigation 

technique is utilized in compensation process. Fig. 9(a) and (b) 

illustrate proposed inrush current mitigation technique can achieve 

fast voltage compensation and without any flux linkage DC offset 

during the transient compared with Fig. 8(b) and (c). Therefore, the 

inrush current caused by the voltage sag can be avoided completely 

compared to Fig. 8(d). Furthermore, Fig. 9(a) also shows that the 

inrush current mitigation technique generates an extra voltage to 

correct the trace of transient flux linkage when the compensation 

is initiated compared to Fig. 8(c). The magnitude of the extra 

voltage is usually dependent on proportion gain KP. Fig.9(d) 

shows the tracking performance of proposed inrush current 

mitigation technique. The P-I regulator proposed method can be 

recognized as a virtual damper. A large number of KP can 

accelerate the flux linkage λLd to track the flux linkage command 

λ e*Ld. However, it may cause a high current in the start transient. 
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Figure 8. Test results under  phase to phase voltage sag without the 

proposed inrush current mitigation technique. (a) Source voltage Vs. (b) 

Load voltage VL-L (c) Flux linkage of the load transformer λL-L (d) Load 

current IL (e) Flux linkage of d-axis λe
Ld 

 

 

 

 

Figure 9. Test results under a phase to phase  voltage sag with the inrush 

current mitigation technique. (a) Load voltage VL-L . (b) Flux linkage of 

the load transformer λL-L . (c) Load current IL  (d) Flux linkage of d-axis 

λe
Ld 

4. Conclusion 

This paper proposes an inrush current mitigation technique 

incorporating with the full sate feedback controller to prevent the 

inrush current during the voltage compensation process. The 

controller includes a voltage control, a current control and a flux 

linkage control. The proposed control method is based on the 

synchronous reference frame which enables voltage sag 

compensator to achieve fast voltage injection and prevent the 

inrush current. When voltage sag occurs, the controller can track 

the transient flux linkage and calculate a required compensation 

voltage in real-time for fast compensation and elimination of flux 

linkage DC offset caused by voltage sags. It shows that the 

proposed control method provides a high disturbance rejection 

capability for voltage sag compensator compared with 

conventional voltage-current state feedback control method. The 

proposed method can be easily integrated with the existing voltage 

sag compensation control system without using any extra sensors. 
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Abstract: In this paper, we propose fuzzy mathematical model of brain limbic system (LS) which is responsible for emotional stimuli. 

Here the proposed model is utilized to predict the chaotic activity of the earth’s magnetosphere. Numerical results show that the 

correlation of the results obtained from the proposed fuzzy model is higher than non-fuzzy models. Hence, the proposed model can be 

applied in real time chaotic time series prediction. 
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1. Introduction 

Emotions are cognitive processes and multidisciplinary studies of 

emotion have a long history. Form the psychological point of 

view, emotions can be derived with reward and punishment 

received from various real-life situations and studies of the neural 

basis of emotion culminated in the limbic system (LS) theory of 

emotion [1-4]. The LS processes the emotional stimuli [2-6] and 

is located in the cerebral cortex and consists of two main 

components including: amygdala and orbitofrontal cortex (OFC) 

(Figure 1). Amygdala is located in subcortical area and its main 

cognitive functions are long term memory and responsibility for 

emotional stimuli [7-8]. Amygdala receives connections from the 

sensory cortical areas [7-8] and also interacts with the OFC that 

tries to prevent inappropriate responses from the amygdala [7-8]. 

Recently, researchers have tried to present mathematical models 

of LS. The first applied mathematical model of LS was proposed 

by Morén and Balkenius [7-8] which is a neuropsychological 

motivated mathematical model. This basic model and its 

modified versions [9-10] have been utilized in various 

applications including: control application, prediction and alarm 

systems [11-19]. A control algorithm based on LS model was 

introduced by Lucas et al. [9-10] which is an action generation 

mechanism based on sensory inputs and emotional cues. Also LS 

model was proposed as an alarm system to predict the Kp index 

of geomagnetic activity [19-22] and to predict the AE index of 

space weather phenomena [23]. These indices characterize the 

solar winds and geomagnetic storms that is a complex system and 

can greatly disturb communication systems and damage satellites 

[23]. The Kp have chaotic behaviour and can be considered as 

time series. Recently we proposed a mathematical model of LS 

for classification and pattern recognition problems [24-25] and in 

this paper we fuzzify the model and propose fuzzy computational 

model of LS to predict Kp index. A fuzzy framework can better 

explain the brain behaviour. Hence we fuzzify the connections in 

the LS model and implement the inhibitory task of OFC as a 

fuzzy decision making layer. The proposed model is presented in 

Section 2 and Section 3 presents a comparison between proposed 

method, Basic LS model and ANN (Artificial Neural Network) 

[26] which is popular predictor in geomagnetic phenomena 

forecasting. 

 

Figure 1. The LS in the brain (from [25]) 

2. Proposed fuzzy computational model of LS 

The main modifications introduced here with respect to previous 

models are considering the plastic connections as some fuzzy 

rules and defining a fuzzy decision making layer on the final 

output of LS model as illustrated in Figure 2.  In the figure solid 

lines present the data flow and learning lines are presented as 

dashed lines. According to the amygdala-orbitofrontal interaction, 

the proposed computational model named FDBEL (Fuzzy Decay 

Brain Emotional Learning) is divided into the two parts. The 

amygdaloidal part receives fuzzy inputs from the thalamus and 

from cortical areas, while the orbital part receives fuzzy inputs 

from the sensory cortex only. Also OFC has a fuzzy output that 

prevents the wrong answers of amygdala. The system also 

receives a fuzzy reinforcing signal. We improve the performance 
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of the model by using decay rate γ in amygdale learning rule. So 

the learning rules are as follow: 
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where k is learning step and R0 is internal reward calculated by: 
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In this model each plastic connection between thalamus and 

amygdala and between sensory cortex and thalamus, are 

considered as a fuzzy rule. The Takagi Sugeno fuzzy model for ith 

amygdala connection is as follow: 

If (Si is Vi) then (Ai=Si.vi) 

The (Si) is ith input and (Vi) is ith  fuzzy set with bell-shaped 

membership function where the (vi) locates the center of the 

curve. So the output of amygdala (Ea) is calculated by following 

formula: 
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And E’a in learning rule (see Eq. 8) is: 
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Figure 2. Proposed fuzzy computational model of LS 

Also the Takagi Suginio fuzzy model for ith OFC connection is as 

follow: 

If (Si is Wi) then (Oi=Si.wi) 

Where (Si) is ith  sensory input and (Wi) is ith fuzzy set with (wi) 

center bell-shaped membership function. So the output of OFC 

(Eo) is calculated by following formula: 
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where 
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The outputs of amygdala and OFC are crisp values. We fuzzify 

the output of OFC as a Gaussian membership function with mean 

Eo which is input of fuzzy inference engine. So the final output 

(E) fire using following rule: 

2

2

2

)(

1 c

EE
eE

oa


   (9) 

Where the subtraction between amygdala output (Ea) and OFC 

output (Eo) implements the inhibitory task of OFC. 

3. Experimental Results 

To test the offered method, the chaotic time series of Kp 

characterized the geomagnetic activity of the earth’s 

magnetosphere, was collected from National Space Science Data 

Center (NSSDC). Totally 184104 hourly samples from 1976 to 

1996 has been downloaded. We extract each 4 sequence samples 

as a pattern and 5th as its target. So 184099 pattern-target pairs of 

Kp index extracted. The official values of Kp index are as 

following form: 
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To adjust the weights we scaled all of data between 0 and 1. For 

all learning scenarios listed below α and β  (Eqs. 6,7) are set at 

0.2 and 0.8 respectively.  To find optimized decay rate, consider 

the following scenario: by decay rate 0 system trained the 

samples in 1988. This training is repeated 10 times and the 

average of errors recorded. This scenario is repeated by various 

values (For γ = 0, 0.05, 0.1, 0.15, 0.2, …,1.0).  The highest error 

is obtained using γ = 0 and the lowest error obtained by using γ = 

0.05. The parameters values used in learning phase presented in 

Table 1. In Eq. (6); the values a andb are set at (vi-0.5) and (vi-

0.25), respectively. In Eq. (8); a = (wi-0.5), b = (wi-0.25)  and 
finally in Eq. 9; c = (Eo-0.25). 

Table 1.  the value parameters used in learning phase 

Parameter Value 

α 
β 

γ 

0.8 
0.2 

0.01 

To assess the FDBEL method, 15% of samples are used as 

validation, 15% as test and 70% as training samples. Figure 3 

present the regression plots of the results obtained from FDBEL. 

In the figures, R is regression value of data. According to the 

figure the correlations of results in test set, validation and training 

set are more than 0.85.  
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Figure 3. The regression plots of the Kp prediction results in the training 

set, test set and validation set separately obtained from FDBEL 

 

Figure 4. Observed and predicted values at last 1000 hours year 1996 

obtained from FDBEL  

 

 

Figure 5.  Prediction error at last 1000 hours year 1996 obtained from 

FDBEL 

 

Figure 6.  The correlation coefficient comparison between three methods 

Figure 4 shows the observed and predicted values of the last 1000 

hours Kp time series obtained from FDBEL. The error size is 

illustrated in the Figure 5. Finally Figure 6 presents a comparison 

between FDBEL, BEL and ANN, based on correlation 

coefficient. The stop criterion in learning process of all methods 

was validation check and the value COR = 0.85 obtained from 

FDBEL and significantly increased with respect to the BEL. 

ANN based predictor shows high correlation in the prediction 

results. But the number of learning epochs of ANN was 100 

while it was just 3 for FDBEL.  

4. Conclusions 

In this paper we presented fuzzy model of limbic system named 

FDBEL and utilized to predict Kp geomagnetic index. This index 

characterizes solar storms or sub storms that is a complex system 

with chaotic behavior. The main modifications introduced with 

respect to the previous models are considering the amygdala and 

OFC plastic connections as some fuzzy rules and defining 

inhibitory task of OFC as fuzzy decision maker layer on the final 

output. The experimental results show that proposed model can 

forecast the Kp time series with high correlation and low 

computational complexity. According to the number of epochs in 

learning phase, the main feature of FDBEL is fast training. Also 

the comparison between FDBEL, BEL and the ANN based 

predictor presents that high correlation in least number of 

learning epochs is obtained from FDBEL.  
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