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Abstract: Nowadays the modeling is very important step in the integrated circuits 
design. For complex circuit architecture such as the Data Converter, in this paper, we 
developed new ideal model of 8-bit current-mode successive approximation analogue to 
digital converter (SAR-ADC). The proposed model is implemented in Matlab Simulink 
environment; the system is modeled by constructing a set of subsystems in SIMULINK 
environment with different blocks, non-ideal effects are not yet implemented, the main 
blocks of current-mode SAR ADC are a current sample and hold, a current comparator, 
SAR logic register and current steering digital to analogue converter (DAC). The 
simulation results with the static and dynamic performance, confirm the good 
performance and the high accuracy of the model. 

  
 

1. Introduction 
 
Due to the huge increase of the architecture and the 
complexity of mixed signal circuits, the use of 
behavioral model is necessary to design and simulate the 
performance of those circuits [1-2-3-4-5], Nowadays the 
modeling is very important step in the integrated circuits 
design. For complex circuit architecture such as the Data 
Converter, the modeling output helps the designer by 
confirming the performance characteristics of circuits 
and checking their electrical specifications; Modeling 
and simulation have increased the designer efficiency 
and ability to develop increasingly complex and useful 
electronic circuits, particularly at the integrated circuit 
(IC) level. Each type of circuit considered has its own 
particular requirements, in terms of design performance 
(specifications), design methodologies required to realize 

the design, modeling and simulation toolsets utilized, 
designer experience and skills set. Research in analog  
 
 
integrated circuits has recently gone in the direction of 
low-voltage (LV) ‚ low-power (LP) design‚ especially in 
the environment of portable systems where a low supply 
voltage generated by a single-cell battery is used. These 
LV circuits have to show also a reduced power 
consumption to maintain a longer battery lifetime. In this 
area‚ traditional voltage mode techniques are going to be 
substituted by the current-mode approach. Selecting 
architecture is important since each analog-to-digital 
converter (ADC) architecture has specific advantages 
with respect to sampling rate, noise, resolution, dynamic 
range, power consumption, and implementation area [6]. 
The Successive approximation ADC (SAR ADC) has 
been known as a suitable low-power solution for many 
years [5]. The design of high-performance ADCs 
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presents difficult challenges as applications call for 
higher speed and resolutions, and as device dimensions 
and supply voltages are scaled down [7]. For this 
purpose the current-mode technique brought many 
solutions for compatibility with low power supply, high 
speed and small chip area. The SAR ADCs have 
received renewed attention due to their excellent power 
efficiency and low-voltage potential compared to 
pipelined and cyclic ADCs [6]. Since it does not require 
operational amplifiers, the voltage mode SAR ADC uses 
only a comparator and capacitors array in DAC circuit 
part. This raises two main issues; the first one is the need 
for large chip area and the second issue is the long 
settling time [5]. in the other part the Power consumption 
in the voltage SAR ADC is mainly from the DAC [8], 
For this reason, the current mode SAR ADC is designed 
with current source array serving in the DAC for 
decreasing the effect of long settling time and the power 
consumption. Moreover, No capacitors are used in the 
DAC and thus can be made very small compared to 
voltage SAR ADC [9]. 
In this paper, a new ideal model of the current-mode 
SAR ADC is introduced to predict the static and 
dynamic performance of this type of circuit. The main 
advantage of this behavioral modeling approach is that 
offer a low computing time and it is characterized by a 
less complexity of design in comparing to level transistor 
method. The proposed model is implemented in the 
popular Matlab Simulink environment, non-ideal effects 
are not yet implemented and only basic functionality is 
checked, These model are implemented by using 
elementary Simulink of library blocks with take in 
consideration the computational cost is minimum as 
possible. The current mode SAR ADC consists of 
current-mode block such as current Sample and Hold, a 
current comparator, a current steering DAC and SAR 
logic register [5]. 
This paper is organized as the flowing; after the 
introduction, the behavioral model of SAR ADC is 
presented in the second section. The different parts of the 
model are reported in the third section of the paper. 
Finally, Simulation results and conclusion can be found 
in the fourth and the fifth sections respectively. 
 

2. The ADC architecture  
 

The block diagram of current mode SAR ADC 
architecture is shown in Fig. 1. The current steering 
DAC is the critical building block of the current mode 
SAR ADC. The operation principle of this current mode 
SAR ADC is similar to the conventional voltage mode 

SAR ADC [5]. However, current-mode converters are 
now demonstrating excellent characteristics and in 
particular, high resources efficiency (power and area) 
[10]. The ADC works by using a DAC and comparator 
to perform a binary search to find the input voltage. A 
sample and hold circuit (S&H) is used to sample the 
analog input and hold the sampled value whilst the 
binary search is performed. The binary search starts with 
the Most Significant Bit (MSB) and works towards the 
Least Significant Bit (LSB). For a 8-bit output resolution 
[11], and in contrast to voltage mode, the current mode 
ADC uses only CMOS transistor in the DAC as current 
sources and logical operation. This has the advantage to 
reduce the area requirements, reduce power consumption 
and achieve high speed operation [10]. 
 

 
Figure1. Current mode SAR ADC architecture  

 
3. Simulink behavioral model of SAR ADC 

 
Simulink model of current mode SAR ADC is shown in 
Fig 2. It consists of five major blocks; a current S&H, a 
current comparator, a SAR logic register, a thermometer 
decoder, and 8-bit current steering DAC with 4 MSB and 
4 LSB  

 
 
 
 
 
 
 
 
 
 
 

Figure2.Simulink model ideal of current mode SAR ADC 
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As shown in Fig. 3, the basic functionality of a current-
mode SAR ADC is similar to voltage mode SAR ADC. 
The analog input current Iin is sampled by the S&H, the 
current comparator generate binary bits by the 
comparing the values of the S&H with the output of the 
current DAC. To implement the binary search algorithm, 
the N-bit register is first set to midscale, this is done by 
setting the MSB to ‘1’ and all other bits to ‘0’. This 
forces the DAC output current IDAC to be half of the 
reference current IREF (IDAC = IREF/2). The S&H 
current I S/H is then compared with the IDAC. If IS/H is 
greater than IDAC, the comparator output is logic 1 and 
the MSB of the N-bit register remains at 1. Conversely, 
if IS/H is less than IDAC the comparator output is logic 
0 and the MSB of the register is changed to 0. Then, the 
SAR control logic moves to the next bit down, forces 
that bit high, and does another comparison. The 
sequence continues all the way down to the LSB. Once 
this is done, the conversion is completed, and the N-bit 
digital word is available in the  register.  

 
 
 
 
 
 
 
 
 
 

Figure3. 8-bit Current mode SAR ADC operation 
 

3.1. Sample and hold model  
 

ADCs employ a S&H circuit in front end to achieve high  
precision, linearity and dynamic range [11].The S&H 
samples the analogue input signal and holds the value for 
certain time, the model ideal of the sample and hold is 
shown in Fig. 4. 
 

 

 

Figure4. Sample and Hold model 
 

3.2. Comparator model 
The comparator is a key component of the data 
converter as it is the link between the analogue and 
digital domain [12]. In the comparator model as 
shown in Fig. 5, the input is the subtraction between 

the output of the S&H and the DAC. On the top of 
this, a constant value is added to this subtraction to 
model the offset of the real comparator (in the ideal 
case the value of the offset is zero). The result is then 
multiplied by a gain that represents the amplification 
stage. Then the result is saturated to full logic levels 
and compared to zero to define which of the two 
inputs the highest one is. 

 
 

Figure5. Comparator model 
 

3.3. SAR Logic Register  
 

The SAR logic Register is the heart of the system. It 
generates the controls signal used by the current steering 
DAC. The logic block (as shown in Fig. 6) has been 
implemented using two shift registers in order to perform 
the successive approximation routine. Each shift register 
is composed of a chain of nine D Flip-Flops. The shift 
register on the top is used as a sequencer and is 
synchronous with the internal clock. The bottom register 
stores the conversion value. Each sampled value 
(sampling is performed by S&H) of the analogue signal 
current input is compared by the current comparator with 
the output of the current DAC. The result of the 
comparison is used then by the SAR to elaborate the next 
step. 

 

 

 

 

 

 

 

 
 

Figure6. SAR logic register. 
 

4-bit binary inputs are converted to 15-bit thermometer 
codes by the mean of a 4-to-15 binary-to-thermometer 
decoder, this decoder is constructed by using OR and 
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AND gates available in SIMULINK library. The decoder 
is shown in Fig. 7 

 

 

 

 

 
 
 
 
 

 
Figure7. 4 to 15 binary thermometer decoder 

 
3.4. The current steering DAC  

 
The current steering DAC is suitable for high speed 
and high resolution application [13]. Fig. 8 shows the 
overall structure of the 8-bit current-steering DAC. 
The 8-bit input binary data is segmented into the 4 
most significant bits (MSBs) and 4 least significant 
(LSBs), for 4 MSBs bits are decoded by the 
thermometer in order to control 15 identical current 
sources, such as the first MSB bit control 23 current 
source, the second MSB bit control 22 current 
sources, the third MSB bit control 21 current sources, 
and the fourth MSB bit control 20 current sources, 
and 4 least significant (LSBs) are directly applied to 
the 4 current sources. 

 
Figure8. General structure of the 8-bit current-steering DAC 

 
In the DAC model, each current source is multiplied by 
gain factor in such a way it became equal to the current 
source value, the model of switches and current sources 

array controlled from 4 MSBs, the model of DAC for 4 
LSB it is shown in Fig 9. 

 
 
 

 
 
 
 
 
 
 
 

 
 

Figure9. Model of switches and current sources. 
 

4. Simulation results 
 

To check and to confirm the performance of the new 
proposed model, simulation is performed and its results 
are reported in this section with the static and the 
dynamic performances. 
 

4.1. Dynamic performance  
 

In order to test the ideal model and to confirm its 
dynamic performance, an analogue signal equivalent to a 
sine wave with a frequency of 63 KHz is applied to the 
input of the ADC with sampling rate of 5 MHz as shown 
in Figure 10. Simulation results of the output signal from 
the DAC and reconstructed analog signal from ADC are 
shown in Fig 11 and 12. 
 

 
Figure10. The analogue input signal 

 
The dynamic performance including Signal to Noise 
Ratio (SNR), Spurious-Free Dynamic Range (SFDR) 
and Total Harmonic Distortion (THD). By using the Fast 
Fourier 
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Figure11. The analogue signal output from the DAC 

 
Figure12. The analogue signal reconstructed from the output 

of the ADC 
 

Transform (FFT), the SFDR and THD can be calculated from 
the power spectrum. The FFT of the output signal for an ideal 
model of current mode SAR ADC is shown in Fig13. For the 
ideal model we extracted a SNR is 49.92dB, The SFDR is 66 
dB and the effective number of bits is ENOB=7.9dB. 

 

 

 

 

 

 

 

 
Figure13. FFT of the ADC output signal in the ideal case with 

Fin = 63 kHz; Fs = 12.5MHz 
 

4.2.  Static performance 
The linearity is the most important parameter in the data 
converter. The linearity performance includes Integral 
Non-Linearity (INL) and Differential Non-Linearity 
(DNL). The INL is defined as the maximum deviation of a 
transition point of a conversion from corresponding transition 
point of an ideal conversion. The INL is simulated using a 

MATLAB code. Based on INL definition, the LSB will be the 
deviation of the real transfer function from a straight line. For 
the DNL, it is defined as the difference between an actual step 
width and the ideal value of 1LSB. Hence, INL will represent 
cumulative DNL errors. The DNL is simulated using 
MATLAB code based by this equation: 
 

 
 
The simulation results of DNL and INL are shown in Fig 14 
and 15 respectively. The results are of a 8-bit current mode 
SAR ADC for ideal model. The simulation results show that 
the variation of the DNL and INL is more or less around 
1LSB, it is between +0.14/-0.13 LSB for DNL, and for INL it 
is in the range of INLmax of +0.35 LSB and INLmin of -0.35 
LSB. 

 
 

 
 

 
 
 
 
 

 
 
 
 

 
 

Figure14 DNL of the ideal 8 bit current mode SAR ADC 

 
Figure15. INL of the ideal 8 bit current mode SAR ADC 

 
From the results presented in the previous section we can 
comparison between our behavioral ideal ADC model, 
 and real ADCs with current and analogue mode [5-14-
15] can be seen in Table 1. There is a good match 
between the proposed models and the real ADCs with 
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current and voltage mode, this proves the accuracy of 
our behavior model.  

 
Table 1 Comparison the Performance of the current mode 

SAR ADC MODEL. 

 
5. Conclusions 

 
A new model of ideal 8-bit current mode SAR ADC has 
been reported. The analogue blocks are modeled in ideal 
case. For current comparator, it has been modeled by 
taking into account that the offset and the delay time of 
the comparator are equal to zero. For sample and hold, 
the effect of the charge injection, clock feedthrough, 
clock jitter and the switching noise have been neglected 
in this work. The analysis of static and dynamic 
performances using MATLAB environment confirm the 
good performance of the model. The behavioral model 
and the simulation results will help the designer to 
achieve 8-bit current mode SAR ADC circuit with a low 
power, a current range in the scale of µA and high 
efficiency in the chip area by using steering current 
DAC. 
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Abstract:  In this study, we investigated the effects of alkaline post-etching surface 
morphology on minority carrier lifetime of the p-type monocrystalline silicon wafers. A 
Sodium hydroxide and potassium hydroxide solutions at 30% and 23%, respectively, 
have been used at constant temperature. The surface states were characterized by 
calculation of the arithmetical average roughness (Ra) and the UV–visible-NIR optical 
reflectivity, whereas, the electrical characterization was done by means of quasi-steady 
state photoconductance measurements, which revealed a correlation between the 
resulted surface state and the minority carrier lifetime. The Measured surface roughness 
shown that potassium hydroxide solutions at 23% by weight gave a high minority 
carriers lifetime. 
 

  
 
1. Introduction 
 
M With the extraordinary increasing performance of 
electronic devices, the influence of the surface states 
of silicon wafers is becoming paramount for a highly 
competitive industry in the field of semiconductors 
in general and Photovoltaic (PV) in particular. 
Currently, the chemical treatments of silicon 
substrate surface represent a capital step in PV 
technology. They are used to improve electrical and 
optical properties of devices [1]. 
Indeed, the surface of silicon wafers is an important 
source of charge carriers recombination due to the 
presence of several crystalline defects among which 
the discontinuity of the crystal lattice is the most 
important. The density of these defects are expressed 
as a density of interface states, which in statistical 
Shokley-Read-Hall (SRH), are characterized by 
their energy levels in the band gap and their capture 
cross section (σn, σp) [2-3-4] .  
 

However, this surface carriers recombination centers 
will mainly affect the device electrical performance. 
So, to reduce the surface recombination, we must 
have firstly a good surface in terms of dangling 
bonds and roughness. In their works Shui-Yang Lien 
et al. [5], have shown that there is a dependency 
between the surface condition and the lifetime of the 
minority carriers.  
In this work, we investigate the effects of surface 
morphology on silicon wafer minority carrier 
lifetime by utilization of two alkaline solutions, 
KOH and NaOH. To identify the KOH solution 
providing the smoothest Si surface, in the first step, 
we optimize the KOH solution by investigating four 
different concentrations at a constant temperature of 
90 °C. In the second step, we compared the results 
of the optimized KOH solution in terms of surface 
states which obtained with the usual solution of 
NaOH 30% by weight. Finally, a correlation 
between the surface states and the lifetime of the 
minority carriers was investigated. 
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2           Experimental  
 
The  etching  experiments  were  carried  out  on  p-
type  boron doped  <100>  oriented  Cz-
monocrystalline  silicon  (c-Si),  with  a thickness  of  
about  420 µm  and  resistivity of 1–3 Ω cm.  After a 
conventional cleaning process, the double sided 
thinning and polishing of silicon substrates was done 
in several KOH bath at a constant temperature, to 
reach a final thickness of 320 µm. The 
concentrations investigated are 15%, 23%, 30% and 
40%. The aim of this study is firstly, to determine the 
KOH concentrations which shows the smoothest 
etched silicon surface and then the optimum of KOH 
concentration obtained in term of low surface 
roughness, is compared with surfaces obtained by 
NaOH bath prepared at 30% by weight, which is 
widely refer in several works. So, it is important to 
note that each silicon substrate is etched in a freshly 
prepared alkaline hydroxides solution. The polishing 
bath was maintained at a constant temperature of 90 
°C for KOH bath and 100 °C for NaOH.  
A continuous nitrogen gas bubbling was introduced 
in the solution from the bottom of the polishing bath 
to keep the solution composition and temperature 
uniform. After polishing, the wafers were rinsed in 
DI water for 5min and then dried by nitrogen flow 
[6]. 
The quality of the etched surfaces was inspected 
using a calculation of the arithmetical average 
roughness (Ra), using TESA-RUGO Surf roughness 
depth measuring equipment, with a course of 5 µm 
and the UV–visible-NIR optical reflectivity using 
Carry 500 spectrophotometer.  
The Carry 500 spectrophotometer is a dual beam 
system with a spectral range extending from 175 to 
3300 nm [7].  
The correlation between the surfaces treated with the 
two different alkaline hydroxides solution and the 
carriers lifetime was highlighted by Quasi-Steady 
State Photo-Conductance (QSSPC) measurement, 
which was performed by SINTON WCT-120 tester, 
these measurements allow the determination of the 
injection level dependent minority carrier lifetime 
[5].      
   
3       Results and Discussion 
 
3.1    Surface analysis 
3.1.1 Evaluation of roughness for optimum 
KOH concentration 
 
The surface Roughness of the KOH solution for 
varying concentrations was experimentally 
determined and plotted as shown in Figure 1.      The 

roughness of the different surfaces can be calculated 
as an arithmetical average roughness Ra [8]:  
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Fig.1 Influence of KOH concentration on roughness of 
<100> silicon (Etchant: 90°C-KOH) 

 
Figure 1 shows the influence of KOH concentration 
on the surface roughness of the wafers etched for 20 
minutes at a constant temperature of 90 °C, we 
compared the roughness of <100> silicon wafers 
etched by KOH-water solutions of four different 
KOH concentrations, 15% wt., 23% wt., 30% wt. 
and 40% wt.  
K. Sato et al. shows in their work, that the roughness 
decreases with an increase in KOH concentration on 
<110> silicon [9]. But in our study, after several tests 
on several samples, we found that there is no 
linearity between KOH concentration and the 
roughness on <100> silicon.  
From Figure 1, we observed that the roughness of 
less than 0.55 µm in Ra was achieved under the 
condition of 23% wt. KOH concentration, when the 
etching depth was about 100 µm.  
       
 For the other measurements of Ra at different KOH 
concentration, we found:  
Ra (15%) = 0.63 µm, Ra (30%) = 0.76 µm and Ra 
(40%) = 0.60 µm. In conclusion we can say that the 
concentration of 23% represents the concentration 
which gave the best surface roughness. 
Marvell Nanofabrication Laboratory of the 
University of California, Berkley, found the same 
results, and report in their lab manual that 24% by 
volume KOH etch rate is the fastest and shows the 
smoothest etched Si surface on <100> p-type Si 
wafers at a temperature of 80 °C [10]. 
 
3.1.2 Surface reflectivity  
To confirm the tests undertaken previously, we 
studied the surface reflectivity by a 
spectrophotometer, and the weighted reflectance 
was evaluated.  
It’s widely known that, reflection off of smooth 
surfaces such as mirrors leads to a type of reflection 
known as specular reflection.  
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Reflection off of rough surfaces leads to a type of 
reflection known as diffuse reflection. Whether, the 
surface is microscopically rough or smooth has a 
tremendous impact upon the subsequent reflection of 
a beam of light. The diagram below depicts two 
beams of light incident upon a rough and a smooth 
surface [11]. 
 

 
 

Fig.2 Different type of reflection on solid surface 
 
From these above definitions, we can write the 
empirical equation for the total reflection: 
 
Rtot = Rdiffuse + Rspecular (1)                                                             
   
This equation has the consequence that, for low 
surface roughness, the diffuse reflection tends to 
zero; this result was used for the surfaces 
characterization, of our samples.  
As depicted in Figure 3 the reference sample (pink 
curve) which represents poly-optical silicon wafer, 
the reflection is a specular type (mirror surface), and 
thus, the diffuse reflection is practically equal to 
zero. By comparison of the absorption spectrum of 
the reference sample and the other absorption spectra 
of different samples, as shown in Figure 3, we can 
notice that  the  reflectivity  can  be  affected  by  the  
solution  concentration  for  a  fixed  etching  duration 
and temperature;  because the reflectivity is related 
to the surface quality which is related to the 
concentration of hydroxide etchant solution. 
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Fig.3 Reflectivity of c-Si surface polished with different 

KOH concentration 
 
 
Moreover, Figure 3 shows a perfect correlation 
between the arithmetical average roughness 

calculation and reflectance results. We can see on the 
diagram of reflectivity, that the reflection of the 
surface which was treated by 23% KOH 
concentration displayed the lowest reflection than 
the better surface in term of roughness; this result is 
well confirmed by its Ra which is equal to 0.55 µm, 
such results remains valid for the other concentration 
of KOH, the correlation between the arithmetical 
average roughness and the surface reflectance 
represented by the weighted reflection is shown in 
the following Table. 
 
Table 1.  Correlation between arithmetical average 
roughness and weighted reflection at different 
concentration of KOH solution.  

 
It is quite clear from the table above that, for the 
lower value of Ra (µm) we have the lowest value of 
the weighted reflectance and then, for the highest 
value of Ra (µm), we have also the highest value of 
the weighted reflection. This is also valid for 
intermediate values. 
 
3.1.2 Comparison of Surface treatments by 
KOH 23% wt. and NaOH 30% wt. 
 

In this section, we conducted the same study that 
previously, the figure 4 represents the reflectivity of 

c-Si surface polished with KOH 23% wt solution  
and NaOH 30% wt. 
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Fig.4 Reflectivity of c-Si surface polished with KOH 23% 
wt solution and NaOH 30% wt solution 

 

KOH concentration Ra 
(µm) 

Weighted  
reflectance 

15% wt. 0.63 19.25% 
23% wt. 0.55 10.84% 
30 % wt. 0.76 23.95% 
40 % wt. 0.60 13.03% 
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The results obtained from the figure 4 in terms of 
weighted reflectance and roughness calculation of 
the two different polishing processes are listed in 
Table 2. 
 
Table 2.  Overview over results obtained for NaOH 
and KOH surface treatment. 
 

 
 According to these results, it is clear that the KOH 
polishing gives the best results in terms of surface 
quality comparing to the results obtained by NaOH 
treatment.  
The optical weighted reflection (Rw) of KOH 
treatment is the lowest value of 10.84%, and the Rw 
value of NaOH treatment is about 28.5%. This value 
is higher comparing to the KOH results. These 
results are confirmed by the Arithmetical average 
roughness calculation Ra represented on table 2.  
 
4. Impact of the surface quality treated 
with optimized NaOH and KOH solution on 
electrical properties of silicon wafers 
 
4.1        Minority carrier lifetime evaluation 
The  minority  carrier  lifetime  (τapp)  is  measured  
using  the  Sinton WCT-120  lifetime  tester  in  
generalized Quasi-Steady-State  Photoconductance 
(QSSPC)  mode.  The measurements are carried out 
on silicon substrates treated with KOH at 23% by 
weight concentration and NaOH at 30% weight 
concentration. 
The impact of polishing by KOH and NaOH solution 
and resultant surface quality on carrier lifetime is 
investigated. The results obtained by QSSPC 
measurements are presented in Figures 4, which 
shows the dependence of the apparent lifetime on the 
injection level of the two surfaces treated 
respectively by 23% wt. KOH and 30% wt. NaOH 
before and after Iodine-Ethanol passivation.  
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Fig.4 Apparent lifetime vs. minority excess carrier 
 

It can be seen as depicted in Figure 4, and by the 
comparison of the two surfaces states, that, the 
roughest surface presents the weakest carrier 
lifetime, while the smoothest surface gives the 
highest lifetime. The experimental values of carrier 
lifetime of the two surfaces which treated  by KOH 
and NaOH are respectively, τapp(NaOH) = 101.6 µs 
and τapp(KOH) = 132 µs with Iodine-Ethanol surface 
passivation, and τapp(NaOH) = 23 µs, However, 
τapp(KOH) = 32 µs without Iodine-Ethanol surface 
passivation at the  injection  level  ∆n = 1.1015 cm−3. 
In any case, we note that the surfaces treated with 
23% KOH represents the best results in terms of 
carrier lifetime, it  seems  to  be  clear  that  the 
enhancement between these results is  closely  
related  to  the  surface  treatment.  
This result could be related to increased surface 
defect states due to expanded surface area, this 
would involve additional  dangling  bonds and  
therefore  increases  the  surface  recombination  
velocity,  leading to a decrease of the measured τapp 
[12, 13]. Always from Figure 5, we can deduce that 
the effect of traps is negligible in Cz-silicon samples, 
because the trapping leads to an increasing apparent 
in lifetime with decreasing injection density [7]. 
 
Conclusion 
 
An investigation of the surface state of silicon after 
alkali solution polishing has been presented. Several 
alkaline based wet chemical etching sequences are 
tested in terms of resulting surface roughness, 
electrical and optical performance. All the flatness 
parameters obtained from our analysis clearly 
indicate the superiority of the KOH polishing 
process as compared to NaOH polishing.  
 
 
 
 
 

Chemical solution Ra (µm) Weighted  
reflectance 

KOH 23% wt. - 90°C 0.55 10.84% 
NaOH 30% wt.- 
100°C 0.73 28.5% 
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Our study also reveals that the KOH thinning-
polishing at 23% by weight concentration process 
gives the smoothest surface comparing with the 
NaOH treatment  and KOH treatment gives also the 
lowest reflection is a controlled, this different 
parameters was correlated to electrical properties in 
terms of carrier lifetime. In conclusion, the aim of 
our study is to enhance the minority lifetime of the 
wafer by modifying its surface roughness. 
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Abstract: Aging aircraft present significant technical, economical, and operational 
challenges for military decision makers. As aircraft mature beyond their planned service 
lives, their maintenance needs may become less predictable and their overall operational 
availability tends to decrease. Operations and Maintenance (O&M) costs normally 
increase over time and eventually become prohibitive, thereby providing strong 
evidence that the aircraft should be replaced. This paper presents an analysis of the 
Canadian Armed Forces CH149 aircraft replacement and overhaul options. The analysis 
identified three potential decision regions for the aircraft replace/lease/upgrade options, 
depending on the O&M cost reduction factor and the lease cost. Sensitivity and risk 
analyses were conducted to assess the impact of key parameters on the decision regions. 

  
 
1. Introduction 
 
Aging aircraft present significant technical, 
economical, and operational challenges for military 
decision makers. As aircraft mature beyond their 
planned service lives, their maintenance needs may 
become less predictable. Corrosion, for example, 
may require additional inspections and repairs. 
Aircraft may also become less resilient with age, so 
that random events pose increasingly serious 
maintenance challenges. As aircraft age, it is 
expected that increasing Operations and 
Maintenance (O&M) costs will eventually become 
prohibitive, thereby suggesting that the aircraft 
should be replaced. From an operational perspective, 
the overall operational availability (Ao) of military 
aircraft tends to decrease with age. Ao is an 
important consideration in the evaluation of system 
performance, readiness, and sustainability. 
 
This paper presents an analysis of the Canadian 
Armed Forces CH149 aircraft replacement/ overhaul 
options. The CH149 Cormorant is Canada’s primary 
search-and-rescue (SAR) helicopter. Since delivery, 

the CH149 fleet has not reached its Ao target set in 
the original statement of requirements. In addition to 
lower than expected Ao, the O&M costs of the 
CH149 fleet have increased significantly over the 
past few years. Various unanticipated maintenance 
problems, such as early on-set corrosion, have 
contributed to degraded performance and upwardly 
spiralling O&M costs. 
 
A simulation-based economic model was developed 
to assess the cost effectiveness of the CH149 
replacement/ overhaul options [1]. The model used 
the Geometric Brownian Motion (GBM) [2] method 
to forecast the aircraft O&M cost trends and applied 
cost comparison methods of engineering economics 
[3] to assess the cost effectiveness of the CH149 
replacement/ overhaul options. GBM is a 
continuous-time stochastic process in which the 
logarithm of the randomly varying quantity follows 
a Brownian motion with drift. GBM accommodates 
random events through a diffusion process and 
upward trends through a drift process. Three 
proposed aircraft replacement and overhaul options 
(Upgrade, Lease, and Replace) were investigated. 
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The Upgrade option considers upgrading the current 
CH149 fleet (14 aircraft) and expanding it with six 
additional (new) aircraft. It is assumed that 
upgrading the current CH149 aircraft would reduce 
their O&M costs by a factor called the O&M cost 
reduction factor. The Lease option considers 
replacing the current CH149 fleet with 20 leased 
aircraft of similar operational capabilities for a fixed 
annual cost called the lease cost. The Replace option 
considers replacing the current CH149 fleet with 20 
new aircraft of similar capabilities. For simplicity, it 
is assumed that 10 aircraft will be delivered at the 
beginning of the project and the remaining 10 
aircraft will be delivered five years later. In this case, 
the current CH149 fleet would remain in service 
until the delivery of the last aircraft. 
 
2. O&M Cost Process 
 
To assess the cost effectiveness of the aircraft 
replacement/ overhaul options, historical O&M 
costs of the current CH149 fleet were collected and 
analysed. A data set of ten annual O&M costs per 
aircraft for the years 2003 to 2012 was obtained from 
the Defence Financial Management Accounting 
System: 0.677, 1.623, 2.269, 2.422, 3.746, 5.559, 
4.885, 5.811, 7.509, 8.030 ($M). The first step in the 
analysis is to test the GBM model assumptions using 
the data sample. There are a number of theoretical 
goodness-of-fit tests that can be applied for small 
samples, and the two of the best known distance tests 
are Anderson-Darling and Lilliefors [4]. The 
application of these tests to the O&M cost data gave 
a p-value of 0.59 for Anderson-Darling and 0.50 for 
Lilliefors, indicating a failure to reject the null 
hypothesis that the sample comes from a normal 
distribution at a significance level of 5%. To test the 
data for the independence assumption, the sample 
autocorrelation function (ACF) of the data was 
calculated and compared with the theoretical ACF 
derived from the GBM process. The test indicates 
that most of the data is confined to the 95% 
confidence bands of the autocorrelation function, 
except for lags 1 and 2. At lags larger than 2, the 
sample ACF becomes consistent with white noise. 
 
Using the maximum likelihood technique, the GBM 
model parameters (mean and standard deviation) are 
estimated from the O&M cost data as: µ = 0.25 per 
year and σ = 0.27 per year1/2. Figure 1 depicts the 
CH149 O&M cost data and projected sample paths 
generated using the GBM model. The contour 
denotes the boundary that contains 95% confidence 
interval for forecasted paths using the model 
parameters. 

 
3. Cost Effectiveness Analysis 
 
The next step in the analysis is to use the economic 
model developed in [1] to determine the cost 
effective option for the CH149 replacement and 
overhaul. For the purpose of this paper, it is assumed 
that the O&M costs of the additional fleet, leased 
fleet and new fleet follow the same patterns (i.e., 
same GBM parameters) as the O&M costs of the 
current fleet. They are estimated by projecting the 
CH149 O&M cost data over time for different fleet 
sizes. It is also assumed that the O&M cost of a 
leased aircraft is higher than the O&M costs of a new 
aircraft by about 10% to 15% (for example). Given 
the lack of data, a set of hypothetical economic 
parameters for both the current and the new aircraft 
fleets was considered in the analysis. The details of 
the economic parameters (e.g., upgrade cost, book 
value of the aircraft, discount rate, etc.) can be found 
in [1]. Probability distributions (e.g., Program 
Evaluation and Review Technique) were used to 
represent the variability in these parameters and 
Monte Carlo simulation was applied to determine the 
expected costs of the aircraft replacement/overhaul 
options. The O&M cost reduction factor and the 
annual lease cost were used as decision variables in 
the study. 
 
Figure 2 depicts three potential decision regions 
(Upgrade, Lease, and Replace) for the aircraft 
replacement/ overhaul options, depending on the 
O&M cost reduction factor (ρ) and the annual lease 
cost. The boundaries between the three regions are 
determined by varying the cost reduction factor and 
calculating the corresponding annual lease cost for a 
large number of simulation runs (e.g., 100,000). The 
analysis indicates that there is a critical value of the 
O&M cost reduction factor (corresponding to the 
intersection of the three region boundaries) as shown 
in Figure 2. Decision makers need to estimate the 
value of the O&M cost reduction factor and compare 
it with the critical value in order to determine the cost 
effective option for the CH149 replacement/ 
overhaul problem. In this example, the Lease region 
represents the cost effective option where the O&M 
cost reduction factor is less than 62% to 79% and the 
lease cost is less than a threshold lease cost of 
$280M. Similarly, the Replace region indicates the 
cost effective option when the O&M cost reduction 
factor is less than the 62% but the lease cost is 
greater than $280M. Finally, the Upgrade region 
represents the cost effective option when the O&M 
cost reduction factor is significantly high.  
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Figure 1. Aircraft O&M cost data and projected sample paths. 
 
 

 

Figure 2. Decision regions for the aircraft replacement/overhaul options. 
 
 

 

4. Risk and Sensitivity Analysis 
 
An analysis was conducted to evaluate the 
confidence level for selecting the cost effective 
option for a given O&M cost reduction factor and a 
lease cost. The confidence level is determined by 
calculating the ranking probabilities of the options. 
Figure 3 depicts the iso-contours of the maximum 
ranking probabilities of the options and shows 
different confidence levels for the cost effective 

regions. The area between the cost effective regions 
represents the uncertainty region, where all options 
have comparable ranking probabilities. A sensitivity 
analysis was also conducted to assess the impact of 
key parameters (fleet size, in-service period, and 
O&M cost growth rate) on the cost effectiveness 
option. It indicates that the decision region would not 
be affected by a small change in the fleet size but 
will be sensitive to the in-service period and the 
O&M cost growth rate.
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Figure 3. Iso-Contours of the maximum ranking probabilities. 

 
5. Conclusions 
 
In this paper, an analysis was conducted to assess the 
CH149 aircraft replacement/ overhaul options. 
Depending on the O&M cost reduction factor and 
the lease cost, three potential decision regions were 
identified. The analysis indicated that the Upgrade 
option would not be cost effective as it would not be 
feasible in practice to reduce the O&M costs by 
80%, for example. As such, the Lease or the Replace 
options should be further investigated. The analysis 
also indicated that the decision region would not be 
affected by a small change in the fleet size but will 
be sensitive to the in-service period and the O&M 
cost growth rate. Future work would include an 
analysis of the optimal replacement age of the 
aircraft. 
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ABSTRACT 

The demands for lightweight, high-performance, low-cost structures are dramatically increasing, and that draws 
attention to research in the field of structural optimization. Designs of lightweight structures have become more 
important, especially in the automobile industry. The goal of this study is to obtain the optimum shape of an automobile 
torque arm and predict its reliability. Torque arm, part of the rear suspension, is subjected to cyclic loading. The stresses 
developed in the structure should not exceed the allowable stress, and fatigue life is another constraint due to cyclic 
loading. The optimization of torque arm requires calculation of the stresses and the fatigue life many times; therefore 
surrogate models (response surface approximations and Kriging) are used in this study to reduce the computational cost. 
Surrogate based optimization of the torque arm is performed by using the Optimization Module of ANSYS Workbench. 
After the optimum shape is determined, the reliability prediction of the torque arm is performed. In reliability prediction, 
tail modeling method, an adaptation of a powerful result from extreme value theory in statistics related to the distribution 
of exceedances, is utilized.  
 
KEYWORDS – Weight Optimization, Surrogate Models, Tail Modeling. 
  

 
1. Introduction 
 
The limit-state function of a mechanical system is usually 
evaluated through performing computationally expensive 
finite element analyses. The simulation techniques such 
as Monte Carlo method or its advanced variants (e.g., 
importance sampling, Melchers [1]; adaptive importance 
sampling, Wu [2]; directional simulation, Nie and 
Ellingwood [3]) require a large number of limit-state 
evaluations; hence they are not suitable for highly safe 
mechanical systems. Alternatively, the analytical methods 
such as first-/second- order reliability methods 
(FORM/SORM) are computationally efficient, but their 
accuracy diminishes as the limit-state function becomes 
nonlinear. In order to overcome the drawbacks of these 
traditional methods, the techniques based on tail modeling 
have been successfully used by many researchers, 
including Castillo [4], Caers and Maes [5] Kim et al. [6], 

and Ramu et al. [7] for reliability assessment of highly 
safe mechanical systems.The demands for lightweight, 
high-performance, low-cost structures are dramatically 
increasing, and that draws attention to research in the field 
of structural optimization. Designs of lightweight 
structures have become more important especially in 
automobile industry. The torque arm is a suspension 
component that mounts on a rear-wheel drive vehicle's 
rear-drive axle. This component allows the vehicle to 
accelerate in a straight line without rotating the rear axle. 
The torque arm also assists the vehicle in braking by 
applying force to the braking system. The torque arm is 
primarily used in what designers call a three-link 
suspension system. In this study, the optimum shape of an 
automobile torque arm is obtained by using optimization 
techniques and then the reliability of the optimum 
configuration is predicted by using tail modeling. The 
torque arm is subjected to cyclic loading, and it is 
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designed such that the stresses developed in the structure 
should not exceed the allowable stress, and fatigue life is 
another constraint due to cyclic loading. The optimization 
of torque arm requires calculation of the stresses and the 
fatigue life many times; therefore surrogate models are 
used in this study to reduce the computational cost.  

2. Problem Definition 
 
In this study, the weight of the torque arm is minimized 
under stress and life constraints and then its reliability is 
predicted. The baseline geometry and loading conditions 
are shown in Figure 1. The torque arm is fixed at the left 
end to the chassis and the cyclic loads transferred from 
rear-wheels are applied at the right end. For the loads, a 
factor of safety of 2.0 is used. For instance, the expected 
vertical load on the torque arm is 633.25 N, so 1266.5 N 
vertical load is used in the analysis. 

 

Figure 1.  Baseline Geometry and Boundary Conditions 
Dimensions are in mm. 

 

Based on static and fatigue failure considerations, the 
optimization formulation can be stated as presented in Eq. 
(1) and the design variables are shown in Figure 2. 

Find     d1, d2, d3, d4, d5 

Minimize       mass (d1, d2, d3, d4, d5) 

S.t.  Max Von-Mises Stress (d1, d2, d3, d4, d5) – σbl ≤ 0  
(1) 

       Fatigue lifetime nf (d1, d2, d3, d4, d5)-  (nf )bl ≤ 0 

where σbl and (nf)bl are the maximum von-Mises stress 
and the fatigue life of the baseline design, respectively. 
These values are obtained through structural analysis by 
using ANSYS Workbench Structural Analysis Tool. For 
fatigue analysis stress-life method [8] is used. The 
optimization of this problem is performed by using 
Response Surface Optimization module of ANSYS 
Workbench. Polynomial response surface (PRS) 
approximation and Kriging models are used. After the 
optimum shape is determined, the reliability prediction of 
the torque arm is performed using tail modeling.  

3. Optimization Results  
 
As noted earlier, PRS and Kriging surrogate models are 

 

Figure 2.  Design variables for the optimization of 
torque arm 

used in this study to relate the maximum von-Mises stress 
and fatigue life to the design variables. It is found that 
Kriging surrogate model has smaller RMSE (for both 
fatigue life and maximum von-Mises stresses) than PRS 
model, therefore optimization is performed by using 
Kriging models. Von-Mises stress distribution at the 
baseline design and the optimum design can be seen in 
Fig. 3. The values of the design variables, maximum von-
Misses stress, fatigue life, and weight of the baseline and 
the optimum design are given in Table 1. Optimization 
results indicated that the weight of the torque arm can be 
reduced by 26% through optimization. 

 

 

Figure 3. von-Mises stress distribution at (a) the 
baseline design, (b) the optimum design 

 
4. Reliability Prediction 
 
After obtaining the optimum design, reliability prediction 
is performed. Random variables are listed in Table 2. The 
mean values of the geometric random variables are taken 
as the optimum design dimensions and standard deviation 
is taken as 1 mm for all geometry random variables. For 
fatigue life estimation, stress life parameters are strength 
coefficient (σ f ) and strength exponent (b), and they are 
taken as random variables. Coefficients of variation 
values for these parameters are selected based on our 
experience. Coefficient of variation for load is taken as 
0.1 as in [9]. 

a 

b 

17 
 



N.TUTEN,E.ACAR/ IJCESEN 1-2(2015)16-19 

 
Table 1.  Optimization Results 
 

 
 

Table 2.  Random Variables  
 

Random 
Variables 

Distributi
on Type 

Mean Standard 
Deviation 

Geometry variables 

d1 (mm) Normal 51 1 

d2 (mm) Normal 11 1 

d3 (mm) Normal 129 1 

d4 (mm) Normal 3 1 

d5 (mm) Normal 18.5 1 

Load Components 

Random 
Variables 

Dist. Type Mean Standard Deviation 

Fx (N) Normal 348.625 34.8625 

Fy (N) Normal 633.25 63.325 

Fatigue Life Parameters 

Random 
Variables 

Dist. Type Mean Standard Deviation 

σf  (MPa) Lognormal 1043 83.44(Cv=0.08) 

b Normal -0.107 0.0107(Cv=0.10) 

 

4.1 Reliability Prediction 
In this study, tail modeling is used for reliability 
prediction of the torque arm. Tail modeling method is an 
adaptation of a powerful result from extreme value theory 
in statistics related to the distribution of exceedances. The 
conditional excess distribution above a certain threshold 
is determined using the generalized Pareto distribution 
(GPD). The distribution parameters of the GPD are found 
through maximum likelihood estimation [10]. After the 
distribution parameters are found, the reliability is 
calculated by using Eq. (2) 

     (2) 

where ƺ is the shape parameter, σ is the scale parameter of 
GPD, and g is the selected threshold value. For reliability 
prediction M=500 samples are created according to 
distribution types, mean and standard deviation values 
and structural analyses for these samples are performed to 
obtain fatigue life values. Since the torque arm fails 
because of fatigue, limit state function is written in terms 
of fatigue lifetime. The limit state function has the form 
of 

   (3) 

where system fails g>0 condition, Nc is the critic life 
determined by finite element analysis of optimum design, 
and N is the random fatigue life values. Reliability 
predictions are listed in Table 3. In tail modeling 
prediction, parameters are calculated using maximum 
likelihood and least square estimation. The average values 
of these two methods are also shown. 

Table 3.  Reliability Prediction  
Methods Reliability 

Maximum Likelihood 
Estimation 

0.997 

Least Square Estimation 0.993 

Average 0.995 

 
5. Conclusion 
This study is mainly concerned with minimization of the 
weight of an automobile torque arm under stress and 
fatigue life constraints as well as the reliability prediction 
of the optimum design. Surrogate based optimization 

 Baseline 
Design 

Optimum 
Design 

Dimensions (mm.)   

d1 60 51 

d2 5 11 

d3 135 129 

d4 5 3 

d5 10 18,5 

Mass (kg) 0,196 0,145 

Max. Von Mises 
Stress (MPa) 

 

319,6 

 

295,7 

Fatigue Life 
(cycle) 

 

8658 

 

11122 
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approach is followed to obtain the optimum torque arm 
configuration. Polynomial response surface 
approximations and Kriging metamodels are used, and it 
is found that Kriging metamodels are more accurate than 
polynomial response surface approximations. Therefore, 
Kriging model is further used in used in optimization, 
which is performed by using Optimization Module of 
ANSYS Workbench. Optimization results indicated that 
the weight of the torque arm can be reduced by 26% 
through optimization. Furthermore, optimum design has 
better features in terms of maximum von Mises stress and 
fatigue life. After the optimum design is found, its 
reliability is predicted by tail modeling technique.  
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Abstract: The size of a lambda term’s type assignment is traditionally 
interpreted as the number of involved typing rules, but can be also assessed using some 
finer-grained measures such as the number of involved type declarations (TD). We 
propose a type assignment method that relies on the translation of a typeable lambda 
term to the corresponding term of a modified resource control lambda calculus. The 
translation output of a given lambda term is often syntactically more complex, therefore 
more rules need to be used for its type assignment in the target calculus.  However, we 
show that TD measure decreases when types are assigned to terms satisfying a certain 
minimal level of complexity, thus our method represents an optimization of the lambda 
calculus’ type assignment. 
 

  
 
1. Introduction 
 
The untyped λ-calculus is a simple formal system 
for expressing all effectively computable functions 
(equivalent to Turing machine). Typed λ-calculus 
[1]  is a restricted system, where application is 
controlled by objects (types) assigned to λ-terms.  
Typed λ-calculus has played an important role in 
the development of programming languages, proof 
theory, evaluation strategies, mathematical 
linguistics, etc... Today, a variety of λ-based calculi 
and type systems have found application in 
programming languages for certified compilers, 
automated theorem provers and proof assistants, 
software verification, etc...  
In the λ-calculus, complexity of computation refers 
to the number of required reduction rules in order to 
reach the normal form (if possible). For example, in 
[4], a particular subclass of λ-terms that reduce to 
normal form in polynomial time is characterized by 
means of typeability in a system corresponding to 
light affine logic. Complexity of type assignment, 
on the other hand, measures the size of type 

assignment (TA). It can be assessed via different 
measures, such as: the number of applied TA rules 
(length of the proof) - time complexity; the number 
of used type declarations (weight of the proof) - 
space complexity; the number of used type 
variables (also weight of the proof, but not 
interesting for simple types where the type of a 
given term is unique). The problem of the weight of 
the proof reducing is interesting for applicative 
purposes, since it corresponds to the required 
memory for the type assignment or type checking. 
The goal of this paper is to investigate the 
optimization of the lambda type assignment by 
using the lambda calculus with resource control, λ®, 
proposed in [2]. 

1 RESOURCE CONTROL IN TYPE 
ASSIGNMENT OPTIMIZATION 

The λ®-calculus is an extension of the λ-calculus 
with operators that perform quantitative control of 
variables by explicitly denoting duplication and 
erasure of each variable, which on the logical side 
corresponds to structural rules of weakening and 

http://dergipark.ulakbim.gov.tr/ijcesen
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contraction. The weakening operator denotes that 
the variable x does not appear in the term M, 
whereas the contraction operator denotes that two 
variables x and y play the same role in M, therefore 
one may think of them as of one duplicated variable 
z. A detailed account on the λ®-calculus can be 
found in [3].  
Each λ-term can be represented in the λ®-calculus 
using a mapping [ ]rc. In general, a correspondence 
between sets of λ-terms and λ®-terms is “one-to-
many”. It can be showed that the mapping [ ]rc is 
constructed in a way that resource operators are put 
in positions which are optimal from the TA point of 
view and their interaction is disabled: 
Proposition 1. For each λ-term M, the 
corresponding λ®-term [M]rc is in the γω-normal 
form. 
Simple types are assigned to λ®-terms by the TA 
system λ® →. Its main differences with respect to 
the system λ → (of simply-typed λ-calculus) are the 
following: (i) two new TA-rules; (ii)  minimal form 
of axiom; (iii)  context-splitting style for the rule 
with two premises (where Γ,∆ is disjoint union of 
two bases Γ and ∆). Systems λ → and λ® → are 
represented in Figure 1. 
λ →: 
 

 
 

λ® →: 

 
 

Figure 1.  Type assignment rules for simply typed λ-
calculus and for λ®-calculus 
 

It is easy to prove the preservation of the type of a 
λ-term in the system with resource control: 

Proposition 2.  If Γ ⊢ M : α in λ→, then Γ′ ⊢ [M]rc 
: α in λ® →, for some Γ′ ⊆ Γ. 

Our work plan is as follows. For a given λ-term M:  

(i) we translate it to corresponding λ®-
term [M]rc;  

(ii) proposition 2 ensures the preservation 
of type;  

(iii) due to Proposition 1, we can separately 
investigate the effects of explicit 
weakening and contraction on the 
complexity of TA.  

Obviously, the number of TA rules will increase 
because the system λ® → consists of more rules 
which reflects the more complex syntax of the λ®-
term, but what about the number of type 
declarations? 
The effect of explicit weakening is firstly 
investigated on a simple example of a term with n 
void lambda abstractions (M ≡ λxnxn−1 ...x1.y) 
whose counterpart in the λ®-calculus contains n 
weakenings ([M]rc ≡ 
λxn.xn⊙(λxn−1.xn−1⊙(...(λx1.x1⊙y)...)) ). The type 
αn → αn−1 →···→ α1 → β can be assigned to both M 
and [M]rc, but the complexity of TA differs. In the 
system λ→, the number of applied TA rules is n + 
1 and the number of used TD is (n + 1)(n + 2)/2. On 
the other hand, in the system λ® →, the number of 
applied TA rules is 2n + 1 but the number of used 
TD is 3n + 1. Therefore, despite of the increased 
number of applied TA rules, the total number of 
used TD is smaller in the presence of explicit 
weakening for all terms with n > 3. 
Even in the more general case where n void 
abstractions (i.e. weakenings) are distributed along 
the term, we obtain that in the system λ → the 
number of TD behaves as O(n2), whereas in the 
system λ® → number of TD  behaves as O(n).  
Next, in order to explore the effect of explicit 
contraction, we firstly analyze an example of the λ-
term with n repetitions of the same variable. This is 
Church numeral representing the natural number N: 
N ≡ λf.λx.fn(x). The type int: (α → α) → α → α can 
be assigned to both N and its resource sensitive 
counterpart [N]rc which contains n-1 contractions. 
In the system λ →, the number of applied TA rules 
is 2n + 3; the number of TD: 4n + 3. In the system 
λ® →, the number of TA rules is 3n + 2; the number 
of TD: 6n − 1. In both cases the number of TD 
behaves as O(n),  but without explicit contraction it 
is smaller for n ≥ 2. Therefore, in spite of the 
presence of the context splitting rule for application 
which decreases number of TD, explicit contraction 
in general does not contribute to the optimization of 
the type assignment complexity. An explanation for 
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this phenomenon lies in the fact that apart from the 
additional TA rules, the number of TD is enlarged 
because all fresh variables need to be declared. This 
neutralizes the positive effect of the context-
splitting rule. 
Conclusion of analysis of effects: In case of the 
explicit weakening, it is not possible to separate 
two additional features of the system λ® →: the 
minimal axiom and the new rule (Weak). But, in 
case of the explicit contraction, it is possible to 
separate two additional features of the system: 
context splitting form of the rule (→E) and the new 
rule (Cont). Thus, we can build a novel, hybrid 
system λo→, collecting only those features that 
reduce the number of TD:  

(i) explicit weakening;  
(ii) implicit contraction;  
(iii) partial context-splitting form of the rule 

(→E) (with ordinary union Γ∪∆ 
instead of disjoint one Γ,∆).  

Syntax 
Pre-terms:  

 
Terms are pre-terms that satisfy the condition:  

in  

 
Reductions 
 

 
Mapping from λ 
 

 
 
System λo→ 

 
 

Figure 2.  The  λo – calculus 

The syntax and reduction rules of the λo-calculus, 
the mapping [ ]o from λ to λo , and type assignment 
system  λo→ are given in Figure 2. 
Turning back to Church numeral N and the type 
assignment of its corresponding term [N]o in the 
system λo→, we obtain the following results: the 
number of TA rules is 2n + 3; the number of TD: 
3n + 2 (which is less than in λ→ for all n). Finally, 
some additional results for several randomly chosen 
terms, typed in parallel in the systems λ→ and λo→ 
are given in Table 1. Since some terms are too long 
to fit in the table, we will give their standard 
interpretation instead of the syntax. For example, 
we will write 3 for λf.λx.f(f(fx)), MULT for 
λx.λy.λz.x(yz), FALSE for λx.λy.y, etc… We will 
also use prefix notation for binary operations. For 
example, PLUS 10 (MULT 5 2) stands for 10 + 
5*2. 

Table 1.  Some empirical results 

(meaning of) 
the term 

Number 
of TD in 

λ→ 

Number 
of TD in 

λo → 

% of 
improvement 

MULT 3 2 44 30 32% 
PLUS 10 

(MULT 5 2) 137 90 34% 
AND TRUE 
FALSE 17 14 18% 

λw.(λx.yz)( 
uv) 47 26 45% 

 

2 CONCLUSION 

The λo-calculus is a modified version of the λ®-
calculus, which preserves good properties of the 
system λ® → relevant for the optimization issues. 
Except for the limited number of simple terms, it 
reduces the type assignment procedure in terms of 
the number of type declarations, thus optimizing 
required space ( = memory) for type checking, 
which makes it suitable for applications. To review 
the full extent of the proposed optimization method, 
we will in the future conduct semi-automated 
testing with large-scale terms. Also, it would be 
interesting to extend the proposed method to more 
complex type-systems (such as intersection types, 
polymorphic types, dependent types,...) and to other 
lambda-based formal calculi. 
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    Abstract: In this paper a numerical method is given for the solution of linear 

Fredholm integro differential equations under the mixed conditions using the Bernoulli 

polynomials. Finally, some experiments and their numerical solutions are given. The 

results reveal that this method is very effective and highly promising when compared 

with other numerical methods.   
 

  
 

1 Introduction 

Many physical problems are modelled by 

integral or integro differential equations. 

Historically, they have achieved great popularity 

among mathematicians and physicists in formulating 

boundary value problems of gravitation, 

electrostatics, fluid dynamics and scattering. It is 

also well known that initial-value and boundary-

value problems for differential equations can often 

be converted into integral equations and there are 

usually significant advantages to be gained from 

making use of this conversion. Among these 

equations, Fredholm integro-differential equations 

(FIDEs) arise from various applications, like 

engineering, biology, medicine, economics, 

potential theory and many others. 

 The technique that we used is a numerical 

solution method, which is based on numerical 

solution of linear differential equations with variable 

coefficients in terms of Bernoulli polynomials. 

In this study, the basic ideas of the above studies 

are developed and applied to the 
thm -order linear 

Fredholm integro differential equation with variable 

coefficients 

          dttytxKxgxyxP

b

a

f

k
m

k

k ,1

0
 



  (1)   

for  btxa ,0                               

under the mixed conditions, 

         i

m

k

k

ik

k

ik bybaya 




1

0

          (2)      

for 1,...,2,1,0  mi  .                                   

and the solution is expressed in the form, 

   xBaxy n

N

n

n



0

  which is a Bernoulli 

polynomial of degree N and 𝑎𝑛 are unknown 

Bernoulli coefficients. 

2 Fundamental  Matrix Solution 

Let us consider the m th-order Fredholm integro 

differential equation with variable coefficients (1) 

and find the matrix forms of each term of equation.  
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shortly          xIxgxyxP f
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k 1
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  where 

     dttytxKxI

b

a

ff  ,  . Then we write the matrix 

form of  xy  is    AB xxy                                                     

where         xBxBxBx N10B , 

 TNaaa 10A . By using the general 

representation of Bernoulli polynomials which is 

  iN

N

N

i

N xb
i

N
xB 



 



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




0

 we can write  xy for 

variable t ,     AB tty   using the Maclaurin 

expansion, 

     txtxK T
tf XKX, ,       t

ijt kK ,    (3)    

Nji ,...,2,1,0,                              

and then using the Bernoulli expansion, 

     txtxK T
ff BKB, ,        f

ijf kK ,        (4)     

Nji ,...,2,1,0,                

 we find  

       txtx T
f

T
t BKBXKX   

       txtx T

f

T

t XSSKXXKX
T 

T
ft SSKK  

11 ) T
(SKSK tf . 

On the other hand,    SXB xx   using this relation we 

can find 

     kk xx MXX         SAMX
kk xxy  . 

And then we obtain 

      AQKBABKB ff
T

f

b

a

f xdttxI     (5) 

where      dttt

b

a

T
f BBQ   .                             

We can write fQ also, 
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Nji ,...,2,1,0,  .  

Then  we obtain  SHSQ f
T

f   using this relation 

we find     AQSKXI fff xx    .  As a result, the 

matrix representation of  

          dttytxKxgxyxP

b

a

f

k
m

k

k ,1

0
 



  

can be given by  
 

f

m

k

k
k y IGP 1

0




. On the 

other hand using the relation
     SAMX

kk xxy   , 

the matrix form of the conditions given by (2) can be 

written as      i

k
m

k

ikik bbaa 




SAMXX
1

0

1,...,2,1,0  mi  

 

 

3 Method Of Solution 

We are ready to construct the fundamental matrix 

equation corresponding to Eq.(1). For this propose, 

firstly we write  

        xIxgxyxP f
k

m

k

k 1

0




 and then we can 

write i
N

ab
axx i


 ,   Ni ,...,2,1,0  and then 

we obtain         ifii
k

i

m

k

k xIxgxyxP 1

0




,  

Ni ,...,2,1,0  so the fundamental matrix equation is 

gained 
 

f

m

k

k
k y IGP 1

0




. Then, we obtain 
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 AQXSKGSAXMP ff

m

k

k
k 1

0




  

GAQXSKSXMP

W

















   
f

ff

m

k

k
k 1

0

           (6) 

The fundamental matrix equation (6) for Eq.(1) 

corresponds to a system of (N+1) algebraic equation 

for the (N+1) unknown coefficients 

Naaaa ,...,,, 210
. Briefly, we can write (6) 

                            GAW f  or  GW ;f           

(7)                              

And briefly, the matrix form for conditions (2) is,  

 ii AU  or  ii ;U   , 1,...,2,1,0  mi     (8)              

To obtain the solution of Eq.(1) under the conditions 

(2), by replacing the rows matrices (8) by the last m 

rows of the matrix (7) we have the required 

augmented matrix or corresponding matrix equation  

*
GAW 

*
f   . If  

    1; ***
 Nrankrank ff GWW  we can 

write   *1*
GWA


 f    Thus the coefficients ia , 

Ni ,...,2,1,0 are uniquely determined by the last 

equation. 

4 Conclusion 

Integro differential equations are usually difficult to 

solve analytically. In many cases, it is required to 

obtained the approximate solution. For this propose, 

the present method can be proposed. In this paper, 

Bernoulli polynomial approach has been used for the 

approximate solution of linear Fredholm integro 

differential equations. The proposed method is 

suggested as an efficient method for linear Fredholm 

integro differential equations 
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Abstract: In this study, it was aimed to finish the analysis process much quicker and 
make the error margin minimum. Image processing technique was applied to the spectra 
of gamma irradiated diammonium hydrogen citrate single crystals recorded in the 
electron paramagnetic resonance (EPR) spectrometer. The peak values in the analogue 
spectra were detected and transferred to digital environment by using the image process 
technique. The analogue structures of the spectra were reobtained by using curve fitting 
methods after the digital spectra were implemented some basic morphological image 
processing techniques. The spin-Hamiltonian parameters were calculated by using the 
spectra acquired in our calculation and a comparison made with the results of manually 
resolved spectra. In this way, the aim of the study was achieved by minimizing the loss 
of time spent in the analysis stage and the errors related to humans.  

  
 
1. Introduction 
 
Human factor plays an important role in the analysis 
of scientific spectra. It can cause the analysis to last 
longer and the error margin to increase more during 
the analysis. Since the mistakes made during the 
measurements of both scan field and amplitudes in 
the spectra affect the results of analysis, making the 
errors minimum and having the same success in all 
spectra are very important at this stage [1]. 
 
There are a lot of studies on the spectra since they 
are used in many different scientific fields such as 
physics, chemistry, medicine, and engineering. 
Some researchers studied about peak detection [2], 
curve fitting methods [3], and image enhancements 
[4]. A group of researchers from the field of 
engineering analyzed the electromyography signal 
by using spectrogram in 2013. In the study, they 
investigated the effect of signal analysis on image 
size [5]. 
 

It is very important to obtain the spectra correctly for 
paramagnetic centers having different hyperfine 
values and line intensities in EPR spectroscopy. It 
lasts weeks even months to calculate the hyperfine 
values and g factors of paramagnetic centers, which 
has a lot of lines in its EPR spectra. Taking care of 
distribution of line intensities in typical EPR spectra, 
the spectra can be converted to digital medium and 
used image processing techniques to evaluate both g 
factors and hyperfine values in a very short time. 
 
In this study, our aim was to minimize human errors 
in the analysis of spectra by using image processing 
techniques. A software was developed to analyze the 
spectra and the results were compared with those 
obtained manually. 
 
2.  Material and Method 
 
There are five algorithmic steps in the study and 
these steps are explained in detail as below. 

http://dergipark.ulakbim.gov.tr/ijcesen
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2.1. Obtaining Spectra 
 
The images used in the study were obtained from the 
EPR spectra of gamma irradiated diammonium 
hydrogen citrate single crystals. The spectra were 
recorded on an EPR spectrometer between 0° and 
180° at 10° steps for each three mutually 
perpendicular axes, i.e. x, y, z axes. 
 
2.2. Preprocessing 
 
After first step, the spectra were transferred to a 
computer by a scanner. The digitized images had 
2480*1753 pixels resolution. The images transferred 
to computer were cleaned from environmental 
noises and factors that can cause incorrect results by 
using Matlab (R) R2012a (7.14.0.739) 32-bit 
(win32). One of the important parts in the analysis 
of spectra is to locate the center point. To overcome 
this problem, the center point was marked. This 
mark would be used in detection of center points of 
the other spectra. A spectrum after completing pre-
processing step is shown in Figure1. 
 
2.3. Image Processing Techniques 
 
Some image processing techniques were required to 
analyze the spectra in best way. To make the 
detection of points in spectra easier and more 
precise, all images were converted from RGB (red-
green-blue) to BW (black-white). A morphological 
process named the erosion was applied to remove 
linear noises. After these processes, the spectra were 
provided to be more linear. Since the spectral images 
were based on pixels, the points of the spectra were 
detected by scanning both x and y axes. In BW 
image, “0” shows background and“1” shows the 
points of the spectra. 
 

 
 

Figure 1. One of the spectra after preprocessing step. 
 

2.4. Point Extraction 
 
In the preceding part, the general outline of the 
spectra was somewhat appeared. To continue 

resolving the spectra, we need to know the 
corresponding values of all points. Hence, the points 
were converted from pixels to gauss (magnetic field 
unit) as well as intensity and new coordinate values 
were assigned for each points. The central gauss 
value in the spectra was taken into account when 
converting pixels to gauss value. For example, if the 
magnetic field magnitude is chosen as 3000 gauss 
when recording the spectra, then the central gauss 
value is 3000 gauss and the value will increase or 
decrease due moving to the right or left of the center, 
respectively. 
 
2.4.1. Curve Fitting 
 
After all these steps, the spectra are still composed 
of points. Hence, to continue analyzing the spectra, 
the points have to be combined together by using 
correct curve fitting method. In this study, we used 
smoothing spline method, which is a polynomial 
method. Previous studies showed that smoothing 
spline method is also successful at image 
enhancement [6]. We applied different curve fitting 
methods before using smoothing spline and noticed 
that the smoothing spline method had a greater 
successful rate than the other methods. We selected 
‘0.94’ as sensitivity value since it gave the best 
results. The digitized images which are very similar 
to the original spectra were obtained by using the 
smoothing spline method. 
 
2.4.2. Peak Detection 
 
The most important part in spectrum analysis is to 
detect local maximum and minimum points (peaks) 
because the analysis is based on this situation. The 
more we choose appropriate points among the peaks 
in the spectrum, the more the result of analysis will 
be successful. To detect peaks, we used the method, 
with some minor changes and improvements, 
developed in 2012 by Billauer [7]. 
 
Two arguments were needed to detect peaks: vector 
and delta. The vector represents the points that create 
the spectrum. Delta is the threshold value for a peak. 
If the difference between two points is greater than 
delta value, the point having the greater value is 
detected as peak. Here the important thing is how to 
detect delta threshold value because the delta 
threshold value has different values in each 
spectrum. In the study, we realized that the delta 
threshold value has a value between 1 and 10 for all 
spectrum. We used an algorithm shown in Figure 2.a 
and detected optimal delta value for each spectrum. 
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Figure 2.a. The algorithm of detection delta threshold 

value. 
 
We detected all peaks in the spectrum after optimal 
delta value was found. However, in the analysis, we 
need only points that show sudden and major 
changes. To do this, we need to detect points over an 
identified threshold value. We determined this 
threshold value as the first detected value of intensity 
point and we realized that this method is successful 
for all spectra. Figure 2.b shows one of the spectra 
after this step. 
 

 
Figure 2.b. Detected peaks over identified threshold 

value in one of the spectra. 
 
Although we detected peaks, we needed fewer points 
which represented the spectrum better. To select 
these peaks, we used a method that the points close 
to each other were collected in a cluster. When the 
distance of two points is over some specific value, 
which is related to hyperfine value in EPR, the points 
were collected in a cluster. Later, the areas under 
peaks were calculated in the clusters and compared 
with each other in its own cluster. A peak which has 
the largest area in its cluster was selected as point 
used in the analysis stage. This process was applied 

to all clusters and a single peak was found for each 
cluster. The determined peaks having the largest area 
are shown in Figure 2.c. 

 
Figure 2.c. The peak points detected with area 

 
2.5. Evaluation of obtained points 
 
In the stage of detection of peaks, the peaks were 
selected to be used in the analysis. To analyze 
spectrum, the gauss values of points were saved as a 
text output that used in evaluation application. The 
signal analysis was completed after all these steps 
and evaluation of signal was initiated. 
 
3. Results and Discussion  
 
In paramagnetic centres, the interaction between the 
nucleus and the unpaired electron is called hyperfine 
interaction and is equal to the spacing between 
adjacent peaks in units of millitesla (mT) [8]. In EPR 
spectroscopy the g factor is a measure of the 
magnetic property of the paramagnetic environment 
and is also known as spectroscopic splitting factor 
[8]. These two values, hyperfine and g factor, are 
visualized in Figure 2.c. 
 
The g factors and hyperfine values for gamma 
irradiated diammonium hydrogen citrate single 
crystals are evaluated first manually and then by 
using the image process algorithm described above. 
In manual evaluation, the values of each peak in 
recorded spectra were obtained by using a ruler and 
then calculations were made. The duration for the 
whole process is about three weeks. However, the 
duration for the same process is about a couple of 
hours by using the method we developed in the 
study. 
 
To calculate g factors and hyperfine values, one 
needs to plot a graph g2 against rotation angle in EPR 
spectra. Figure 3 shows the graphs plotted for the 
first plane, i.e. ab plane, by using both experimental 
and computational data. We used the fitting 
procedure and calculation technique as described in 
[8, 9]. The calculated g factors and hyperfine values 

A A A A 

g 
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for both methods are within the experimental error 
range and as follows: gexp=1.999, Aexp=3.11 mT, 
gcomp=1.994, Acomp=3.16 mT. 
 

 
Figure 3. Plot of g2 vs rotation angle in ab plane by 
using (a) experimental and (b) computational data. 

 
4. Conclusion  
 
Complex EPR spectra can be simplified by removing 
the noise from the spectrometer. We tried to simulate 
the EPR spectra recorded for irradiated diammonium 
hydrogen citrate single crystals. By using the 
algorithm provided above, the desired simple and 
ready to use spectra were obtained in a couple of 
minutes rather than weeks. One can also use the 
algorithm to distinguish paramagnetic centres with 
different hyperfine values. The paramagnetic centres 
can be complexes doped with transition metal ions, 
irradiated single crystals, or biological radical 
centres. 
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Abstract: In this paper, we present rotation invariant descriptors using regional rank 

for texture classification. The regional rank   presents the rank of the gray level of each 

pixel in a region whose size and shape depend on the gray level of the treaty pixel and 

its neighbors. Rotation invariant features are obtained by combining the rank which is 

found and the treaty pixel code. This latter is calculated by global thresholding. Eight 

discriminates and rotation invariant features are then obtained. The features size don’t 

increase with scale and kept constant.  Tests are performed on the well known Outex 

database. Compared to LBP method using different schemes, the proposed method 

achieves good texture classification performance while enjoying a compact feature 

representation. 

 

  
 

1. Introduction 
 
Texture analysis is an active research topic in image 

processing and pattern recognition. However, 

arbitrary rotation could occur in real-world textures. 

It will affect the performance of the texture analysis 

methods. Thus, extracting texture features that are 

rotation- invariant is an important issue to be 

addressed. 

Many methods were proposed for rotation 

invariance [1].Early ones focus on the statistical 

analysis of texture images. This starts with the co-

occurrence matrix method [2].Later, many model-

based methods were proposed for rotation 

invariance, such as circular autoregressive model [3] 

and markov random fields [4-6]. Rotation invariant 

features obtained through filter bank responses are 

also used [7-9]. Recently, Ojala et al. [10] proposed 

a local binary pattern (LBP) histogram for rotation 

invariant texture classification. LBP is a simple yet 

efficient operator to describe local image pattern, 

and it has achieved impressive classification results 

on representative texture databases [11].Many 

extensions of LBP were presented [12-14]. 

In [15], we introduced regional rank coding method.  

In order to extract more discriminate texture pattern, 

some modifications were conducted. First, to acquire 

more precision,regional rank ratio is portioned in 

four intervals and not two. Second, the gray level 

information is used for coding after global 

thresholding. Thus, eight rotation invariant patterns 

are obtained.  Third, different neighbourhood search 

space dimension are exploited. Also, the features 

histogram has the same size in different scales. So, 

they can be easily fused to improve the texture 

classification accuracy. 

The rest of the paper is organized as follows. Section 

2 reviews briefly LBP. Section 3 presents the 

proposed features. Section 4 reports the 

experimental results on large public texture 

database. Finally, Section 5 concludes the 

correspondence. 
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2. Brief review of Local binary Pattern (LBP) 

 

 LBP is initially proposed by Ojala et al. [16] to 

support the local contrast measure of image. The 

spatial structure of a local image texture is 

characterized by thresholding a 3×3 square 

neighbourhood with the value of the center pixel. To 

allow multi-resolution analysis and rotation 

invariance a more general formulation defined on 

circular symmetric neighborhood was proposed in 

[10] .The LBP pattern is computed by comparing  

the  value of the center pixel  𝑥𝑐  with those of its P 

neighbors that are evenly distributed  on a circle of 

radius R centred at center 𝑥𝑐  , such that the LBP 

response is calculated as 

 

𝐿𝐵𝑃𝑅,𝑃 = ∑ 𝑠(𝑥𝑖 − 𝑥𝑐)𝑃−1
𝑖=0 2𝑖 ,    𝑠(𝑥) = {

1    𝑥 ≥ 0
0    𝑥 < 0

      (1) 

 

The major problem of LBP is the exponential growth 

of the number of patterns with respect of the 

neighborhood size. In order to address this problem,  

Ojala et al. [10] defined three mapped patterns,which 

are uniform, rotation invariant and rotation invariant 

ones, respectively.  

The uniform value of an LBP pattern, which is the 

number of circular spatial transition (bitwise 0/1 or 

1/0 changes), can be mathematically computed by  

 

𝑈(𝐿𝐵𝑃𝑅,𝑃) = ∑ |𝑠(𝑥𝑖 − 𝑥𝑐) − 𝑠(𝑥𝑖+1 − 𝑥𝑐)|𝑃−1
𝑖=0           (2) 

 

When 𝑈(𝐿𝐵𝑃𝑅,𝑃) is less than or equal to 2 i.e U≤2, 

the pattern is called uniform pattern, denoted as 

𝐿𝐵𝑃𝑅,𝑃
𝑢2 . Uniform patters have P× (P-1) +3 different 

output values; these patterns are one of the 

fundamental patterns within image textures [10]. 

To achieve rotation invariance, a locally rotation 

invariance and pattern is defined as follows: 

 

𝐿𝐵𝑃𝑅,𝑃
𝑟𝑖 = min (𝑅𝑂𝑅(𝐿𝐵𝑃𝑅,𝑃, 𝑖)    𝑖 = 0,1, … 𝑃 − 1)   (3) 

 

Where (𝑅𝑂𝑅(𝑥, 𝑖)) denotes bit-wise right shift on 

the number 𝑥 𝑖 times. By introducing the definition 

of rotation invariance, LBP not only has prominent 

performance for image rotation, but also has fewer 

patterns[10]. 

In order to obtain  improved rotation  invariance  and 

to further  reduce  the dimensionality  of the  LBP 

histogram  feature, building  on 𝐿𝐵𝑃𝑅,𝑃
𝑟𝑖 , Ojala et al 

[10]  proposed the rotation invariant  uniform  

patterns 𝐿𝐵𝑃𝑅,𝑃
𝑟𝑖𝑢2, the collection of those rotation 

invariance patterns having a U value  of at most 2. 

 

𝐿𝐵𝑃𝑅,𝑃
𝑟𝑖𝑢2 = {

∑ 𝑠(𝑥𝑖 − 𝑥𝑐)𝑝−1
𝑖=0 , 𝑖𝑓   𝑈(𝐿𝐵𝑃𝑅,𝑃) ≤ 2

     𝑃 + 1                𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 
     (4) 

If P and R are respectively set to 8 and 1 the 

histogram dimensions of uniform pattern, rotation 

invariant pattern and rotation invariant uniform 

pattern are 59, 36 and 10 respectively.  

 

3. Regional Texture descriptors   

 

The regional rank coding is based on the rank of 

pixel gray scale defined on regional neighborhood. 

The size and shape of each region depend on the gray 

level of the treaty pixel. 

 For each pixel x of the image, we determine the set 

of pixels forming the tray or plateau containing x 

noted Pt (x). A plateau is a set of pixels of the same 

gray level and which are 8 connected (Figure.1). The 

regional rank coding assigns the same value to all the 

pixels of the plateau Pt (x), based on gray levels of 

its neighbors. The set of neighbors of a plateau Pt (x) 

be the set V (Pt (x)) defined as follows: 

 

V(Pt(x))={y(Pt(x))c /B8 (y)  ((Pt(x)) }                                                                   

(5) 

 

Figure.1 represents a partition of an image, we can 

see two plateau whose gray level equal to 7 (gray 

color) surrounded by all relevant neighbors (blue 

color). One of the plateau is composed of five pixels 

surrounded by sixteen neighbors, while the other 

plateau is composed of three pixels surrounded by 

nine neighboring pixels. 

 

 
 
Figure1.Representation of plateau and its neighbors 

 

The gray level of the plateau Pt (x) and all its 

neighbors are classed  in ascending order . If | | V | | 

is the number of neighbors, the values of possible 

rank be included in the closed discrete interval [0,. . 

., | | V | |].The rank  is  found according to equation 

5.  

Considers 𝑉(𝑝𝑡(𝑥)) = [𝑥1,𝑥2, … , 𝑥𝑉] a set of 

neighbors of  Pt(x) . Let I be the image gray level.  

 

𝑟𝑎𝑛𝑘(𝑥) = ∑ 𝐹(𝑥, 𝑥𝑣)𝑉
𝑣=1                                    (5) 

𝐹(𝑥, 𝑥𝑣) = {
1  𝑖𝑓 𝐼(𝑥) ≥ 𝐼(𝑥𝑣)

𝑂  𝑖𝑓  𝐼(𝑥) < 𝐼(𝑥𝑣)
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     The found rank  will not be used directly to 

encode the texture because it varies depending on the 

number of neighbors, then we consider the ratio P0 

= rank / | | V | |. 

     Noting  that the plateau Pt(x) and the  set of 

neighbors V(Pt(x) ) remains  the same even if  image  

is rotated, so ratio P0 is invariant to rotation. 

P0 has a continuous value ranging between 0 and 1, 

hence a quantization is needed; this was done  by 

adding to gether P0 which  belonging to the same  

intervall :[0; 0.25], [0.25;0.5], [0.5;0.75]and [0.75; 

1]. P0 aquires an important information , for 

example, if P0  ∈[0; 0.25],  the Pt(x)  posseds the 

minima gray level  but if  P0 ∈ [0.75. 1] , the 

corresponded  plateau Pt(x) gray level  is  the 

maxima amoung its neigbors. 

 The image gray level has discriminate information. 

So, to calculate the final coding, a value 

corresponding to global thresholding of the gray 

level of the treaty pixel is combined with P0 

according to Table 1 .Thus, eight rotation invariant 

features are extracted. 

M represents the average gray level of the whole 

image I. 

I(x) is the gray level of the treaty pixel. 

 
Table1. Regional rank  Pattern  in function of gray level 

and ratio P0 

 
   

    To acquire more information, other scales can be 

used: features are extracted by extending the search 

space around each pixel in square neighbourhood of  

S×S pixel size . The case explained in this section 

corresponds to S=3.  

 Figure.2 represents a partition of an image using a 

square neighborhood of 5×5 pixel size (S=5). We 

can see plateau whose gray level equal to 7 

(graycolor) surrounded by all relevant neighbors 

(blue color).  

  The features sizes don’t increase with scale and 

kept constant and equaling to 8.RRCS corresponds to 

the features extracted using S× S neighborhood size. 

   

  The use of different search space dimension can 

improve the discriminative power of texture 

descriptors. So, features extracted from each scale 

are concatenated in a single feature histogram with 

n*8 feature dimension where n is number of scales. 

 

 
Figure2. Representation of plateau (green) and its  

neighbors (blue) using 5× 5 search space . 

 

 

 

4      Experiments and results 

 

The classification performance of the proposed 

descriptor is compared with state LBP methods on 

the well known texture databases Outex[11].The 

Outex database include two test suites: 

Outex_TC_00010(TC10)andOutex_TC_00012(TC

12).The two suites contain the same 24 classes of 

textures as shown in Figure.3.Each texture class was  

collected under three different 

illuminants(“horizon”, ”inca”,  and “t184”) and nine 

different rotation angles (0° ,5° ,10° ,15° ,30° ,45° 

,60°, 75° ,90°),there are 20non-overlapping 128*128 

texture samples for each class under each situation 

.The experiment setups are as follows: for TC10, 

samples of illuminant “inca” and angle 0° in each 

class were used for classifier training and the other 

eight rotation angles with the same illuminant were 

used for testing. Hence, there are 480(24*20) models 

and 3840(24*8*20) validation samples. For TC12, 

the classifier was trained with the same training 

samples as TC10, and it was tested with all samples 

captured under illuminant “t184” or 

“horizon”.Hence, there are 480(24*20) models and 

4320(24*20*9) validation samples for each 

illuminant. 

These databases are challenging due to the large 

number of texture classes, significant rotation  and 

illumination changes. Each texture image is 

converted into gray scale and normalized to zero 

mean and unit standard deviation . The nearest- 

neighborhood classifier 𝜒2 distance is adopted for 

the classification task[14]. 

The proposed method is compared to rotation 

invariant uniform patterns 𝐿𝐵𝑃𝑅,𝑃
𝑟𝑖𝑢2 using different 

combination. 𝐿𝐵𝑃𝑅,𝑃
𝑟𝑖𝑢2feature size are 10, 18 and 26 

for R= 1, 2 and 3 respectively. 
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Table 2 lists the experimental results by different 

schemes. Under TC12,”t”represents the test setup of 

illuminant  “ t184” and “h” represents “horizon”.The 

best results acquired by the proposed methods and 

LBP are in bold. From the produced results, we can 

make the following remarks: 

First, the RRC3 classification rate exceeds 

 𝐿𝐵𝑃1,8
𝑟𝑖𝑢2considerably. 

Second, histograms concatenated over different 

scales increase the performance of the methods .So, 

the best classification rats is obtained by 

concatenated features histograms extracted from the 

three scales.  We can observe that LBP exceeds 

slightly the proposed method for TC10 and TC12 

“t”. But our method exceeds LBP for TC12”h”   in 

different cases .  Knowing that the fuzzed LBP 

feature size 54(10+ 18+26) is about two times the 

feature size of the fuzzed RRCS 24(3×8).  

Third,RRCS performance decrease when S increase 

because the information patterns acquired is more 

global but less accurate. 

 

 
Table2.Classification rate (%) on TC10 and TC12 using 

different Schemes 

 

Methods 

Classification Accuracy (%) 

TC10 TC12 

“t” 

TC12 

“h” 

𝐿𝐵𝑃1,8
𝑟𝑖𝑢2 84.81 65.46 63.68 

𝐿𝐵𝑃2,16
𝑟𝑖𝑢2 89.40 82.26 75.20 

𝐿𝐵𝑃3,24
𝑟𝑖𝑢2 95.07 85.04 80.78 

𝐿𝐵𝑃8,1
𝑟𝑖𝑢2/𝐿𝐵𝑃2,16

𝑟𝑖𝑢2 93.20 84.32 79.35 

𝐿𝐵𝑃8,1
𝑟𝑖𝑢2/𝐿𝐵𝑃3,24

𝑟𝑖𝑢2 97.65 90.76 85.25 

𝐿𝐵𝑃2,16
𝑟𝑖𝑢2/𝐿𝐵𝑃3,24

𝑟𝑖𝑢2 96.40 87.82 82.89 

𝐿𝐵𝑃8,1
𝑟𝑖𝑢2/𝐿𝐵𝑃2,16

𝑟𝑖𝑢2

/𝐿𝐵𝑃3,24
𝑟𝑖𝑢2 

 

97.21 89.21 84.32 

RRC3 92.79 84.42 84.14 

RRC5 86.38 76.97 76.55 

RRC7 79.95 71.06 70.28 

RRC3/ RRC5 93.91 87.94 87.52 

RRC5/ RRC7 90.81 81.78 83.43 

RRC3/ RRC7 94.14 88.77 88.94 

RRC3/ RRC5 / RRC7 94.77 88.96 89.17 

 

 

 

 

 

 

 

 

5. Conclusion 

 

  This paper introduced new rotation invariant 

texture descriptors based on regional rank coding. 

The features are extracted by combining the regional 

rank order and the pixel gray level information. 

Eight rotation invariant features are then extracted. 

Different neighborhood search space dimension are 

exploited. Also, the features histogram has the same 

size in different scales. So, features extracted from 

each scale are concatenated in a single feature 

histogram   with n*8 feature dimension where n is 

number of scales.    

As demonstrated in the experimental results 

performed on the Outex database . RRC3 

outperforms 𝐿𝐵𝑃1,8
𝑟𝑖𝑢2for TC10 and TC12.  RRCS 

features produces the best classification rate for 

TC12 ”h”  in different cases . 

      The concactenated histogram features extracted 

over different scales performs results. The best rate 

is obtained by using the tree scales exceeding 94% 

for TC10 and reaching respectively 88.96%  and  

89.17%  for  TC 12”t” and TC 12”h”.    

      We think that RRC3  features has a large area of 

perspectives to be exploited.  Especially to make 

features more discriminates and eventually robust to 

noise. 
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Abstract: An L-band microwave buffered chaotic oscillator is designed and realized on 
a glass teflon hybrid technology. The buffers are optimized in order to match the 
microwave 50 Ω − 12 GHz oscilloscope without changing significantly the chaotic 
output characteristic. Dynamical behaviours of the oscillator are theoretically 
investigated using both numerical studies based on mathematical model and ADS 
software simulation. First of all, the theoretical study is based on the Matlab simulation, 
where transistors are modeled by simple mathematical description which is limited only 
for low frequencies. Nevertheless, it provides a valid approximation to broach a 
preliminary theoretical investigation. Here, times series, phase portraits, Lyapunov 
exponents and bifurcation diagrams of the chaotic system are performed. Secondly, in 
order to account for the increasing frequency, we use the ADS software simulation in 
which the transistor is described by a high frequency model. Indeed, the impact of 
microstrip critical lines interconnections and active probes are taken into account in 
ADS simulations. Spectral and time-domain measurements on the 3.6 GHz spectrum 
analyzer and 12 GHz oscilloscope are achieved. Experimental characterization gives a 
fundamental frequency of 2.14 GHz. This microwave chaotic oscillator exhibits 
attractive spectral characteristics. A good agreement between theoretical and 
experimental results is obtained. 

  
 
1. Introduction 
 
Potential applications of chaotic oscillators inspired 
many researchers to generate broadband chaotic 
signals [1, 2]. Particular interest is given to the 
chaotic generators operating in the field of radio 
frequencies [3, 4, 5]. Besides that, chaotic oscillators 
have been used for secure communication, data 
transmission and microwave radar applications [6-
9]. 
Several works using operational amplifiers for 
generating broadband chaotic signals have been 
reported in the literature [10, 11]. However, these 
electronic components operate below the GHz. 
Moreover, simple circuits, based on the Colpitts 

oscillator and operable in the macrowave range have 
been proposed and discussed by several authors [12-
17]. Several simulation studies have demonstrated 
the feasibility of these chaotic generators. However, 
few practical realizations have been achieved in the 
radio frequency range. In this work, we present 
theoretical and experimental investigations of a 
buffered oscillator for L-band applications. 
The oscillator based on microwave transistors with 
threshold frequency of 9 GHz is realized on a glass 
teflon hybrid technology. The impact of critical 
microstrip lines on dynamical behaviour of the 
oscillator is also investigated. 
 

http://dergipark.ulakbim.gov.tr/ijcesen
http://dergipark.ulakbim.gov.tr/ijcesen
mailto:senouciaek@gmail.com
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Figure1. Circuit diagram of the microwave chaotic 
oscillator. 

 
2. Theoretical study 
 
The theoretical study is discussed according to the 
following methodology. First of all, the theoretical 
study is based on the Matlab simulation, where 
transistors are modeled by simple mathematical 
description which is limited only for low 
frequencies. Nevertheless, it provides a valid 
approximation to broach a preliminary theoretical 
investigation. On the other hand, and to take into 
account the increasing frequency, we use the ADS 
software simulation in which the transistor is 
described by complete model taking into account 
high frequency effects. In this case, the model is 
more precise and closer to reality. 
 
2.1. Numerical study  
 
The schematic diagram of the chaotic generator is 
depicted in Fig.1. The resonant circuit consists of 
resistor R1, the inductor L1, and capacitors C1, C2, 
and C3. The fundamental frequency of the chaotic 
generator is given as follows: 
𝑓𝑓0 =  1

2𝜋𝜋�𝐿𝐿𝐶𝐶𝑒𝑒𝑒𝑒
        (1)                                                                                                                            

 
where Ceq  =  C1 C2 C3/(C1 C2  +  C1 C3  +
 C2 C3 ). 
Applying the Kirchhoff’s laws to the oscillator in the 
schematic diagram of Fig.1, we obtain the following 
differential equations: 

⎩
⎪
⎨

⎪
⎧𝐶𝐶1�̇�𝑉𝐶𝐶1 =  𝐼𝐼𝐿𝐿 −  𝛼𝛼1𝑓𝑓�𝑉𝑉𝐵𝐵𝐵𝐵1�                                                         
𝐶𝐶2�̇�𝑉𝐶𝐶2 =  𝐼𝐼𝐿𝐿 − 𝐼𝐼0 + (1 −  𝛼𝛼1)𝑓𝑓�𝑉𝑉𝐵𝐵𝐵𝐵1� + (1 −  𝛼𝛼2)𝑓𝑓(𝑉𝑉𝐵𝐵𝐵𝐵2)
𝐶𝐶3�̇�𝑉𝐶𝐶3 =  𝐼𝐼𝐿𝐿 + (1 −  𝛼𝛼1)𝑓𝑓�𝑉𝑉𝐵𝐵𝐵𝐵1� − 𝛼𝛼2𝑓𝑓�𝑉𝑉𝐵𝐵𝐵𝐵2�                     
𝐿𝐿𝐼𝐼�̇�𝐿 =  𝑉𝑉0 − 𝑉𝑉𝐶𝐶1 − 𝑉𝑉𝐶𝐶2 − 𝑉𝑉𝐶𝐶3 − 𝑅𝑅𝐼𝐼𝐿𝐿                                          

     

                                             (2) 
where VBEi(i =  1, 2) are the base-emitter voltages 
of each transistor. These voltages may be expressed 
in terms of the state vector components as:    VBE1 =
V1− VC2− VC3 and VBE2 = −VC2 .  

VCi denote the voltages across capacitors Ci ,
(i = 1, 2, 3).  f(VBE ) is an exponential function 
expressed by:  IE = f(VBE) = Is �exp �VBE

VT
� − 1�.   

IE is the emitter current, and Is is the saturation 
current of the B-E junction. The current source I0 is 
used to provide the bias, and IL the current flowing 
through the inductor L. αi (i =  1, 2) are the 
common-base forward short-circuit current gains. 
By neglecting the base currents and setting 𝑥𝑥𝑖𝑖  =
�𝑉𝑉𝐶𝐶𝑖𝑖 − 𝑉𝑉𝐶𝐶𝑖𝑖

0� 𝑉𝑉𝑇𝑇⁄ , (𝑖𝑖 =  1, 2, 3);                  𝑥𝑥4  =
𝜌𝜌(𝐼𝐼𝐿𝐿 − 𝐼𝐼0) 𝑉𝑉𝑇𝑇⁄ ; 𝜌𝜌 = �𝐿𝐿 𝐶𝐶2⁄ ; 𝑡𝑡 = 𝜏𝜏�𝐿𝐿𝐶𝐶2; 𝜀𝜀 = 𝑅𝑅/𝜌𝜌; 
𝜎𝜎1 =  𝐶𝐶2 /𝐶𝐶1; 𝜎𝜎2 = 𝐶𝐶2 /𝐶𝐶3; 𝛾𝛾 = 𝜌𝜌𝐼𝐼0 𝑉𝑉𝑇𝑇⁄ . The 
dimensionless state-space representation of (2) 
becomes: 

⎩
⎪
⎨

⎪
⎧�̇�𝑥1 =  𝜎𝜎1�𝑥𝑥4 − 𝛾𝛾𝛾𝛾(𝑥𝑥2 + 𝑥𝑥3)�
�̇�𝑥2 =  𝑥𝑥4                                     
�̇�𝑥3 =  𝜎𝜎2�𝑥𝑥4 − 𝛾𝛾𝛾𝛾(𝑥𝑥2)�          
�̇�𝑥4 =  −𝑥𝑥1 − 𝑥𝑥2 − 𝑥𝑥3 − 𝜀𝜀𝑥𝑥4   

        (3) 

where 
 �̇�𝑥1 =  𝑑𝑑𝑥𝑥𝑖𝑖 𝑑𝑑𝜏𝜏⁄  and 𝛾𝛾(𝓎𝓎) = exp(−𝓎𝓎) − 1.   
 𝑉𝑉𝑇𝑇 ≈ 26 𝑚𝑚𝑉𝑉  at room temperature. 
�𝑉𝑉𝐶𝐶1

0 ,𝑉𝑉𝐶𝐶2
0 ,𝑉𝑉𝐶𝐶3

0 , 𝐼𝐼𝐿𝐿0� is the equilibrium point obtained 
by setting the right-hand side of (2) to zero. 
In order to define routes to chaos in the microwave 
chaotic system under study, equations (3) are solved 
numerically using the standard fourth-order Runge-
Kutta algorithm. Two elements can be used to 
identify the type of transition leading to chaos.  The 
first indicator is the Lyapunov exponent and the 
second one is the bifurcation diagram. 

1) Lyapunov Exponents: We take the initial 
values of the chaotic system (3) as 
(𝑥𝑥1 , 𝑥𝑥2 , 𝑥𝑥3 , 𝑥𝑥4 ) = (0.5, 0.5, 1, 1) and the 
parameter values as 𝜎𝜎1 = 4.55, 𝜎𝜎2 = 1, 𝛾𝛾 =
5.95, 𝜀𝜀 = 1.21. Then the Lyapunov exponents of 
the chaotic system (3) are numerically obtained 
as 𝜆𝜆1 = 0.46; 𝜆𝜆2 = 0; 𝜆𝜆3 = −0.56; 𝜆𝜆4 =
 −0.69. Fig.2 depicts the dynamics of the 
Lyapunov exponents of the chaotic system (3).  

2) Bifurcation analysis: Each tiny change of any 
control parameter of the microwave oscillator 
deserves to be carefully investigated. Our 
emphasis is on the effect of γ, which have a strong 
relation with the biasing current 𝐼𝐼0. Therefore, to 
study the sensitivity of the microwave chaotic 
system, the chosen control parameter was varied 
in the interval 0.00 < γ < 2.00. Fig.3 illustrates 
a simulated bifurcation diagram proving the 
dependence of the dynamical behaviour of the 
chaotic oscillator on the control parameter. From 
Fig. 3, we can observe different behaviours of 
microwave chaotic oscillator including a one-
period solution and orbits of increasing period. 
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Figure2. Dynamics of Lyapunov exponents. 

 

 
Figure3. Bifurcation diagram. 

 
2.1. ADS software simulation   
 
In order to account for the increasing frequency, we 
use the ADS software simulation in which the 
transistor is described by a high frequency model. 
Also, the impact of microstrip critical lines 
interconnections and active probes are taken into 
account in ADS simulations. The time series and 
phase portraits from the ADS simulation are shown 
in Fig. 6. 
 

 
Figure4. Time evolution of state variables. 

 

 
         (a) 

 

 
         (b) 

Figure6. Time evolution of state variables. 
 

Fig. 5 illustrates the effect of the biasing current I0 
(i.e., control parameter γ) on the dynamics of the 
circuit oscillator. The variation of I0 is performed by 
slowly adjusting the voltage V2. When monitoring 
the biasing current, we can observe that the 
electronic circuit presents various types of 
bifurcation. As depicted in Fig. 5, increasing I0 
results to periodic and chaotic regimes. This is 
clearly shown by time evolution of the dynamical 
system under investigation. 
 
3. Experimental validation 
 
Our aim in this part is to verify the theoretical results 
obtained previously, by carrying out an experimental 
study. Experimental measurements have been 
achieved by using a 12 Ghz − 40 GSa/s 
oscilloscope Agilent DSO 81204B and a 3.6 GHz 
spectrum analyzer. Therefore, a buffer is used in 
order to match oscillator outputs with the measuring 
devices without altering behaviours of the 
microwave oscillator. Spectral and time-domain 
measurements on the 3.6 GHz spectrum analyzer and 
12 GHz oscilloscope are achieved. Experimental 
characterization gives a fundamental frequency 
of 2.14 GHz. This microwave chaotic oscillator 
exhibits attractive spectral characteristics. 
 
3.1. Design of the experimental circuit 
 
In this section, we expose a hardware 
implementation of the system (3). Fig.1 illustrates 
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the electronic circuit that has been designed to 
realize the system (3). The chaotic microwave 
oscillator was built using the surface-mount devices 
and BFG520 bipolar junction transistors. Fig.8 
shows the real physical prototype designed and 
implemented on a bread board. 
 
3.2. Experimental results 
 
By choosing appropriate values for inductance, 
resistors, capacitors and voltages: L1 = 15nH, R1 = 
47Ω, R2 = 22KΩ, R3 = 33KΩ, R4 = 680Ω, R5 = 
33KΩ, R6 = 68KΩ, R7 = 33KΩ, R8  = 68KΩ, R9 = 
33KΩ, R10 = 68KΩ, R11= 270Ω, R12 = 270Ω, R13 
= 270Ω, C0 = 47nF, C1= 2.2pF, C2 = 10pF, C3 = 
10pF, C4 = 1nF, C5 = 1nF, C6 = 1nF,V1 = 4V, and 
by tiny changing the voltage V2 in (0V...10V) range, 
we realized  an experimental electronic circuit for 
the system (3). 
Spectral and time-domain measurements on the 3.6 
GHz spectrum analyzer and 12 GHz oscilloscope are 
achieved. Experimental characterization gives a 
fundamental frequency of 2.14 GHz. This 
microwave chaotic oscillator exhibits attractive 
spectral characteristics. In Fig. 6 are depicted 
spectral characteristics of one-period, two-period 
and chaotic signals, respectively. In Fig. 7, we 
present the time evolution of the microwave outputs. 
As in ADS simulation, this figure evinces the effect 
of the biasing current 𝐼𝐼0 (i.e., control parameter γ) on 
the dynamics of the circuit oscillator. By comparing 
experimental results of Fig.7 and those obtained 
numerically from Figs. 4, and 5, it can be concluded 
that a good qualitative agreement between the 
numerical simulations and the experimental 
realizations is obtained. 
 

 
(a) spectrum of the 1-period output 

 

 
    (b) spectrum of the 2-period output 

 

 
         (c) spectrum of the chaotic output 

Figure6. Spectrum of the microwave oscillator outputs. 
 

 
         (a) Time evolution of the periodic output  

 

 
         (b) Time evolution of the chaotic output  

Figure7. Time evolution of the microwave oscillator 
outputs. 

 

 
Figure8. Electronic circuit of the microwave chaotic 

oscillator. 
 
4. Conclusion  
 
In summary, we have investigated the bifurcation 
structures of a microwave chaotic oscillator. The 
interest devoted to this type of oscillator is mainly 
due to its multiple potential applications in 
engineering and in communications. This 
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microwave chaotic oscillator exhibits attractive 
spectral characteristics. The electronic structure of 
the oscillator was first presented and the modeling 
process was performed to derive a mathematical 
model describing the behaviour of the oscillator. 
The ADS simulations performed with 9 GHz 
threshold frequency transistors demonstrate that the 
highest fundamental frequency is 2.14GHz for the 
proposed microwave chaotic oscillator. 
To highlight the effects of bias on the dynamics of 
the system, 𝐼𝐼0 was chosen as the main control 
parameter. The analysis revealed the extreme 
sensitivity of the dynamical behaviour of the 
oscillator to tiny changes in 𝐼𝐼0. A real physical 
prototype was designed and implemented on a bread 
board. 
For designing and realizing this microwave chaotic 
oscillator, we have considered, during simulations, 
the increasing frequency, the impact of microstrip 
critical lines interconnections and active probes. 
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Abstract: This work is devoted to presenting a 3-D drying of facing brick from two 

perspectives: theory and industrial   practice.  A  Three-dimensional  unstructured  

Control  Volume  Finite  Element  Method (CVFEM) is developed in order to simulate 

unsteady coupled heat and mass transfer phenomena that arise  during  convective  

drying  of  unsaturated  porous  media.  In order to simulate 3-D complex geometries, as 

application here the drying of facing brick, we used the free mesh generator Gmsh. 

Several simulation results are presented that depict the new possibilities offered by such 

a tool. In particular, the simulation of a whole facing brick at the industrial scale. 

This simulation proves that only three spatial dimensions are able to explain the heat 

and mass transfer during drying process. Indeed, thanks to this 3-D tool and unlike 2-D 

model we can observe for the first time  unexpected thermal field, liquid saturation and 

pressure distributions for whole facing brick at the  industrial  scale and  hence 

evaluating the correct drying rate under the real conditions. 

 

  
 

1. Introduction 
 
Drying which is a classical problem of transport in 

porous media is one of the most energy intensive 

industrial processes with applications in a wide 

variety of industries but its scientific understanding 

requires considerable efforts. Consequently, 

considerable researches have been conducted to 

numerically simulate the drying process. Drying is 

a process involves a coupled heat and mass transfer 

in a multi-phase flow in porous media. Based on 

the theory proposed by drying Luikov [1] and later 

by Whitaker [2], several mathematical models for 

drying porous materials have been developed. The 

first digital studies began on simple geometry and 

easy to discretize in regular and Cartesian grid. In 

this context some methods have been developed. In 

addition, the finite difference method has been 

widely used in the numerical simulation of mass 

and heat transfer in porous media. Moreover, this 

method may causes numerical dispersion and grid 

orientation problems [3]. It also gives rise to 

difficulties in the treatment of complicated 

geometry and boundary conditions. To overcome 

these deficiencies, the intrinsic grid flexibility of 

the finite element method has been utilized [4], but 

this method does not conserve mass locally. 

Recently, the Control Volume Finite Element 

Method (CVFEM) has been developed to enforce 

such a conservation property [5]. 

Thus, this work presents a contribution to the 

establishment by MVCEF of a digital three-

dimensional simulation of heat and mass transfer 

during drying of unsaturated porous media with 

complex geometries. 

2. Mathematical model 
 

http://dergipark.ulakbim.gov.tr/ijcesen
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The proposed problem, which is described by 

Figure 1, is an industrial problem treating the 

drying of whole facing brick. 

 

Figure 1. Industrial dryer of facing bricks. 

The system considered in this work is a facing brick 

(Figure 2) which is composed of: 

- An inert and rigid solid phase (brick matrix). 

- A liquid phase (pure water). 

- A gaseous phase which contains both air and 

water vapor. 

 

Figure 2. Facing brick dimensions. 

2.1. Governing equations 

 
Inspiring by Whitaker theory [2], a mathematical 

model governing heat and mass transfer is    

established for the unsaturated porous media. 

In order to obtain a closed set of governing 

macroscopic equations, the following assumptions 

are made: 

 The porous layer is homogenous and 

isotropic. 

 The solid, liquid and gas phases are in local 

thermodynamic equilibrium. 

 The compression-work and viscous 

dissipation are negligible. 

 The gas-phase is ideal in the 

thermodynamic sense. 

  The dispersion and tortuosity terms are 

interpreted as diffusion term. 

 The radiative heat transfer is negligible. 

Considering these assumptions, macroscopic 

equations governing heat and mass transfer in the 

porous medium are: 

 Mass conservation equations: 

For liquid phase: 

 (V )
l

l
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 Energy conservation equation: 
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2.2. Boundary and initial conditions 

 
Initially, the temperature, the gas pressure and 

liquid saturation are uniform in the brick, as shown 

in Figure 3. 

Thermal energy brought by air convection is 

necessary for water evaporation and to the heat 

conduction in porous medium. This energy is 

function of temperature and heat transfer 

coefficient.  

 
Figure 3. Operating conditions of drying process. 

3. Solution method 

 
The equations set, with initial and boundary 

conditions has been solved numerically using the 

Control Volume Finite Element Method (CVFEM). 

For the mesh generation (Figure 4), we use the free 

mesh generator “Gmsh”. 
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Figure 4. Control volume and sub-volume. 

 

4. Experimental validation 

 
The coupled heat and mass transfer model is 

validated by means of a convective drying 

experiment developed by Saber CHEMKHI [6]. 

The experiment was conducted on a rectangular 

plate size (15x12x1.5 cm3).  

The operating conditions used are presented in 

Table 1. 
 

Table 1. Operating conditions for the validation 

𝑇𝑎𝑚𝑏  (°𝐶) 40 50 

𝑇𝑖𝑛𝑖  (°𝐶) 25 

𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝑤𝑎𝑡𝑒𝑟 𝑐𝑜𝑛𝑡𝑒𝑛𝑡 (𝑘𝑔 𝑘𝑔 𝑏. 𝑠⁄ ) 0.1995 

𝐶𝑉𝑎𝑚𝑏  0.01 

𝑃𝑎𝑚𝑏  (𝑎𝑡𝑚) 1 

𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 ℎ𝑢𝑚𝑖𝑑𝑖𝑡𝑦 (%) 40 

𝐴𝑖𝑟 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦 (𝑚 𝑠⁄ ) 2 

 

 

Referring to Figure 5, which shows the time 

evolution of the water content, there is overall good 

agreement between the numerical results and the 

experimental data. 

 

5. Results and discussions 

 
The operating conditions are takers the same of a 

typical industrial drying process which are listed in 

Table 2. 
 

 
Figure 5. Comparison of numerical and experimental of 

average water content. 

 

 

 

Table 2. Operating conditions. 

𝑇𝑎𝑚𝑏  

(℃) 

𝑇𝑖𝑛𝑖  

(℃) 

𝑆𝑖𝑛𝑖  
(%) 

𝐶𝑉𝑎𝑚𝑏  𝑃𝑎𝑚𝑏  

(𝑎𝑡𝑚) 

𝑃𝑖𝑛𝑖  
(𝑎𝑡𝑚) 

110 20 50 0.01 1 1 

 

From the time evolution of temperature, liquid 

saturation and gaseous pressure for five nodes 

aligned along the z axis which are depicted in 

Figure 6, we can clearly observe the three 

conventional drying phases: 

 The transient heating phase 

 The constant drying rate phase 

 The decreasing drying rate phase: 

- First decreasing drying rate period 

- Second decreasing drying rate 

period 

 

In order to better observe the mechanisms of 

drying, we have shown in Figure 7 the 

spatiotemporal evolutions of temperature, liquid 

saturation and gaseous pressure during the drying 

of facing brick. 

Figure 7 represents the distribution of the 

temperature, the liquid saturation and the gaseous 

pressure of the drying of facing brick at 5 h of 

drying. 
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Figure 6. Evolution of temperature, liquid saturation 

and pressure for five nodes aligned along the z axis. 

The presence of three orthogonal exchanging faces 

forces the liquid saturation to be very low at the 

corners and given the fact of the gravity, it is clear 

that only the core of facing brick retains a high 

value of liquid saturation. Moreover, the 

temperature and pressure fields allow more subtle 

phenomena to be observed. The temperature 

gradient is required to supply the energy necessary 

for the evaporation which occurs rapidly and 

intensively near the exchanging faces. Also the 

temperature varies significantly in space only in the 

region of vapor migration (gaseous Darcy’s flow 

and vapor diffusion). The pressure gradient that 

exists in this region results from a cross diffusion 

effect of vapor and air, and in the domain of free 

water, almost no pressure gradient exists.  
 

 

 

 

Figure 7. Distribution of the temperature, the liquid 

saturation and the gaseous pressure inside facing brick. 

 

6. Conclusions 

 
For the first time, a 3-D drying model that is able to 

deal with a comprehensive set of macroscopic 

equations for three-dimensional drying of a whole 

facing brick at the industrial scale has been 

established. 

From the presented numerical results that highlight 

the phenomena accompanying the drying of 

unsaturated porous media (facing brick), we can 

conclude that: 

 The model successfully simulates the 

appearance and the evolution of the 

different phases of convective drying.  

 The model allows simulating problems of 

heat and mass transfer for three-

dimensional complex geometries. 



Ramzi RZIG et al./ IJCESEN 1-2(2015)41-45 

 

45 

 

 The physical analysis presented in this 

work highlights the ability of this code to 

be closer to reality than every before.  

 

In the end, the new 3-D version of heat and mass 

transfer during drying of facing brick appears to be 

a very promising tool for improving the 

understanding of the drying process and therefore 

shows the limitations of the two-dimensional 

numerical studies to solve this kind of problems. 
 

Nomenclature 
 

𝐶𝑎       specific heat of the air [𝑘𝐽 𝑘𝑔𝐾⁄ ] 

Cp       specific heat at constant pressure [𝑘𝐽 𝑘𝑔𝐾⁄ ] 

𝐶𝑣       specific heat of the vapor [𝑘𝐽 𝑘𝑔𝐾⁄ ] 

𝐶𝑤      specific heat of the water [𝑘𝐽 𝑘𝑔𝐾⁄ ] 

𝐷𝐴,𝐵    diffusion coefficient [m2/s] 

𝐷        holes diameter [m] 

g         gravitational acceleration [m/s2] 

ℎ𝑚      convective mass transfer coefficient[𝑊 m2℃⁄ ] 
ℎ𝑡        convective heat transfer coefficient[𝑊 m2℃⁄ ] 
K         intrinsic permeability [m²]  

𝐿𝑐        characteristic length of brick [m] 

Ma         molar mass of air [kg/mol] 

Mv       molar mass of vapour [kg/mol] 
m        evaporation rate [kg/s] 

𝑛𝑖        outward normal vector 

P         pressure [Pa] 

Pc       capillary pressure [Pa] 

PVs          partial pressure of saturated vapour [Pa] 

R        gas constant [𝐽 𝐾𝑚𝑜𝑙⁄ ] 
r          characteristic magnitude that represents the  

           average radius of curvature of the menisci  

           if the retention forces of the liquid are of   

           capillary origin 

S         liquid saturation [%] 

T         temperature [K] 

 t         time [s] 

𝑤𝑎      air velocity [𝑚 𝑠⁄ ] 

 

Greek symbols 

ε          porosity 

εl         volume fraction of liquid phase 

𝜇         dynamic viscosity [kg/ms] 

𝜗         cinematic viscosity [𝑚2 𝑠⁄ ] 

𝜌         density [kg/m3] 

         conductive transfer coefficient [𝑊 𝑚℃⁄ ] 

σ         surface tension [𝑁 𝑚⁄ ] 
∆𝐻𝑣𝑎𝑝 vaporisation latent heat [J / Kg] 

 

Subscripts 

0          initial condition 

A         air 

eff       effective 

g          gas 

l           liquid 

v          vapour 

 

Dimensionless groups 

𝑅𝑒       Reynolds number 

𝑃𝑟         Prandtl number 

𝑆𝑐        Schmidt number 
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