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Abstract

The methodology of Acoustic Emission (AE) for detecting and monitoring damages, cracks and leaks in
different structures is widely used and has earned a reputation recently as one of the most reliable and well-
established technique in Non-Destructive Testing (NDT). Besides evaluation of fracture behavior, crack
propagation and fatigue detection in metals, composites, wood, fiberglass, ceramics and plastics; it can also be
used for detecting faults and pressure leaks in pressure vessels, tanks and pipes.

As a relatively “clean” form of energy, Liquefied Petroleum Gas (LPG) is widely used for industrial applications
and domestic heating. Periodic inspection of buried tanks used for LPG storage is complicated and limited
because of their underground location. This situation prevents “conventional” NDT techniques from being
used. So, AE testing which fulfills all safety requirements, is the most appropriate and cost-effective technique
that can be used for periodic inspection and proof testing.

In addition of a general presentation on the AE technology and its applications, this study provides comprehensive
evaluation of AE testing techniques of underground LPG tanks during service in accordance with TS EN standards.
Some representative results and data obtained from a performed AE test are also provided.

Keywords: Acoustic Emission (AE), Non-Destructive Testing (NDT), Underground LPG Tanks, In-Service
Monitoring.

1. INTRODUCTION

Acoustic Emission (AE) is defined as a phenomenon, where one or more local sources in materials, which are under
stress, are emitting energy and producing temporary elastic waves. AE covers a broad range in material science, const-
ruction and process development. The largest events which can be analyzed by AE are seismic occurrences, the smallest
are dislocations occurring in metals by load. Between these two, there is a broad range of detailed research work and
industrial application [1]. One of those application area is the inspection of buried LPG tanks of industrial plants and
some domestic buildings.

AE Testing (AET) has become a recognized NDT method commonly used to detect and locate faults in mechanically lo-
aded structures and components. AE can provide comprehensive information on the origination of a discontinuity (flaw)
in a stressed component and also provides information pertaining to the development of this flaw as the component is
subjected to continuous or repetitive stress [2].

Huge quantities of LPG tanks have been installed in Turkey during the last decade. For the vast majority of those tanks
are located under the ground because of the safety considerations. Since inspection is obligated by national legislations of
occupational health and safety, after ten years of operation huge numbers of tanks are now set for inspection. Traditional
methods of inspection require that the tank is unearthed, which means that they are cumbersome, slow and expensive,
i.e. very cost-ineffective [2]. Thus, NDT techniques of AE are preferred for periodic inspection and proof testing of those

tanks.

This procedure is currently being validated via experimental tests on a large number of LPG tanks by comparing the
results with those obtained by conventional NDT techniques. Initial results appear to confirm the effectiveness of the
technique and encourage further research in this field [3].

The European Standards TS EN 12817 [4] (comprised of LPG Tanks up to 13 m?), TS EN 12819 [5] (comprised of
LPG Tanks greater than 13 m?) and TS EN 14584 [6] allows AE-based techniques to be used in periodic inspection
and the requalification of underground LPG tanks. The main objective of this study was to present general information
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about AE technology and its applications, to provide comprehensive analysis of AE testing techniques of underground
LPG tanks during service and to review the results and the outcoming data obtained from a performed AE inspection of
an underground LPG tank belonging to a domestic building with a capacity of 5 m®.

2. OVERWIEV ON AE TESTING TECHNIQUE

2.1 Principles of AE Testing

AE testing refers to a technique of testing, recording and analyzing AE signals using apparatus as well as speculating on
the status of an AE source as normal or not based on AE signals. The elastic waves sent from the AE source are transmit-
ted to the material surface via a transmission media and converted to electric signals by sensors before being magnified,
processed and recorded. Through the analysis and processing of acquired signals, any defects inside the material could be
detected [7] as illustrated in Figure 1.
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Figure 1: Principle of AET. [8]
The diagram illustrates various parameter defined below:
e  Count: The number of times a peak in the wave lies above a set threshold frequency.

e Hit/Event: A collective term for a group of AE counts that lie above the threshold amplitude. A hit is also
defined as a signal that triggers the system channel to accumulate data.

e Rise time: The time between a wave triggering above the threshold amplitude and the time of the peak amp-
litude of that wave. The rise time is related to the source-time function and can describe the type of fracture
or eliminate noise signals.

e Duration: The time between an AE waveform triggering above the threshold and its disappearance below that
threshold. The duration is related to the source magnitude and noise filtering.

e Amplitude: The peak voltage of a waveform. It is closely related to the magnitude of the source event [8].

e  MARSE (Measured Area Under the Rectified Signal Envelope): It is derived from the rectified voltage signal
over the duration of the AE waveform with voltage-time units and it is strongly sensitive to amplitude and
duration [9].

The technology involves the use of ultrasonic sensors (20 Khz-1 Mhz) that listen for the sounds of material and structural
failure. AE frequencies are usually in the range of 150-300 kHz, which is above the frequency of audible sound. Crack
growth due to hydrogen embrittlement, fatigue, stress corrosion, and creep can be detected and located with the use of
this technology. High-pressure leaks can also be detected and isolated [2].

When considering detecting an AE waveform, one must decide on the type of sensor, pre-amplification and band-pass
filters. Typical sensors used in AET are piezoelectric in nature, which convert mechanical strain of the piezo element into
an electric signal [10]. Another important consideration is how to attach the sensor to the material as well as the location
of multiple sensors.

AE signals are very weak and must be amplified around 100 times in order to allow detection. Finally, to reduce ba-
ckground noise from interfering with AE signal interpretation, a band-pass filter is included into the system. Calibration
of the system can be achieved in several ways; however, the commonest is the use of Hsu-Nielsen method as known as
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Pencil Lead Break (PLB) tests [11]. Components of a typical AE instruments are illustrated schematically in Figure 2.
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Figure 2: A typical AE system setup [12]

2.2 Applications of AE Testing

As laboratory work; it’s a very effective instrument in the field of material examining and observation of deformation
and fracture behavior. During the manufacturing process; it’s used in appearance design phase like thermos-compression
bonding and shaft straightening, observation of welding and wood drying process and corrosion testing. As a structural
inspection method; its very satisfactory about determination of flaw, crack, leakage, corrosion and welding failure in
pressure vessels, storage tanks, pipelines, airplane and airspace vehicles, bridges, railways, etc. Besides of those determi-
nations, AE techniques can localize the failure area. AET applications of pressure vessels, pipelines, storage tanks and
bridges are illustrated in Figure 3.

Figure 3: Examples for AET application [13, 14, 15, and 16].

3. EXPERIMENTAL SET-UP
3.1 Installation of Testing Equipment

On-site inspection has been performed using a mobile laboratory, equipped with a LPG pressurization device, MIST-
RAS Micro-II Digital AE System processor and other instruments for AE testing. Tests have been performed on a tank
designed and manufactured to operate in an underground location with “horizontal” position. The storage tank with a
capacity of 5 m’ has a cylindrical geometry (1200mm outer diameter, 7mm shell thickness and 4050 mm length) and
is closed by hemispherical ends at both sides. The operating temperature is between -10°/+40°C and operating pressure
is 15 bar. Real time pressure measurements have been performed using a manometer shown in Figure 4 (ECO1 Di-
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gital Ex-proof Manometer) directly connected to the gas pipeline near the tank. Because of the limited accessible area
and the presence of components (valves, pipes and other accessories), only two piezoelectric sensors shown in Figure 4
(KRNI150 100kHz-400kHz) could be positioned on the tank surface by using magnetic connection apparatus, with
a mutual distance of 400mm, shorter than determined maximum allowed sensor spacing according to TS 11634 [18]

and TS 15495 [19].

Figure 4: AE sensor mounted on the tank surface and manometer connected to the gas pipeline.

Sensors, cables and preamplifiers have all been successfully tested for compliance with existing standard requirements
[20-22]. Calibrations of the piezoelectric sensors are performed by using “Hsu-Nielsen” method as known as PLB met-
hod. This procedure is very crucial in order to define the senility of the sensors. Any inaccuracy of the coupling of the
sensors could lead to obtain faulty data. “Hsu-Nielsen” method is shown in Figure 5 both schematically and visually.

Hsu-Nielsen Source
{Pencil lead break)

Guidering

Pencil

Lead

Lead: H
Diameter: 0,5Smm (0.3mm)
Length: 3,0 +-0,5mm

Figure 4: Illustrations of Hsu-Nielsen method (PLB).

After detecting the background noise value (dB, ), threshold value is set to 45 dB, , to avoid environmental ambiguities.
Calculation of evaluation threshold is shown in Figure 5 and in Table 2.

A (dB.z) A Key

A peak amplitade

A Detection threshold

A evaluation threshald

Av T Ax peak amplitude of Hyu- Nielsen scure at 0,02 m from the centre of sensor
Az peak background noise

d distance

A

Ag 4

0imm >

e

Figure 5: Determination of the maximum sensor spacing from attenuation curve. [6]
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Table 2. Calculation of evaluation threshold.

Key dB,,
A Peak background noise 21
A, Detection threshold (A +X; X=12 dB) 33
A Evaluation threshold (A +K;K=12 dB) 45

3.2 Pressurization and Data Acquisition

The pressure equipment was monitored prior to pressurization for 10 min at the detection threshold, to confirm that
there is no ambient noise, which might interfere with the test. To avoid noises caused by turbulence, as recommended

by existing standard procedures [23], the pressurization device has allowed a pressure gradient ~ 0.3 bar/min to be held
throughout the test.

When reached at the desired pressure level, it’s waited at least 5 min at every pressure grade. At the top pressure level,
pressurization has been stopped and stabilized at least 10 min. During these process, LPG is used as the pressurization
item. Pressure sequence and loading is calculated as the %50, %85 and %110 capacity of tank operation pressure. At

every stage of desired pressurization, storage tank was monitored by sensors with a period of 5 min. The sequence of
pressurization of this tank was shown in Figure 6.

Figure 6: The sequence of pressurization of the tank.

3.3 Data Acquisition

Data acquisition and processing is performed using MISTRAS Micro-II Digital AE System with “AEwin for SAMOS”

software packet. Data graphs of testing obtained via AE system and test parameters were illustrated in Figure 7 and
Table 3.
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Figure 7: Verification and data graphs of the test (Screen View).
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Table 3. Test Parameters.

Test Step Start Finish Pressure AE Hits AE Events
Time Time (Bar) (Total) (Total)

Calibration 15:41 15:43 9,85 64 1
Background Noise Observation 15:43 15:53 9,85 27 0
1% Pressurization 15:53 16:08 11 866 1
Test 16:08 16:13 11 866 1
204 Pressurization 16:13 16:34 15,5 960 10
Test 16:34 16:49 15,5 970 12

4. INTERPRETATIONS OF TESTING RESULTS

4.1 Grading Criteria and Real-time Control

The grading criteria are used for real time control and for subsequent source severity classification. They shall be defined
by the AE test organisation on the basis of experience. Real-time control parameters are given in Table 4 below.

Table 4. Example of definition of real-time control parameters [6].

Real-time Control Parameters Values
EB 1000
Al 105 dB,,
N1 5

ACl1 100dB,,
NCI 5
AC2 88dB,,
NC2 20
N3 2
Z 01d_ .
T, 5 min

The values in the table are an example only and under no circumstances should these example values be used. Grading
criterias are;

- the number N1 of located burst signals with a distance corrected peak amplitude above a “high” specified value Al;

- the occurrence of a number N3 of located burst signals above the specified corrected peak amplitude AC2 in a defined
time period “t,” during the hold. The time period “t,” starts 2 min after the beginning of the hold period.

- the number NC1 of located burst signals with a distance corrected peak amplitude above a “high cluster” specified value
AC1 within a square of an edge length or circle with a diameter of Z.

- the number NC2 of located burst signals with a distance corrected peak amplitude above a “low cluster” specified value
AC2 within a square of an edge length or circle with a diameter of Z [6].

4.2 AE Source Location Cluster Severity Grading and Test Results

The AE source location clusters shall be graded according to their AE activity and intensity into 3 grades (see Table 5)
based upon EN 13554 [20].

Table 5. Source severity grading [20].

Source severity

di Definition Further actions
grading
. no further actions shall be necessary; included in the report for comparison with subsequent
1 minor source
tests
) i further NDT shall be recommended if the source is associated with specific parts of the pressu-
active source :
re equipment (e.g. weld seams, attachments, etc.)
3 very active Further evaluation by other appropriate NDT shall be carried out before the pressure equip-

source ment goes into service
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The real-time control parameters and the grading of the tank subjected to AET are shown in Table 6 below. During the
test 12 AE event has been detected. 11 of those detections are between 40-60 dB,  range. Only one detected AE event
(maximum detection) with a value of 80 dB,, is also below the values of A1, AC1 and AC2. Thus, the LPG tank subje-
cted to AET is graded as “Class-1” with minor source.

Table 6. Tank Classification.

Maximum Event 12 Standard Value | Measured Value Tank Class
Frequency N1 5 0 CLASS-1
NCI1 5 0
NC2 20 0
N3 2 0

5. CONCLUSION

An AE-based inspection of underground LPG tanks has been proposed to perform quick and cost-effective experiments.
But in some cases, experimental set-up should have some limitations due to small and crowded accessible area on the
tank. In this examination, only two sensors was used. Despite of those limitations, AE based inspection of the tank has
been performed successfully. This method also increases the safety of the operators involved in the test and protects na-
tural resources and the environment (no disposal of residuals necessary, no cleaning and no draining of contaminated
water, etc.).

As a result, inspections based on AE proves to a technologically advanced and reliable technique that reduces downtime
and inspection costs of the tank. Additionally, the method illustrated in this study has a potential and widely applicable
field for other industrial instruments and furthermore studies could be prompted.
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Abstract

Desiccant cooling technology is an environmentally attractive alternative to conventional mechanical air
conditioning. A desiccant cooling system is a suitable way to improve indoor air quality due to its superior
humidity control and it also provide as economical and cleaner for hot and humid regions. The most important
component of the technology is the desiccant wheel which is used to remove the humidity of air. In this study,
the analysis of dehumidification and humidity removal process of desiccant wheel were carried out using the
performance data given by manufactures of the desiccant rotary wheel. Two parameters (F, F) were defined
for the analysis of the process. It was found that dehumidification and regeneration processes do not occur at
constant wet bulb temperature. An equation for F  and F which depends on the humidity ratio of outdoor air
and regeneration temperature was composed.

Keywords: Air conditioning, Desiccant cooling, Dehumidification, Desiccant wheel,

1. INTRODUCTION

Desiccant cooling consists in dehumidifying the incoming air stream by forcing it through a desiccant material and then
drying the air to the desired indoor temperature. To make the system working continually, water vapour adsorbed/ab-
sorbed must be driven out of the desiccant material (regeneration) so that it can be dried enough to adsorb water vapour
in the next cycle. This is done by heating the material desiccant to its temperature of regeneration which is dependent
upon the nature of the desiccant used. A desiccant cooling system, therefore, comprises principally three components,
respectively, the regeneration heat source, the dehumidifier (desiccant material), and the cooling unit [1].

The purpose of a solid desiccant cycle is to reduce the moisture content of the ambient fresh air. A typical approach for
using solid desiccants for dehumidifying air streams is to impregnate them into a light-weight honeycomb or corrugated
matrix that is formed into a wheel. The wheel is usually divided into two sections. The process air flows through one
section of the wheel to be dehumidified, while a reactivation airstream passes through the other section to regenerate
the wheel. The desiccant wheel rotates slowly between the process and the regeneration airstreams in order to make the
process continuous [2].

The solid desiccants are used in different technological arrangements. One of the typical arrangements consists of a
slowly rotating wheel impregnated with a desiccant like a silica gel or a molecular sieve, in which a part of the wheel is
intercepting the incoming air stream while the rest of it is being regenerated. For continuous operations, adsorption and
regeneration must be performed periodically. Solid desiccants are compact, less subject to corrosion and carryover, hence
in comparison with the other methods, desiccant wheels are more common [3]. Many researches carried out a lot of stu-
dies for design, modeling and optimization of solid desiccant cooling. Jia et al. [4] improved desiccant wheel adsorption
efficiency about 50% by preparation of a new kind of hybrid desiccant (silica gel and lichium chloride). They investigated
on the effect of a new adsorbent on desiccant cooling system and achieved 35% efficiency increase to the silica gel [5].

Antonellis et al. investigated the use of a desiccant wheel for air humidification with a numerical and experimental
approach. It is shown that the system can properly provide an air stream at satisfactory humidity ratio through an ap-
propriate arrangement of the desiccant wheel. When the ratio process air flow rate to the regeneration air flow rate is
greater than 1.3, the desired outlet humidity can be achieved. Besides the lower the outdoor air temperature, the higher
the process air flow rate [6].

Two-stage desiccant wheel systems are an effective way to improve the dehumidification performance. Liu et al. com-
g Y y p p
pared the performances of a one-stage system and a two-stage system with identical heat transfer areas, with required
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heating source temperature. Compared to the one-stage system, the regeneration temperature of the two-stage system is
lower [7].

In this study, the analysis of dehumidification and humidity removal process of desiccant wheel were carried out. In
the analysis, the performance data given by manufactures of the desiccant rotary wheel was used. The effect of relevant
parameters such as inlet air humidity, regeneration temperature, air mass flow rate, etc., on performance of desiccant
wheel was discussed.

2. MATERIAL AND METHOD

The most important component of dehumidification air conditioning system is desiccant wheel. Some of the publica-
tions and introduction brochures related with the dehumidification regenerators point out that dehumidification and
removal of humidity processes (regeneration, reactivation) realize approximately at constant enthalpy (approximately at
constant wet bulb temperature) [4,9].

Dehumidification and removal of humidity processes are represented with the curves (A—B) and (C—D) in Figure 1.
However, dehumidification and regeneration processes do not occur at constant wet bulb temperature according to the
data given by the rotary desiccant wheel manufactures. Actual increase in dry bulb temperature during dehumidification
(A—B’) is higher than that of the constant wet bulb case (A—B). This is due to fact that a chemical thermal energy arises
and the energy carried by the matrix of the wheel dehumidification regenerator from the regeneration air, which is hotter
from the process air [8]. Because of this additional energy, dry bulb temperature further increases. The ratio of additional
dry bulb temperature increase (t,-t,) to total dry bulb temperature increase (t,-t,) was defined as:
F = tB B tB

g —t (1)

B A

Similarly, dry bulb temperature decrease higher than constant wet bulb temperature case during regeneration (C—D’),
due to sensible heat transfer to the process air. The ratio of additional dry bulb temperature decrease (t-t,)) to total dry
bulb temperature decrease (t,,-t.) was also defined as:

tD _tD

F =
ty —te (2)

r

It is important to determine the values of F and F accurately to able to analysis the desiccant cooling systems. In this
study the performance data given by manufactures of the desiccant rotary wheel was used to calculate F and F . Analysis
of the data released that F and F are functions of dry bulb temperature and humidity ratio of the dehumidified (process)
air and the regeneration air.

10

0tO 10 20 A

Figure 1. The process of dehumidification (A-B) and removal of humidity (C-D)
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3. RESULTS ANS DISCUSSION

In this study; the humidity ratio of the process air and the regeneration air are equal, since the same outdoor air was used
as the process air and the regeneration air. Figure 2 shows the variation of F, values with the humidity ratio (W) of the

outdoor air for a 70 °C regeneration air temperature (T

anp)- 10 the figure, F values are plotted for different outdoor

it

air dry bulb temperatures varying between 25 °C and 40 °C. As can be seen from the figure, F, decreases smoothly with
increasing humidity ratio of outdoor air and dry bulb temperature of the outdoor air has no significant influence on F,.
Similar results were obtained for different regeneration air temperatures.

Figure 3 shows the variation of F, values with the humidity ratio of the outdoor air for a 70 °C regeneration air tem-
perature at different outdoor air dry bulb temperatures. As can be seen from the figure, results similar to with F, were
obtained for F.

Fa (%)

Figure 2. Variation of F at 70 °C regeneration air temperature with humidity ratio of the outdoor air for different outdoor
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Figure 3. Variation of F_at 70 °C regeneration air temperature with humidity ratio of the outdoor air for different outdoor

air temperatures

Figure 4 shows values of F, and F, which were calculated for different regeneration air temperatures for dehumidification
and humidity removal processes. As it can be seen from the Figure, F, and F are almost the same for a given regenera-
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tion temperature. Therefore, the dehumidification and humidity removal data were handled together in order to obtain
equations required for the system analysis. Figure 5 shows the values of F, and F, which were obtained at different re-
generation air temperatures. The curves which were fitted (by using least square method) to the calculated data for each

regeneration temperature were also shown in the figure.
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Figure 4. The values of F and F, which were calculated at different regeneration air temperature for dehumidification and
humidity removal processes
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Figure 5. The values of F and F, which were obtained at different regeneration air temperature, related with the humidity
ratio of the outdoor air (Equations 3-7).

The equations of the curves which were fitted to the calculated data for each regeneration temperature were listed below:

T =60°C: F, =F, =82.136x W

reg. temp.
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(R*=0.957)

(3)



Ty emp.= 70 °C: Fy =F, =92.289x W% (R?=0.970) (4)
Ty emp = 80°C: Fy=F, =102.45x W3t (R?=0.977) (5)
Togtomp = 90 °C 1 Fy =F =112.41x W31% (R2=0.983) (6)
T oy temp, = 100 °C : F,=F =116.80 x W %7 (R2=0.983) 7)

Use of only one equation that is valid for all regeneration temperatures would be easier than use of separate equations
for each regeneration temperature. In the next step of the study, possibility of representing all the data with only one
equation was investigated. As a result, Equation 8 that includes influence of both humidity ratio of outdoor air and
regeneration temperature was obtained:

F,=F =518xW *" xT_ (R2=0.96) (8)

eg. temp.

Figure 6 shows the comparison of the values obtained from the curve and the real data. As seen from the figure, the
equation follows the data successfully.
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Figure 6. The values of F, and F which were obtained at different regeneration air temperature related with the humidity
ratio of the outdoor air (Equation 8).

4. CONCLUSION

In this study, the analysis of dehumidification and humidity removal process of desiccant wheel were carried out. The
following main conclusions emerged from this study:

[ Dehumidification and regeneration processes do not occur at constant wet bulb temperature according to
the data given by the rotary desiccant wheel manufactures.

I Dry bulb temperature of the outdoor air has no significant influence on F, and F.
J F, and F are almost the same for a given regeneration temperature.

1 An equation for F and F which depends on the humidity ratio of outdoor air and regeneration tempera-
ture was composed.
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Abstract

In this study, emissions of compression ignition engine fueled by diesel fuel with nanoparticle additives was
modeled by regression analysis, artificial neural network (ANN) and adaptive neuro fuzzy inference system
(ANFIS) methods. Cetane number (CN) and engine speed (rpm) were selected as input parameters for
estimation of carbon monoxide (CO), oxides of nitrogen (NOx), and carbon dioxide (CO,) emissions. The
results of estimation techniques were compared with each other and they showed that regression analysis was
not accurate enough for prediction. On the other hand, ANN and ANFIS modelling techniques gave more
accurate results with respect to regression analysis; linear and non-linear. Especially ANFIS models can be
suggested as estimation method with minimum error compared to experimental results.

Keywords: Adaptive neuro fuzzy inference system; Artificial neural network; Diesel engine; Regression analysis

1. INTRODUCTION

In recent years, depletion of fossil fuels forces researchers to search new alternative fuels. In literature, there are a lot
of studies about fuels which have potential to replace fossil fuels used in internal combustion engines. In this respect,
various biofuels and alcohols seem as good option [1]. In addition to scarcity of conventional fuels, efforts on perfor-
mance en-hancement and emission reduction of engines are the other important issues on which engineers and engine
manufacturers are working on it. Especially, the stringent emission legislations enforced manufacturers to develop new
technologies [2]. Traditional engine research and development studies are both difficult and costly to meet emission
limits imposed by legislations. Therefore, these costly studies are replaced by various cost-effective approaches as artifi-
cial neural networks (ANN) and compurtational fluid dynamics (CFD) [3]. ANNs are nonlinear computer algorithms,
which can model the behavior of complex nonlinear processes. Recently, this method has been widely applied to various
disciplines as automotive engineering [4]. Yusaf et al. studied the effect of using CPO (crude palm oil) - OD (ordinary
diesel) blends as fuel on the performance of CI (compression ignition) engine. In addition, engine power output, fuel
consumption, and exhaust-gas emission are evaluated and then predicted using ANN technique [5]. Shanmugam et al.
used ANN modeling to predict the performance and exhaust emissions of the diesel engine using hybrid fuel and they
revealed that the ANN approach could be confidently used to predict the performance and emissions of the diesel engine
accurately [6]. Ghazikhani and Mirzaii predicted soot emission of a waste-gated turbo-charged DI diesel engine using
ANN. The results showed the ANN approach can be used to accurately predict soot emis-sion of a turbo-charged diesel
engine in different opening ranges of waste-gate (ORWG) [7].

On the other hand, there is another modelling approach called as adaptive neuro fuzzy inference system (ANFIS) which
combines the benefits of ANNs and fuzzy logic. ANFIS modelling is very powerful technique with the ability of interp-
retable if-then rules [8]. Isin and Uzunsoy presented fuzzy logic-based prediction method to reveal the performance and
emission characteristics of a single cylinder spark ignition (SI) engine, which uses different fuel mixtures [9]. Ozkan et
al. used ANFIS to estimate the effect of methanol mixtures in different proportions on emission and performance of the
motor [10]. Al-Hinti et al. used a neuro-fuzzy interface system to study the effect of boost pressure on the efficiency, bra-
ke mean effective pressure (BMEP), and the brake specific fuel consumption (BSFC) of a single cylinder diesel engine.
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Results of their study showed that the ANFIS technique can be used adequately to identify the effect of boost pressure
on the different engine characteristics.

In this study, experimental studies were taken from the study of Ozgur [12]. He investigated effects of addition of oxygen
containing nanoparticle additives to diesel and biodiesel fuels on diesel and biodiesel fuel properties and effects on diesel
engine performance and emissions. This study aims to predict exhaust emissions of diesel engine by various approaches as
regression analysis, ANN, ANFIS. Finally, performances of models were determined by comparing experimental values
and the best estimation technique was stated.

2. MATERIALS AND METHODS

2.1 Experimental Studies

Engine performance tests were performed on a commercial four cylinder, four-stroke, naturally aspirated, water-cooled
direct injection compression ignition engine. Engine gives 89 kW maximum power at 3200 rpm and 295 Nm maximum
torque at 1800 rpm engine speed. Before the tests, the engine was operated for 15 minutes with diesel fuel to reach the
operation temperature. A hydraulic dynamometer was used for determination of torque output. TESTO 350 XL gas
analyzer was used to measure exhaust emissions. Emission data was collected by the help of a computer program. Mea-
surement accuracy of the gas analyzer is +10 ppm for CO, 1% for CO, and +1 ppm for NOx. Measurement capacity of
the device is 0-10000 ppm for CO, 0-50% for CO, emission and 0-3000 ppm for NOx. The speed sensor used to detect
prime mover speed is the magnetic pickup (MPU). When a magnetic material (usually a gear tooth driven by the prime
mover) passes through the magnetic field at the end of the magnetic pickup, a voltage is developed. The frequency of this
voltage is translated by the speed into a signal which accurately depicts the speed of the prime mover. The Cetane num-
ber and indexes were measured by Zeltex ZX440 type device, which works under the close infrared spectrometer (NIR)
principal. With the help of this principal the Cetane number measurement experiment became very fast and cheap with
only 3% error compared to the time consuming expensive motor tests.

2.2 Regression Analysis

Regression analysis is commonly used to define quantitative relationships between a response variable and one or more
explanatory variables [13]. Regression analysis can be applied to the data in linear and non-linear forms.

Linear relationship between dependent and independent variables can be expressed in form of [14]:
Y =4+ BX +pX,++ X, (1)
where is dependent variable, to are equation parameters for linear relationship and to are independent variables.

Nonlinear regression is a form of regression analysis in which observational data are modeled by a nonlinear combina-
tion of the model parameters function. Non-linear relationship between dependent and independent variables can be
expressed in form of [14]:

Y:ao (Xlal )(Xzaz ) . .(Xnan ) Q)
where is dependent variable, to are equation parameters for non-linear relationship and to are independent variables.

2.3 Artificial Neural Network

Artificial neural networks inspired by biological neural networks. They behave like human brain. As the brain, ANNs
consist of many small, interconnected units [15]. These units called as neuron. A typical biological neuron was shown
in Fig. 1.

Dendrites

Synapses
Soma

Figure 1: A typical biological neuron.
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Figure 2: Block diagram of model of ANN neuron [16].

Haykin stated mathematically that, we can describe a neuron k by the following equations [16]:
=D WX, (3)

Ve =¢(u, +D,) (4)

Bias, denoted by bk, has the effect of increasing or lowering the net input of the activation function. x,, x,, ..., x_are the
inputs; w,, W, ..., w, are the weights of the neuron k; u, is the linear combiner output due to input signals; ¢(.) is the
activation function; y, is the output signal of the neuron.

2.4 Adaptive Neuro Fuzzy Inference System

Adaptive Neuro Fuzzy Inference System (ANFIS) is combination system of neural networks and fuzzy logic and it has
been applied to various application areas and gives more accurate results with respect to conventional techniques [17].
In fuzzy logic, nonlinearity and complexity of modelling can be handled by rules, membership functions and inference
processes [9]. ANFIS can construct set-of if-then rules with suitable membership functions to constitute input-output
pairs [18].

Jang presented the basics of fuzzy inference system that uses neural network learning algorithm [18]. Fig. 3 shows the
main architecture of ANFIS. In this figure, fuzzy inference system with two inputs (x, y) and one output (z) was con-
sidered. According to Takagi and Sugeno type inference system, following two fuzzy if-then rules has been supposed:

Rule 1: If x is A, and y is B, then f1=p x+q,y+r,
Rule 2: If x is A, and y is B, then f2=p x+q y+r,
x and y are the input nodes, A and B are linguistic variables (small, large etc.) associated with this node function.

More detail about the layers of the structure can be found in the study of Jang [18].

layer 1 layer 2 layer 3 layer 4 layer 5

Figure 3: Architecture of ANFIS [18]
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2.5 Details of Models
2.5.1 Regression Models

SPSS software was used to perform regression analysis. It is well-known statistical and data management program. Ceta-
ne number (CN) and engine speed (rpm) was selected as predictor (independent) variables. Linear and non-linear form
of regression analysis was evaluated separately. The results of the analysis were given in Table 1.

Table 1 The results of regression analysis

Y Linear Regression Non-linear Regression
CcO 109.993 -1.228 0.099 2.818 -0.089 0.636
NOx 1288.84 5.489 -0.247 11614.49 0.325 -0.484
CcO2 8.726 0.03 -0.002 66.37 0.255 -0.428

2.5.2 ANN Models

Data set was generated by using the experimental results of previous study of Ozgur [12]. Then, the total data set was
divided into two parts, training and testing data. Training part of data was for about 85% of total data. Remaining ran-
domly selected 15% of total data was used to measure the estimation performance of model as testing.

Matlab software was used to perform ANN modelling. The ANN architecture was consisted of input, hidden and output
layer as shown in Fig. 4.

CN
co
rpm NOx
2 Cos

Figure 4: Architecture of ANN

Learning algorithm of the present study is Levenberg—Marquardt (LM) algorithm. Logistic sigmoid transfer function
(logsig) and linear transfer function (purelin) were used in the hidden layers and output layer of the network as an acti-
vation function, respectively. There was an input layer, hidden layer and output layer. Table 2 shows the architecture of
ANN models for each estimated parameters.

Table 2 Architecture of ANN models

Estimation Learning Algorithm ANN Structure Hidden Layer Transfer Function Output Layer Transfer Function
CO LM 2-30-1 logsig purelin
NOx LM 2-21-1 logsig purelin
CO2 LM 2-19-1 logsig purelin

Since there was not a certain number of hidden layer neuron, number of hidden layer was determined by trial and error
method. Suitable numbers of hidden layer neuron was supplied in above Table 2.

2.5.3 ANFIS Models

Matlab software was used to perform ANFIS modelling. As ANN modelling, the total data set was divided into two
parts, training and testing data. Similar to determining the number of hidden layer neuron, there is no basic rule to
define the number and type of membership functions for input parameters. It is an iterative process [17]. Table 3 shows
the architecture of ANN models for each estimated parameters.

Table 3 Architecture of ANFIS models

Estimation Input Output
MF number | MF type MF type
CO 44 trimf linear
NOx 44 trimf linear
CcO2 55 trimf constant
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3. RESULTS AND DISCUSSIONS
In the following figures, testing periods of the each estimation method for CO, NOx and CO, were supplied.

In CO prediction, the worst estimation technique was linear regression with 9.41% error value with respect to experi-
mental data. On the other hand, ANFIS is the best estimation technique with 4.89% error.
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Figure 5: Testing Results of (i) regression analysis (ii) ANN (iii) ANFIS for CO

In testing period of NOx prediction, linear regression is worst and ANFIS is best prediction method with 5.65% and
2.72% error, respectively.
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Figure 6: Testing Results of (iv) regression analysis (v) ANN (vi) ANFIS for NOx

In CO, prediction, the worst estimation technique was linear regression with 17.6% error value with respect to experi-
mental data. ANFIS is the best estimation technique with 3.1% error.
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Figure 7: Testing Results of (vii) regression analysis (viii) ANN (ix) ANFIS for CO,

Figs. 5, 6 and 7 showed the testing period of various modelling approaches for CO, NOx and CO, emissions, respe-
ctively. All predictions were compared with experimental values. Table 4 reveals the performance of both training and
testing period of each model for each estimation parameter. Mean absolute percentage error (MAPE) was used as per-
formance parameter.
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Table 4 MAPE values of models for both training and testing

MAPE (%)

Training Testing

CcO LR 16.19 9.41
NLR 14.94 9.16

ANN 14.81 5.39

ANFIS 1.5 4.89

NOx LR 8.87 5.65
NLR 9.84 5.59

ANN 9.58 4.6

ANFIS 1.82 2.72

CO, LR 16.61 17.6
NLR 13.33 10.63

ANN 7.86 391

ANFIS 4.12 3.1

4. CONCLUSIONS

The purpose of this paper is to estimate emission of diesel engine by using cetane number of fuel and engine speed. In
this respect, three different methods called as regression analysis, ANN and ANFIS were developed for prediction. Data
were divided into two parts, training and testing. In training section model details were identified by using experimental
data. In testing section, the accuracy and performance of the models were tested. For both emissions, LR and NLR gave
worst results. It can clearly be seen from the Table 4. ANN models were more acceptable than regression results. Further-
more, ANFIS approach provided better performance then both regression analysis and ANN.

REFERENCES

(1]

(10]

Tosun, E., Yilmaz, A.C., Ozcanli, M., and Aydin, K. (2014). Determination of effects of various alcohol additions into
peanut methyl ester on performance and emission characteristics of a compression ignition engine. Fuel, vol. 126, pp. 38-43.

10.1016/j.fuel.2014.02.037

Hussain, J., Palaniradja, K., Alagumurthi, N., and Manimaran, R. (2012). Effect of exhaust gas recirculation (EGR) on per-
formance and emission characteristics of a three cylinder direct injection compression ignition engine. Alexandria Engineering

Journal, vol. 51, no. 4, pp. 241-247. 10.1016/j.2¢j.2012.09.004

Ismail, H.M., Ng, H.K., Queck, C.W., and Gan, S. (2012). Artificial neural networks modelling of engine-out respon-
ses for a light-duty diesel engine fuelled with biodiesel blends. Applied Energy, vol. 92, pp. 769-777. 10.1016/j.apener-
gy.2011.08.027

Jahirul, M., Saidur, R., Masjuki, H., Kalam, M., and Rashid, M. (2009). Application of artificial neural networks (ANN) for
prediction the performance of a dual fuel internal combustion engine. HKIE Transactions, vol. 16, no. 1, pp. 14-20.

Yusaf, T., Yousif, B., and Elawad, M. (2011). Crude palm oil fuel for diesel-engines: experimental and ANN simulation
approaches. Energy, vol. 36, no. 8, pp. 4871-4878. 10.1016/j.energy.2011.05.032

Shanmugam, P, Sivakumar, V., Murugesan, A., and Ilangkumaran, M. (2011). Performance and exhaust emissions of a diesel
engine using hybrid fuel with an artificial neural network. Energy Sources, Part A: Recovery, Utilization, and Environmental

Effects, vol. 33, no. 15, pp. 1440-1450.

Ghazikhani, M. and Mirzaii, I. (2011). Soot emission prediction of a waste-gated turbo-charged DI diesel engine using artifi-
cial neural network. Neural Computing and Applications, vol. 20, no. 2, pp. 303-308. 10.1007/s00521-010-0500-7

Hosoz, M., Ertunc, H.M., Karabektas, M., and Ergen, G. (2013). ANFIS modelling of the performance and emissions of
a diesel engine using diesel fuel and biodiesel blends. Applied Thermal Engineering, vol. 60, no. 1, pp. 24-32. 10.1016/j.
applthermaleng.2013.06.040

Isin, O. and Uzunsoy, E.U. (2013). Predicting the Exhaust Emissions of a Spark Ignition Engine Using Adaptive Neuro-Fuz-
zy Inference System. Arabian Journal for Science and Engineering, vol. 38, no. 12, pp. 3485-3493. 10.1007/s13369-013-
0637-7

Ozkan, 1.A., Ciniviz, M., and Candan, F. (2015). Estimating Engine Performance and Emission Values Using ANFIS/AN-
FIS Kullanilarak Motor Performans ve Emisyon Degerleri Tahmini. International Journal of Automotive Engineering and

Technologies, vol. 4, no. 1, pp. 63-67.

Al-Hindi, L., Samhouri, K., Al-Ghandoor, A., and Sakhrieh, A. (2009). The effect of boost pressure on the performance
characteristics of a diesel engine: A neuro-fuzzy approach. Applied Energy, vol. 86, no. 1, pp. 113-121. 10.1016/j.apener-
£y.2008.04.015

European Mechanical Science (2017); Volume 1, Issue 1



Onzgiir, T. (2011) Investigation of nanoparticle additives to the biodiesel and diesel fuels for improvement of the performance
and exhaust emissions in a compression ignition engine, M.Sc. Thesis, Mechanical Engineering, Cukurova University.

Tabari, H., Kisi, O., Ezani, A., and Talace, PH. (2012). SVM, ANFIS, regression and climate based models for reference eva-
potranspiration modeling using limited climatic data in a semi-arid highland environment. Journal of Hydrology, vol. 444,

pp. 78-89. 10.1016/j.jhydrol.2012.04.007

Bilgili, M., Sahin, B., Yasar, A., and Simsek, E. (2012). Electric energy demands of Turkey in residential and industrial sec-
tors. Renewable and Sustainable Energy Reviews, vol. 16, no. 1, pp. 404-414. 10.1016/j.rser.2011.08.005

Krauss, G., Kindangen, J.I., and Depecker, P. (1997). Using artificial neural networks to predict interior velocity coefficients.
Building and Environment, vol. 32, no. 4, pp. 295-303. 10.1016/50360-1323(96)00059-5

Haykin, S.S., (2001) Neural networks: a comprehensive foundation. Tsinghua University Press.

Karimi, S., Kisi, O., Shiri, J., and Makarynskyy, O. (2013). Neuro-fuzzy and neural network techniques for forecasting sea
level in Darwin Harbor, Australia. Computers & Geosciences, vol. 52, pp. 50-59. 10.1016/j.cage0.2012.09.015

Jang, J.S.R. (1993). Anfis - Adaptive-Network-Based Fuzzy Inference System. IEEE Transactions on Systems Man and Cyber-
netics, vol. 23, no. 3, pp. 665-685. Doi 10.1109/21.256541

European Mechanical Science (2017); Volume 1, Issue 1



European Mechanical Science 2017, Vol. 1(1): 24-30 EUROPEAN
.. MECHANICAL
Original Paper SCIENCE

The lateral inhibition as conditional entropy enhancer®

Sefa Yildirim", Zulfiye Arikan?, Serhan Ozdemir?

'Cukurova University, Mechanical Engineering Department, Turkey
2zmir Institute of Technology, Turkey

Abstract

Three kinds of redundant sensing have appeared to be utilized by the majority of living beings. Of these, the
most remarkable feature of distributed sensor networks is the lateral inhibition (LI), where sensors output in
proportion to its own excitation and each sensor negatively influences its nearest neighbors. This brings about
local effects such as contrast enhancement, two-point discrimination, and funneling.

In information theory, entropy is a measure of the uncertainty related to a random variable. Shannon entropy,
quantifies the anticipated value of the information included in a message, usually in units such as bits.

The purpose of this study is to analyze lateral inhibition mechanism in the light of the Shannon entropy.
This biological mechanism can be adapted to any artificial system such as sensory networks. With the aim of
adapting this biological mechanism to the sensory networks it is desired to create an information filter with
the benefits of information filter feature of lateral inhibition mechanism. The information has to be quantified
in order to filter. In this point, the Shannon entropy concept is intended to be used.

Keywords: Lateral inhibition, mutual information, Shannon entropy, sensory network.

1. INTRODUCTION

The system, which is defined as a distributed sensory network (DSN) and consists of a set of geographically scattered
sensors, is utilized in order to collect data from its environment. DSN can be adapted to many advanced systems such
as robotics, automation, aerospace etc. Although this system is very practical in applications, it has some drawbacks. In
DSN, the redundancy is the most important problem to be solved since it is the main cause of long processing time and
extreme processing energy. In highly redundant sensing, redundancy means that transferred information via different
sensors or the same sensor at different times overlaps [1]. At that point, Lateral Inhibition (LI) with its simplicity and
ubiquity is one way to overcome redundancy with the benefits of its low pass filter feature.

Ernst Mach was the first person having attempted to describe the lateral inhibition based on his experiments. Hartline
et al. introduced lateral inhibition by analyzing the facetted compound eye of Horseshoe crab (Limulus)[2]. Barlow was
a student of Hartline continued his study on Horseshoe crab and investigated influence of lateral inhibition on its beha-
vior[3]. Georg von Békésy found a large spectrum of inhibitory incidents in sensory systems, and explained them in the
sense of sharpening. He explored methodical effects of lateral inhibition in all aspects of human sensing, especially on
hearing[4]. Brooks discussed that lateral inhibition may be adapted to robotics[5].

Information could be defined as a representation of knowledge. Information being transferred via sensor signals conta-
ins also noise and unnecessary data. For an efficient transmission, it requires to be filtered. An information filter could
be used to filter the undesired information. To filter the information, first of all, it needs to be quantified. Claude E.
Shannon introduced entropy, an evaluation of uncertainty concerned with random variables, is used to measure the
anticipated value of the information. Entropy can be used in order to quantify information[6].

Harry Nyquist explained that communication channels had maximum data transmission rates, and formulated a met-
hod to compute those rates in finite bandwidth noiseless channels[7]. Nyquists colleague Ralph V.L. Hartley used the
information word as a measureable amount and established the first mathematical foundations for the information
theory[8]. Claude E. Shannon, considered father of information theory, described entropy as the fundamental measure
of information[6].

The present paper concerns with the formulation of lateral inhibition mechanism as an information filter. By applying
lateral inhibition mechanism to sensory network, it is focused on filtering the unnecessary information thanks to the
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low pass filter feature of lateral inhibition in the light of Shannon entropy concept. The main purpose is to get efficient
noiseless information by using inferior quality cheap sensors through lateral inhibition, instead of expensive and quality

SENSOors.

2. LATERAL INHIBITION

Lateral inhibition is the most important feature of the biological distributed sensory network. In this mechanism each
sensor effects its nearest neighbors negatively resulting in contrast enhancement, two-point discrimination and funne-
ling. Fig. 1 shows schematic of lateral inhibition mechanism[5].

ei(?) ex(?) e3(?) ey(t) es(?)

x1(9) x(?) x3(7) x4(%) xs5(2)

Figure 1: Lateral inhibition schematic

The strengths of the connections, as shown above, are generally put in order as excitant among adjacent receptors and
inhibitory among further receptors. To state the matter differently, if one sensor signal is considered, contrary to what the
excitatory connections try to do, inhibitory connections try to decrease its signal. As a result, all sensors in the network
receive a mixture of inhibitory and excitatory signals from their neighbors. Hence distinction between signals of the
sensors which have the strongest output and signals of the sensors which have the weaker output become higher due to
this competitive work[9].

In the Fig. 1, the impulse of the sensor before the lateral inhibition is illustrated as ¢, the result of competitive work is
demonstrated by / which is called effect of lateral inhibition. The impulse of the sensor after the lateral inhibition is
illustrated by x which is weaker than e. Due to the inhibitory and excitatory coefficients and number of neighbors’ x can
vary all the network.

2.1 Mathematical Formulation of Lateral Inhibition

The mathematical formulation of LI was obtained from experiments based on Hartline study on the visual system of
Horseshoe Crab[2]. The results are summarized considering two neighbor sensors A and B in the following mathematical
formulas:

x4 = e~ Bas(xp —x5°)
(1a-b)
x5 =eg—Bpa(a—x4")

where x,and x, are after inhibition mechanism impulses, ¢, and ¢, are individual impulses and x,” and x,” are threshold
frequencies of A and B respectively. Also 8, , is inhibition coefficient of B on A and f,, is inhibition coefficient of A on
B. These results can be extended to cases where one sensor has two or more neighboring sensors. For example sensors
mentioned before(4 and B) have another neighbor C, three equations should be required to determine the responses of
each sensor. Each equation must contain two inhibition terms as:

xg = ey — [Bap (g — 245" ) + Bac (e — x4c")]
xg = eg — [Bac(xc — x5c") + Baalxa— x54%)] (2 a-c)

x¢ = ec— [Bealxa— xca") + Bealxg — xc5")]

Here B, are inhibition coefficients among A, B and C.When equations are extended to define the effect of lateral inhibi-
tion mechanism on n number of sensor and self-excitatory influences are considered, they are transformed into following
form;
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Xp = ep + apey _Zﬁwxj (3)
=1

where; o is the self-excitation coefficient of sensors, p=1,2,3,...,n; j # p and 0>0 and >0 All threshold frequencies are
assumed zero for simplicity [9].

3. ENTROPY (IN INFORMATION THEORY)

Information could be defined as a representation of knowledge. Entropy was introduced as a measure of the uncertainty
related to a random variable which quantifies the expected value of the information contained in a message, usually in
units such as bits or nats[6]. Shannon entropy concept measures inadequate information and define the uncertainty[10].
Formulation of Shannon entropy, the entropy of a random variable X; is illustrated below;

H(X) =— Z P(x)l0g2 P(x) (4)

xeX

where P(x) denotes probability of x. If the entropy of the signal is low, it means that probable quantities are abundantly
obtained.

4. MUTUAL INFORMATION

Mutual information, is a dimensionless quantity with units of bits, measures the information of one random variable
about another random variable. It can be considered as the reduction in uncertainty about one random variable given
knowledge of another[11]. This phenomenon can be described with Fig. 2. illustrated below.

H(XY)

HX) H(Y)

Figure 2: Description of mutual information

In ¢his figure, 7(X;Y) depicts the mutual information of X and ¥, and can be calculated as below:

106:¥) = H(X) — HXIY) = Y'Y rtmnon 2 .

P(x)P(¥)
XEX yEY

where H(X) is uncertainty of X and H(X|Y) is uncertainty of X given knowledge of ¥/

If one system has a LI mechanism, mutual information certainly exists in this system and only sensors which have mutual
information are active. Note that amount of mutual information depends on position of the sensor.

5. LATERAL INHIBITON AS AN INFORMATION FILTER

The lateral inhibition mechanism filters the mutual information hence there are some important factors to be considered
while filtering the information in the sensor networks. First of all, frequency of the obtained information should be taken
into consideration as the frequency is related to mutual information. And also characteristic of the desired or undesired
information is one of the important factors. For the reliability, distance of the sensor to the source is important and
mutual information might be desired to be high.
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Figure 2: Simulation of the lateral inhibition effect in the sensory network (with 4 neighbors)

In Fig.2 green line represents the sensor signals before the LI and blue line represents the sensor signals after applied LI.
As shown above, the lateral inhibition filters the amount of information and increases the contrast. The lateral inhibition
is considered to be filtering the mutual information.

5. COMPUTER SIMULATIONS

To simulate effect of the LI on the sensory network, it is considered that there is a group of a scattered photodiodes which
is schematically illustrated below and there is a one light source above the central photodiode.

Table 1. Schematic illustration of the simulated sensory network

S SS S S
S SS S S
SSS S S
S S S S S
S S S S S

In the sensory network it is assumed that all photodiodes have 8 neighbors except located on the borders. The response of
the sensors is defined logically as the photodiode which is on the center of the group has maximum strength. The defined
sensor strengths without LI are seen from the Table 2 below.

Table 2. Schematic illustration of the defined sensor strengths without LI
7 8 10 8 7
8 14 15 14 8
10 15 17 15 10
8 14 15 14 8
7 8 10 8 7

In this simulation, inhibition coefficient (B) was chosen as 0.05 and the excitation coefficient (o) was chosen as 0.15. The
results after applied the LI on the system can be seen in Table 3. After the implementation, the strength of the sensors
with and without the LI was compared in Figure 3.
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Table 3. Schematic illustration of the sensor strengths after LI
6.5500 6.5000 8.5500 6.5000 6.5500
6.5000 11.6000 12.2000 11.6000 6.5000
8.5500 12.2000 13.7500 12.2000 8.5500
6.5000 11.6000 12.2000 11.6000 6.5000
6.5500 6.5000 8.5500 6.5000 6.5500

With the increase of the number of neighbors, maximum amplitude increases as well. This results in contrast enhance-
ment hence discrimination of a desired object can be easier.
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Figure 3: Effect of the lateral inhibition (with 8 neighbors and examined only central sensors)

If it is assumed that two sensors do not work and one of the broken sensor is neighbor of the examined sensors, simula-
tion results can be seen in Table 5 and Figure 4.

Table 4. Strength of the sensor group (two sensors broken)

7 0 10 8 7

8 14 15 14 8

10 15 17 15 10

8 14 15 0 8

7 8 10 8 7

Table 5. Simulation results of a sensor strengths (two sensors broken, shown bold)

6.9500 -2.7000 8.9500 6.5000 6.5500
6.9000 12.0000 12.6000 11.6000 6.5000
8.5500 12.2000 14.4500 12.9000 9.2500
6.5000 11.6000 12.9000 -4.5000 7.2000
6.5500 6.5000 9.2500 7.2000 7.2500
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Figure 4: Effect of the lateral inhibition (two sensors broken)

From the Fig. 4, it is seen that there is a decrease from the contrast on the right side of the network therefore it does not
prevent all the system to work. Also there is no decrease from the maximum contrast.

It is assumed that this sensory network considered as a group of thermal receptors. Even though a problem occurs on one
of the sensors of the group, it still operates well. Also it should take into consideration that constant maximum contrast
is crucial part of this advantage.

6. CONCLUSIONS

Lateral inhibition provides a series of advantages to filter undesired information, as well as emphasizing the desired one.
Maximum signal intensity decreases after being processed with LI and detected signal sharpens. LI mechanism reduces
the number of active sensors and it causes a reduction of the system cost. After LI is applied signal processing speed inc-
reases for the same processor and in the case of information storage, memory requirement is reduced. It may even reduce
the costs and increase the reliability.

LI has also some disadvantages in practice. LI mechanism is applicable to in multi-sensor networks. This points to the
use of a multitude of sensors. Cost of initial investment and overhaul are expected to be high. LI further increases weight
and volume of the system.

Buct the system possesses fault-tolerant structure, in that even one or more sensors break down in the sensory network the
system can continue its normal operation without major trouble. This is because mutual information is shared by every
individual sensor in the network.
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Abstract

In this study, heat transfer enhancement of laminar pulsating flow in wavy channel is investigated numerically.
The wavy channel has constant wall temperature and its geometric parameters are fixed. Finite volume method
based on SIMPLE technique is used to solve governing equations. Simulations performed for Reynolds
numbers in the range of 200<Re<800. The effects of pulsation frequency is investigated for Strouhal numbers,
(St) 0£0.05,0.15 and 0.25. The differences between flow structures of pulsating and steady flow are discussed.
Results indicate that the pulsating flow significantly enhances heat transfer.

Keywords: Convection heat transfer, internal fluid flow, fluid mixing, pulsating flow, wavy channels,

1. INTRODUCTION

Pulsating flow has attracted the attention of many researchers from view point of its effect on heat transfer. There are
many numerical and experimental studies that investigate the heat transfer performance of pulsating flow through the
different geometries. Since internal forced convection phenomena has great importance in numerous engineering appli-
cations, studies about pulsating flow and heat transfer in channels, ducts and tubes came into prominence.

Researches about heat transfer in flat channels and pipes under pulsating flow condition points out that the effect of
pulsating flow is limited in these geometries [1-5]. Depending on flow parameters, heat transfer can be enhanced or
reduced. Guo and Sung [1] numerically investigated heat transfer in pipe for the Reynolds number value of 500. Their
results showed that for small pulsation amplitude values both heat transfer augmentation and reduction was obser-
ved depending on a pulsation frequency. But when pulsation amplitude was large, heat transfer was always enhanced.
Chattopadhyay et al. [2] conducted numerical investigation for laminar pulsating flow in a tube. They concluded that
pulsating flow has no considerable effect on heat transfer for investigated amplitude and frequency values. Another nu-
merical analysis performed by Rahgoshay et al. [3] for investigation of the effect of flow pulsation on heat transfer in the
isothermally heated pipe. In this study nanofluid was used as working fluid. They obtained only small amount of increase
in heat transfer within the range of chosen parameters. Pulsating turbulent flow in pipe was numerically investigated by
Wanh and Zhang [4]. They observed significant heat transfer enhancement with large pulsation amplitude values. They
also showed that there is an optimum Womersley number (Wo) value that maximizes the heat transfer enhancement.
Mehta and Khandekar [5] experimentally investigated pulsating laminar flow in square mini-channel.

In their study pulsation amplitude (A ) and the Reynolds number kept constant and change of heat transfer rate with
pulsation frequency was observed. It was found that the low frequency values deteriorates heat transfer and higher frequ-
encies cause a slight improvement in heat transfer.

Unlike its limited performance at flat channels and tubes, this type of flow provides notable heat transfer enhancement
for cooling of blunt bodies in channels [6-8]. Moon et al. [6] carried out experimental study to show how flow pulsa-
tion effects heat transfer from heated blocks in a channel. Imposing flow pulsation causes considerable increase in heat
transfer from blocks and it is observed that rate of heat transfer is dependent on the pulsation frequency and inter block
spacing. Ji et al. [7] discussed heat transfer from a square cylinder in pulsating low. This study revealed the emergence of
lock-on regime and its effect on heat transfer for pulsating flow. Results showed that when pulsation frequency is doub-
led the natural frequency, heat transfer enhancement becomes maximum. Kim et al. [8] numerically simulated cooling
of electrical components in channel by using pulsating flow. They stated that there is an optimal frequency value and it
depends on the cooled geometry.
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Another efficient use of pulsating flow is seen at heat transfer from corrugated channels. Studies about corrugated chan-
nels are important in terms of investigation the efficiency of pulsating flow in heat exchangers. In the experimental study
of Jin et al. [9] characteristic of pulsating flow in triangular channel was observed. They showed the mechanisms that
cause heat transfer enhancement in this channel. Nandi and Chattopadhyay [10] performed a numerical study for wavy
micro channel. They reported that even at the low Reynolds number value, pulsating flow causes noticeable heat transfer
augmentation in this channel. Akdag et al.[11] numerically investigated heat transfer enhancement capability of laminar
pulsating flow with use of nanofluid. Their study indicated that high volume fraction of nanofluid and a low frequency
of pulsation enhances heat transfer performance. An extensive numerical study about pulsating flow in wavy channel
presented by Jafari et al. [12]. They investigated effect of two different nanofluids, pulsation frequency, amplitude and
the Reynolds number. They reported that pulsating flow is more effective for pure fluid than nanofluid and flow oscilla-
tion gives better performance at higher Reynolds numbers. They also observed that there is a linear relationship between
amplitude of pulsation and heat transfer enhancement. Alawadhi and Bourisli [13] studied periodic vortex shedding
caused by pulsating flow inside wavy channel. They stated that when the frequency of pulsation is close to vortex shed-
ding frequency, heat transfer is peaked.

Studies above shows that the structure of geometry where pulsating flow passes through is a key parameter for the rate
of heat transfer. Complex geometries like grooved surfaces provide better heat transfer performances under pulsating
flow conditions. The present study is motivated to investigate heat transfer enhancement potential of pulsating flow in
a sinusoidal grooved channel when there is 0° phase shift between sinusoidal walls. In order to achieve this numerical
simulations are performed by solving the governing equations using finite volume approach.

2. PROBLEM DESCRIPTION AND NUMERICAL METHOD

2.1 Definition of Problem

Schematic view of the channel geometry used in the present study is given in Figure 1. The channel is consist of adiabatic
flat sections and constant temperature wavy section. Temperature of wavy section (T) is differentially higher than inlet
temperature of fluid (T)).

3H 12H SH

Figure. 1. Schematic view of channel.

Distance between channel walls (H) is considered as 2 cm and profiles of wavy wall defined by:

y=A. sin(27zy Al j (D)

e s

Here x_and x_ represent the starting and ending position of wavy section. Amplitude of wavy wall (Ac) kept constant
and its value is 0.2. v is undulation number.
2.2 Governing Equations

In this study the fluid is taken to be Newtonian, incompressible and its Prandtl number (Pr) is equal to 6.93. The flow
is laminar, two dimensional and unsteady. Additionally, gravity effect and thermal radiation are neglected. Under these
circumstances non-dimensional form of governing equations becomes,

Continuity equation:
U oV _

+—=0
ox oY (2)
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Momentum equation:

au au au dF 1
—+U—+V— +

L a2u  3%u 3)
dt ax Y 9% Re :

_ﬂ+_
gx?  ay?

6V+U6V+V6V_ .ap+1 32V+32V @
#t ax gy dY Rel\ax? ayl

Energy equation:

(5

aa+Uaa+Vae_ T a?a+a=e
At X dY RePri\gxZ @yt

In these equations dimensionless parameters are:

v X, T-T; tH uH
B DY, gy B9 o B ot WMo o P
o H Up T.—T; Uy H
Cont
Pr=——
Tk
Local: Nu = (T — T-J ((aT/f"n}|sotmmWa:z + (8T /81)| 70y wmz) (6)
= )
1 *e
Space averaged: Nug = mjxs Nuds (7
1 b 4
Space and period averaged: Nu: = = j Nugdrt (8)
2“0

Local, space-averaged, space and period timed-averaged Nusselt numbers (Nu) are used for estimation of convection rate
from wavy wall. For calculation of the Nusselt number (Nu) instead of bulk temperature, inlet temperature is chosen as

a reference parameter [14].

2.3 Boundary Conditions

Fully developed Poiseuille flow with added sinusoidal pulsation term is applied at the channel inlet. Inflow temperature
is uniform and steady. Non-dimensional form of inlet velocity profile is presented as:

U(Y,t)Z%uo (1-(Y-1))[ 1+A, sin(2nStr) |, V=0, 6=0 9)

In equation (9) A is non-dimensional amplitude, St is the Strouhal number which represents non-dimensional frequen-
cy and it is defined as St =fH/uo. The no-slip boundary condition available for channel walls U = V = 0. Straight sections
of walls are adiabatic, wavy walls has constant temperature. At the exit of the channel, temperature and velocity gradients

are equal to zero , , .

2.4 Numerical Procedure and Code Validation

Finite volume method is employed for discretization of governing equations. Discretization is second order
accurate and SIMPLE algorithm used for velocity-pressure coupling. Time step size is set as 0.001 second. For grid
independency, grid densities of 60x180, 72x198, 84x252 and 96x288 are tested. Results showed that variation of space
averaged Nusselt number () is around 3% between 84x252 and 96x288. Therefore 84x252 grid used in wavy channel.
The convergence criterion for continuity, momentum and energy equations is determined as 10°. The numerical proce-
dure is validated by applying it for the problem defined in the study of Wang and Chen [15]. Agreement between results
is presented in Fig. 2.
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Figure 2. Distribution of Nusselt number (Nu) along bottom wavy wall for Re = 500 and A_= 0.2.
3. RESULTS AND DISCUSSIONS

Figure 4 shows velocity vectors for steady flow and four different phase angle of pulsating flows. Dimensionless
form of inlet mean velocity that corresponds these phase angles can be observed in Figure 5. From the velocity vectors
it can be seen that there are vortices trapped inside of grooves. For steady flow, interaction between these vortices and

main stream is poor, in other words, mixing between fluid inside grooves and fluid in core region is not effective. In this
case high temperature fluid trapped inside grooves.

As it is shown in Figures 4b,c,d and e, flow structures in pulsating flow are quite different from a steady case.
At the beginning of the pulsation period (©t=0), the flow inside grooves is not dominated by a vorticity concentration.
There is fluid transfer between the region of grooves and main stream. Afterwards, a complete vortices are developed and
rotational speeds raise depending on the flow pulsation period shown in Figures 4c and d. Finally, vorticity concentrati-
ons reach their maximum size when phase angle becomes 311/2, at this state velocity magnitude of flow inside groove is
higher as compared to steady flow. As it can be seen in Figure 4e these vortices intensely disturb the main stream. Then

they dissipate and flow returns their initial state given in Figure 4a. This situation successively repeats and provides better
fluid mixing also prevents trapping of hot fluid inside of grooves.

Temperature distribution in wavy channel for pulsating and steady flow is given in Figure 6. From the figure it
can be clearly seen that there is a considerable temperature differences between grooves and area close to central axis for

the steady flow. But in pulsating flow hot fluid inside grooves diffuses to the cold region. Consequently, the temperature
gradient between channel walls and fluid is increased and heat transfer is enhanced.

Variation of inlet dimensionless velocity (U) with respect to the time causes that the space averaged Nusselt
number () varies periodically. For different Strouhal numbers (St), the variation of space averaged Nusselt number for
wavy walls is demonstrated in Figure 7. As it is seen in the figure there is a strong relationship between pulsation dimen-
sionless velocity (U) profile and the Nusselt number (). Just like a pulsation of inlet flow, the Nusselt number () reduces
at deceleration phase and it increases at acceleration phase. It is obviously seen in figure 7 when Strouhal numbers (St)
are equal to 0.15 and 0.25 even the smallest value of the Nusselt number () is higher than the steady case. But for the
Strouhal number (St) the value of 0.05, the Nusselt number () becomes lower than the steady case when the inlet velo-
city decreases; even so, the space and time-averaged Nusselt number () is still higher than the steady case.
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Figure 4. Velocity vectors (V) for steady and pulsating flow at Re = 400 and St = 0.25.
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Figure 6 Temperature distribution inside channel for steady and pulsating flow at Re = 400, St = 0.25
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Figure. 7. Variation of the Nusselt number () with time at different Strouhal numbers (St) and ~ Re = 400
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In order to investigate heat transfer performance of pulsating flow, the time averaged Nusselt number values are
obtained and presented in Figures 8 and 9. Time-averaged Nusselt numbers are calculated when the flow regime reaches
the periodic state. Heat transfer enhancement ratio of pulsating flow (St >0) can be seen from Figure 8 by comparing the
Nusellt number () value with the steady case (St =0).
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Figure. 8 Time-averaged Nusselt number (Nu) values at various strouhal numbers (St).

Enhancement of heat transfer is noteworthy for the Strouhal number (St) value of 0.05. At this value of the Strouhal
number (St), an increase of heat transfer rate is around 6% and the Reynolds number does not cause big difference. This
situation can also be observed from Figure 9. There are not a wide range differences between Nusselt numbers () based
on strouhal numbers, St =0 and St=0.05. The effect of pulsating flow on heat transfer becomes more evident when the
Strouhal number (St) is equal to 0.15. Heat transfer enhancement rate which goes upto 65% as comparing to the steady
flow case and after that the effect of Reynolds number becomes important. As it is seen in Figure 9 enhancement heat
transfer ratio is reduced when the Reynolds number is lower than 400. With the further increase of Strouhal number (St)
the heat transfer enhancement ratio continues to increase. When the Strouhal number (St) is equal to 0.25 the Nusselt
number () value increases up to 82%.
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Figure 9. Time-averaged Nusselt number () values at various Reynolds numbers.

4. CONCLUSION

Pulsating flow and heat transfer through wavy channel numerically simulated for and . Variation of inlet dimensionless
velocity (U) with respect to time causes that the Nusselt number () varies periodically. Time-averaged Nusselt numbers
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(St) show that pulsating flow has positive contribution on the heat transfer rate for the geometry used in this study. The
rate of heat transfer is strongly affected by the Strouhal number (St). Heat transfer enhancement is not significant and
the effect of the Reynolds number is limited for the Strouhal number of St=0.05. This situation changes with increasing
the Strouhal number (St); heat transfer enhancement gets better and the role of the Reynolds number becomes more

dominant.
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