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Abstract 

In this study, the thermal efficiency values of Organic Rankine cycle system were estimated depending on the 

condenser temperature and the evaporator temperatures values by adaptive network fuzzy interference system 

(ANFIS) and artificial neural networks system (ANN). Organic Rankine cycle (ORC) fluids of R365-mfc and 

SES32 were chosen to evaluate as the system fluid. The performance values of ANN and ANFIS models are 

compared with actual values. The R2 values are determined between 0.97 and 0.99 for SES36 and R365-mfc, 

and this is satisfactory. Although it was observed that both ANN and ANFIS models obtained a good statistical 

prediction performance through coefficient of determination variance, the accuracies of ANN predictions were 

usually better than those of ANFIS predictions. 

Keywords: Adaptive network fuzzy interference system, artificial neural networks system, Organic Rankine 

cycle, R365-mfc, SES36 

 

1. Introduction 

 

In a world where refrigerants used, the environmental factors of these fluids should also be 

considered. Ozone depletion potential (ODP) of a chemical compound can cause to 

degradation to the ozone layer. Global warming potential (GWP) is a measure of how much a 

given different gas contributes to global warming effects. It assigns a value to the amount of 

heat trapped by greenhouse gas to the amount of heat trapped by a similar mass of carbon 

dioxide over a specific period of time. The GWP of carbon dioxide is definition ‘1’ by the 

Intergovernmental Panel on Climate Change. GWP should not be used as the sole measure. If 

lower GWP value refrigerant is used, then it may be by increased energy consumption [1]. For 

optimal system design consider the economic factor, a ratio of power out to total heat transfer 

is selected as system performance. Sometimes there is a contradiction between the safety and 

the environmental protection indicator [2]. In this study, R365-mfc and SES36 are chosen as 
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the working fluids. Important some thermodynamic properties of these fluids are given at 

Table 1. 

 

           Table 1.Thermodynamic and environmental properties of R365-mfc and SES36 [3] 
Parameter R365-mfc SES36 

Formula CF3CH2CF2CH3 CF3CH2CF2CH3+PFPE 
Molecular weight (kg kmol-1) 148,1 184,85 
Boiling point at 1.013 bar (oC) 41,3 35,6 
Critical temperature (oC) 186,9 177,6 
Critical pressure (bar) 32,5 28,5 
Ozone Depletion Potential, ODP (% by 
weight) 

0 0 

Global Warming Potential, GWP100 (% by 
weight) 

825 - 

 

For R-365mfc, the uncertainty in the speeds of sound is 0.05 %, in heat capacities is 2 %, in 

vapor pressures is 0.25 % at temperatures 280 K and 360 K. In the critical region of fluid, the 

uncertainties are higher for all properties [4]. SES36 has a wide compatibility range with 

many common materials. SES36 could be alternative to the hydrocarbons because of its 

particular characteristics: high molecular mass, non-flammable, chemically stable, compatible 

with the most construction materials and environmentally fluid [5, 6]. 

 

Globally, role of the efficient energy is significant and critical, particularly in cooling 

processes. Organic Rankine Cycle (ORC) is an energy conversion technology using low grade 

heat source due to its distinctive thermodynamic performance. The ORC is a suitable 

technology even for low temperatures below 100oC. A selection of the working fluids is very 

important parameter for the performance improvement. Compared to other heat engine cycles 

other systems, the ORC is better than them. ORC is used high waste energy utilization 

compared with other systems, and the cost of ORC is cheaper than the others. Furthermore the 

dry working fluids are more suitable for organic Rankine cycle system [7, 8]. Many of 

researchers who have investigated the performance of ORCs are such as Kosmadakis et al. 

[9], Braimakis et al. [10]. Kosmadakis et al. [9] is presented the detailed trial investigation of 

an ORC, which is planned to operate at supercritical conditions. Braimakis et al. [10] is 

investigated the waste heat recovery potential of the ORC and some of its innovative 

variations. Five natural refrigerants and their binary mixtures were evaluated as working 

fluids for a waste heat recovery ORC. A positive correlation between the heat source 

temperature of the fluids and their critical temperature was observed. 

 

Fundamental equations used in ORC efficiency calculation are given as follows [11]: 

 

                                                          (1) 

 

                                                         (2) 

 

                                                         (3) 

 

                                                         (4) 

 

                                                               (5) 
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where Wp is the work in the pump, QE is the heat transfer rate into the evaporator, Wt is the 

work produced in the turbine, QC is the heat transfer rate in the condenser , η is the thermal 

efficiency of the ORC, h is the enthalpy, m indicates the mass flow rate of the working fluid. 

Each component is accepted as a steady-state steady-flow system. A basic Rankine cycle is 

given at Fig. 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Simple organic Rankine cycle (ORC) 

 

Roy et al. [1] compared second law efficiency, irreversibility, work out, mass flow rate with 

increase in turbine inlet temperature of an ORC with superheating under different heat source 

temperature conditions. Among the refrigerant examined, R-123 produced maximum 

efficiencies and minimum irreversibility. The performance of investigated non-regenerative 

ORC during super heating using fluids R-134a and fluid R-12 is R-12 may be replaced by R-

134a without much affecting the considered system performance. 

 

An important aspect of ORC is choosing of the refrigerant. A wide variety of organic 

refrigerant could be used in ORC. The refrigerants were determined to occur chemical 

deterioration at high temperature and pressure. The critical pressures of these fluids are low. 

Therefore, the ORC systems using with these refrigerants must be operated to close 

temperature range and low pressure. In this regard, organic Rankine cycle fluids of R365-mfc 

and SES32 were chosen to evaluate as the system fluid. Kim et al. [12] carried out 

performance evaluation of an organic Rankine cycle system using low-grade heat at 

temperatures. The findings of this study highlight the feasibility of an ORC system that uses 

low-grade heat at a temperature below the boiling point. Li et al. [13] analyzed the effect of 

liquid-separated condensation on the ORC performance. Zhang et al. [14] carried out 

performance evaluation of organic Rankine cycle systems utilizing low grade energy at 

different temperature. Javanshir and Sarunac [15] analyzed thermal efficiency and net power 

output of a simple subcritical and super critical Organic Rankine Cycle. Efficiency of an ORC 

operating with isentropic working fluids is higher compared to the dry and wet fluids, and 

working fluids with higher specific heat capacity provide higher cycle net power output. 

 

In recent years, there are extensive research in the artificial intelligence and soft computing 

methods for estimation properties of energy systems. Refrigeration system with two-stage and 

intercooler were optimized using fuzzy logic and genetic algorithm by Kılıç [16]. As a result, 

optimum working condition of system was estimated by the genetic algorithm as -6.0449oC 

 

Hot 

source 

Cold 

source 

Pump Turbin

e  
Electric 

Generator 

Evaporator 

Condenser 

1 

2 3 

4 

http://tureng.com/tr/turkce-ingilizce/artificial%20intelligence
http://tureng.com/tr/turkce-ingilizce/soft%20computing


T. Kovacı, A. Ş. Şahin, E. Dikmen, H. B. Şavklı 
 

4 

 

for evaporator temperature, 25.0115oC for condenser temperature and 5.9666 for COP. Köse 

and Mühürcü carried out control of non-linear chaotic system including noise using genetic 

based algorithm [17]. Kılıç made an application artificial neural network to estimation the 

coefficient of performance in the transcritical CO2 one-stage vapor compression cycles. The 

results of the ANN are compared with the actual data [18]. When considering the benefits, 

more work needs to be done on ORC systems estimated by network systems. In this study, the 

thermal efficiency of ORC system operating with R365-mfc and SES36 refrigerants by using 

an artificial neural network and adaptive network-based fuzzy inference system models are 

estimated. The results of this study will help to obtain a very accurate and fast forecast of the 

thermal efficiency of ORC system. 

 

2. Materials and Methods 

 

Artificial neural Networks (ANN) are developed application technique based on the human 

brain by imitated using silicon and wires as neural system. The neurons connected by weights. 

Neural networks are organized in layers. Patterns are introduced to the network with the input 

layer, which communicates to one or more hidden layers. Each neuron applied an activation 

function to assign the output signal. The adaptive network-based fuzzy inference system 

(ANFIS) is ANN and fuzzy logic (FL). Fundamentally, five layers are used to constitute a 

system. From nodes and directional links consist of ANFIS is a multilayer network based on 

fuzzy inference system.  It has learning capability to nonlinear functions. ANFIS and ANN 

methods for different engineering applications were used in literature [19-21]. 

 

The thermal efficiency values of ORC depending on the evaporator temperature (TE), 

condenser temperature (TC) for R365-mfc and SES36 refrigerants is estimated by using ANN 

and ANFIS. In this architecture, while evaporator temperature (TE) and condenser 

temperature (TC) were used as input value, the thermal efficiency value was used as output 

data. The data set of ANN models is important to estimate accuracy of the model. Therefore, 

sufficient amount of data in a wide range should be entered as input data. In this regard, 

sufficient data are used in models were distinguish for training data. To compare with actual 

values were modeled at different temperature values range about 20-40oC at condenser 

temperatures and 50-90oC at generator temperatures. 

 

In this study, ANN structure is constructed using two-layer feed forward neural network 

models with two input layers and one output layers and test run with the available input data. 

The ANN model developed the Levenberg–Marquardt (LM) algorithm. A tan-sigmoid 

activation function was used for the hidden and output layer. The developing of the algorithm 

was the determination of certain amount of neurons in the hidden layer. After output data is 

compared with the other results, the iteration process is finished and the closest estimate is 

obtained. There are various studies focusing on ANN at theoretically, such as Shojaeefard et 

al. [22], Li et al. [23]. A diagram of a multilayer feed forward neural network model structure 

used in this study is shown in Fig. 2. 
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Fig. 2. ANN architecture 

 

Appropriate ANFIS structure for the thermal efficiency of ORC system is estimated using 

hybrid learning rule. The functions were used in the ANFIS model at given Table 2. 

 

Table 2. ANFIS architecture and training parameters 
 R365-mfc SES36 

Number of training data 54 54 
Type of MF Gaussmf trimf 
Number of fuzzy rules 81 81 
Learning rules Least square estimation Least square estimation 
Momentum constant 1,25 1,25 
Number of epoch 1000 100 

 

Determining ANN and ANFIS models were trained with obtained data and a suitable model 

was designed. R2 and correlation values obtained from the completed training results were 

much closed ‘1’. The ANN and ANFIS modeling results are satisfactory.  

 

3. Results and Discussion 

 

In this study, the thermal efficiency of ORC system operating with R365-mfc and SES36 was 

predicted by using the ANFIS and ANN approaches. Temperature values like evaporator 

temperature and condenser temperature was used as input parameter. The results of different 

models were compared. 

 

The thermal efficiency value of ORC systems depends firstly on the temperatures of the 

evaporator and the condenser. Mago et al. [24] presented organic refrigerant need not be 

superheated as the thermal efficiency ratio remains constant when the inlet temperature of 

turbine is increased. Furthermore, superheating organic refrigerants increase the irreversibility 

in the second law analysis.  
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The performance of ANN and ANFIS model were assessed by comparing the actual value. 

The coefficient of multiple determination (R2), the root mean square (RMS) and the 

coefficient of variation (cov) values were presented a comparison statistically, and the results 

are given at Table 3. As obtained are very close to 1, and this is satisfactory. Although it was 

observed that both ANN and ANFIS models obtained a good statistical prediction 

performance through coefficient of determination variance, the accuracies of ANN predictions 

were usually imperceptible better than those of ANFIS predictions. 

 

Table 3. Comparison of statistical measures between ANN and ANFIS technique for thermal 

efficiency values estimation of ORC system 
  SES-36 R-365mfc 

 Method                        R2 RMS cov R2 RMS cov 

Efficiency 
ratio 

ANFIS                    0,985973     0,012043     0,121438 0,974897     0,015232     0,164669 
ANN                      0,998546     0,003877     0,039095                   0,987338     0,010818     0,116951 

 

 

The error is determined by RMSE defined as:  

 

 

n

ty

RMSE

n

m

mp
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

 1

2

                                                       (6) 

 

 The R2 and the cov values are defined as: 
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12 1                                                           (7) 

 

100cov
mt

RMS
                                                               (8) 

 

where n is the number of data patterns, yp is the predicted, tm is the measured value of one data 

point m, and mt  is the mean value of all measure data points. 

Comparison the actual value with the results obtained from models of R365-mfc by ANN and 

ANFIS approaches are shown in Figure 3 and 4. As shown from these figures, the curves of 

estimated values were determined to be much closed to curve of actual value, the differences 

are very minimal. Despite both of these models to achieve good results, ANFIS model was 

shown to be much more successful results for evaporator temperature. As is shown in Fig. 3, 

thermal efficiency values with the increasing of evaporator temperature increased. It can be 

seen in Fig. 4 that the thermal efficiency of an ORC system with R365-mfc decreases when 

condenser temperature increases. Similar results have been found in Yılmaz et al.[11]. 

 

Comparison the actual value with the results obtained from models SES36 by ANN and 

ANFIS approaches are shown in Figure 5 and 6. When the plot of the relationship between 

generator temperature and efficiency ratio is viewed, it seems that the curves of the actual 

values, the ANN and the ANFIS estimates are very close to each other. For both fluids, the 

efficiency was increased in proportion to the evaporator temperatures and changed inversely 

http://tureng.com/tr/turkce-ingilizce/imperceptible
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proportional to the condenser temperatures. Thermal efficiency variations for ORC system 

operating with SES36 are similar thermal efficiency variations for ORC system operating 

with R365-mfc. In Fig. 5 it can be observed that the thermal efficiency of ORC system 

operating increases with evaporator temperature. It can be seen in Fig. 6 that the thermal 

efficiency of ORC system decreases when condenser temperature increases. 

 

 
 

 

Fig. 3. Comparison of actual, ANN and ANFIS thermal efficiency values for different 

evaporator temperature of ORC system operating with R365-mfc 

 

 

 
 

Fig. 4. Comparison of actual, ANN and ANFIS thermal efficiency values for different 

condenser temperature of ORC system operating with R365-mfc 
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Fig. 5. Comparison of actual, ANN and ANFIS thermal efficiency values for different 

evaporator temperature of ORC system operating with SES36 

 

 

 

 

 
 

Fig. 6. Comparison of actual, ANN and ANFIS thermal efficiency values for    different 

condenser temperature of ORC system operating with SES36  
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4. Conclusion 

 

Thermal efficiency values Organic Rankine systems depend on fairly the thermodynamic 

properties of working fluids. The thermodynamic properties of working fluids were presented 

in the literature as restricted data. In this study, the thermal efficiency values of Organic 

Rankine system estimated depending on the condenser temperature and the evaporator 

temperatures values by adaptive network fuzzy interference system (ANFIS) and artificial 

neural networks system (ANN). Estimated values are compared with actual values. The R2-

values are determined 0.98 and 0.99 by ANFIS and ANN model respectively for ORC fluid of 

SES36.  The R2-values are determined 0.97 and 0.98 by ANFIS and ANN model respectively 

for ORC fluid of R365-mfc. The obtained R2 value for values can be considered as very 

satisfactory. The thermal efficiency values of ORC system operating with fluids of SES36 and 

R365-mfc can estimate ANN and ANFIS models. The results from the ANFIS and ANN 

models can assist for design of ORC systems. Therefore, the use of these technologies will 

save effort and time in the engineering process of systems. 

 
Notations 
 
GWP 

 
Global warming potential (% by weight) 

ODP Ozone depletion potential (% by weight) 
IPCC Intergovernmental Panel on Climate Change 
ORC Organic Rankine cycle 
ANN Artificial Neural Networks 
ANFIS Adaptive network-based fuzzy inference system  
RMS Root mean square 
R2 Coefficient of multiple determination 
cov Coefficient of variation value 
η thermal efficiency 
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Abstract 

Different transformer models are examined for the calculation of the no-load losses using finite element analysis. Two-

dimensional and three-dimensional finite element analyses models are used for the simulation of the transformer. Results 

of the finite element method are also compared with the experimental results. The results show that 3-dimensional model 

provides high accuracy as compared to the 2-dimensional models. However, the 2-dimensional half model is the less time-

consuming method as compared to the 3 and 2-dimensional full models. Simulation time duration taken by the different 

models of the transformer is also compared. The difference between the 3-dimensional finite element method and 

experimental results are less than 3%. These numerical methods can help transformer designers to minimize the 

development of the prototype transformers. 

Keywords: Core losses, Design optimization, Finite element analysis, Iron losses, No-load losses, Power transformer. 

1. Introduction 

Electrical energy is one of the most important factors for socio-economic growth [1]. Electrical energy 

is transmitted to consumers after the processes of generation, transmission, and distribution [2]. 

Stability of the electrical power system mainly depends on the working of the transformer. The 

efficiency of the distribution transformers is between 98 and 99 percent [3]. Even with the 98% of the 

efficiency, distribution transformers cause the major loss in the distribution system because 

transformers work all the 24 hours of the day and even 2% of energy loss can cause significant financial 

damage to the electric providers. There are two main types of losses in the transformer i.e. load losses 

and no-load losses. 

Load losses are also known as copper losses. These losses are mainly due to the absorption of the 

active power by the transformer while carrying rated current in the winding. These losses are also 

known as short circuit losses because, during the calculation of the load losses, secondary windings 

remain short-circuited. 

No-load losses are also known as iron or constant losses. No-load losses are initiated by the 

magnetization current, which is required to energize the core of the transformer. Iron losses are 

independent of the load losses. For no-load losses rated voltage is applied to the primary winding and 

the secondary winding remains open circuit. The no-load losses include the eddy current loss, the 

International Journal of Engineering & Applied Sciences (IJEAS) 

Vol.9, Issue 3 (2017) 11-21 

http://dx.doi.org/10.24107/ijeas.309933 
Int J Eng Appl Sci 9(3) (2017) 11-21 

 

  

 
 

 
 

 

 

 

   
 

 

 
 
 

 

 

mailto:kamransdaud@yahoo.com
http://dx.doi.org/10.24107/ijeas.309933


K.Dawood, M.A.Cinar,B. Alboyacı, O. Sönmez 

12 

 

hysteresis loss, and the dielectric loss [4-6]. I2R losses are negligible for the no-load losses because 

during the open circuit, current is very small as compared to the short-circuit current. 

Pno-load = Pe+Ph+Pd      (1) 

Eddy current and hysteresis losses contribute almost 99% of the iron losses. These two components 

could be extracted as [7]; 

Ph=khfBn       (2) 

Pe=kef
2
B2       (3) 

No-load losses also depend on the construction of the core. Magnetic induction is not constant on the 

different parts of the core, thus power losses also vary locally depending on the Eq. (2) and Eq. (3), on 

the transformer core. Therefore, accurate calculation and minimization of the no-load losses are one 

of the most difficult challenges for the transformer designers [8].  

Finite element method is one of the most efficient numerical methods for the calculation of no-load 

and load losses of the transformers [7]. In [9] and [10], no-load losses were analyzed and compared 

with different grade core materials. Due to the electromagnetic parameters of the materials, finite 

element analysis provides easiness with high accuracy. Stray losses occurred in the different parts of 

the transformer, such as core clamps, walls, and top-plates of the tank, etc., can be calculated easily 

using FEA [11, 12, 13]. Similarly, efficiencies of different shielding and shunting applications for 

losses caused by leakage fluxes were defined in [14, 15, 16]. In all these studies, one of the main 

drawbacks is to model the studied transformer and its components accurately. While coarse modeling 

increases the relative error of the results, but excessive details in modeling increases the solution time. 

The main objective of this study is to compare the different numerical models for the calculation of 

the no-load losses. 3-dimensional and 2-dimensional finite element analyses models are used for the 

calculation of the no-load losses. Simulation results are also compared with the experimental 

measurements. 

2. Studied transformer 

1250 kVA, 50 Hz, 34.5/0.4 kV three phase transformer with Dyn connected windings is used in this 

study. The material of the M5 grain oriented silicon steel was used in the manufacturing of the core. 

The core induction was chosen as 1.53T in the design stage. Main parameters of the transformer are 

given in Table 1. Fig. 1 shows the front view of the transformer.  
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Fig. 1. Front view of the studied transformer 

 

 

Table 1. Transformer Data 

Ratings 

Power (kVA) 1250 

High Voltage (kV) 34.5 

Low Voltage (kV) 0.4 

HV Current (A) 12.08 

LV Current (A) 1804.37 

No-load losses (W) 1750 

Frequency (Hz) 50 

Core 
Material M5 

Nominal Flux Density  1.53 

Windings 

Material Aluminum 

HV Turns 2390 

LV Turns 16 

 

 

Hysteresis and power loss curves of core material are given in Fig. 2 and Fig. 3. Fig. 4 shows the 

magnetization curves of the core material for different induction values. 
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Fig. 2. B-H curve of the transformer [17] 

 

 

 
Fig. 3. B-P curve of the transformer [17] 

 

 
Fig.4. Magnetization curves of the core material [17] 
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3. FEM based no-load losses computation 

Finite element methods are versatile and most commonly used numerical method among researchers 

and practitioners to solve complex problems in engineering and science [18]. FEM is a numerical 

technique which commonly used for the simulation of differential and integral equations. FEM is 

mostly used to determine the electromagnetic, magnetostatic, and thermal characteristics of the 

materials. In this study, no-load losses of the transformer are calculated by using ANSYS Maxwell 

finite element analysis software. 

Fig. 5, Fig. 6 and Fig. 7 show the 3-D full model, 2-D full model and 2-D half model of the studied 

transformer under mesh operation. The total number of the mesh generated in the 3-D full model is 

40369 elements, 2-D full model is 1551 and a total number of the mesh generated in the 2-D half model 

is 780 elements. 

 

 
Fig. 5. Mesh operation of 3-D full model of the transformer 

 
 

 
Fig. 6. Mesh operation of 2-D full model of the transformer 

 

 

 
Fig. 7. Mesh operation of 2-D half model of the transformer 
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Transient analysis is performed for the calculation of the no-load losses and flux distribution. Fig. 8 

shows the external excitation circuit of the transformer using Maxwell Circuit Editor.  

 

 
Fig. 8. External excitation circuit of three-phase transformer 

The induced voltage in the low voltage and high voltage windings are shown in Fig. 9 and Fig. 10. 

 

 

 
Fig. 9. Induced voltage in low voltage windings 

 

 

 
Fig. 10. Induced voltage in high voltage windings 

 

Distribution of the magnetic flux density of the 3-D full, 2-D full and 2-D half model of the transformer 

are shown in Fig. 11, Fig. 12 and Fig. 13 respectively. 
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Fig. 11. Magnetic flux density distribution of 3-D full model 

 

 

 
Fig. 12. Magnetic flux density distribution of 2-D full model 

 

 

 
Fig. 13. Magnetic flux density distribution of 2-D half model 
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4. Results and discussion 

Obtained results of both experimental and simulation studies are compared, depending on the power 

losses and solution time. No-load losses vs. time variations obtained from the analyses of 3-D full 

model, 2-D full model and 2-D half-model are given in Figs. 14-16, respectively. All simulations were 

performed on the same computer. 

 

 
Fig. 14. No-load losses using 3-D full model 

 

 

 
 

Fig. 15. No-load losses using 2-D full model 
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Fig. 16. No-load losses using 2-D half model 

 

Experimental test and measurements were realized in the test laboratory of the manufacturer. 

Measurement of no-load losses, which is a part of the routine tests, was realized depending on the 

requirements of IEC 60076-1. Rated voltage was applied to the HV windings, where LV windings 

were open-circuited. For voltage, current and power loss measurements, a-eberle PQ-Box 200 power 

analyzer were used.  

Comparison of the obtained simulation results and experimental measurements are given in Table 2. 
 

Table 2. No-load losses of Power Transformer 

Approach No-Load Losses Simulation Time Relative Error (%) 

Experimental method 1750 W - - 

3-Dimensional full Model 1706 W 1233 Minutes 2.6 

2-Dimensional full Model 1958 W 48 Minutes 11.88 

2-Dimensional half Model 1964 W 23 Minutes 12.22 

Analytical method 1825 W - 4.29 

 

Results show that the 3-dimensional method is more accurate as compared to the other methods 

however, 3-D full model consumes more simulation time as compared to the other methods.  

As shown in Fig. 14 the no-load losses during the simulation of the 3-D full model of the transformer 

is 1706 W. The percentage difference between the 3-D full model and experimental result is 2.6%. Fig. 

15 shows the no-load losses during the simulation of the 2-D full model of the transformer and relative 

error between 2-D full model and experimental result is 11.88%. The percentage difference is higher 

in 2-D full model as compared to the 3-D full model. However 2-D full model consumes less time as 

compared to the 3-D full model. Fig. 16 shows the no-load losses during the simulation of the 2-D half 

model and the percentage difference between the 2-D half model and experimental result is 12.22%. 

The percentage difference between the analytical and experimental method is 4.29%. 

5. Conclusion 

This paper investigates the accuracy of different models of the numerical methods for the calculation 

of the no-load losses of the transformer. No-load losses are calculated by using analytical method and 
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finite element analysis software. Results are also compared with the experimental results. Results show 

that the 3-dimensional model is more accurate as compared to the 2-D models. No-load loss is one of 

the important factors for the transformer designers and these models can help the transformer designers 

to calculate no-load losses accurately. 
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Notations 

2-D Two Dimensional 

3-D Three Dimensional 

B  Induction 

f  Frequency 

FEA Finite Element Analysis 

FEM Finite Element Method 

HV  High Voltage 

I  Current 

ke  Eddy current loss co-efficient 

kh  Hysteresis current loss co-efficient 

LV  Low Voltage 

n  Steinmetz co-efficient 

Pno−load No-load losses 

Pe  Eddy current loss 

Ph  Hysteresis loss 

Pd  Dielectric loss 

R  Resistance 
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Abstract 

Average speed enforcement is a new traffic safety measure that is used increasingly in recent years. The advantage 

of this enforcement system is that the average speed of drivers can be recorded along a whole section in order to 

determine whether they obey the speed limits or not. In this study, the speeding behavior and violation behaviors 

of drivers were quantified in accordance with only the traffic signs and the provided speed limits with no penal 

sanctions on 11 sections at the Akdeniz University with speed limits of 20, 30 and 50 km/h. Two month average 

travel speeds of each vehicle that passes from the application sections were measured via mobile average speed 

enforcement system without announcing to the drivers which were then analyzed via Independent Sample t test. 

The results of the speed study indicate that they differ on sections with different physical properties according to 

the preferences of drivers. Low compliance in general to the speed limits indicate non-optimal speed limits. A 

higher compliance to the speed limits may be ensured by an enforcement measure in the follow-up of the violations. 

 

Keywords: Average speed enforcement, average speed, Independent Sample t test. 

 

 

1. Introduction 

 

Speed is one of the primary concepts of traffic engineering and is the most important factor that 

travelers consider when choosing an alternative route or the type of transportation. Vehicle 

speeds are subject to the physical characteristics of the roads, the ratio of intervention from the 

road side, weather condition, existence of other vehicles and speed limits in addition to the 

talent of the drivers and the characteristics of the vehicles [1]. 

 

Various speed enforcement systems are used in each country to solve the issue of speeding in 

traffic [2]. The most common of these systems that is used on the urban roads and expressways 

is police inspection system via radar device [3]. In this system, spot speeds of the vehicles are 

determined at locations where the radar control is made and a monetary fine is prepared for the 

drivers if their speeds exceed the pre-determined speed limits. If the driver knows the location 

of the police radar control, he/she may avoid fines by decreasing the speed of the vehicle while 

approaching to that location and thus passing by within the speed limit. Therefore, spot speed 

betterment occurs only at and around the location where the radar is placed. This betterment 

does not represent a certain road network and cannot be effective for long distances. Another 

disadvantage of the current system is the need for a large number of police staff, vehicles, time 
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and resources [4,5]. The drivers display unsteady speeding behaviors as a result of these 

applications which decrease police efficiency and cannot be evaluated fairly. However, the 

objective of the traffic inspections carried out is not to control and check the drivers but to 

decrease traffic accidents which cause deaths and injuries [6].  

 

The objective of this article is to seek a solution to the problem of overspeeding with the average 

speed enforcement (ASE) method which is a new method with less such disadvantages. The 

main task of ASE is to measure the average speeds of motorized vehicles for speed control and 

traffic enforcement purposes. This system is a new traffic enforcement measure with increasing 

use in recent years for speed limit enforcement [7-13].The advantage of the system is that the 

cameras measure the average speed of vehicles along a significant distance instead of 

controlling the speeds of the vehicles at a certain spot on the road. Thus, ASE aims a sustainable 

speeding behavior which may be much more acceptable for the public in comparison with single 

camera applications [11,12,14-23]. 

 

In this study, the outline of the scope of the speeding problem was drawn and the current need 

for developing innovative approaches to speed management and especially speed enforcement 

application was emphasized. Akdeniz University campus region is selected as study area. 

Pedestrians and vehicles mostly have to use the same space in the campus thereby inviting 

“pedestrian strike type accidents”. In addition, the average number of “recorded accidents” on 

the campus is around 10 annually according to the university archives. Such dangerous 

accidents in the campus should not be allowed. Overspeeding vehicle intensity attracts attention 

in the campus despite the traffic signs indicating “20, 30 and 50 km/h” speed limits. There are 

speed bumps as measures against overspeeding; however speed bumps have various 

disadvantages. For example; speed bumps may damage various parts of the vehicles [24].This 

study focuses on the examination of the speeding behavior of drivers according to section 

preference using a mobile ASE. The average speeds of the drivers are calculated at 11 sections 

in this method that was carried out unannounced to drivers; the speeding, overspeeding and 

compliance behaviors of drivers subject to different sections and different speed limits are 

analyzed and suggestions are made for a higher compliance to the speed limits. The fact that no 

prior information was given by the media along with the combined effect due to the absence of 

enforcement studies has enabled the acquired data to be unbiased thereby ensuring that the 

study is of high value. The difference of this study with the applications used in our country is 

that data acquisition can be carried out at the desired location and time since license reading 

cameras were setup not on a fixed structure but on mobile vehicles. In addition, such 

applications were limited by expressway conditions in the past; however, sections in a 

university campus have been used for the first time in this study.  

 

2. Background 

 

Speed is decided upon by the driver and the drivers generally prefer speeds at which they feel 

safe. Whereas high speeds decrease the travel time thereby making a positive impact with 

regard to economy and activity. A significant decrease in travel time contributes to the 

development of the national and regional economy [1]. However, overspeeding is a significant 

traffic safety issue on all types of sections [1,25,26]. Driving at speeds above the predetermined 

speed limits may increase traffic accident ratio [26].  

 

Speed limits indicate the maximum speed determined by law at which the driver may drive 

his/her vehicle under good road and traffic conditions. They are indicated by traffic regulatory 

signs according to different section classes, vehicle types and residential area characteristics. It 
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is against the law to drive at speeds above the speed limit. Speed limits may be enforced by way 

of legal regulations or traffic signs [1,27]. 

 

It has been suggested by many studies on speed enforcement that speeding behavior can be 

socially accepted when the speed is not perceived as excessive [28,29]. Moreover, drivers adjust 

their driving behaviors to the enforcement application methods as they change over time. Driver 

behaviors such as learning where the zone is and changing the behavior only at the zones where 

there is speed enforcement enable the drivers to avoid fines. A series of researchers emphasized 

that avoiding fines encourages the drivers to behave continuously against the law [29,30]. Thus, 

there is a need to develop new speed enforcement approaches that will have a wider application 

zone resulting in a decrease in avoidance and related fines [29]. 

 

Speed definitions that enable clear measurements are required from a researcher perspective. 

Typically, two types of speed data are collected: ‘spot speed’ and ‘average speed’. The spot 

speed of a vehicle is the independent speed of the vehicle as it passes from a certain spot on the 

road. Whereas average speed is the corridor speed of the vehicle between two points on the 

road that are separated by a certain distance [31]. 

 
ASE includes the placement of two or more cameras along a section of the road network (Fig. 

1). The licence plate and/or vehicle and vehicle registration data are taken for each vehicle 

entering the system from the first camera location and additional images and data taken at the 

following camera positions are added which are then matched with the first data. Afterwards, 

Automatic Number Plate Recognition (ANPR) and Optical Character Recognition (OCR) 

technology are used for matching the vehicle registration data [10-12,16,19,20,23,29,32-35]. If 

the determined vehicle speed exceeds the legal speed limit for that section, images and violation 

data (e.g.: time, date, speed etc.) are transferred to a central processing unit from the local 

processor via a communication network. Afterwards, a violation notice is prepared for the 

verified violations whereas data for vehicles with no violation are deleted in a certain period of 

time [11,16,29,35].Studies carried out for evaluating the effects of ASE on the vehicle speed 

prove the high ratio of positive impact of the application on a series of speed criteria. These 

criteria are; “average speeds, 85 percentile speeds, ratio of speeding vehicles, speed variance 

[11]. 

 

 
 

Fig. 1. Average speed application [11] 

 

Driver behaviors show significant differences when compared according to spot speed and 

average speed cameras. The speed perception zone is different for each camera type which in 
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turn determines the ‘effect zone’ of the cameras. Even though spot speed cameras make up a 

system that is effective at a certain location with known accident history, average speed cameras 

have greater effect on the drivers since they are applied over a much longer section [11,12,14-

23]. Keenan (2002) put forth when commenting on the advantages of the average speed 

technology that spot speed measurement cameras have effects specific to the field, however 

that the ASE enforcement application on drivers and their speeds creates an effect on longer 

distances even though it is visible only at the beginning and end of the section. In addition, 

Keenan (2002) also recorded the following in the study: “majority of the drivers the behaviors 

of which were observed around the spot speed camera zones changed their behaviors near the 

cameras, suddenly stepped on the brakes 50 meters before the camera and also suddenly 

increased their speeds after passing by the camera. The most disquieting issue about this is that 

the accident statistics at zones of certain spot speed cameras have worsened since the 

installment of the cameras”. However, when it is taken into consideration that there is a policy 

for setting up the fixed camera zones in an apparent manner and placing advanced camera 

warning signs decreases the possibility of surprising the drivers [15,32]. Hence, ASE eliminates 

the sudden breaking behavior of drivers when they see the camera and speeding up after they 

pass the camera thereby eliminating the risks involved (Fig.2) [11,15,18,21,36].  

 

 
 

Fig. 2. Driver behaviors at spot speed and average speed zones [8] 

 

 

3. Method 

 

3.1. Sections and System Installment  

 

The sections were determined in the light of the following issues: “a)the areas where speed 

related accidents occur in the campus, b) sections where tendency for speeding is high,c) the 

sections preferred in general by commuter drivers in the morning and evening traffic, d) 

refraining from intersections in the application corridor and having low entry/exit volume minor 

intersections if they cannot be avoided”. There are 11 sections on different lengths of mobile 

ASE (Figure 3), and the average speed limit values applied to these sections are 20, 30 and 50 

km/h (Table 1). 
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Table 1. Properties of ASE installed sections  
Spot 

pair  

Length 

(m) 

Speed 

limit 

(km/h) 

Number of lanes 

1st spot    2nd spot 
1 Lane width 

(m) 

1st spot      2nd spot  

 

Number of 

intersections  

Number of 

horizontal 

curbs  

Number 

of chasses  

A 908 30 2 1 3.50 3.50 4 2 3 

B 717 30 2 2 3.50 3.50 3 - 3 

C 890 50 2 2 3.50 3.50 1 - 1 

D 890 50 2 2 3.50 3.50 2 - 1 

E 425 30 2 2 3.50 3.50 2 - 2 

F 600 20 2 2 3.00 3.00 - - - 

G 600 20 2 2 3.00 3.00 - - - 

H 615 30 1 2 3.50 3.50 3 2 1 

I 594 30 2 1 3.50 3.50 3 2 - 

J 695 30 2 1 3.50 3.50 2 2 - 

K 695 30 1 2 3.50 3.50 2 2 - 

 

 

 
Fig. 3. Average speed corridors 

 

The installed mobile ASE technology has two basic forms: (a) carrying the camera from a fixed 

spot to another fixed spot when desired and (b) installing a camera on a vehicle. The underlying 

concept behind carrying the camera from one fixed spot to another is; enforcing driver speed 

behaviors on a wide zone without the requirement for holistic systems at each fixed spot. The 

reason for this may be economic or administrative. The economic perspective is simple – 

smaller number of cameras is required. Whereas the administrative reason is not allowing the 

complaints of drivers regarding the creation of a speed trap. In addition, cameras were 

camouflaged inside a ‘sound system luggage’ so that the cameras do not attract the attention of 

the drivers, that they do not hinder the secrecy of the license plate readings that should be carried 

out without any announcements to the drivers (in order to acquire objective results from the 

average speed data) (Fig.4). A sign was placed on the front glass interior of the vehicle which 

indicates that a ‘noise measurement test’ is being carried out (Fig.5).   
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Fig. 4. ANPR setup placed on the vehicle 

 

 
 

Fig. 5. Announcement (for diversion purposes) 

 

The system operates by detecting the license plates of the vehicles via uninterrupted video flow 

method and transferring the photographs to the central server.The license plates analyzed via 

the cameras are transferred to the central server shown in Fig.6 (computer+main software) via 

wireless internet connection (3G Router) as both writing and photograph (Fig.7). 

 

 
 

Fig. 6. Central Server 
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Fig. 7. Vehicle example transferred as a photograph via 3G Router 

 

 

3.2. Data Acquisition  

 

The cameras carried out license plate readings and average speed detection at different ASE 

corridor and spots during the hours of 08:00-18:00 between the dates of “31 January 2013 - 29 

March 2013” for 5 weekdays on parked vehicles. The study period was selected as the spring 

semester of the university. These dates were the most appropriate for the collection of data. 

Because there were no holidays and, road construction or accidents on these time durations. 

The application duration was not announced to the drivers in order to ensure the effectiveness 

of the acquired results.  

 

3.3. Method  

 

The average speed, date and time information can be displayed for the vehicles passing by the 

1st and 2nd license plate identification spots via the central server software which may be saved 

in Excel format. All data saved in Excel format were loaded to SAS (Statistical Analysis 

Software) which were then subject to various statistical analyses in accordance with the study 

objectives. The level of significance of the study was determined as 0.05.“Frequency, 

percentage, average, standard deviation and histogram” were used as descriptive statistics when 

evaluating the speed data in the study. Independent Sample t test was used afterwards in order 

to determine the differences between the average speeds of drivers who violated and did not 

violate the speed limits.  

 

4. Results  

 

4.1. Average Speed Results  

 

On the scope of the study, speeding behaviors of the drivers were examined via mobile ASE. 

The compliance of the drivers to the speed limits were evaluated on the basis of ‘the average 

travel speeds of the vehicles’ passing by each study section. The number of monitored vehicles 

was 23060 and Table 2 shows the sections included in the study as well as the number of 

vehicles.  
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Table 2. Number of vehicles per measurement spot included in the study  

Section  
Speed limit  

(km/h) 

Section 

length  

Number of 

vehicles  

F 20 600 806 

G 20 600 273 

Total    1079 

A 30 908 659 

B 30 717 4962 

E 30 425 6203 

H 30 615 1123 

I 30 594 539 

J 30 695 2964 

K 30 695 412 

Total    16862 

C 50 890 3820 

D 50 890 1299 

Total   5119 

Total   23060 

 

Table 3 shows the findings of the data for the mobile ASE installed at 11 different sections. 

Since the measurements were carried out as secret and no announcements were made regarding 

the speed limits, the speeds are those that the “drivers are free to choose”. There were no 

different types of traffic flows since the system was installed in a university campus. Flow ratio 

ranges between 0-10 vehicles per lane per minute and the speeds between ‘10-90 km/h’ of the 

vehicle drivers were included in the analyses. The speed averages of sections F and G exceed 

the speed limit at a high ratio (139 percentages) according to the following table. Whereas 

sections with a speed limit of 30 km/h have different average speed values each. It was observed 

that only the speed average of the A1 section is in accordance with the speed limits, whereas 

section J has the highest speed average (45.01 km/h). The differences between the speeds of the 

vehicles for each section with different speed limits of 20, 30 and 50 km/h were compared 

according to the standard deviation values. It was observed that the speed difference at G is 

lower than that of F on sections with a speed limit of 20 km/h. Sections A and K are those with 

the highest speed difference between the vehicles among the sections with a speed limit of 30 

km/h. The speed difference at section D is lower than that of C for sections with a speed limit 

of 50 km/h. Low standard deviation provides proof that the traffic flow in these related sections 

is better in comparison with other sections as a result of the low standard deviation in the vehicle 

speeds for those sections.  

 
Table 3. Results obtained from Mobile ASE measurement  

Section  
Speed limit 

(km/h) 

Section 

length  

Number 

of 

vehicles  

Number of 

vehicles % 

Speed average 

(km/h) 

Standard 

Deviation  

F 20 600 806 3.50 47.78 12.52 

G 20 600 273 1.18 47.91 11.32 

Total    1079 4.68 47.81 12.22 

A1 30 908 659 2.86 28.16 6.53 

B 30 717 4962 21.52 31.64 7.08 

E 30 425 6203 26.90 33.37 8.48 

H 30 615 1123 4.87 37.24 8.05 

I 30 594 539 2.34 42.81 7.62 

J 30 695 2964 12.85 45.01 7.14 

K 30 695 412 1.79 41.81 6.81 

Total    16862 73.12 35.47 9.27 

C 50 890 3820 16.57 54.27 10.74 

D 50 890 1299 5.63 53.46 8.97 

Total    5119 22.20 54.07 10.32 
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The percentage of speed distributions in the measurements can be seen in Fig.8 as graphically. 

It can be observed that the vehicles violate the 20 km/h average speed limit in sections F and G 

(Fig.8). Whereas majority of the drivers in section G (85 %) drive with average speeds of 31-

65 km/h, the number of vehicles driving at an average speed has decreased down to 75 % in 

section F. Section A1 is the section with the lowest average speed distribution among sections 

with a speed limit of 30 km/h despite the fact that no announcement was made. The average 

speeds at section B and E varied between 26 to 45 km/h, whereas the average speed for section 

H varied between 31 to 45 km/h. Sections I, J and K were the sections with the highest average 

speed distribution. These results indicate that the behavior of the drivers to comply the 30 km/h 

speed limit varies from section to section. It means that there is a discrepancy between the 

sections and the speed limit signs which leads us to think that enforcing the same speed limit at 

sections with different properties pushes the drivers towards violation. Vehicle drivers have 

determined their driving speeds not according to the speed limit signs, but to the physical status 

of the section. The fact that there are no speed bumps on especially sections I, J and K might 

have caused a high speed distribution in comparison with other sections. Whereas majority of 

the drivers in the C section (86 %) from among sections with a speed limit of 50 km/h drive at 

speeds varying between 41-70 km/h, the number of vehicles driving at average speed increased 

up to 91 % at D section.  

 

 
 

a) Sections F and G  

 

 
 

b) Sections A, B, E, H, I, J, K  
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c) Sections C and D  

Fig. 8. Speed distribution %’s of all sections  

 

 

4.2. Average speed analysis for drivers who violate and comply with the speed limits  

 

Table 4 shows the findings from the mobile ASE measurements installed at 11 different sections 

according to the state of violation. Although 69.38 % of the vehicles violate the speed limits in 

all sections, 30.62 % comply with the speed limits. Sections with the lowest number of violating 

vehicles were G, A and K (1.10 %, 1.08 %, 1.65 %). Whereas sections with the highest number 

of violating vehicles were B, E, J and C (12.79 %, 17.13 %, 12.06 %, 10.70 %). The sections 

with the highest number of complying vehicles were B and E (8.01 %, 8.87 %). 

 
Table 4. Findings from the measurements according to the state of violation  

  Violating  Complying  

Section  

Speed 

limit 

(km/h) 

Number of 

vehicle % 

Speed 

average 

(km/h) 

Number of 

vehicle % 

Speed 

average 

(km/h) 

F 20 3.26 49.00 0.12 15.14 

G  1.10 49.38 0.05 12.91 

Total   4.36  0.17  

A  30 1.08 33.91 1.69 24.48 

B  12.79 35.95 8.01 24.75 

E  17.13 38.23 8.87 23.98 

H  3.99 39.75 0.71 23.18 

I  2.16 43.73 0.10 23.08 

J  12.06 45.70 0.36 21.77 

K  1.65 42.64 0.08 24.79 

Total   50.86  19.81  

C 50 10.70 60.00 5.32 42.74 

D  3.47 58.57 5.32 42.74 

Total   14.17  10.64  

  Total  69.38  30.62  

 

In the light of these findings, Independent Samples t test was carried out in order to determine 

whether there are differences between the averages of the average speeds for the drivers who 

violate and comply with the speed limits for each section. Table 5 shows the t-test results. When 

the p values are considered for the A, B, C, D, E, F, G, H, I, J, K sections, it can be observed 

that there is a statistically significant difference between the averages of the average speeds of 
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drivers who violate and comply with the sped limits at each section since all determined values 

were under the 0.05 significance level.  
 

Table 5. T-tests for average speed measurements according to violation states  

Violati

on   
Section  

Speed limit 

(km/h) 

 

Number of 

vehicles  

Average speed  

(km/h) 

Standard 

Deviation  
t P 

Yes A 30 257 33.91 2.61 
25.45       <.0001 

No    402 24.48 5.56 

Yes B 30 3051 35.95 4.15 
84.91 <.0001 

No    1911 24.75 5.06 

Yes C 50 2552 60.00 6.73 
71.63 <.0001 

No    1268 42.74 7.55 

Yes D 50 827 58.57 5.93 
41.32       <.0001 

No    1268 42.74 7.55 

Yes E 30 4087 38.23 5.33 
104.09       <.0001 

No    2116 23.98 4.66 

Yes F 20 777 49.00 10.99 
16.55       <.0001 

No    29 15.14 3.51 

Yes G 20 262 49.38 8.92 
13.52    <.0001 

No    11 12.91 2.63 

Yes H 30 953 39.75 5.23 
36.57       <.0001 

No    170 23.18 6.49 

Yes I 30 515 43.73 6.24 
15.65       <.0001 

No    24 23.08 7.81 

Yes J 30 2878 45.70 5.89 
37.07       <.0001 

No    86 21.77 6.40 

Yes K 30 393 42.64 5.73 
13.36 <.0001 

No    19 24.79 4.71 

 

5. Discussion and Conclusion 

 

The secretly measured findings of the mobile ASE set up at 11 different sections are the speeds 

that the “drivers are free to choose”. Sections F and G with speed limit of 20 km/h are the 

sections where the speed limit has been exceeded at the highest ratio (139 %). Since these 

sections have alignment geometrical property, have no intersections or speed bumps, there is 

no speed limitation due to vehicles that are turning or joining the traffic from the side or due to 

inspection. Whereas the speed average of section A with a speed limit of 30 km/h is in 

accordance with this speed limit. There are 4 minor intersections on section A. It is thought as 

a result of the camera findings that vehicles have to slow down in order to give way to the 

vehicle making a turn in front of them at the intersection. In addition, 2 horizontal curves and 

2 speed bumps on this section also decrease the driving speeds. Hence, compliance with the 

speed limit is high in section A and low in sections F and G [18,37,38]. Even though section A 

is located close to the faculty settlement areas, there are pedestrian crossings along the section 

within the scope of the “pedestrian priority road” application. It is thought that speeds close to 

the average speed limits are used on these sections due to their geometric, physical and 

application characteristics. In addition, it is also thought that the speed limits at sections F and 

G are not considered to be reasonable by the drivers at first glance and that there is a need for 

an optimal speed limit regulation [8,11,13,39]. Average speed for each section with the same 

speed limit (30 km/h) can be listed in increasing order as A, B, E, H, K, I and J. In addition, it 

is also thought that speeding behavior is accepted more by the drivers on sections I and J since 

pedestrian traffic is at a minimum level along these sections. It is also thought that the speed 

limit feeling instilled in the driver due to the physical state of each section is also effective.  
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It has been realized that traffic safety is not sufficient in the campus road network. A higher 

compliance to the speed limits may be attained by a better communication and information 

strategy as well as an enforcement for the follow-up of violations. Sharing of information on 

both speed data and violation enforcement is required in addition to determining a consistent 

strategy that will direct the driver attitudes towards a higher compliance to speed limits [40]. In 

addition, it is thought that the speed limits on some sections are not considered to be reasonable 

from the driver’s perspective and that there is a need for an optimal speed limit regulation. Even 

though the approach for adjusting the speed limits should also increase the respect of the drivers 

to the speed limits, it should not be neglected that the setting was a university campus. The 

point that should be taken into consideration for speed limit regulation is that the sections are 

inside a university campus and hence a regulation should be made that will not endenger 

pedestrian safety.  

 

Acknowledgments 

 

This work is a part of the Project 2011010102007 ‘Application of the Mobile Automatic Plate 

Recognition System to the Akdeniz University Campus Against High Speed Problem and 

Evaluation of Effectiveness’, which is financed by the Akdeniz University Scientific Research 

Projects Management Unit. 

 

References 

 

[1] KGM, Karayollarında Hız, KGM,  2014. 

[2] Goldenbeld, C., van Schagen, I., The effects of speed enforcement with mobile radar on 

speed and accidents: An evaluation study on rural roads in the Dutch province Friesland. 

Accident Analysis & Prevention, 37(6), 1135-1144, 2005. 

[3] Sahin, Ö., Hız denetiminde otomatik video-radar sistemlerinin uygulanabilirliği, Doctoral 

dissertation, SDU Fen Bilimleri Enstitüsü, 2004. 

[4] Aydın, C., Trafik Güvenliği ve Eğitimi. Trafik, 2009. 

[5] Bolcu, A., Trafik Güvenliği, Çağın Polisi Dergisi, 2, 2009.  

[6] Acar, N., Aşırı Hızın Trafik Kazalarına Etkisi. Çağın Polisi Dergisi, 2009. 

[7] Cascetta, E., Punzo, V. and Montanino, M., Empirical Evidence of Speed Management 

Effects on Traffic Flow at Freeway Bottleneck, TRB 2011 Annual Meeting, 2011. 

[8]Collins, G., Traffic Flow İmprovements with Average Speed Enforcement, In International 

Conference on Intelligent Transport Systems, Birmingham, United Kingdom, 2007. 

[9] De Pauw, E., Daniels, S., Brijs, T, Hermans, E., Wets, G., Automated Section Speed Control 

on Motorways: An Evaluation of the Effect on Driving Speed. Accident Analysis & Prevention, 

73, 313–322, 2014. 

[10] Koy, T. and Benz, S., Automatic Time-Over-Distance Speed Checks İmpacts on Driving 

Behaviour and Traffic Safety, The 6th ITS World Congress and Exhibition on Intelligent 

Transport Systems and Services, Stockholm, 2009. 

[11] Soole, D., Fleiter, J., Watson, B., Point-to-Point Speed Enforcement. Report No: AP-R415-

12., 2012. 

[12] Speed Check Services, SPECS Safety Cameras-M4 10-12 Technology Upgrade. Speed 

Check Services, 2009. 

[13] Stefan, C., Automatic Speed Enforcement on the A13 Motorway (NL): Rosebud WP4 – 

Case B Report. Austrian Road Safety Board (KfV), 2005. 

[14] Australian Transport Council, National Road Safety Strategy 2011–2020, Australian 

Transport Council, 2011. 

http://scholar.google.com.tr/citations?user=YeYy2u4AAAAJ&hl=tr&oi=sra
http://www.sciencedirect.com/science/article/pii/S0001457514002619
http://www.sciencedirect.com/science/article/pii/S0001457514002619
http://www.sciencedirect.com/science/journal/00014575
http://www.sciencedirect.com/science/journal/00014575
http://www.sciencedirect.com/science/journal/00014575/73/supp/C


A. Ilgaz, M. Saltan 

34 

 

 [15] Cameron, M.H., Diamantopoulou, K., Clark, B., Langford, J., Identifying Traffic 

Enforcement Practices and Opportunities in Western Australia. Curtin Monash Accident 

Research Centre, 2011. 

[16] Gil, MJM., Malenstein, UPMJ, Innovative Technology for Monitoring Traffic,Vehicles and 

Drivers, Police Enforcement Policy and Programmes on European Roads, 2007. 

[17] Høye, A., Speed Cameras, Section Control, And Kangaroo Jumps – A Meta-Analysis. 

Accident Analysis & Prevention, 73, 200-208, 2014. 

[18] Lynch, M., White, M., and Napier, R., Investigation into the Use of Point-to-Point Speed 

Cameras, NZ Transport Agency Research Report 465, 2011. 

[19] Montella, A., Punzo, V., Chiaradonna, S., Mauriello, F., Montanino, M., Point-to-Point 

Speed Enforcement System: Speed Limits Design Criteria and Analysis of Drivers’ 

Compliance. Transport. Res. Part C, 53, 1–18, 2015. 

[20] Simcic, G, Section Control: Towards a More Efficient and Better Accepted Enforcement 

of Speed Limits? Speed Fact Sheet, 2,  2009. 

[21] Soole, DW., Fleiter, Judy J., Watson and Barry C., Point-to-Point Speed Enforcement: 

Recommendations for Better Practice. Australasian Road Safety Research Policing and 

Education Conference, Brisbane, 2013. 

[22] Speed Check Services, Temporary Roadworks Speed Enforcement - M1. Speed Check 

Services, 2006. 

[23] Speed Check Services, SPECS: Results. Speed Check Services, 2009. 

[24] Pau, M., Angius, S., Do speed bumps really decrease traffic speed? An Italian experience. 

Accident Analysis & Prevention, 33(5), 585-597, 2001. 

[25] Akpa, N.A.E.E., Booysen M.J. and Sinclair M., The İmpact of Average Speed Over 

Distance (ASOD) Systems On Speeding Patterns Along The R61, In Proceedings of The First 

International Conference on the Use of Mobile Informations and Communication Technology, 

Africa, 2014. 

[26] Elvik, R., Christensen, P., Amundsen, A., Speed and Road Accidents: an Evaluation of the 

Power Model. Nordic Road and Transport Research, 17(1), 2005. 

[27] Roads and Traffic Authority, Speed Problem Definition and Countermeasure Summary, 

New South Wales: Roads and Traffic Authority, 2000. 

[28] Fleiter, J., Lennon, A., Watson, B., How Do Other People İnfluence Your Driving Speed? 

Exploring the ‘Who’ and the ‘How’ of Social İnfluences on Speeding from a Qualitative 

Perspective. Transportation Research Part F: Traffic Psychology and Behaviour, 13(1), 49–

62, 2010. 

[29] Soole, DW., Watson, BC., Fleiter JJ., Effects of Average Speed Enforcement on Speed 

Compliance and Crashes: A review of the Literature. Accident Analysis & Prevention, 54, 46-

56, 2013. 

[30] Freeman, J.E., Watson, B., An Application of Stafford and Warr’s Reconceptualization of 

Deterrence to a Group of Recidivist Drink Drivers. Accident Analysis & Prevention, 38(3), 462-

471, 2006. 

[31] Taylor, M. C., Lynam, D. A., Baruya, A., The Effects of Drivers’ Speed on the Frequency 

of Road Accidents. TRL Report No:421, 2000. 

[32] Cameron, M., Development of Strategies for Best Practice in Speed Enforcement in 

Western Australia, Supplementary Report, Monash University Accident Research Centre, 

2008. 

[33] Roberts, CA., Brown-Esplain, J., Technical Evaluation of Photo Speed 

Enforcement for Freeways, Arizona Report 596, 2005. 

[34] Speed Check Services, Temporary Roadworks Speed Enforcement - M6. Speed Check 

Services, 2007. 

http://www.sciencedirect.com/science/article/pii/S0001457513000432
http://www.sciencedirect.com/science/article/pii/S0001457513000432
http://trid.trb.org/view.aspx?id=771574
http://trid.trb.org/view.aspx?id=771574


A. Ilgaz, M. Saltan 

35 

 

[35] Young, K.L., Regan, M. A., Intelligent Transport Systems to Support Police Enforcement 

of Road Safety Laws. ATSB Research and Analysis Report No: 2007-02, 2007. 

[36] Montella, A., Persaud, B., D'Apuzzo, M., Imbriani, L.L., Safety evaluation of an automated 

section speed enforcement system. Transportation Research Record: Journal of the 

Transportation Research Board, 2281, 16-25, 2012. 

[37] Lynch, M., Forward Design Study: Introduction of Point to Point Speed Cameras in the 

ACT, AECOM Australia, 2010. 

[38] Yayla, N., Karayolu mühendisliği, Birsen Yayınevi, 2011. 

[39] Stoelhorst, H., Reduced Speed Limits for Local Air Quality and Traffic Efficiency. The 

7th European Congress and Exhibition on Intelligent Transport Systems and Services, Geneva, 

Switzerland, 2008. 

[40] Montella, A., Punzo, V. and Montanino, M., Analysis of Drivers’ Compliance to Speed 

Limits Enforced with an Automated Section Speed Enforcement System. Transportation 

Research Board 91st Annual Meeting, 2012. 

 

 



© 2017 V.Yıldırım published by  International Journal of Engineering & Applied Sciences. This work is licensed under a Creative 

Commons Attribution-NonCommercial-ShareAlike 4.0 International License. 

 

36 

 

 

Effects of Inhomogeneity and Thickness Parameters on the Elastic Response of a Pressurized 

Hyperbolic Annulus/Disc Made of Functionally Graded Material 

 

 Vebil Yıldırım  

University of Çukurova, Department of Mechanical Engineering, Adana, TURKEY 

E-mail address:  vebil@cu.edu.tr 

 
ORCID numbers of authors:  

8423-9955-0001-0000 

 

Received date: July 2017  

Accepted date: September 2017  

 

Abstract 

A broad parametric study is carried out to investigate the effects of both the inhomogeneity parameter, and a profile index 

of Stodola’s hyperbolic function on the static response of such structures subjected to both the inner and outer pressures. 

The investigation is based on the analytical formulas lately published by the author. The effects of those parameters on the 

variation of the radial displacement, the radial and hoop stresses are all graphically illustrated for an annulus pressurized 

at its both surfaces. It is observed that, especially, the variation of the hoop stress in radial coordinate is closely sensible 

to variation of those parameters. For the chosen problems it was observed that one of two materials whose Young’s 

modulus is higher than the other is better to locate at the inner surface of the disc having divergent profile to get reasonable 

maximum hoop stresses. However much smaller radial displacements may be obtained by using positive inhomogeneity 

indexes for all discs whose surfaces host a material whose Young’s modulus is smaller than the other. To reach a final 

decision, analytical formulas such as those used in the present study together with a failure criteria such as Von Mises and 

Tresca become indispensable means in a design process. 

Keywords: Pressurized disc, hyperbolic annulus, functionally graded, variable thickness, exact solution, elasticity 
solution, inhomogeneity parameter, thickness parameter.  

1. Introduction 

A pressurized annulus or disc or collar or ring is mainly used as a pipe flange to be attached to a pipe. 

It fulfills some functions such as providing increased support for strength, blocking off a pipeline or 

implementing the attachment of more items. There are gradually increasing number of analytical and 

numerical studies on beams, plates, shells and annular structures made of isotropic or anisotropic 

functionally graded materials in the available literature since 1990s [1-30]. The reason is that the 

structures like discs manufactured with functionally graded materials can have much more favorable 

thermal and mechanical properties along the desired directions. To do this, at least two materials are 

combined in the way that the overall material properties along the chosen direction must obey a certain 

material grading rule. As one of the pioneer researches of the subject, Horgan and Chan [1, 2] showed 

that the stress response of an inhomogeneous cylinder (or disk) is significantly different from that of a 

homogeneous body. For example, the maximum hoop stress does not, in general, occur on the inner 

surface in contrast with the situation for the homogeneous material.  
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In analytical studies the well-known simple power rule was frequently used  by researches like  Horgan 

and Chan [1-2], Bayat et al. [3], Yıldırım [4] and Çallıoğlu et al. [5] since this material grading rule 

makes the variable coefficients of the governing differential equation to be solved turned into constant 

coefficients. Nejad et al. [6-7] gave a closed-form analytical solution in terms of hyper-geometric 

functions to elastic analysis of exponentially functionally graded stationary discs subjected to internal 

and external pressures. Based on the hypergeometric functions, You et al. [8] developed an analytical 

elastic solution for circular disks made of functionally linearly graded materials subjected to internal 

and/or external pressure. For an exponentially grading rule [6-7, 9-14], Whittaker / Kumer functions 

or Frobenius series are also involved in the solution. Saidi et al. [15] used Green function in their 

analytical work.  

For arbitrary material grading rules, some numerical solution techniques are employed such as   

Fredholm integrals [16,17], the modified Runge-Kutta algorithm [12], the finite element method 

[18,19], the finite difference method [20, 21], finite volume method [22], complementary functions 

method [23,24,25] and whatnot numerical techniques.   

Uniform discs [1, 2, 5-7, 9, 16-17] were studied relatively very large in proportion to the discs having 

different profiles such as parabolic and hyperbolic types. Eraslan and Akış [13] used two variants of a 

parabolic function for disks made of functionally graded materials. Bayat et al. [3], based on the power-

law distribution, studied both analytically and semi-analytically the elastic response of rotating hollow 

discs having parabolic and hyperbolic thickness profiles. However, they consider a variable thickness 

disk as a combination of sub-uniform discs with different thicknesses. Ghorbani [26] also divided a 

variable thickness disk into virtual sub-uniform disks.  Tütüncü and Temel [23], Zheng et al. [21], 

Yıldırım [4], Boğa and Yıldırım [24], and Yıldırım and Kacar [25] considered continuously varying 

discs in their studies.  

In the present study, for a simple power-law graded annulus having a continuously varying hyperbolic 

profile, an investigation of the variation of the elastic field with some material and geometrical 

parameters is fastened on. To do this Yıldırım’s [4] closed-form solutions are exploited.  

2. Mathematical Background 

Yıldırım [4] studied analytically exact elastic response of a convergent/divergent hyperbolic rotating 

disc made of a power-law graded material under four different boundary conditions such as a stationary 

disc subjected to internal/external pressures, a rotating disc whose surfaces may expand freely, a 

rotating disc mounted a rigid shaft with/without a rigid casing located at the outer surface.  

In this study the following differential equation which governs the axisymmetric static behavior of a 

hyperbolic annulus subjected to both the inner and outer pressures and made of a linear elastic power-

law graded material (Fig. 1) is used [4].  

 

(−1 + 𝑚𝜈 + 𝛽𝜈)𝑢𝑟

𝑟2
+

(1 + 𝑚 + 𝛽)𝑢𝑟′

𝑟
+ 𝑢𝑟

′′ = 0                                  (1) 

 

Where 𝑟 is the radial coordinate,  𝑢𝑟 is the radial displacement (Fig. 1), 𝛽 is the inhomogeneity constant 

of a power-graded material with the following Young’s modulus 

 

E(r)= 𝐸𝑎 (
𝑟

𝑎
)

𝛽

                                                             (2) 
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Fig. 1. Loading and geometry of a pressurized uniform annulus 

 

and, 𝑚 is the profile/thickness parameter of a disc with hyperbolically varying thickness (Fig. 2). 

 

ℎ(𝑟) = ℎ𝑎 (
𝑟

𝑎
)

𝑚

                                                           (3) 

 

 

Convergent (m<0)                                                     Divergent (m>0) 
 

Fig. 2. A hyperbolic annulus  

Resulting disc profiles with the changing profile thickness parameters, m, are illustrated in Fig. 3 for 

both convergent and divergent hyperbolic discs (a=0.02m, b=0.1m, ℎ𝑎 = 𝑎).  

Solution of Eq. (1), which is derived from stress-strain relations, strain-displacement relations, and the 

equilibrium equation in the radial direction under axisymmetric assumption, is given by Yıldırım [4] 

as  

𝑢𝑟(r) = 𝑟
1

2
(−𝑚−𝛽−𝜉)(𝐶1 + 𝐶2𝑟𝜉)                                           (4) 

 

Where 
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ξ=√(4 + (𝑚 + 𝛽)(𝑚 + 𝛽 − 4𝜈))                                            (5) 

 

 
Fig. 3. The chosen thickness parameters and corresponding profiles considered in the present study  
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Poisson’s ratio, 𝜈, is assumed to be constant along the radial direction. With the help of the Hooke’s 

law, the radial stress, 𝜎𝑟, and hoop stress, 𝜎𝜃 , are found as  

 

𝜎𝑟  = −
1

2
𝐶11𝑟

1
2

(−2−𝑚−𝛽−𝜉)
(𝐶2𝑟𝜉(𝑚 + 𝛽 − 2𝜈 − 𝜉) + 𝐶1(𝑚 + 𝛽 − 2𝜈 + 𝜉)) 

(6) 

𝜎𝜃  =
1

2
𝑟

1
2

(−2−𝑚−𝛽−𝜉)
(𝐶2𝐶11𝑟𝜉(2 − 𝜈(𝑚 + 𝛽 − 𝜉)) − 𝐶1𝐶11(−2 + 𝜈(𝑚 + 𝛽 + 𝜉))) 

Where 

𝐶11 =
𝐸𝑎 (

𝑟
𝑎)

𝛽

1 − 𝜈2
 

                                                                   (7) 

In Eq. (7) 𝐸𝑎 stands for Young’s modulus of the material located at the inner surface. The boundary 

conditions at both surfaces are defined by 𝜎𝑟(𝑎) = −𝑝𝑎 ,   𝜎𝑟(𝑏) = −𝑝𝑏 (Fig. 1). The integration 

constants in Eqs. (4) and (6) are expressed by 

 

𝐶1 =
2(𝜈2−1)𝑎

𝜉−𝛽
2 𝑏

𝜉−𝛽
2

𝐸𝑎

𝑎𝛽
(𝑎𝜉−𝑏𝜉)(𝛽+𝑚−2𝜈+𝜉)

(𝑝𝑎𝑎
𝑚

2
+1𝑏

𝛽+𝜉

2 − 𝑝𝑏𝑏
𝑚

2
+1𝑎

𝛽+𝜉

2 )                           (8a) 

 

 

𝐶2 = 𝑎−𝛽 2⁄ 𝑏−𝛽 2⁄ (𝑝𝑏𝑎𝛽 2⁄ 𝑏
1

2
(𝑚+𝜉+2)

− 𝑝𝑎𝑏𝛽 2⁄ 𝑎
1

2
(𝑚+𝜉+2)

)
2(𝜈2−1)

𝐸𝑎

𝑎𝛽
(𝑎𝜉−𝑏𝜉)(𝛽+𝑚−2𝜈−𝜉)

         (8b) 

 

In the above, 𝑝𝑎 and 𝑝𝑏 denote the inner and outer pressures, respectively (Fig. 1). Yıldırım’s [4] study 

comprises explicit form of elastic responses in terms of integration constants as seen in Eqs. (4), (7) 

and (8). Now, it is time to expand those formulas [4] for the present study.   Substitution of integration 

constants 𝐶1 and 𝐶2 into Eqs. (4) and (6) gives the following closed-form formulas  

 

𝑢𝑟 =
1

E𝑎

𝑎𝛽
(𝑎𝜉 − 𝑏𝜉)(𝛽 + 𝑚 − 2𝜈 − 𝜉)(𝛽 + 𝑚 − 2𝜈 + 𝜉)

 (2(𝜈2

− 1)𝑝𝑎𝑎
1
2

(−𝛽+𝑚+𝜉+2)
𝑟

1
2

(−𝛽−𝑚−𝜉)
(𝑏𝜉(𝛽 + 𝑚 − 2𝜈 − 𝜉) − 𝑟𝜉(𝛽 + 𝑚 − 2𝜈 + 𝜉)))

+  
1

E𝑎

𝑎𝛽
(𝑏𝜉 − 𝑎𝜉)(𝛽 + 𝑚 − 2𝜈 − 𝜉)(𝛽 + 𝑚 − 2𝜈 + 𝜉)

 (2(𝜈2

− 1)𝑝𝑏𝑏
1
2

(−𝛽+𝑚+𝜉+2)
𝑟

1
2

(−𝛽−𝑚−𝜉)
(𝑎𝜉(𝛽 + 𝑚 − 2𝜈 − 𝜉) − 𝑟𝜉(𝛽 + 𝑚 − 2𝜈 + 𝜉))) 

 (9a) 
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𝜎𝑟= {
𝑝𝑎(𝑏𝜉 − 𝑟𝜉)𝑎

1
2

(−𝛽+𝑚+𝜉+2)
𝑟

1
2

(𝛽−𝑚−𝜉−2)

𝑎𝜉 − 𝑏𝜉
} + {

𝑝𝑏(𝑎𝜉 − 𝑟𝜉)𝑏
1
2

(−𝛽+𝑚+𝜉+2)
𝑟

1
2

(𝛽−𝑚−𝜉−2)

𝑏𝜉 − 𝑎𝜉
} 

(9b) 

𝜎𝜃

= {
1

(𝑎𝜉 − 𝑏𝜉)(𝛽 + 𝑚 − 2𝜈 − 𝜉)(𝛽 + 𝑚 − 2𝜈 + 𝜉)
 (𝑝𝑎𝑎

1
2

(−𝛽+𝑚+𝜉+2)
𝑟

1
2

(𝛽−𝑚−𝜉−2)
(𝑏𝜉(𝛽 + 𝑚 − 2𝜈

− 𝜉)(𝜈(𝛽 + 𝑚 + 𝜉) − 2) − 𝑟𝜉(𝜈(𝛽 + 𝑚 − 𝜉) − 2)(𝛽 + 𝑚 − 2𝜈 + 𝜉)))}

+ {
1

(𝑏𝜉 − 𝑎𝜉)(𝛽 + 𝑚 − 2𝜈 − 𝜉)(𝛽 + 𝑚 − 2𝜈 + 𝜉)
 (𝑝𝑏𝑏

1
2

(−𝛽+𝑚+𝜉+2)
𝑟

1
2

(𝛽−𝑚−𝜉−2)
(𝑎𝜉(𝛽 + 𝑚 − 2𝜈

− 𝜉)(𝜈(𝛽 + 𝑚 + 𝜉) − 2) − 𝑟𝜉(𝜈(𝛽 + 𝑚 − 𝜉) − 2)(𝛽 + 𝑚 − 2𝜈 + 𝜉)))} 

(9c) 

In the above, 𝑚 = 0 gives uniform disk profiles that is unchanging thickness along the radial 

coordinate. For uniform discs made of such kind of materials, one may easily derive the following 

radial stress from Eq. (9b) by eliminating the thickness profile  

 

𝜎𝑟(𝑚=0)=
𝑎

1
2

(−𝛽+𝜉+2)
𝑝𝑎𝑟

1
2

(𝛽−𝜉−2)
(𝑏𝜉 − 𝑟𝜉)

𝑎𝜉 − 𝑏𝜉
  +

𝑏
1
2

(−𝛽+𝜉+2)
𝑝𝑏𝑟

1
2

(𝛽−𝜉−2)
(𝑎𝜉 − 𝑟𝜉)

𝑏𝜉 − 𝑎𝜉
 

  (10)               

Where (see Eq. (5)) 

ξ = √4 + 𝛽2 − 4βν                                                           (11) 

Horgan and Chan [1] proposed formulas for linear elastic response of uniform cylinders or stress-free 

discs made of a power-graded material. Horgan and Chan’s [1] equation for radial stress is rewritten 

here by using the present notation 

𝜎𝑟−𝐻𝑂𝑅𝐺𝐴𝑁 = −
𝑎

−𝛽
2 𝑏

−𝛽
2 𝑟

1
2

(−2−𝜉+𝛽)

𝑏𝜉 − 𝑎𝜉
(−𝑎𝜉+

𝛽
2𝑏1+

𝜉
2𝑝𝑏 + 𝑎

𝛽
2𝑏1+

𝜉
2𝑝𝑏𝑟𝜉 + 𝑏

𝛽
2𝑎1+

𝜉
2𝑝𝑎(𝑏𝜉 − 𝑟𝜉)) 

     (12) 

or in the form of 

𝜎𝑟−𝐻𝑂𝑅𝐺𝐴𝑁 =  
𝑎

1+
𝜉
2

−
𝛽
2 𝑟

1
2

(−2−𝜉+𝛽)

𝑎𝜉−𝑏𝜉 𝑝𝑎(𝑏𝜉 − 𝑟𝜉) +
𝑝𝑏𝑏

1+
𝜉
2

−
𝛽
2 𝑟

1
2

(−2−𝜉+𝛽)

𝑏𝜉−𝑎𝜉 (−𝑟𝜉 + 𝑎𝜉)         (13) 
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Yıldırım [4] validated that Eqs. (10), (12) and (13) are identical in his study. Moreover he also verified 

that Roark’s formulas [31] for uniform discs made of an isotropic and homogeneous material may be  

obtained from Eq. (9) by using 𝐶11 =
E

1−𝜈2 , 𝛽 = 𝑚 = 0, and  ξ = 2 as follows 

 

𝑢𝑟= −
𝑎2𝑝𝑎(𝑏2(𝜈 + 1) − (𝜈 − 1)𝑟2)

𝐸𝑟(𝑎2 − 𝑏2)
+

𝑏2𝑝𝑏(𝑎2(𝜈 + 1) − (𝜈 − 1)𝑟2)

𝐸𝑟(𝑎2 − 𝑏2)
 

 

𝜎𝑟= 
𝑎2𝑝𝑎(𝑏2 − 𝑟2)

𝑟2(𝑎2 − 𝑏2)
+

𝑏2𝑝𝑏(𝑎 − 𝑟)(𝑎 + 𝑟)

𝑟2(𝑏2 − 𝑎2)
 

                       (14) 

𝜎𝜃 = −
𝑎2𝑝𝑎(𝑏2 + 𝑟2)

𝑟2(𝑎2 − 𝑏2)
+

𝑏2𝑝𝑏(𝑎2 + 𝑟2)

𝑟2(𝑎2 − 𝑏2)
 

3. Numerical Examples 

The geometrical and material features are chosen as: 𝑎 = 0.02 𝑚; 𝑏 = 0.1 𝑚;  𝜈 = 0.3; 𝐸𝑎 =
200 G𝑃𝑎; 𝑝𝑎 = 1 G𝑃𝑎; 𝑝𝑏 = 0.1 G𝑃𝑎.  

From the definition of 𝛽 in Eq. (2), a positive inhomogeneity index, 𝛽 > 0,  means that 𝐸𝑎 < 𝐸𝑏 that 

is one of the materials having smaller Young’s modulus is located at the inner surface and Young’s 

modulus of the mixture material continuously increase towards the outer surface. If the inhomogeneity 

index is negative, 𝛽 < 0, a material whose Young’s modulus is higher than the other is placed at the 

inner surface. 

3.1. Effect of the thickness parameter 

Variation of the elastic quantities with the profile parameter (see Fig. 3) is shown in Figs. 4-6 for the 

particular values of inhomogeneity parameters 𝛽 = −5, 𝛽 = 0, and 𝛽 = 5. 

 𝛽 = 5 gives positive radial displacements for all profile indexes, converse is true for 𝛽 = −5. 

For 𝛽 = 0, that is for isotropic and homogeneous discs, divergent profiles give negative radial 

displacements towards the outer surface. 

 Positive inhomogeneity indexes with divergent profiles give the smallest radial displacements. 

 The radial stress is in compression for all profiles and inhomogeneity indexes. For both 

divergent, convergent and uniform disc profiles, on the other hand, the maximum radial stress 

is at the inner surface for all inhomogeneity indexes due to the boundary conditions. 

 The radial stress with 𝑚 ≥ 1 seems to offer higher stresses than the initial stress at the vicinity 

of the inner surface. 

 The hoop stress may be either in tension or in compression for all profiles and inhomogeneity 

indexes. For an isotropic and homogeneous disc, in general the maximum hoop stress is located 

at the inner surface as Horgan and Chan [1] stated.  

 The divergent profiles offer smaller hoop stresses for all profiles.  

 𝛽 = −5 presents the smallest hoop stress in magnitude for both divergent, convergent and discs 

profiles including uniform ones. On the other hand, the absolute maximum hoop stress is at the 

outer surface for 𝛽 = 5, while it is at the inner surface for 𝛽 = −5. 

 For a negative inhomogeneity index and a convergent disc, maximum hoop stress is located at 

the inner surface and it is tension in character. However for a negative inhomogeneity index 
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and a divergent disc with 𝑚 ≥ 1, maximum hoop stress is set at the inner surface as in 

compression.  

 

Fig. 4. Variation of pressure-induced elastic responses with profile parameters for free-free boundary 

condition and 𝛽 = −5 
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Fig. 5. Variation of pressure-induced elastic responses with profile parameters for free-free boundary 

condition and 𝛽 = 0 

3.2. Effect of the inhomogeneity parameter 

Variation of the elastic quantities with the inhomogeneity parameter is shown in Figs. 7-9 for the values 

of 𝑚 = −1, 𝑚 = 0, and 𝑚 = 1. From Figs. 7-9 the followings may be concluded 
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 For convergent, divergent and uniform disc profiles the plausible radial displacements are 

obtained with positive inhomogeneity indexes. 

 For all inhomogeneity indexes, a divergent profile offers a close radial stress variation along 

the radial coordinate.  

 Convergent disc profiles give radial stresses in compression for all inhomogeneity indexes. 

 

Fig. 6. Variation of pressure-induced elastic responses with profile parameters for free-free boundary 

condition and 𝛽 = 5 
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Fig. 7. Variation of pressure-induced elastic responses with inhomogeneity parameters for free-free boundary 

condition and 𝑚 = −1 

 Divergent profiles offer much smaller hoop stresses for all inhomogeneity indexes. 

 Maximum absolute hoop stress is located at the inner surface for negative inhomogeneity 

indexes and convergent profiles. For convergent discs and positive inhomogeneity indexes, 

maximum hoop stress is located either at the inner or the outer surface. 

 Maximum absolute hoop stress is set at the outer surface for positive inhomogeneity indexes 

and divergent profiles. 

 For divergent profiles and negative inhomogeneity indexes, maximum hoop stress is build up 

either at the inner or vicinity of the inner surface. 
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Fig. 8. Variation of pressure-induced elastic responses with inhomogeneity parameters for free-free boundary 

condition and 𝑚 = 0 

4. Conclusions 

For an annulus having continuously varying thickness and pressurized at both surfaces, a parametric 

study is performed to observe the effects of both the inhomogeneity index of a simple power law 

material grading, and the thickness parameter.  Analytical formulas of late published by the author are 

tailored for the present parametric study.  The thickness parameters presenting either convergent or 

divergent disc profiles are assumed to be in the range of  −1 ≤ 𝑚 ≤ 1. Inhomogeneity indexes for the 

material grading rule are also chosen in a wide range as −4 ≤ 𝛽 ≤ 4.  
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The effects of those parameters on the variation of the radial displacement, the radial and hoop stresses 

are all graphically illustrated and discussed. As expected, it is observed that those parameters have 

considerable influence on the static response of such an annulus. Those variations are obviously 

observed for the hoop stresses. In other words, the variation of the hoop stress in radial coordinate is 

closely sensible to variation of those parameters. That is its amplitude and sign may be drastically 

changed with those parameters. 

 

Fig. 9. Variation of pressure-induced elastic responses with inhomogeneity parameters for free-free boundary 

condition and m=1 
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For the chosen problems in the present study it may be concluded that 

 Positive inhomogeneity indexes always offer smaller radial displacements. 

 If 𝐸𝑎 < 𝐸𝑏 (𝛽 > 0) and a divergent profile is used, then one may get much smaller radial 

displacements. 

 𝐸𝑎 > 𝐸𝑏 that is 𝛽 < 0 is better together with divergent profiles than 𝐸𝑎 < 𝐸𝑏 (𝛽 > 0) for 

getting much smaller hoop stresses. That is to say a material having higher elasticity 

modulus is better to locate at the inner surface. 

 Divergent profiles offer much smaller hoop stresses for all inhomogeneity indexes. 
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Abstract 

In order to ensure the humidity- and heat-resistance ability of the equipment, this paper, combined with the environment 

simulation test of an engineering equipment system, designs the control system of humidity-heat simulation test with S7-

300 as the control core. This paper analyzes the temperature and humidity model in laboratory, and applies the principle 

of the expert control to the system control algorithm to improve the control performance of the system, which shows the 

characteristics of lagging, nonlinearity, interactive coupling of temperature control and humidity control, etc. 

Keywords: nonlinearity, interactive coupling, expert control system 

1. Introduction 

With the rapid development of China's industrial production and the improvement of military 

equipment, the requirements for product quality and reliability are getting steadily higher, especially 

military products. All the products have to undergo the strict environmental simulation test for 

acceptance before the mass production and army equipment. The humidity-heat alternative test is a 

"conventional" test method in the environmental simulation test, aiming to determine the adaptability 

of weaponry under high temperatures or high humidity conditions. 

Weaponry in the hot and humid simulation environment assessment proposes rather strict 

requirement in accuracy of the temperature and humidity environment[1]. If applying the traditional 

PID control theory, it is difficult to precisely control the object of nonlinearity, large time delay, and 

uncertain mathematical model, because the traditional control theory and method are based on the 

precise model with integration and differentiation as the tool, while intelligent control shows greater 

adaptation for the complexity of the environment and control tasks[2-3].  

Combined with the environment simulation test on an engineering equipment project, this paper 

designs the control system of heat-humidity alternative test with S7-300 as the control core, 

collecting signal and controlling equipment with sensors and actuators. The system adopts the expert 

control algorithm to realize the precise control over the temperature and humidity in the alternative 

test, thus ensure the capability of the equipment in heat- and humidity- resistance. 
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2. Analysis of Temperature and Humidity Control Model  

Before determining the control scheme for the temperature control system of the humidity-heat test, 

it is necessary to firstly analyze the humidity-heat mechanism, and obtain the inherent characteristic 

information of the system as much as possible. The humidity-heat laboratory has the main two parts -

-- temperature control and humidity control. 

2.1. Laboratory temperature object model 

 

The temperature in the laboratory is mixed and can be described by only one value, which is 

measured with a return thermometer, with the indoor temperature object model list according to the 

energy conservation: 

 

0
v a p c n a p h=( +Q )-( )h h

in out

dT T T
C V Q Q G C T G C T

dt R
 


                      (1) 

 

where vC ( J/ 3m .℃) is volumetric heat capacity,  V( 3m ) is volume of laboratory, hT (℃) is 

temperature of return air inlet, aG ( 3m /s) is air output,  ( kg/ 3m ) is air density, 
pC ( J/kg℃) is 

specific heat at constant pressure, cT (℃) is temperature of air outlet, nQ ( J/s) is heat dissipating 

capacity, 0T (℃) is outdoor temperature, R is thermal resistance of envelope. 

Do not consider the prototype and other cooling, the external heat dissipation in the test room is the 

circulating fan and the indoor lighting, about 70% of the circulating fan power (43kW*2) 

transforming into heat dissipation in the room, that is, circulating fan cooling 1Q =43270% 60kW 

; similarly, lighting 2Q =1825%=4.5kW, nQ
being approximately constant. 
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In which T refers to time constant, K refers to amplification constant, Tf is used to convert the 

interference to the variation of Outlet temperature.  

The transfer function of the temperature hT of the return air intlet and the temperature cT  of the air 

outlet is obtained as follows: 
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2.2. Laboratory humidity object model 

Similarly, the indoor humidity balance equation is obtained according to the quality of conservation: 

 

     
a n

d(d )
dn

a c nV G d D G
dt

                             (4)  

                                                           

Where  (kg/ 3m ) is air density, V( 3m ) is volume of laboratory, d n ( g /kg) is humidity of 

laboratory, cd (g /kg) is degree of humidity in wind, nD (g/s) is moisture gain from Humidification 

material in laboratory. finally being: 
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Where T1 is Time constant of humidity, df  is used to convert wet interference to  degree of 

humidity change in wind.          

The transfer function of the temperature hT of the return air intlet and the temperature cT of the air 

outlet is obtained as follows: 
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2.3. Electric heater model 

 

There are eight groups of electric heaters in the test room (each group of about 60kW), three groups 

for analog control, and the other five for switch control. Electric heater has the characteristics of 

hysteresis and inertia, and its heating is a one-way process, that is, electric heating can only be 

cooled naturally. Regardless of the time delay and time variability of the electric heating, the transfer 

function between the heater's air outlet temperature and the electric heating power is simplified 

according to the energy balance equation to be: 
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2.4. Surface air cooler model 

In actual control, the temperature of the chilled water flowing into the surface air cooler are 

controllable and set based on the temperature and humidity of the laboratory to ensure the effects of 

trial cooling, based on which the flow is controlled and the control over the temperature of the humid 

room. The differential equation of the heat exchanger is: 
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    (8) 

 

Where C ( ( g )KJ K C ) is constant pressure specific heat of chilled water, V ( 3m ) is volume of 

chilled water, outT ( C ) is outlet water temperature,  ( 3gK m ) is density of chilled water, 

W (
3m h ) is flow, inT ( C ) is water inlet temperature, 1A ( 2m ) is heat transfer surface areas of air 

cooler,  (
2(m )KJ C ) is heat transfer coefficient.             

2.5. Humidifier model 

To control the steam flow into the laboratory with the electric valve on the humidifier can realize the 

air humidification of the laboratory, and the relationship between steam valve opening and the 

humidity by the humidifier presented with the first-order model: 
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  (9) 

 

Through the analysis on the above model, the control output volume of humidity-heat test is the 

temperature hT
 
and the relative humidity of the test room, and the control input volume is the input 

power of the heater and the valve opening of the chilled water entering the cooler, the temperature of 

the chilled water and the opening of the steam humidification valve. The structure  of the 

temperature and humidity control in humidity-heat test is as shown in Figure 1. 
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Fig. 1.The structure of the temperature and humidity control  

3. Control Requirements Over Temperature and Humidity 

 

According to the national standard GJB150.9A-2009 requirements for the humidity-heat test[4], 

Figure 2 is the temperature curve set by the humidity-heat test, which requires humidity to be 

reduced to 85% at the temperature reducing stage in the figure, and the relative humidity at all the 

other time must be guaranteed at 95% 5%. The humidity-heat alternative test takes a cycle of 24 

hours, at least 10 cycles, and  in general it can show the potential impact of the hot and humid 

environment on most equipment. 
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Fig. 2. The temperature curve set by the humidity-heat test 

4. Realization of Expert System in Multi-Variable System of Temperature and Humidity 

4.1. Expert control system 

 

The architecture of expert control systems is shown in Fig.3. It consists of a knowledge base, a 

feature recognition, an inference engine and so on[5]. The knowledge base stores the rule models, 

steady state mathematical models, empirical knowledge, and operating laws for the process, etc[6-9]. 

The functions of feature recognition are processing online information, extracting and recognizing 

the characteristic information, and providing useful information for the decision-making 

procedure of the knowledge base and inference engine[10]. The task of the inference engine is to 

solve problems by using a certain reasoning strategy.  

 

 

 

 

 

 

 

 

 
 

Fig. 3 The architecture of expert control system 
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4.2. Expert control strategy 

4.2.1. Expert control over chilled water temperature 

 

The humidity-heat alternative test experiences different periods of time, so it shows varied 

requirements for temperature and it does not work to use chilled water of the same temperature[11-

12]. According to quite a few trials and comparisons on the spot, the following expert control scheme 

for chilled water is applied: 

 1)During the phase of the temperature curve rise (section A-B): The relative humidity of the test 

room changes due to the rising temperature of the laboratory. The control temperature of chilled 

water not only affects the temperature, but also indirectly influences the relative humidity in the 

laboratory. Therefore, the temperature rise phase is considered to be divided into several temperature 

zones.The rules are as follows:  

 

If 1T ＜36℃ Then 2T = 1T -9℃;   If 36℃≤ 1T ＜42℃ Then 2T = 1T -8℃; 

If 42℃≤ 1T ＜48℃ Then 2T = 1T -7℃;  If 48℃≤ 1T ＜55℃ Then 2T = 1T -6℃; 

If 55℃≤ 1T ＜60℃ Then 2T = 1T -5℃. 

 

Where 1T  refers to indoor enactment temperature, 2T  is set temperature of chilled water. 

2) In the equilibrium stage of 60℃ (section B-C): since the temperature of the laboratory at this stage 

is set high, and the requirements for humidity are also high, the temperature can meet the 

requirements, but humidity cannot if the chilled water of great low is used to cool, because the effect 

of this chilled water of a temperature lower than that of the laboratory is equivalent to 

dehumidification, significantly reducing the humidity of the laboratory. So at this stage, the chilled 

water should be set not too high nor too low, because a too high temperature cannot reduce the 

temperature of the laboratory, and a too low one will reduce the humidity of the laboratory. Based on 

the summaries, a suitable temperature should be 2T = 1T -4.5℃. 

3) In the phase of the temperature curve descending (section C-D): the control method at the 

temperature curve descending is similar to that at the rising phase. It is also divided into several 

temperature grades, and different temperatures of chilled water in different temperature grades are set 

as follow: 

 

If 56℃≤ 1T ＜60℃ Then 2T = 1T -5℃;   If 50℃≤ 1T ＜56℃ Then 2T = 1T -6℃; 

If 44℃≤ 1T ＜50℃ Then 2T = 1T -7℃;   If 36℃≤ 1T ＜44℃， 2T = 1T -8℃: 

If 30℃≤ 1T ＜36℃ Then 2T = 1T -9℃. 

 
4)In the equilibrium stage of 30℃ (section D-E): Due to the relatively low temperature at this stage, 

the relative humidity of the test room is much higher than before, and the the humidity is hardly  

impacted by temperature, taking 2T = 1T -10℃. 
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4.2.2. Expert control over chilled water flow 

 

According to the temperature of the return air inlet and the set PID, the chilled water valve opening is 

adjusted to control the chilled water flow. When the set temperature is higher than that of the return 

air inlet, the valve has to be reduced or closed, and vice versa. In the system debugging, it is found 

that the effect of chilled water flow (valve opening) on the temperature of the return air inlet is very 

obvious. On one hand, the chilled water flow, too large or too small, has an important effect on the 

temperature inside the test room, with marked hysteresis. On the other hand, the opening range of 

chilled water valve controlled and adjusted by the PID is 0% to 100%, a wide range of control. It is 

found that in the actual control the limit of chilled water valve opening has something to do with the 

actual temperature of chilled water. After several times on-site commissioning, it can be summarized 

as follows: 

If 50   and temperature is in the phase of the curve rise (section A-B), Then   = 80%. If 

50   and temperature is in the phase of the curve descending (section C-D), Then   = 33.3%. 

If 5 10    and temperature is in the phase of the curve rise (section A-B), Then   = 33.3%. If 

5 10    and temperature is in the phase of the curve descending (section C-D), Then the 

maximum of   is 25%. If ＞10 Then   = )232(  %. 

Where 1T  refers to indoor enactment temperature, 3T
 
is actual temperature of chilled water,   is 

the degree of valve, l 3T -T  . 

4.2.3. Expert control over steam flow 

 

1) In the section AB of the humidity-heat alternative curve: the test goes into the initial stage of the 

cycle (temperature set as T1<40℃). Since the set temperature is not very high, and the humidity 

easily rises to the set value, the conventional PID is adopted to regulate the opening degree of steam 

valve. With the set temperature and the actual temperature continually rising, the humidity increasing 

somewhat hard, the front feed + PID algorithm is adopted at the second half of the curve rise (40≤T1 

<60℃). The valve opening is added to one more front feed on the basis of PID adjustment. The front 

feed amount is determined in accordance with the difference between the set humidity and the actual 

humidity, and the greater the difference the greater the amount of feed forward. 

2) In the section B-C of the curve: This section shows the highest temperature during the whole 

process. According to the principle that the higher the temperature the lower the relative humidity, 

which shows the greatest difficulty in rising, so the steam valve has been in full opening. 
3) In the descending phase of the curve, as the temperature continues to decline, the relative humidity 

is rising steadily. The conventional PID control is largely applied in this phase. 

5. Control results 

 

Figure 4 is the temperature-humidity curve controlled with conventional algorithms. In the whole 

process, the set temperature of chilled water is always 2T = 1T -10℃, the steam flow is controlled by 
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PID, and it can be seen that in the stage of 60℃, the laboratory humidity is lower than 85% for quite 

a long time, and humidity of other stages is not very stable as well. Figure 5 is the temperature-

humidity curve of humidity-heat alternative test with expert control algorithm, and it can be seen 

from it that in the phase of temperature curve rising, the relative humidity can quickly rise up to 

95%, but with the temperature rising, the relative humidity significantly reduces; at 60 ℃ when the 

steam valve is opened to the maximum, the relative humidity gradually increases to 95%; in the 

curve down stage, due to the continuous decline of temperature, the humidity is controlled with PID 

at about 90%. When the temperature reaches the stable stage of 30℃, the relative humidity can be 

well controlled at about 93%. By comparison, it can be implied that the control precision by expert 

control has been greatly improved than the traditional control algorithm. 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

Fig. 4. The temperature-humidity curve controlled with conventional algorithms 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

Fig. 5. The temperature-humidity curve controlled with expert control algorithm 

6. Conclusion 

 

This paper, based on the actual engineering project and combined with the characteristics of the 

humidity-heat alternative test, takes the temperature and humidity as the control variables, applies the 

expert control system, and adopts PLC as the control platform to perform the experiment, using 
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advantages of PLC like great reliability, flexibility and adaptability while greatly improving the 

control precision of strong coupling and non-linear parameters. It has been proved that this control 

system has the advantages of the conventional control algorithm and shows great control quality in 

speeding up the control response time, reducing oscillation and stabilizing errors. 
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Abstract 

Mosul Dam is one of the important dams in Iraq, it suffers like other dams from the problem of sediment 

accumulation in the lake. The daily surface runoff was estimated from seven main valleys in the left bank of the 

lake during the period (1/1/1988-31/8/2016) by applying SWAT model. The model performance was assessed 

using the statistical criteria R2, IOA, NSE and T-Test, the results were good. The averages annual surface runoff 

from the main valleys to the lake ranged between 3.3*106 m3 to 42.1*106 m3. The daily sediment load was 

estimated by four methods, Bagnold method was used in SWAT sediments transport simulation, while Yang, 

Toffaletti methods and Excess Shear Theory were programed by MATLAB, The performance of sediments 

transport simulation using Bagnlod, Yang and  Excess Shear Theory methods was assessed using the same four 

statistical criteria and  the results were good,  The averages annual sediment load from the main valleys to the 

lake were (5.78*103 - 68.62*103), (1.49*104 - 42.13*104), (8.46*103 - 160.77*103) and (4.26*104 - 78.6*104) tons 

for Bagnold, Yang, Excess Shear Theory and Toffaletti methods, respectively. The valley Jardiam is the main 

supplier of sediments to the left side of the dam lake with 56%. 

Keywords: Mosul Dam Lake, SWAT Model, Sediment Load, Left Side Valleys. 

1. Introduction 

Water is the greatest gift of mankind. Water resources are very vital renewable resources that 

are the basis for the survival and development of any society. Human health and welfare, food 

security and industrial developments are dependent on adequate supplies of suitable quality of 

water. Conversely, too much water results in socioeconomic damages and loss of life due to 

flooding. The liveliness of natural ecological systems is dependent on mankind’s stewardship 

of water resources. Proper utilization of these resources necessitates assessment and 

management of the quality and quantity of water resources both spatially and temporally [1]. 

Dams are usually constructed for water resources management purposes. They might be of 

multipurpose functions like flood prevention, irrigation and/or power generation, etc. [2]. 

Sediments are one of the major problems of dam operation. They reduce the storage capacity 

of the reservoir and they can cause serious problems concerning the operation and stability of 

the dam [3]. One of the important factors in reservoirs design and operation is the sedimentation 

problem. Sediment delivered to the reservoir comes from two main sources. The first is the 

http://dx.doi.org/10.24107/ijeas.327476
mailto:mohamedalqatan88@gmail.com


M. Q. M. Alkattan, M. S. K. Khaleel 

61 

 

main river entering the reservoir and the second is the side valleys on both sides of the reservoir 

[4]. 

Mosul Dam is one of the most important dams in Iraq, it suffers from the problem of the 

deposition of sediments in the lake of dam. The dam is located on the Tigris river in northern 

Iraq about 50 km north of Mosul and 80 km from Turkey and Syria [5].  

 Several studies have been conducted to estimate surface runoff and sediments resulting from 

rain using hydrological models such as WEPP, SWAT and HEC-HMS. [6] studied the 

sediments production of Sweedy Valley in the right Bank of Mosul dam lake by linking the 

Geographic Information System (GIS) with a computer model built using Visual Basic 6 and 

Universal Soil Loss Equation (USLE). [7] presented a study to examine the applicability of 

Soil and Water Assessment Tool (SWAT) in estimating daily discharge and sediments from 

mountainous forested watersheds namely Arnigad and Bansigad are located in lower Himalaya, 

India. [8] estimated the sediment yield from Ayvalı Dam watershed in Kahramanmaraş region, 

Turkey by using Water Erosion Prediction Project (WEPP) model. [9] conducted a study for 

the purpose of estimation the surface runoff and sediment yield using WEPP model in Southern 

Ontario, Canada. [10] used SWAT model for the simulation of the runoff and sediment yield 

from Kulekhani watershed, in Bagmati river basin, Nepal. [11] estimated the surface runoff 

and sediments in the Beheshtabad and Vanak watersheds in the northern Karun catchment in 

central Iran using SWAT model. [12] applied SWAT to a portion of the Ankara River 

catchment in the central Anatolia region of Turkey. [13] conducted a study to present 

continuous hydrologic simulation, as well as continuous simulation of soil and streambed 

erosion process in mountainous part of Nestos River basin (Macedonia-Thrace border, 

northeastern Greece) by using Hydrologic Engineering Center's Hydrologic Modeling System 

HEC-HMS model. [14] applied SWAT model to the South Tobacco Creek watershed in 

Canada to identify sediment sources and estimate the spatial distribution of sediment yield from 

both upland and channel erosion processes. [15] used SWAT model, while [16] used WEPP to 

estimate the surface runoff and sediments of three valleys (Sweedy, Crnold, Alsalam) located 

on the right bank of Mosul Dam lake. [17] estimated soil erosion and sediment transport on 

Rambla del Poyo, Valencia, Spain using the conceptual model TETIS. [18] tested the abilities 

of HEC-HMS to estimate surface erosion and sediment routing on House Creek watershed in 

Fort Hood, Texas. USA. 

Further studies were conducted to estimate soil erosion by applying the Universal Soil Loss 

Equation model. [19] presented a study to estimate the annual soil loss using USLE model for 

Kulhan watershed of Shivnath basin, Chhattisgarh using Remote Sensing (RS) and GIS 

techniques. [20] estimated both magnitude and spatial distribution of potential soil erosion in 

Indravati catchment in India by using USLE model. [21] studied soil erosion in northern Kirkuk 

along the left side of Altin Kobry watershed using the Revised Universal Soil Loss Equation 

(RULSE) based on GIS. 

The objective of this study is to estimate the surface runoff and sediments entering Mosul Dam 

lake from the main valleys in the left side during the study period (1/1/1988 - 31/8/2016). 

SWAT model was applied to estimate the surface runoff and sediments after the calibration 

and validation prosses, Bagnold Method was used in SWAT model to estimate sediment load. 

Yang, Excess Shear Theory and Toffaletti methods was programed by MATLAB to simulate 

sediments transportation. The other objective is to determine the delivery percent of the valleys, 

and which valleys are the main supplier of sediments to the lake. 
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2. Study Area 

The studied area is located north of Iraq on the left bank of Mosul Dam lake located in 50 km 

north of Mosul, there are several main valleys from the left and right sides deliver sediments 

directly into the lake. The study area also included Alkhooser seasonal river watershed located 

in 45 km northwest of Mosul, it was used to calibrate and validate SWAT model. The seven 

main valleys Althaher, Kalac, Nakab, Kurab Mailk, Afkiri, Jardiam and Amlak pour directly 

in the left bank of Mosul Dam lake, as show in Fig. 1.  

Fig. 1. Study area map. 

There is a large difference in the elevation of this area above the sea level (AMSL), ranging 

from 1250 m in the north to 330 m in the northeast near the reservoir of Mosul Dam, while the 

areas of the valleys watersheds ranged from 89.45 to 387.7 km2. This area consists of two main 

parts, the first part is the mountainous region of Baikher Fold on the north and Duhok Fold in 

the northwest, while the second part of the area is flatland with some hills [22]. These valleys 

were encoded by the symbols L1 to L7, respectively, in the case of secondary valleys in the 

main valley, the symbols (A), (B) and (C) were added to the original symbol, as in Althaher 

and Kurab Malik valleys, while the calibration and validation watersheds were encoded by the 

symbols (A) and (B), respectively. 

The calibration and validation watersheds are part of Alkhooser seasonal river basin, located 

northwest of Mosul. The watershed (A) located at the top of the waterfalls site, it is area 696 

km2, it was used to calibrate the model which has field measurements of the surface runoff and 

sediment load. The watershed (B) located northeast of the waterfalls, it is area 38.3 Km2, which 

is part of watershed (A) was used to validate the model [23]. Table 1 shows the morphological 

characteristics of the main seven valleys in the left side of the lake and the calibration and 

validation watersheds. The Digital Elevation Model (DEM) with resolution of (30*30) m 
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produced by ASTER was adopted as an input in SWAT simulation to determine the study area 

terrain. 

 
Table 1. Data of the seven valleys and the calibration and validation watersheds. 

Valley Name 
Valley 

Code 

No. of 

Sub 

Basins 

Morphological Characteristics 

Area 

(km2) 

AMSL 

(m) 

Avg. 

Slope 

(m/m) 

Max 

 Flow 

Distance 

(Km) 

Left Side 

Valleys 

Althaher A L1A 9 48.72 553 0.0293 13.0 

Althaher B L1B 24 115.3 568 0.023 17.6 

Kalac L2 23 97.1 528 0.0166 22.9 

Nakab L3 21 118.6 522.5 0.0149 24.7 

Kurab Mailk A L4A 7 27.77 444 0.0129 13.3 

Kurab Mailk B L4B 23 60.36 602 0.0236 27.1 

Kurab Mailk C L4C 27 66.08 621 0.0275 26.6 

Afkiri L5 19 89.45 572 0.02 26.5 

Jardiam L6 27 387.7 707.5 0.0129 50.5 

Amlak L7 27 148.2 676 0.0165 36.3 

Calibration Alkooser A 25 696 457 0.0109 52.7 

Validation Korsabad B 1 38.3 314 0.0074 10.2 

The Iraq Exploration Map [24] and Soil Analysis for multiple sites were analyzed to determine 

the soil types of the valleys in the left bank of the dam lake, the soils of the area are clay, silt 

clay and silt clay loam [25]. The Harmonized World Soil Database (HWSD) was used to 

explain the types and data of the study area soils. This map contains a rich database of all 

necessary information that required in SWAT model simulation. 

The area of the valleys that pour to the left side of the dam covers by winter crops (wheat and 

barley) with 76.6%, while grass and natural plants cover 21%. Some kinds of trees and 

vegetables as well as urban areas and villages cover the remaining part [25]. The Global Land 

Use Map (Globcover2009_L4_V2.3) was adopted for the purpose of determining the land use 

for the study area. 

The daily climate data for two weather stations near the study area (Mosul and Dohuk Stations) 

were used to generate the SWAT weather database for the daily continuous simulation. The 

daily database included rainfall, wind speed, relative humidity, maximum and minimum 

temperatures, and solar radiation. The average annual precipitation of the study area was 369 

mm along the study period. 

3.1. SWAT Calibration 

The Watershed (A) was used to calibrate the model which has field measurements of surface 

runoff and sediment load by [26]. [26] set up a surface runoff and sediment load measurement 

station at the outlet of the watershed (A). The watershed was used to calibrate the model 

because located near the area around the dam lake [15] and [16]. 

SWAT calibration for the surface runoff was carried out by changing curve number values 

(CN) within acceptable limits until the best results were obtained when comparing the observed 

and simulated surface runoff values, the best results were obtained by reducing the CN value 
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4%.  The performance of the model was assessed using four statistical criteria, they were 

Regression Coefficient (R2), Nash and Sutcliffe Model Efficiency (NSE), the Index of 

Agreement (IOA) and T-Test (TTest). The values of R2, NSE and IOA were 0.99, 0.64 and 0.89 

respectively, while the value of Ttest is 0.28, which is accepted for being less than the Ttest 

tabular value which is 2.92 at the confidence level 5%, as shown in table 2. 

Table 2. The observed and simulated values of the surface runoff and the statistical criteria values for 

the calibration. 

No. Date of Storm 
Rainfall 

(mm) 

Observed 

Runoff 

(mm) 

Simulated 

Runoff 

(mm) 

R2 NSE IOA Ttest 

I 19/02/2003 19 1.26 1.76 

0.99 0.64 0.89 0.28 II 21/02/2003 18 1.83 2.32 

III 15/01/2004 9 0.18 0.07 

The model was calibrated for sediment load then was assessment with the same statistical 

criteria, where R2, NSE, IOA and TTest were 0.99, 0.99, 0.99 and 0.75 respectively, Ttest is 

acceptable as being less than the tabular value, as shown in table 3. 

Table 3. The observed and simulated values of sediment load and the statistical criteria values for the 

calibration. 

No. 
Date of 

Storm 

Rainfall 

(mm) 

Observed 

Sediment 

(kg/m3) 

Simulated 

Sediment 

(kg/m3) 

R2 NSE IOA Ttest 

I 19/02/2003 19 1.85 1.91 

0.99 0.99 0.99 0.57 II 21/02/2003 18 2.1 2.14 

III 15/01/2004 9 0.6 0.54 

3.2. Yang Method Calibration 

The method presented by [27] to estimate the sediments was calibrated by changing the 

coefficient (Ƞvs) in the sediment load estimation equation within acceptable limits [28]. The 

best results were obtained when the coefficient (Ƞvs) is 1.52. The performance of this method 

was assessed by the same four statistical criteria R2, NSE, IOA and T-Test which was 0.99, 

0.81, 0.92 and 0.73, respectively, Ttest is acceptable as being less than the tabular value which 

is 2.92 at a confidence level 5%, as shown in table 4. 

Table 4. The observed and simulated values of sediment load by Yang Method and the statistical 

criteria values for the calibration. 

No. Date of Storm 
Rainfall 

(mm) 

Observed 

Sediment 

(kg/m3) 

Simulated 

Sediment 

(kg/m3) 

R2 NSE IOA Ttest 

I 19/02/2003 19 1.85 2.06 

0.99 0.81 0.92 0.73 II 21/02/2003 18 2.1 2.43 

III 15/01/2004 9 0.6 0.29 
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3.3. Excess Shear Theory Calibration 

The method presented by [29] and [30] to estimate the sediment load was calibrated by 

changing the coefficient (Ƞsh) in the sediment load estimation equation within acceptable 

limits [31]. The best results obtained when the coefficient (Ƞvs) is 1. The performance of this 

method was assessed by the same four statistical criteria R2, NSE, IOA and T-Test which is 

0.99, 0.7, 0.89 and 0.68, respectively, Ttest is acceptable as being less than the tabular value 

which is 2.92 at a confidence level 5%, as shown in table 5. 

Table 5. The observed and simulated values of sediment load by Excess Shear Theory and the 

statistical criteria values for the calibration. 

No. Date of Storm 
Rainfall 

(mm) 

Observed 

Sediment 

(kg/m3) 

Simulated 

Sediment 

(kg/m3) 

R2 NSE IOA Ttest 

I 19/02/2003 19 1.85 2.13 

0.99 0.7 0.89 0.68 II 21/02/2003 18 2.1 2.52 

III 15/01/2004 9 0.6 0.24 

4. SWAT Validation 

Field measurements of watershed (B) which conducted by [32] were used to validate the model 

for surface runoff estimation. The performance of the model was assessed using four statistical 

criteria. R2, NSE, IOA, and TTest were 0.98, 0.86, 0.96 and 0.33, respectively, Ttest is accepted 

for being less than the Ttest tabular value which is 2.92 at the confidence level 5%, as shown in 

table 6. 

Table 6. The observed and simulated values of the surface runoff and the statistical criteria values for 

the validation. 

No. 
Date of 

Storm 

Rainfall 

(mm) 

Observed 

Runoff 

(mm) 

Simulated 

Runoff 

(mm) 

R2 NSE IOA Ttest 

I 04/01/2003 14 0.312 0.12 

0.98 0.86 0.96 0.33 II 19/02/2003 19 3.75 2.85 

III 17/01/2004 16 1.66 1.69 

5. Surface Runoff Estimation 

Surface runoff occurs whenever the rate of water application to the ground surface exceeds the 

rate of infiltration. When water is initially applied to a dry soil, the infiltration rate is usually 

very high. However, it will decrease as the soil becomes wetter. When the rate of application 

is higher than the infiltration rate, surface depressions begin to fill. If the application rate 

continues to be higher than the infiltration rate once the all surface depressions have filled, 

surface runoff will commence [33]. 

SWAT model estimate surface runoff by one of two methods, the first method is Green and 

Ampt method which requires a lot of information about the soil and measurements of rainfall 

depths with time in high resolution, for example every hour, these values are not available in 

the measurement stations of the study area. The second method is Curve Number Method, 

which is the most widely used in surface runoff estimation and has been adopted in this study 
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for its compatibility with available rainfall and soil data. This method is based on soil 

characteristics, land use and hydrological conditions [34]. 

6. Sediment Load Estimation 

Soil erosion is the detachment and transportation of soil particles from their original place to 

further downstream by erosion agents such as water and wind. It is one of the normal aspects 

of landscape development. The severity of erosion increases with the decrease in cover material 

most likely vegetation. The vegetation cover decreases the soil erosion by decreasing the 

impact of raindrops that cause the detachment of the soil particles. Therefore, bare soil is more 

likely to be eroded by different soil erosion agents than soil with vegetation cover [10]. 

6.1. Watershed Sediments Estimation 

SWAT model estimates the process of soil erosion caused by rain using Modified Universal 

Soil Loss Equation (MUSLE). This method represents the use of MUSLE produced by [35] 

which is development of USLE which found by [36] as mentioned [37]. The USLE equation 

depends on the intensity of rainfall without taking into account the amount of infiltration if it 

is high or low. In the high infiltration, there is little runoff and therefore less erosion, while in 

the low infiltration there is a high runoff and therefore a larger erosion. The modification of 

the USLE equation convert the calculation of the erosion by the rain intensity to the surface 

runoff, while the other elements of the equation remained same. This development of the 

equation improved the sediment estimation process [38]. 

6.2. Channel Sediment Load Estimations 

The sediment load delivered from the channels of the seven valleys (Althaher, Kalac, Nakab, 

Kurab Mailk, Afkiri, Jardiam, Amlak) were estimated using four methods Bagnold, Yang, 

Toffaletti and Excess Shear theory. 

6.2.1 Bagnold method 

[39] Used [40] formula which adopts Stream Power theory to find the sediment load transferred 

in terms of slope and flow velocity of the channel, SWAT model use this method for estimating 

the amount of sediments transferred in the channel. The sediment estimation equation is based 

on the maximum flow velocity [23]. 

6.2.2 Toffaletti method 

Toffaletti presented a procedure for the determination of sediment transport based on the 

concept of Einstein theory. In his method, he first replaced the actual channel for which the 

sediment discharge is to be calculated by an equivalent two-dimensional channel of width equal 

to that of real stream and depth equal to the hydraulic radius of the real stream. Then he divided 

the flow depth into four zones to calculate the sediment load in it. 

The main differences between Toffaletti and Einstein methods are that utilized: (1) the velocity 

distribution in the vertical, (2) a combination of several of Einstein correction factors into one, 
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and (3) a relation of stream parameters (Sediment Transport for an Individual Grain and 

Intensity of shear on Individual Grain Size) to sediment transport at other than the two grain 

diameters above the bed [41]. The resulting SWAT simulation discharges were used as an input 

in the estimation of the sediment load using Toffaletti Method. The velocity and flow rate is 

then found using the Manning equation. A code was created in MATLAB to simulate the steps 

of the sediment load estimation using this method.  

6.2.3 Yang method 

Yang defined unit stream power as the time rate of potential energy dissipation per unit weight 

of water (flow velocity times energy gradient, which is approximated by the slope of the soil 

surface or channel bed) [28]. The resulting discharges from SWAT simulation was used as an 

input in sediment load estimation using Yang Method. A code was created in MATLAB to 

simulate the steps of this method to estimate the sediments. 

6.2.4 Excess shear theory 

The fundamental assumption in modeling sediment transport is involved in the mechanism of 

incipient motion of sediment transport on the bed surface. On the one hand, the stability of 

granular material in the river bed depends on the angle of repose at which the motion of 

particles occurs. The angle of repose equals the sweeping angle of the connected line between 

a particle center of mass and the contact point around which the particle rotates on the bed 

surface when the particle center of mass is vertically above the contact point, and thus, the 

angle of repose depends on the shape of the particle, the size of the particle, and the particle 

orientation on the bed surface. On the other hand, the flowing fluid exerts forces, initiating the 

motion of particles, on the particles. The threshold conditions are satisfied when the 

hydrodynamic moments of forces acting on the single particle balance the resisting moments 

of force. The hydrodynamic forces consist of the weight of the particle, buoyancy force, lift 

force, drag force, and resisting force. When the ratio of the active horizontal force to the 

vertically submerged force, called the Shields parameter, exceeds the critical value 

corresponding to the initial motion of the particle the particle will be in the submerged incipient 

motion [42]. [29] and [43] presented an equation for the purpose of estimating the sediment 

load using Excess Shear Theory. This method was also programmed using MATLAB. 

7. SWAT and the Codes Simulation 

The SWAT program was used in this study to estimate the surface runoff and also sediment 

loads resulting from the impact of rain storms on the seven valleys that pour into the left bank 

of the dam lake after calibrating and validating the model using the watershed (A) and (B), 

respectively, and obtaining good results. The topographic map (DEM) with resolution (30*30) 

m, the soil type map (HWSD) and the land use map (Globcover2009_L4_V2.3) insert in the 

model to determine the topography, soil type and land use of the valleys. A continuous daily 

simulation was conducted throughout the study period (1/1/1988 - 31/8/2016). 

SWAT model divides each main basin into many subbasins and then calculates the surface 

runoff and the sediment load, as well as other data such as the discharge and sediments that 

flow in its channels until reaching the outlet of the basin. SWAT provides us with a data file 
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generated from the daily simulation that includes many information as well as many other files 

that contain the data of the channels, including the slop, width and length of these channels. 

A continuous daily simulation was carried out throughout the study period to estimate the 

sediment load using Yang, Toffaletti methods and Excess Shear Theory using the codes 

designed in MATLAB to simulate these methods. The resulting discharge from the simulation 

of SWAT model was used as an input in the codes because they were designed to estimate the 

sediment load only, as well as data for the dimensions of the channel and its other 

characteristics and other required data for each method. 

8. Conclusions 

The maximum surface runoff of Jardiam valley were 75.8*106 m3 and 68.8*106 m3 for the 

years 1988 and 1993, respectively, while the minimum amounts were 0.85*106 m3 and 

0.68*106 m3 for the years 1999 and 2008, respectively. The average annual surface runoff along 

the study period is 42.1*106 m3. The total surface runoff along the study period is 775.56*106 

m3. Fig. 2 shows the annual surface runoff of Jardiam. Table 7 shows the annual values of the 

maximum, minimum, average and total surface runoff for the study period of the seven valleys.  

 

 

 

 

 

 

 

 

Fig. 2. Annual surface runoff of Jardiam valley. 
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Bagnold M. *10^3 Excess Shear TH. *10^3 Toffaletti M. *10^4 Yang M. *10^4

Table 7. The annual values of the maximum, minimum, average and total surface runoff for the study 

period of the seven valleys. 

Valley 

Code 

Max Runoff 

(mcm) 

Years of 

Max Runoff  

Min Runoff 

(mcm) 

Years of Min 

Runoff  

Average 

Runoff 

(mcm) 

Total 

Runoff 

(mcm) 

L1A 
24.3 - 26.6 

1988, 1993, 

2016 
0.04 - 0.5 

1999, 2000, 

2008, 2009 
8.2 237.85 

L1B 

L2 12.4 - 13.4 
1988, 1993, 

2016 
0.004 - 0.2 

1999, 2000, 

2007 - 2009, 

2012 

3.6 103.16 

L3 15 - 15.9 
1988, 1993, 

2016 
0.006 - 0.25 

1999, 2000, 

2007 - 2009, 

2012 

4.2 121.56 

L4A 

19.7 - 21.2 
1988, 1993, 

2016 
0.006 - 0.46 

1999, 2000, 

2007 - 2009, 

2012 

5.7 165.93 L4B 

L4C 

L5 11.6 - 11.9 
1988, 1993, 

2017 
0.006 - 0.3 

1999, 2000, 

2007 - 2009, 

2012 

3.3 95.64 

L6 75.8, 68.8 1988, 1993 0.85, 0.68 1999, 2008 42.1 775.56 

L7 29.3, 26.9 1988, 1993 0.29, 0.17 1999, 2008 9.9 288.06 

 

The annual sediment load along the study period for Jardiam valley were 68.62*103, 42.13*104, 

160.77*103 and 78.6*104 tons for Bagnold, Yang, Excess Shear Theory and Toffaletti methods, 

respectively. The total sediment load during the study period were 1989.88*103, 1221.78*104, 

4662.19*103 and 2279.51*103 tons, respectively. Fig. 3 shows the annual sediment load along 

the study period for Jardiam. Table 8 shows the values of the averages annual sediment load 

and total sediment load over the study period of the four methods and the seven valleys.  

 

 

 

 

 

 

 

 

  Fig. 3. Annual sediment load of Jardiam valley. 
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Fig. 4. The percentage of sediment load delivered to the left side of the lake using the average 

of the four methods used in this study. 

Table 8. The values of the averages annual sediment load and totals sediment load over the study 

period of the four methods and the seven valleys. 

Valley 

Code 

Bagnold M. * 103 Yang M. * 104 
Excess Shear TH. * 

103 
Toffaletti M. * 104 

Average 

Sed. 

Load 

(ton)  

Total 

Sed. 

Load 

 (ton) 

Average 

Sed. 

Load 

(ton)  

Total 

Sed. 

Load 

 (ton) 

Average 

Sed. 

Load 

(ton)  

Total 

Sed. 

Load 

 (ton) 

Average 

Sed. 

Load 

(ton)  

Total 

Sed. 

Load 

 (ton) 

L1A 
18.35 532.17 14.05 407.35 35.83 1039.19 19.67 570.29 

L1B 

L2 7.0 203.01 1.67 48.36 11.24 326.09 5.3 153.73 

L3 8.77 254.42 2.64 76.46 15.03 435.74 7.53 218.44 

L4A 

10.56 306.21 4.52 131.12 17.77 515.21 9.94 288.12 L4B 

L4C 

L5 5.78 167.53 1.49 43.18 8.46 245.26 4.26 123.67 

L6 68.62 1989.8 42.13 1221.78 160.77 4662.19 78.6 2279.51 

L7 22.84 662.42 6.5 188.5 37.09 1075.67 17.5 507.55 

The results of this study showed that Jardiam valley is the main supplier of sediments to Mosul 

Dam lake from its left side with 56%. Its large area 387.7 km2, land cover and high slopes plays 

a large role in increasing the amount of surface runoff and sediment load. Fig. 4 shows the 

percentages of sediment load delivered to the left side of the lake using the average of the four 

methods used in this study, Fig. 5, 6, 7 and 8 shows the percentages of sediment load delivered 

from the seven valleys using Bagnold, Yang, Excess Shear Theory and Toffaletti methods, 

respectively. 
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Fig. 7. The percentages of sediment load delivered from the seven valleys using Excess Shear Theory. 

Fig. 5. The percentages of sediment load delivered from the seven valleys using Bagnold Method. 

Fig. 6. The percentages of sediment load delivered from the seven valleys using Yang Method. 

Fig. 8. The percentages of sediment load delivered from the seven valleys using Toffaletti Method. 
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L2
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L4A
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L4C
L5
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L7
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       The recommendations as following: 

 SAWT model is recommended for estimating surface runoff and sediment load by the 

insertion of the needed data then the calibration and validation of the model. The output 

will be tables of results of water flow, sediments and water quality data with other details.  

 Jardiam valley is the main supplier of sediments to Mosul dam lake from the left side with 

56%. So, it is recommended to use all methods to reduce the soil erosion and sediment 

transport process in this valley. 

 In general, there is large proportion of sediments entering the lake from the left bank 

valleys, so it is good to cultivate the land of these valleys and other possible methods to 

reduce soil erosion and thus reduce the amounts of sediments entering the lake.
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Abstract 

In this study, numerical calculations are conducted by using SST turbulence model to investigate effect of multi airfoil on 

aerodynamic efficiency of MW scale wind turbine blade. For the numerical calculation S type airfoils developed by NREL 

are used. Initially, numerical calculations are performed for S825 airfoil, and obtained results are compared with 

experimental data to validate the simulation accuracy of this modeling. The comparisons show good agreement for the 

numerical approach with experiment in the lift coefficients at the angle of attack from -2 to 3 degree, which is the normal 

operation angle of wind turbine. For the root part of the wing S826, for the body S825, which is slightly thinner and for 

the tip section S814 airfoil are selected and designed in 2D and 3D shape. Lift coefficients, lift to drag ratios and pressure 

coefficient along the surface for S 814, S 825 and S 826 airfoil are calculated, and compared. 

Keywords: S825, S814, S826, airfoil, lift, drag, numerical calculation, SST 

1. Introduction 

 

The primary component of a wind turbine is the rotor which transforms the kinetic energy of air into 

mechanical energy. The capability of rotor to convert a maximum ratio of wind energy to mechanical 

is obviously depends on aerodynamic properties of blades which determine overall efficiency of wind 

turbine. Efficiency of the blades is prime importance for the overall economics of the system. Therefore 

the blade is the one of the key components of a wind turbine which compromises ideal aerodynamic 

shape. With the increasing power harnessed by wind turbine, the size and weight of the blades also 

increase [1]. The majority of the airfoils in use on horizontal-axis wind turbines were initially 

developed for aircraft but, with the development of the wind turbine industry, more efficient airfoil 

especially only for wind turbine has been designed for last 30 years [2]. Airfoil design and wind tunnel 

test is complex and requires significant expertise because it has a very time consuming process [3]. 

But today, with the help of high speed and powerful computer, numerical calculation can be done close 

to the experimental results. Therefore many airfoil design code has been develop and are being used 

for performance calculation of airfoil. Therefore numerical calculation is very helpful to estimate 

aerodynamic properties of the airfoil by using turbulence model like k- ε, k-w, Spalart–Allmaras and 

SST. NACA 0012 airfoil has been subjected to many researches due to its aerodynamic properties and 

has been subjected to sensitive experimental and theoretical studies. Numerical simulation of 4-digit 

inclined NACA 00xx symmetric airfoils to find optimum angle of attack for airplane wing was 

performed and obtained data compared with experiment data to validate the simulation accuracy of the 
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Computational Fluid Dynamics (CFD) approach [4].Correlation between numerical calculation and 

experimental study is very good. Numerical calculation of airfoil NACA 632-215 was performed to 

determine optimum angle of attack for horizontal axis wind turbine by using SST turbulence model 

and lift, drag coefficient, lift to drag ratio and pressure coefficient around the airfoil were calculated 

and compared with different velocity [5]. Numerical Analysis of NACA64-418 Airfoil with Blunt 

Trailing Edge was conducted and obtained results were compared with experimental data validate 

simulation accuracy of CFD then other airfoil were investigated. The transport equations for the 

transition of SST model is based on the Wilcox k-ω model, is good to predict the transition point [6]. 

The numerical simulation of horizontal axis wind turbines airfoil S809 with untwisted blade was 

performed with k- ε model and compared with experimental data to determine the optimal angle of 

attack that produces the highest power output [7]. The performance of NREL S series airfoils with 

different wind speeds was investigated with SST turbulence model and the optimum blade profile for 

each wind speed is determined based on the maximum lift to drag ratio and results showed that the 

CFD code can accurately predict the wind-turbine blades aerodynamic properties [8]. Steady-state, 

two-dimensional CFD calculations were performed for the S809 laminar-flow and calculations show 

that the k- ε model, is not appropriate at angles of attack with flow separation [9]. A mathematical 

model for airfoil design based on the blade element momentum theory for S809 airfoil was 

implemented and compared with experimental data to evaluate turbine performance with a wide range 

of wind velocities [10]. Aerodynamic performances of S-series wind turbine airfoil of S 825 was 

numerically investigated by using SST turbulence model to get maximum aerodynamic efficiency for 

a wind turbine and the comparison shows good agreement for the numerical approaches [11].Therefore 

SST turbulence model is reliable to investigate aerodynamic properties of other airfoils in this study.   

 

In this paper a sample blade is designed by using three different airfoils (S814, S825, S826) then 

aerodynamic properties of each airfoil are calculated by using SST turbulence model. Such types of 

airfoils were proposed for megawatt-scale wind turbines by NREL. The lift and drag coefficients of 

airfoil S825 are calculated with the SST turbulence model, and obtained results are compared with 

experimental data to validate the simulation accuracy of the Computational Fluid Dynamics (CFD) 

approach then S814 and S826 are calculated and compared with different velocity. According to the 

calculations, to achieve the highest torque for this blade design S814 should place at the root, S825 is 

at the primary part and S826 should place at the tip of the blades. 

2.  Computational Approach 

 

For this calculation flow is assumed that fluid is incompressible and two-dimensional (2-D) 

Navier–Stokes equations written as: 

𝜌
𝜕𝑢

𝜕𝑡
+ 𝜌(𝑢. ∇)𝑢 = ∇. [−𝑝𝐼 + 𝜇(∇𝑢 + (∇𝑢)𝑇)] + 𝐹                                                    (1) 

𝜌∇. 𝑈 = 0                                                                               (2) 

 

Any solid objects with any shape, if it was subjected to fluid stream, object experience a force 

from the flow. The sources of this force are from viscous and pressure effects on the surface of the 

object. Total force on the surface of airfoil is written as: 

 

𝐹 = ∫ 𝑝𝑑𝐴 + ∫ 𝜏𝑤𝑑𝐴                                                                  (3) 

This force can be divided in two parts as lift and drag force. If we take airflow along the x direction, 

drag force is in the same direction with airflow but lift is in the y direction. Lift and drag force can 

be written as: 
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𝐿 = − ∫ 𝑝𝑠𝑖𝑛𝜃𝑑𝐴 + ∫ 𝜏𝑤𝑐𝑜𝑠𝜃𝑑𝐴                                                             (4) 

𝐷 = ∫(𝑝𝑑𝐴)𝑐𝑜𝑠𝜃 + ∫(𝜏𝑤𝑑𝐴)𝑠𝑖𝑛𝜃                                                           (5) 

 

Lift and drag coefficients are dimensionless quantities and used to measure the aerodynamic 

properties of an object which vary with the angle and the shape of the airfoil. Lift, drag and pressure 

coefficients defined as: 

 

𝐶𝐿 =
𝐿

1
2⁄ 𝜌𝑈∞

2𝐴
                                                                              (6) 

𝐶𝐷 =
𝐷

1
2⁄ 𝜌𝑈∞

2𝐴
                                                                               (7) 

𝐶𝑃 =
𝑝−𝑝∞

1
2⁄ 𝜌𝑈∞

2                                                                               (8) 

 

Where, 1
2⁄ 𝜌𝑈∞

2 is dynamic pressure. Generally drag and lift coefficients of an object was only 

measured with wind tunnel tests. But with development of efficient and cost effective CFD 

software and rapid decrease in the cost of computations, CFD is replacing the wind tunnel tests 

due to the rapid increase in the cost of experimentation. 

3.  Method of modeling 

The wind turbine blade designed and modeled in this study are composed of three different airfoils 

and are shown in Fig. 1. One of the airfoil is intentionally chosen because which has experimental 

data to compare the accuracy of the simulation technique. For the numerical analysis, commercial 

CFD program COMSOL is used for the shape modeling, grid generation and aerodynamic 

analysis. The flow field around S814, S825 and S826 is assumed as incompressible viscous flow. 

To eliminate the effect of the domain size on the results, computational domain is extended 

300x200 times the chord length of the airfoil.  

 

Fig. 1. Aerodynamic shape of a wind turbine blade 

As the boundary conditions, velocity inlet and open boundary are selected. The inlet port is set as 

a velocity inlet and determined by Reynolds number, the output port is set open boundary with 

zero pressure. The computational domain is consists of a semicircle of the diameter of 200c and a 

rectangular domain size of 200x200c, the airfoil is locates at the semicircular center and flow 

domain and boundary conditions is shown in Fig. 2. No slip boundary conditions are applied on 

the airfoil surface. The pressure is assumed to be 1 atm and temperature is 20°C.  SST turbulence 
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model is adopted and turbulent intensity, 0.005, turbulence length scale, 1 m and reference velocity 

scale length is set to 1 m/s. 

 
 

Fig. 2. Flow domain and boundary conditions 

C-type mesh is adopted around the all airfoils to discrete the flow field in the simulation and as 

shown in Fig. 3. Dense grids are applied around the airfoil but sparse distributions are adopted in 

the region far away from airfoil. Model is divided into three part and 86800 quadrilateral elements 

are created. To verify the accuracy of the numerical analysis, the lift and the lift-to-drag ratio are 

compared with the wind tunnel experiment [10]. Because only if the grid number is in a certain 

range, the results are more agreement with experimental data otherwise too dense or too sparse 

mesh distribution may produce calculation error. For an accurate comparison, all three airfoils are 

meshed using the same methods. Because only S825 airfoil has experimental data and which 

constitute a reference for the other two airfoils. 

 
 

Fig. 3. Mesh distribution around the airfoil 

4. Results and discussion 
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Currently, wind power companies are generally installing MW scale onshore wind turbine such as 

1.5 MW, 2 MW, and 3 MW. Numerical design and simulation of a 20 to 40 m blade for 1-2 MW 

wind turbines is performed with the wind speed between 8.4 m/s and 25 m/s, using airfoils S814, 

S825, S826 respectively. Before the numerical calculation is attempted, the reliability and validity 

issue of CFD is investigated for S825 airfoil because it has reliable experimental data [12]. Fig.4 

shows the comparison of SST turbulence computational lift coefficients with those of the 

experiment (NASA Langley) and also Eppler code (NREL) calculation results. The agreement for 

lift coefficient between the computational and experimental results is very good for operation 

angle from -5° to 8 degree. It is interesting that this SST turbulence calculation shows better 

agreement compare to agreement between Eppler code calculation and experimental data. For the 

lift coefficient Eppler code data are slightly higher than experimental results. According to Fig.4, 

with the increasing Reynolds numbers there is still good agreement for low angle side but at higher 

angle, agreement angle degrease from 8 to 6 degree. However, predicted results for higher than 8 

degree is not in good agreement with the experiment for all conditions and lift coefficient increase 

with the increasing angle of attack but increment in experimental data starts to decrease at certain 

degree. Eppler code lifts calculation data slightly higher than experimental data for all condition. 

With the increasing angle of attack, flow separation and vortex formation begins as shown in Fig. 

5.  

 
Fig. 4. Lift coefficient vs. angle of attack 

As seen from the Fig.5, with the increasing angle of attack, wind speed increases on both pressure 

and suction side. Red (Dark) color indicates that wind speed is high in those area but blue (light) 
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color indicate slower speed. Flow separations are clearly seen in all Fig.5 at the upper trailing edge 

side. With the increasing angle of attack, flow separation is growing and eddy current is evident. 

There are no vortex formations in Fig.5(a) and (b) but vortexes are clearly seen in in Fig.5(c) and 

(d). Fig.6 shows the comparison of SST turbulence model lift coefficient calculation results at the 

Reynolds numbers of 1x10^6, 2x10^6, 3x10^6, with the angle of attack from -2 to 12 degree. S826 

airfoil intended to tip portion of the wind turbine blade in this modeling, has a maximum lift 

coefficient in each case compare to others. Because of higher lift coefficient S826 airfoil improve 

efficiency by producing higher torque at low wind speeds. S825 airfoil numeric data are calculated 

very close to S826’s and they together create high efficiency. S814 airfoils are thicker than two 

others and create lower aerodynamic lift, but its physical structure is necessary for blade to be 

strong enough. The agreement between the computational lift coefficient and experimental results 

for S825 is very good at the angle of attack from -2 to 6 degree. As mention before S814 and S826 

doesn’t have experimental data so this calculation can be used to estimate aerodynamic properties 

of S814 and S826 until at angle of attack of 6 degree. 

 

 
 

Fig. 5. Velocity magnitude (m/s) and streamline vs. angle of attack (Deg.) 
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Fig. 6. Computational lift coefficients vs. angle of attack (Deg.) 

Lift to drag ratio versus angles of attack for experimental and both Eppler code and this calculation 

are shown in Fig. 7. For experimental measurement, lift to drag ratio increase until 5° and become 

highest at this point and after that it starts to degrease again. Maximum lifts to drag ratio in 

experimental studies vary between 110 and 120. In calculations made by using Eppler code, 

despite poor compliance between lift coefficient with experimental data, lift to drag calculation 

results show very good agreement with experiments for each case. Lift to drag ratio calculated by 

using SST turbulence model reach maximum lift to drag ratio at the angle of attack 3° in each case. 

In this numerical calculation, although the lift coefficients show full compliance with experiment 

at certain interval, the lift to drag ratio doesn’t correlate with experiment. Drag coefficient 

calculated with SST turbulence model are lower than experimental data. The measurements of 

higher drag coefficient in real conditions are normal. The reason why many effects are neglected 

or approximations are used to solve out complex numerical equations. Dust particles deposited on 

the blade and surface roughness are some of the parameters in real condition affect the drag force. 
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Fig. 7. Lift to drag ratio vs. angle of attack (Deg.) 

Fig. 8 shows pressure coefficient along airfoil at the angle of attack 0°, 3°, 6°, 9° and 12° 

respectively. As seen in the Fig.8, with the increasing angle of attack pressure increase sharply at 

the zero point of the chord line then immediately decrease again. For S814 airfoil, chord distance 

(x/c) between 0.1 and 0.3, the pressure coefficient on the upper surface of the airfoil are calculated 

lower than pressure side of airfoil and this reduces the lift coefficient. With the increasing angle 

of attack the pressure difference between upper and lower surfaces increases which results in the 

lift coefficient increase. Pressure sides of S825 and S826 airfoil have smooth pressure distribution 

but S814 airfoil has a fluctuating pressure distribution on the same side. All three show similar 

pressure distribution profile on suction side. The uniform pressure distribution on lower surfaces 

is shown to improve the aerodynamic efficiency of airfoil for this modeling. 
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Fig. 8. Pressure coefficient along airfoil 

 5. Conclusion 

 

This paper numerically investigates influence of multi airfoil effect on the aerodynamic 

performance of wind turbine blade by CFD with the SST turbulence model. Initially, S825 airfoil 

is simulated, and obtained results are compared with experimental data to validate the simulation 

accuracy of this modeling. The comparisons show good agreement for the numerical approach 

with experiment in the lift coefficients at the angle of attack from -2 to 6 degree. This interval is 

the normal operating range of the wind turbine. Then numerical calculations are conducted for 

S825 and S826 airfoil at the angle of attack from -2 to 12 degree. Lift coefficients, lift to drag 

ratios and pressure coefficient along the surface for S814, S825 and S826 airfoil are calculated, 

analyzed and presented. The objective of the simulation is also to compare aerodynamics 

properties of S814 and S826 airfoil with S825 in the same figure. All simulated airfoils were 

designed by NREL and are shown in Fig.1. With the increasing angle of attack, lift coefficient 

increase. While the S826 airfoil create maximum lift coefficient, S814 has the lowest value at all 

angle. Next, lift to drag ratio are calculated and the result are compared those obtained 

experimental study and Eppler code calculation data. Maximum lift to drag ratio are found at the 

angle of attack 3° but in experimental study maximum lift to drag ratios were obtained at the angle 

of attack around 5°.Finally, pressure coefficient around airfoil are calculated and compared at the 

angle of attack from 0° to 12°. At the pressure side of S825 and S826 airfoil has more uniform 
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pressure distribution with respect to S814 airfoil, therefore those two airfoils indicate better 

aerodynamic efficiency. As a result, to get maximum efficiency from proposed three-airfoils 

system S814 should be at the root, S825 is at primary and S826 should be at the tip of blades. 
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Nomenclature 

𝐶𝑝   Pressure coefficient 

𝐶𝐿  Lift coefficient 

𝐶𝐷  Drag coefficient 

p   Static pressure 

𝑝∞  Free stream pressure 

𝑈r   Relative velocity 

𝑈∞  Free stream velocity (wind velocity) 

u   Velocity field x component 

v   Velocity field y component 

c   Airfoil chord 

t   Percentage of the maximum thickness 

k   Turbulence kinetic energy 

ε   Turbulence dissipation rate 

ω   Rotational velocity 

ρ   Density 

𝜌∞  Free stream density 

μ   Dynamic viscosity 

α   Angle of attack 

∅  Scalar quantity of the flow 

NACA National Advisory Committee for Aeronautics 

NASA   National Aeronautics and Space Administration 
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Abstract 

 

Theories which consider small scale effect have a great importance on analysis in micro and nano scale. In present 

paper, three kind of nanotubes (Carbon Nanotube (CNT), Boron Nitride Nanotube (BNNT), and Silicon Carbide 

Nanotube (SiCNT)) are analyzed in case of buckling on two parameters elastic foundation. Three different small 

scale theories (Nonlocal Elasticity Theory (NET), Surface Elasticity Theory (SET), and Nonlocal Surface Elasticity 

Theory (NET&SET)) are applied to calculate the buckling loads. Also Classical Euler-Bernoulli Beam Theory 

(CT) is used to see the effect of small scale effective theories. Comparative results are given for simply supported 

nanotubes in figures.   

 

Keywords: CNT, BNNT, SiCNT, Nonlocal Elasticity, Surface Elasticity, Nonlocal Surface Elasticity. 

 

 

1. Introduction 

 

Nanotubes have a gigantic using area in nanotechnology based devices. Due to their superior 

mechanical properties, different kind of nanotubes are being used in many area such as space 

technology, nanosensors, nanoactuators, biotechnology etc . Carbon nanotube is the most used 

nanotube type since its discovery in 1991 by Iijima [1]. Carbon nanotubes consist of six Carbon 

(C) atoms bonded to each other in hexagonal shape. Carbon nanotubes attracted much attention 

due to its very high mechanical properties such as Young’s modulus which is equal to 1 TPa 

[2-5]. As technology always needs better material with better properties, scientists have 

developed a new type of nanotube which is much stronger than CNT called BNNT. BNNT’s 

material properties look better than CNT on paper with Young’s modulus equal to 1.8 TPa 

while the cost of BNNT is much higher than CNT [5-10]. Another kind of nanotube is boron 

nitride nanotube. Due to its superior mechanical strength, BNNT have been researched and used 

widely [8, 11, 12]. Their limited thermal resistance pushed researchers to develop a new 

nanomaterial. Silicon carbide nanotube can stay stable until 1000oC where Carbon nanotube 

and Boron Nitride nanotube can stay stable only until 600oC [13].  
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2. Nanotubes 

 

In present paper nanotubes are modeled as resting on double parameter foundation. To model 

double parameter foundation Winkler and Pasternak foundation models are used. Foundations 

parameter of Winkler and Pasternak foundations are kw and kp respectively. As it can be seen 

from Fig. 1, nanotubes are obtained, basically, by rolling over the long side of graphene or 

silicene sheets.   

 

 
 

 
 

  
 

Fig. 1. Obtaining nanotubes  

 

Nanotubes can be obtained in three form. These forms are determined by the rolling angle of 

graphene or silicene sheet. To illustrate, silicene sheet and three forms of nanotubes are 

demonstrated in Fig. 2. The red marked lines in silicene structure shows clearly the difference 

between rolling angles. As it can be seen from the top marked line in red at silicene, the 

armchair structure can be obtained by rolling the silicene sheet with zero degree. Likewise, 

zigzag nanotube structure can be obtained by a rolling of silicene sheet with 45o. Furthermore, 

any rolling with any other angle will be called as chiral. For example, SiCNT can be obtained 

in armchair, zigzag, and chiral form [14]. Each of these three types of SiCNT have different 

Young’s modulus. Three types of SiCNT’s are demonstrated in Fig. 2. Furthermore, as it can 

be seen, three types of nanotube structures look different from each other. 

 

 
 

Fig. 2. Armchair, zigzag, and chiral structure 
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Graphene is one of the most futuristic material founded in present century. Within its discovery 

in 2004 (13 years after the foundation of carbon nanotube) graphene sheets attracted huge 

attention with its superior material properties [4, 15-19]. Graphene sheets consist of six carbon 

atoms. These six atoms are bonded to each other in honeycomb (hexagonal) shape.  Graphene 

sheets can be produced in many methods. To illustrate two of most used methods are layer 

separation and chemical separation methods. Graphene sheets and graphene based nano-sized 

materials (carbon nanotubes, carbon nanowires) have limited thermal stability. Carbon based 

nanomaterials can stay stable only until 600oC in air [20, 21]. Due to this thermal limitation, 

these materials can only be used in limited applications area where these nano-sized materials 

will not be effected by an environment higher than 600 oC. On the other hand, scientists need 

to use strong nano-sized materials in environment much higher than 600oC like aerospace. For 

example NASA will launch a spacecraft named Parker Solar Probe to the sun where the 

spacecraft will be in an environment around 1400oC in 2018 summer [22]. To overcome this 

issue, scientists have produced a new nanomaterial, silicene, which can stay stable until 1200oC 

without any damage [13]. Silicene is a layer of silicon atoms which are hexagonally arranged 

similarly to carbon atoms in graphene sheets. However, the mechanical properties of silicene 

are weaker than graphene. To explain, Si-Si bond length in silicene is 2.29 Å where the C-C 

bond length is 1.42 Å in graphene, so that silicene performs higher chemical reactivity than 

graphene. This bond length makes silicene weaker than graphene.  To address this issue silicene 

and graphene are composed and a new more powerful, thermal resistant nanomaterial has been 

developed ‘silicon carbide sheet’.  

 

 

 
 

Fig. 3. The structure of CNT, BNNT, and SiCNT 

 

NASA Glenn Research Center has collaborated with Rensselaer Polytechnic Institute in order 

to obtain silicon carbide sheets. Researches from the collaboration have developed several 

methods to obtain silicon carbide sheet. Some of these methods are chemical conversion of 

carbon nanotubes (nanotubes which have been obtained by rolling graphene sheet) to silicon 

carbide nanotube (nanotube which have been obtained by rolling silicon carbide sheet), direct 
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SiCNT growth on catalyst, and template-derived SiCNTs. Finally, scientist have produced the 

material, silicon carbide sheet, which is capable to stay stable under 1000oC and stronger than 

silicene in case of mechanical stability. On the other hand, boron nitride nanotubes are another 

kind of nanotube which consist of boron “B” and nitrogen “N” atoms bonded to each other. The 

bond length between B and N atoms is 2.503 Å [11]. Although the bond length in BNNT is 

longer than CNT and SiCNT, BNNT is the strongest material in case of mechanical stability 

with Young’s modulus equal to 1.8 TPa where CNT and SiCNT have Young’s modules equal 

to 1 TPa and 0.62 TPa respectively [10, 13]. Three types of nanotubes are demonstrated in Fig. 

3. Carbon atoms, boron atoms, nitrogen atoms, and silicon atoms are demonstrated with red, 

blue, green, and yellow balls in Fig. 3 (carbon atoms are demonstrated in darker color in SiCNT 

structure).  

Nanotubes have been modeled as plate, shell, rod, and beam in literature [23-30] to make 

bending [31, 32], buckling [33] , vibration [34] analyses possible theoretically. In this paper, 

nanotubes are modeled as cylindrical beam by using Euler-Bernoulli beam model. In the model, 

L is the length, r is the average radius, D is the average diameter, t is the thickness of nanotube. 

 

3. Formulation for Buckling Problem of Nanotubes  

Buckling equation with surface effect can be obtained by using the following nonlocal Euler-

Bernoulli beam model. Nonlocal Euler-Bernoulli model of nanobeams can be expressed as 

follows [35, 36] 
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In Eq. (1), w(x) is the deflection at any x point, P and q are the axial compressive load and the 

transverse distributed force respectively. The moment of inertia of a nanotube can be calculated 

by using classical moment of inertia for circular cross sections as follows 

 

𝐼 = 𝜋𝑟3𝑡                                                                              (2) 

  

Where ‘r’ is the radius of nanotube and ‘t’ is the thickness. In order to take the surface elasticity 

effect into consideration, the classical flexural rigidity ‘EI’ need to be replaced with ‘ EI ’. EI

is the effective flexural rigidity, for a nanotube with a circular section EI  can be calculated as 

68] 

 

864

34 DEDE
EI

s
  (3) 

 

As it can be seen in Eq. (3), there are two different Young’s modulus parameter for one material. 

Es is the surface Young’s modulus and E the material’s Young’s modulus. “D” is the average 
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diameter which can be calculated by calculating the difference between outer and inner 

diameter of nanotube. The residual surface stress doesn’t have any effect on the bulk in case of 

the deflection equal to zero. On the other hand, in case of any deflection, the residual surface 

tension generates a distributed transverse loading q(x) along the longitudinal direction. The 

Laplace-Young equation predicts that 
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Where H is a constant which depends on the residual surface tension and the cross-sectional 

shape and can be calculated with the following equation [37, 38] 

 

DH 02  (5) 

  

 In Eq. (5) ‘ 0 ’ is the residual surface tension. By substituting Eqs. (3-5) in Eq. (1) we can 

obtain the equilibrium equation of a nanowire embedded in Winkler and Pasternak foundation 

as [39] 
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Where   is the nonlocal parameter and equal to  2
0
ae . kw and kp are the Winkler and Pasternak 

foundation parameters, respectively. In case of choosing kw and kp equal to zero, the equation 

will be the nanowire equilibrium without any foundation effect. Hence by choosing H and   

equal to zero, the equation will be the nanowire equilibrium embedded in double parameter 

foundation without nonlocal and surface effect. To calculate the buckling loads of nanowire, 

boundary conditions must be used in Eq. (6). In case of simply supported nanobeams, boundary 

conditions can be expresses as [40, 41] 

 

w=0  and   M=0      at      x=0 and x=L
 

(7) 

 

To use Navier’s Solution Procedure, generalized displacement series needs to be employed as 

follows 

 

𝑤(𝑥) = ∑ 𝑊𝑛

∞

𝑛=1

sin (
𝑛𝜋𝑥

𝐿
)                                                               (8) 
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In Eq. (56), 𝑊𝑛 is the undetermined Fourier coefficient. This means that Eq. (8) must satisfy 

the associated boundary conditions. Use of Eq. (8) in Eq. (6) yields the following relation for 

buckling loads of a nanowire which are embedded in double parameter foundation including 

size effect as;  

For nonlocal elasticity theory (NET) 
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For surface elasticity theory (SET) 

 

2

24

)(

)(






























L

n

k
L

n
kH

L

n
EI

nP

wp





 (10) 

  

For nonlocal surface elasticity theory (NET & SET) (NSET) 
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4. Numerical Examples 

 

In present paper the buckling analyzes of three types of nanotubes have been made by using two 

different size effective theories. The length of each nanotube have been chosen equal to 50 nm. 

Furthermore, the diameter for each nanotube are also have been chosen equal to 1 nm to plot Fig. 

5. To model the double parameter foundation, Winkler and Pasternak foundation models have 

been used. Foundation parameters have been chosen as kw=1500 and kp=50. To take the size effect 

into consideration, nonlocal elasticity theory, surface elasticity theory, and nonlocal surface 

elasticity theory is used. In Fig. 4, the buckling loads of CNT, BNNT, SiCNT have been plotted 

for various radius for first three modes. Buckling loads of BNNT, CNT, and SiCNT have been 

plotted in green, red, and blue colored lines respectively.  
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Fig. 4. Buckling loads of nanotubes for various radius 

 

As it can be clearly seen from Fig. 4 with the increase in radius, as expected, the buckling load 

of CNT, BNNT, SiCNT follows an increasing trend. To compare size effective theories, surface 

elasticity theory always gives higher results than classical theory while nonlocal elasticity 

theory always gives lower results. On the other hand, nonlocal surface elasticity theory gives 

higher results than classical theory in first modes, but lower results in higher modes for BNNT. 

Furthermore, the effect of nonlocal surface elasticity theory has been observed to perform alike 

trend for CNT and SiCNT. As expected the buckling loads of BNNT is the highest while SiCNT 

is the lowest. 
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Fig. 5. Buckling loads for different mode numbers 

In Fig. 5, the buckling load of BNNT, CNT, and SiCNT have been plotted for different mode 

numbers and size effective theories. To see the differences between results, the length of 

nanotubes is chosen equal to 100 nm. As it can be seen from Fig. 5, as expected, BNNT is the 

strongest nanotube in case of stability where SiCNT is the weakest. On the other hand, with the 

effect of double parameter foundation, the buckling loads doesn’t always give higher buckling 

loads for higher mode numbers. To illustrate, for all nanotubes, when surface elasticity theory 

and classical theory is employed the buckling loads perform increasing trend after second mode 

number. However, when nonlocal elasticity theory and nonlocal surface elasticity theory is used 

the buckling loads perform decreasing trend with the increase in mode numbers.  

 

 4. Concluding Remarks 

As it can be seen from Fig. 3 and Fig. 4 the buckling loads of all nanotubes increase with the 

increase in radius and mode numbers. As expected, boron nitride nanotubes have the strongest 

resistance to buckling where silicon carbide nanotubes have the lowest. Furthermore, surface 

elasticity theory gives highest buckling loads while nonlocal elasticity theory gives lowest and 

nonlocal surface elasticity theory’s results are between two results. 
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