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Fractal Analysis of Shear-thinning Fluid Flow through Porous Media
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Abstract

The fractal capillary models for calculating the volumetric flow rates and permeabilities for Newtonian, power-
law, Ellis and Bingham fluids in packed beds are developed by considering fractal nature of the tortuous capillary.
The fractal permeability models for Newtonian and non-Newtonian fluids are found to be a function of the
tortuosity fractal dimension, the pore-area fractal dimension, sizes of particles and clusters, the effective porosity
and the flow behavior of a non-Newtonian fluid. The volumetric flow rate of each fluid as a function of pressure
drop are calculated from both the converging-diverging duct approach and the derived expressions in order to
compare two models with oneanother. In addition, hydraulic conductivity is also obtained in terms of the fractal
scaling parameters. The volumetric flow rates of shear-thinning fluids, including power-law and Ellis fluids
decrease with increasing the tortuosity fractal dimension. It is found that the fractal capillary model for the
Newtonian and the Ellis fluids is in good agreement with the converging-diverging duct approach for the
considered values of the tortuosity fractal dimension.

Keywords: Shear-thinning fluid, Porous media, Packed bed, Permeability, Fractal modeling.

Gozenekli Ortamda Kayma Inceltmeli Akiskan Akisinin Fraktal
Analizi

Ozet

Newtonian, iis kanunu, Ellis ve Bingham akiskanlarmm dolgulu yataklarda hacimsel debilerinin ve
gecirgenliklerinin - hesaplanmas1 igin fraktal modeller, kivrimh kanallarin  fraktal dogasi g6z Oniinde
bulundurularak geligtirilmistir. Newtonian ve Newtonian olmayan akigkanlar i¢in fraktal gegirgenlik modeller,
kivrimhligm fraktal boyutuna, gdzenek alaninmn fraktal boyutuna, taneciklerin ve kiimelerin biiytikligiine, etkin
gbozeneklilige ve Newtonian olmayan akis davranigma bagh oldugu bulunmustur. Basimmcin fonksiyonu olarak
herbir akiskanin hacimsel debisi hem yakmnsaklik-raksakhk yaklagimmndan hem de modellerin  birbiriyle
kiyaslanmas1 igin gelistirilen ifadeden hesaplanmustir. Dahasi, hidrolik temashlik fraktal o6lgeklendirme
parametresi cinsinden ayrca elde edilmistir. Us kanunu ve Ellis akigkanlarmi da igine alan kayma inceltmeli
akigkanlarm hacimsel debileri kivrimhk fraktal boyutunun artmastyla azalmaktadir. Newtonian ve Ellis akiskanlari
icin fraktal kilcal model, incelenen kivrimlilik fraktal boyut degerleri i¢in, yakmsakhk-wraksaklik kanal yaklagim
ile uyumlu oldugu bulunmustur.

Anahtar kelimeler: Kayma inceltmeli akiskan, Gozenekli ortamlar, Dolgulu yatak, Gegirgenlik, Fraktal modelleme.

1. Introduction

The flow of fluids through porous media is of
great practical importance in many diverse
applications, including the production of oil and
gas from geological structures, the gasification of
coal, the retorting of shale oil, filtration, ground
water movement, regenerative heat exchange,
surface catalysis of chemical reactions,
adsorption, coalescence, dying ion exchange, and

chromatography. Some applications mentioned
above involve two or even three fluids, and
multidimensional and unsteady flows. Attention
here will be confined to steady one-dimensional
flow of a single fluid relative to a fixed solid
phase. In some applications, the details of
volumetric flow rate and thus velocity field are of
concern.
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In recent years there has been considerable
interest shown in the flow of a non-Newtonian
flud in porous media. A ot of liquids
encountered in daily life such as most of
polymeric liquids, milk, blood and some oil
products and their derivative are non-Newtonian.
Therefore, the flows of non-Newtonian fluids in
porous media are important and have several
applications including oil recovery, composite
material processing and polymer processing. The
creeping flows of Newtonian fluids in porous
media such as granular media or packed bed have
been studied for several years and have good
constitutive equations namely Darcy’s law, the
Ergun equation and Blake-Kozeny equation.
However, the mentioned constitutive equations
are not applicable for non-Newtonian fluids or do
not give as good results for non-Newtonian fluid
as Newtonian ones.

Darcy’s law was modified by Bird et al. [1]
and Sabiri and Comiti [2] to obtain an equation
valid for non-Newtonian fluid flows in porous
media. The majority of these models have been
derived using the bundle-of-tube approximation
employed in the Blake-Kozeny model.

The Saffman-Taylor instability of air
invasion into a non-Newtonian fluid in a
rectangular Hele-Show cell was experimentally
studied by Eslami and Taghavi [3]. The non-
Newtonian fluid used in the experiments
exhibited yield stress, shear-thinning as well as
elastic behaviors. They observed that the
Bingham number (Ba), the capillary number (Ca),
the Weber number (We), the Weissenberg
number (Wi), the power-law index and channel
aspectratio (6 >>1) are important parameters on
viscous flow regimes.

Rheological characterization of biologically
immobilized aggregates under non-Newtonian
flow was studied by Tijani et al. [4]. They
concluded that the scaling relationships based on
fractal geometry are vital for quantifying the
effects of different laminar conditions on the
aggregates’ morphology and characteristics such
as density, porosity and projected surface area.

The viscous fingering instability of miscible
displacement involving a viscoelastic fluid was
investigated by Shokri et al. [5] using both linear
stability —analysis and computational fluid
dynamics. They observed that the elasticity has a

significant effect on the fingering instability and
the flow was more stabilized when elasticity
(Weissenberg number) of the displaced or
displacing viscoelastic fluid was increased.

As stated previously, flows of non-
Newtonian fluids in porous media have been
studied for several years. Balhoff and Thompson
[6] developed a macroscopic model for the flow
of power-law and Ellis fluids in packed beds using
results from the network model based on the
functionality of flow in capillary tubes. The model
is in general similar to those developed using the
bundle-of-tubes approach. They claimed that a
developed bundle-of-tubes model cannot be
properly used for a wide variety of shear-thinning
fluids.

Chhabra et al. [7] published a review paper
on the flow of rheologically complex fluids
through unconsolidated fixed beds and fluidized
beds. They critically evaluated the prediction of
macro-scale phenomena of flow regimes, pressure
drop in fixed and fluidized beds, minimum
fluidization velocity, dispersion and liquid-solid
mass transfer.

On the other hand, Yuand Liu [8] developed
the fractal-phase permeability and the relative
permeability based on the fractal nature of pores
in the media. Both the fractal-phase permeability
and the relative permeability were found to be a
function of the tortuosity fractal dimension, the
pore-area fractal dimension, the phase fractal
dimension and microstructural parameters. In
another study a fractal permeability model based
on the fractal characteristics of pores was
developed for bi-dispersed porous media by Yu
and Cheng [9].

The flowrate of non-Newtonian fluids
depends on the pressure drop, rheological
properties of the fluid, and geometry of the duct
It may be possible to develop complicated
empirical correlations using these variables and
data obtained from CFD modeling. Shear-
thinning behavior, viscoelasticity, yield stress,
time-dependency etc. are features for the most of
non-Newtonian materials. However, some of
these features such as time-dependent viscosity,
yields stress etc. are seldom measured. The
development of simple and reliable methods for
predicting flowrates of power-law, Ellis and
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Bingham fluids flowing through packed beds has
been subject for many researchers.

As expressed earlier, Balhoff and Thompson
[6] developed approximate equations specific to
the flow of shear-thinning fluids in ducts that are
representative of throats in the network. They also
indicated that some drawbacks exist in the
approach of the capillary networks. In theory each
throat could be transformed into a unique
capillary tube and the resulting capillary network
could be used to properly model flow for that
specific power-law fluid although this may seem
like a reasonable approach, severalproblems exist
with method proposed by Balhoff and Thompson
[6].

There is no guarantee that the same capillary
network could be used for another power-law
fluid with different rheological properties.

An entirely new capillary network would
have to be developed to model the flow of other
non-Newtonian fluids since the capillary network
could not be used for non-Newtonian fluid models
such as Bingham and Herschel-Bulkly models
and others.

In many situations, it is highly desirable to
obtain closed-form equations analogous to
Darcy’s law to predict the volumetric flow rate of
non-Newtonian fluids in porous media.

Therefore, the goal in this study is to develop
closed-form equations analogous to Darcy’s law
to predict the flow rates and permeabilities for
non-Newtonian fluids in porous media. The
fractal capillary expressions are developed based
on the fractal nature of tortuous capillaries for the
volumetric flow rates and permeabilities for
Newtonian, power-law and Ellis fluids. The
computed flow rates from the present model for
the considered fluids are compared to theoretical
work and data available in the literature and a
good agreement for some fluid models is found.

2. Theoretical

Many polymers and suspensions are non-
Newtonian, exhibiting shear-dependent viscosity.
Therefore, in this subsection it will be given some
information regarding models of non-Newtonian
fluids that are commonly used in the porous media
or any other engineering field. The most
successful attempts at describing the steady

stress-shear rate behavior of non-Newtonian
fluids have been largely empirical. It would be
much more satisfying if one could derive these
functions from theories based on molecular
structure, but most of the materials of greatest
interest are extremely complex and generally
inadequate for describing real behavior. Hence, at
present observations represent the most reliable
source of rheological information. The following
represents some of the more common empirical
models which have been utilized to represent the
various classes of observed non-Newtonian
behavior.

Power-law model
The relationship between shear stress-shear
rate for a power-law fluid is given by

7= —m|7'/|n_17'/ and 77 = m|7}|"_1

where n is power-law index, M consistency index
and n shear dependent viscosity of power-law

fluid. The power-law model is the most widely
used of any model, since it is relatively easy to
incorporate into analytical solutions to flow
problems, and it canbe made to fit almost any data
over a limited range of shearrate. In the model the
viscosity is also given above. The model predicts
thatzvsy is straight line on the double

logarithmic plot. If the shear rate does not vary
widely over a particular flow field, the power-law
may provide an adequate description of shear
behavior. However, it has two serious drawbacks.
For constant values of n and m, it predicts
unlimited increasing or decreasing apparent
viscosity with shear rate; and it predicts either
zero or infinite values in the limit of vanishing
shear rate for n greater or less than 1, respectively.
This, of course, is not observed in real fluids.

The volumetric flow rate for the power-law
fluid can be obtained by integrating the velocity
expression the z-direction with respectto r on the
cross-sectional area of the capillary as follows:

o w_RM(_@j "
(3n+1)"2m\ dz
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The volumetric flow rate equation for the
flow of a power-law fluid through a tortuous
capillary tube can be written in the form of Eq.
(1). As can be seenfrom the above equation the
flow rate of a power-law fluid must be
proportional to the pressure gradient to the power

of1/n (qoc(dp/ dz)”") for a capillary tube. Eq,
(1) has to be valid for any capillary tube with
slowly-varying radius along the axial direction. In
this connection Pearsonand Tardy [10] stated that
for any geometry the flow rate of power-law fluid
must be proportional with the pressure drop to the

power of1/n (qocAp™). Therefore, it can be
said that a capillary tube must exist that produces
some flow rate versus pressure drop as in the
original porous medium for a fluid with
rheological properties n and m.

Ellis model
The Ellis model uses three parameters. At
low shear rates this model approaches Newtonian

behavior with a zero shear viscosity, 7,. Athigh

shear rates power-law behavior is approached
with n corresponding to the flow index. In
comparison to the power-law the Ellis model is
slightly more complicated algebraically, and
requires the measurement of an additional
parameter. It fits data over a wider range of shear
rate than the power-law does, and does not suffer
from the zero shear failure, the prediction of
infinite viscosity at zero shear rates. The Ellis
model has been widely used in attempts to
describe complex flow of shear-thinning fluids.
The shear thinning fluid is defined as of the
viscosity decreases with increasing shear rate.

The volumetric flow rate for a non-
Newtonian fluid described by Ellis model can be
obtained by integrating the velocity expression in
the z-direction on the cross-sectional area of a
capillary tube as follows:

R dpYy, 4 (R dp)"
q_8770( dz)[1+(a+3)( 27y, dZJ ](2)

where 7, is the low shear viscosity, a flow

(power) index in the Ellis model and 7,,,

rheological parameter in the model, respectively.
Eq. (2) gives the volumetric flow rate of the Ellis

fluid as a function of the pressure drop, flow
index, viscosity of fluid and radius of the capillary
tube. As can be seen from Eqg. (2) an increase in
the pressure gradient in the sufficient level which
is equivalent to the sufficiently high shear rate
will make the secondterm in the parenthesis much
lower as comparing to the first term, unity.
Therefore, the first termin the parenthesis can be
neglected and thus the equation becomes equal to
the volumetric flow rate of power-law fluid. On
the other hand, the low pressure gradient which is
equivalent to the low shear rate will make the
second term in the parenthesis much lower as
comparing to the first term, unity. Hence the
second term in the parenthesis canbe dropped and
thus the equation reduces to the volumetric flow
rate of a Newtonian fluid in a capillary tube.

Bingham plastic model

One class fluids, including toothpastes, oil-
well drilling mud, sewage sludge, oil paints,
margarines, plastic melts, aqueous suspensions of
clay, grain and paper pulps, chocolate syrups,
aqueous slurries of coal, peat, sand and cement
require a finite shear stress toproduce any motion.
Such fluids are known as Bingham plastics.

The constitutive equation for Bingham
plastic model is given by
dv
Z'rz=i2'0—/,l dl’z |Trz|>T0 (3)
dv
drz =0 for 0<|r,|<7,

Where 7, is yield stress and u is effective

viscosity for absolute values of the shear stress in
excess of the yield stress. The arbitrary sign

preceding 7, in Eq. (3) is chosen to be the same

as the actual sign of z,, . Thus ifz,, >0, the plus

sign is chosen, and vice versa. A Bingham plastic
does not flow below a certain yield stress .
When this stress is exceeded, the structure
disintegrates and the material behaves like a
Newtonian fluid.

The volumetric flow rate for Bingham fluid
in a capillary tube consists of the volumetric flow
rate obtained by integrating the r-dependent
velocity expression with respect to r over the
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cross-sectional area between r, and R plus the

flow rate obtained by use of the constant velocity
multiplied with the corresponding cross-sectional

area. Therefore, the volumetric flow rate for a
non-Newtonian fluid described by Bingham
plastic model is obtained as follows:

27,

_r( )iy 8 n 1 4
q_8,u[ dszll 3R(—dp/dz)+3(R(—dp/dz)” @

The obtained volumetric flow rate equations
for Newtonian and non-Newtonian fluid flows
through a straight capillary tube can be expressed
in terms of the fractal scaling parameters. In order
to express volumetric flow rate equations in terms
of the fractal scaling parameters, the brief
information regarding to the fractal scaling law is
necessary to be given here. Hence the fractal
scaling law is briefly explained in the following
section.

3. Fractal Theory for Porous Media

A porous medium having various pore sizes
canbe considered as a bundle of tortuous capillary
tubes with variable cross-sectional areas. Let the

diameter of a capillary in the medium be A " and
its tortuous length along flow direction be L(A) .

The tortuous nature of capillary requires that
L(4) > L,, with L, being straight length. For a
straight capillary, L(1)=L,. The relationship

between the diameter and length of capillaries is
given by [9]

L=LgA™ (5)

where D is the tortuosity fractaldimension,

with 1< D; <2, representing the extent of

convolutedness of capillary pathways for fluid
flow through a medium. The limiting case of

D; =2, correspondsto a highly tortuous line that

fills aplane and Eq. (5) diverges as A — 0, which
is one of the properties of fractal line [8,9].

Since the pores in porous media are
analogous to the islands or lakes on earth or spots
on engineering surfaces, the cumulative size-
distribution of pores or islands should also follow
the same fractal scaling law. Therefore, a number

of islands or pores whose size is larger than A is
given [6 and references therein] by

N(L>ﬂ)=(ﬂ%j | ©6)

and derivative of Eq. (6) is
—dN =D, 2% 4P g ™

where D is the pore-area fractal dimension

having values between1and 2 in two dimensional
space. The negative sign in Eq. (7) implies that the
island or pore population decreases with the

increase of island or pore size and —dN >0 . The
number of pores from Eq. (6) becomes infinity as

A — 0, which is one of the properties of fractal
objects. The total number of pores, islands or

spots, from the smallest diameter A, to the

largest diameter A

ax» Can be obtained from Eq.
(6) as

N, (L > 2) =[i—“j ®

Dividing Eq.(7) by (8) yields

_dN

t
where f(1)= D, Az{n/l_(Df Y s the

probability density function which satisfies
following condition

=D, 22 2P aa = f(2)dr (9

f ““min

f(1)=0 (10)
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As in the probability theory, the probability
density function f (1), should also satisfies the
following relationship.

0

[f(apa= ﬂmfxf (Ada=1 (11)

However, substituting the probability density
function into Eq. (11) and performing integration

yields

Anax Dy
.[Df ﬂ,:; Z_(Df +1)dﬂ =1— (jﬂj (12)

2, max

min

Therefore, Eq. (11) satisfies if and only if

ﬂ’min B ~
(" s s

Eq. (13) implies that A, << A, must be
satisfied for fractal analysis of a porous medium;
otherwise the porous medium is a non-fractal
medium. Thus, Eg. (13) can be considered as a
criterion whether a porous medium can be
characterized by fractal theory and technique. In

general A /A <107in porous media and Eq,

(13) holds approximately. Therefore, the fractal
theory and technique can be used to analyze
properties of porous media in which the condition

of 4. /A <107is satisfied.,

4. Fractal Permeability for non-Newtonian
Fluid Flowing in Capillary Tube

Consider a unit cell consisting of a bundle of
tortuous capillary tubes with variable cross-

Q=Tq(/1)(—dN(/1)){[ nz j AP

o 3n+1) 2°"?mLy

Integrating EQ.(16) vyields the total
volumetric flow rate of a power-law fluid in a unit
cell as follows:

sectional areas. The volumetric flow rate, Q,
through the unit cell is a sum of the flow rates
through all the individual capillaries. The
volumetric flow rate of a power-law fluid flowing
through a single capillary tube is given by Eq. (1)
that can be modified by taking —dP=AP
dz =L(4) and 2R=7 for a single tortuous
capillary tube as follows:

1/n
n ﬂanrl AP
O Pl
3n+1) 2°"2m L(4) 1

where | is the hydraulic diameter of a single
capillary tube, m is consistency index in power-
law model, "IP is the pressure drop and L(/ ) is
the length of the tortuous capillary tube.
The volumetric flow rate of a Newtonian fluid
flowing through a single tortuous capillary tube is

recovered from Eq. (14) by taking n=1 ang
M= 4 35 follows:

4

(1)= fz?ap %,1)
a (15)
The total volumetric flow rate, Q , for either

a non-Newtonian fluid or a Newtonian fluid can
be obtained by integrating the individual

volumetric flow rate,q(ﬂ“) , over the entire range

of pore sizes from the minimum pore A to the

maximum pore Arvex in a unit cell. The total
volumetric flow rate equation for a power-law
fluid in a unit cell can be obtained from Egs. (5),
(7) and (14) as follows:

ax

Frin (16)

1/n Ay
} Df}baf I/12+DT/n—Df di
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AP

1/n D
f
23“+2m|_5T} 3+D,/n-D,

Q:HJZJn

Since1<DT<2, 1<D; <2 and0<n<1 jn

3+D;/n-D; >0

any case exponent and

~1N0-2
Amin | Apex =10 is criterion for typical fractal

AP

3+D; /n-Dg
/13-*—DT /n 1— ﬂ’min
max ﬂ#max

1/n D
f
23“*2mLODT} 3+D; /n-D;

0 {(321{1)”

Note that the total volumetric flow rate of a
Newtonian fluid is recovered from Eq. (18) by

taking N =1 and M=4 as follows:

(17)

geometry. Therefore, the inside of the second
bracket is approximately equal to 1
Consequently, the total volumetric flow rate of a
power-law fluid become

3+D; /n
(18)
Q . 7 AP Df 3+D;
1284y 3+D;, -D, ™ (19)

The permeability expressions for a power-law
fluid and a Newtonian in the porous medium are
obtained using Darcy’s law as follows:

3+Dr /n

In this equation K is the permeability for a
power-law fluid that is a function of the pore-area
. . D .
fractal dimension, . the tortuosity fractal

dimension, D; , the power-law index, N and the

Q 4 D;

1/n
K Q _ ( Nz j 1 Df
" @aPA/(Lm)" |\3n+1) 22T A| 3+D,/n-D, ™

Eq. (21) had been derived by Yu and Cheng
[8, 9] for a Newtonian in a porous unit cell. Eq.
(21) points out that the permeability for a
Newtonian fluid is a function of the pore-area

. . D .

fractal dimension, ", the tortuosity fractal
dimension, Dr and the structural parameters,
A’I‘Oand /lmaX.If the tortuous capillary tube is

considered to be a straight capillary tube ( Dr =1),

(AP A/(L,m)) 128AL>* 3+ D, —D,

(20)

structural parameters, A L and ﬂ“maX. The
permeability expression for a Newtonian fluid
flowing through porous medium is again

recovered from Eqg. (20) by taking n=1 ang
M= 4 as follows:

/13+ Dy

max

(21)

the Egs. (18) and (20) reduce to the following
equations, respectively.

n 1/n
Q:[(snﬂlj 23“+A2P L} 3 1/Df D P
n+ m +1/n-
0 f (22)

1/n
n D
Kyu = ( e J 3n-¢]—-2 f fr:ai/n
3n+l) 27°A| 3+1/n-D;

(23)
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The above equations for the Newtonian case
become

Q_ 7 AP Df 4

128uL, 4-D, ™ (22)
Sy

128A4-D, 25)

Egs.(18)-(25) indicate that the volumetric
flow rate and permeability for power-law fluids
and Newtonian fluids are very sensitive to the

maximum pore size A .Egs. (22) and (23) point
out that the effects of process variables on the
volumetric flow rate and permeability for a
power-law fluid. The larger pore diameter and

pore-area fractal dimension Df, the larger
volumetric flow rate and permeability value. If it
is assumed that the consistency index, M, is
constant while the power-law index changes, the
larger power-law index having value between O

n 1/n n 1/n
0= ( nz ) : AZP 2 ﬂ?ni/n _ ( nz j : AZP 2 Ded/n
3n+1) 2°""mL, | 3+1/n-2 3n+1l) 2 "mL, | 3+1/n-2

h 1/n
Kyu = ( e j 3n}2 2 ’fn;lx/n
3n+1) 27" A 3+1/n-2

For the case of Newtonian fluids, the above
equations reduce to the following equations.

TAP i AAP

=——"— De*= De?
128uL, 32uL,

Q
(28)

where D€ can be called equivalent diameter

of a unit cell and is taken to be equal to lmaX.

T . De?

T 128A°™ T 32

(29)

h 1/n
_ ( Nz j 1 2 De
3n+1) 27| 3+1/n-2

and 1, the larger volumetric flow rate and
permeability value. From Egs. (22)—(25) it can be
seen that the volumetric flow rate and
permeability for power-law and Newtonian fluids
will reach possible maximum values as the pore-
area fractal dimension approaches its possible
maximum value of 2 since those quantities, as
stated earlier, increase with increasing pore
diameter. The pore-area fractal dimension

D, =2

corresponds to a smooth surface or plane
or compact cluster [9]. This means that if it is
considered asmooth surface or compact cluster or
a circle or asquare to be the cross-sectional area
of a pore, the pore-area fractal dimension of the
cross-section is 2 and the pore volume fraction of
the cross-sectionis 1. Under such a condition the
volumetric flow rate and permeability for both
fluid casestake their maximum values. Hence, the
maximum volumetric flow rate and permeability
for a power-law fluid flowing through the unit cell
with a single capillary tube or pore are obtained
from Egs. (22) and (23) as the pore-area fractal

. . D . .
dimension, ', takes its maximum value of 2.

(26)

(3n-1)/n

(27)

Eq. (28) indicates that the present model for
power-law and Newtonian fluids is consistent
with the physical situation since it is exactly the
Hangen-Poiseuille equation for a Newtonian fluid
flow through a tube. Therefore, besides Egs. (28)-

(29), Eq. (15) with 2 =1 (and thus = = 1) can
be used for obtaining the volumetric flow rate and
permeability for a Newtonian fluid flow through
the unit cell with a straight capillary tube.
However, the volumetric flow rate equation (Eq.
14) developed for a power-law fluid flow through
a tube can’t be used for obtaining volumetric flow
rate of that fluid flow through the unit cell with a
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straight capillary tube since Eq. (14) with D =1
(and thus L= I‘0) isn’t entirely equal to Eq. (26).

The volumetric flow rate, Q , through the unit cell
is a sum of the flow rates through all the
individual capillaries. The volumetric flow rate of
an Ellis fluid flowing through a single capillary
tube is given by Eqg. (2) that can be modified by
taking~dP=AP =~ dz=L(4)onq 2R=1Ator a
single tortuous capillary tube as follows:

LZA i P VR
q(l):128770 L(,l){lJr (a+3)(471/z L(’I)J } (30)

where 4 s the hydraulic diameter of a single

capillary tube, b is the low shear viscosity of

Ellis Fluid, T2 jsthe rheological parameter,AP

is the pressure drop and L(2) is the length of the
tortuous capillary tube.

The total volumetric flow rate, Q , for either
a non-Newtonian fluid or a Newtonian fluid can
be obtained by integrating the individual

volumetric flow rate, q(4) , over the entire range

A

of pore sizes from the minimum pore “min to the

maximum pore o in a unit cell. The total

volumetric flow rate equation for an Ellis fluid in
a unit cell can be obtained from Egs. (5), (7) and
(30) as follows:

Arva Arve a1 214D, -D;
Q= Jaalan(e)- 22,2, | oo v 28] 22 s
e 1287, L, e 47, Ly a+3
min min (31)
Integrating Eq.(31) vields the total
volumetric flow rate of an Ellis fluid in a unit cell
as follows:
AP 30 A
Q= 7 . Df/lr?];x max 1 —| Lmin
1287, L, 3+D; - D; Arnax
4}134—0@T AP a-1 1. 3+aD; —-Dy
+( +3)3 +maxD D, )\ 4z, L0 - ﬂmm
a abD; — T T max
T f 1/2 =0 (32)
since 1<Dr<2 4 1<D; < 2, in any the ratio of Hrvin | A is negligible in the above
3+D. -D. >0 equation. In other words, the insides of the
case exponent ' f and  parentheses are approximately equal to 1
3+aD; -D; >0 and A dA . ~107 i Consequently, the total volumetric flow rate of an

criterion for typical fractal geometry. Therefore,

Ellis fluid becomes

o PR D, [

1285, L> 3+D; -D;

4B3+D; -D;) [ A% AP\
+
(e +3)3+aD; —D, )| 47, LD

(33)
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The permeability expressions for an Ellis
fluid in the porous medium are obtained using
Darcy’s law as follows:

Q 7 A

Ax AP

Df
(APA/(Ly7,)) 128A > 3+ D, - D, [

K is the permeability for an Ellis fluid that
is a function of the pore-area fractal dimension,

D

D . . .
" the tortuosity fractal dimension, T, the

X 4(3+D, -D,) (
(a+3)(3+aDT —Df)

I

the structural parameters, A, I‘Oand ﬂmaX. If the
tortuous capillary tube is considered to be a

4z, I—oDT (34)

straight capillary tube (DT =1), the Egs. (33) and

flow index, ¢, rheological parameter, ‘2 and (34) reduce to the following equations,
respectively.
4 a-1
Q_ﬂ'APﬂmax Df " 4(4_Df) ﬂ‘max AP
1287,L, 4-D, | (a+3)3+a-D; )\ 41y, L, -
_ ﬂ-ﬂ“?nax Df n 4(4_Df) j’max AP “!
128A 4-D,|  (a+3)3+a-D, )\ 47, L, -

Egs.(33)-(36) indicate that the volumetric
flow rate and permeability for an Ellis fluid are

very sensitive to the maximum pore size Arvex as

in the power-law and Newtonian fluids. Egs. (35)
and (36) show that the effects of process variables
on the volumetric flow rate and permeability for
an Ellis fluid. The larger pore diameter and pore-

area fractal dimension D, , the larger volumetric
flow rate and permeability value. Furthermore,
the larger flow index, the larger volumetric flow
rate and permeability value. Egs. (35)—(36)
indicate that the volumetric flow rate and
permeability for an Ellis fluid will reach possible
maximum values as the pore-area fractal
dimension approaches its possible maximum
value of 2 since those quantities, as stated earlier,
increase with increasing pore diameter. The pore-
area fractal dimension D, = corresponds to a
smooth surface or plane or compact cluster [9].
This means that if it is considered a smooth
surface or compact cluster or a circle or a square
to be the cross-sectional area of a pore, the pore-
area fractaldimension of the cross-section is 2 and
the pore volume fraction of the cross-sectionis 1.

Under such a condition the volumetric flow rate
and permeability for Ellis model take their
maximum  values. Hence, the maximum
volumetric flow rate and permeability for an Ellis
fluid flowing through the unit cell with a single
capillary tube or pore are obtained from Egs. (35)

. . D
and (36) as the pore-area fractal dimension, ',
takes its maximum value of 2.

8 (zmax AP]H_
1+
(e+3)i+a) 4z, L) | @7

8 (Amax APJH_
1+
{ (@+3)1+a) 4z, L, Jag)

CmAPL

Q= 1287, L,

T /lfnax
~ 128A

Eqg. (37) is exactly the same as Eq. (30) with

Dy =1 (and thus L = LO) for the limiting values
of ®=0, 1 and 2. Therefore, the present model is
consistent with the physical situation. Hence,

besides Eqs. (37)-(38), Eq. (30) with 2 =1 (and
consequently L = LO) can be used for obtaining
the volumetric flow rate and permeability for an
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Ellis fluid flow through the unit cell with a straight
capillary tube as & takes the values of 0, 1 and 2.
Eg. (30) can’t be used for obtaining volumetric
flow rate of an Ellis fluid flow through the unit
cell with a straight capillary tube when || takes a
value other than the values of 0, 1 and 2.

As stated previously, the volumetric flow rate, Q,
through the unit cell is a sum of the flow rates

rA' AP 167, 1

through all the individual capillaries. The
volumetric flow rate of a Bingham fluid flowing
through a single capillary tube is given by Eq. (4)

that can be modified by taking“dP=4AP,

dz=L(Dand 2R=Afor a single tortuous
capillary tube as follows:

4z,

a(4) [1 [
where 4 is the hydraulic diameter of a single

capillary tube, #is the effective viscosity for
absolute values of the shear stress in excess of the

“128uL(2)| 32(aPIL(R) 3

yield stress, %o is the yield stress, AP is the

pressure drop and L(2) is the length of the
tortuous capillary tube. The total volumetric flow

rate, Q, for either a non-Newtonian fluid or a

Q= Jala)(- dn(z)

AAP/L

0 |

Newtonian fluid can be obtained by integrating

(39)

the individual volumetric flow rate, q(4) , over
the entire range of pore sizes from the minimum

pore A to the maximum pore A in a unit

cell. The total volumetric flow rate equation for a
Bingham fluid in a unit cell can be obtained from
Egs. (5), (7) and (39) as follows:

]"min
4
__7mAP 5 o T oo 167oL" oo, 1(A7L" ) osnio, |y
128 L0 ) 3AP 3l AP
min (40)

Integrating Eq. (40) gives the total volumetric
flow rate of a Bingham fluid versus pressure drop
in a unit cell as follows:
Q: 7 AP Df ﬂ“?r:a? 1_[ﬁ“min jerDTDf _1670 L(I?T 3+DT _Df 1—(ﬂmin JSDf

128uLy 3+D; —D, Armax 3APA>  3-D, Armax

+1 3+ DT _ Df 470 L(?T 4 1_ imin 3*3DT*Df

3 (3-3D; -D, ) AP A2, Ao
(41)

since 1<DPr <2 apq 1<b, <2, in any

case exponent 3+Dr -D; >0 ands_ D; >0

ang° 3Pr ~Br <0 By considering
ﬁ“min /ﬂ“max le‘z

the

criterion, , for a typical fractal

geometry the terms Hrvin | e with the exponents

3+D; -D; >0 and 3-D; >0 is negligible in

ﬂmin / ﬂ“max iS

the above equation. However, as
equal to 10-2, the term Arnin | imaxwith the

11
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3-3D, -D, <0 of above arguments, the total volumetric flow rate

exponents goes 10 an  of 3 Bingham fluid becomes
unacceptable large value that canbe considered as

an unrealistic physical situation. Under the light

Q

__wAP_ DyJn [, 167,Ly 3+D; -D;
1281y 3+D; =D, | 3APA>  3-D

+1 3+ DT _ Df 4TO LgT 4 1_ /'i/min 3—3DT_Df
3 (3-3D; —D; )| AP A2, Ao,

(42)
The permeability expressions for a Bingham
fluid in the porous medium are obtained using
Darcy’s law as follows
0 s D, [, 161 7,(3+ D, - D, )
~ (APA/(L,u)) 128A Lt 3+D, -D, 3(3-D; )22 AP
1 (3+D;, =D, ) (4r, 12 (20 ) "
+= 1—| Lmin.
3(3-3D; - D, ) AP, AP A
(43)

K'is the permeability for a Bingham that is a If the tortuous capillary tube is considered
. . . D.
function of the pore-area fractal dimension, Dy . being a straight capillary tube (™7 =1), the Egs.
(42) and (43) reduce to the following equations,
the tortousity fractal dimension, DT, the yield  respectively.

stress, 0, and the structural parameters, A, LO,
ﬂ“min and ﬂ“max .

o T AP Dfﬂ’iwax 1— 167, L, 4-D; _4_Df 4z,L, ) 1— Anmin ~
128uLl, 4-D; 3AP A4, 3—D; 3D, (APA,,, A

(44)

«__ 7 Di.[ 167l 4-D, 4-D ( 4rl, ) 1 o o
128Au 4-D, |© 3APA_ 3-D, 3D, (AP, P "
45

max

Egs.(44)-(45) indicate that the volumetric ~ Bingham fluid. The larger pore diameter and pore
flow rate and permeability for a Bingham fluid are ) D )
N _ A fractal dimension ', the larger volumetric flow
very sensitive to the maximum pore size “™xas  rate and permeability value. Egs. (44) —(45)
in the other fluid models such as the Ellis, the  indicate that the volumetric flow rate and
power-law and the Newtonian. Egs. (44) and (45)  permeability for a Bingham fluid will reach
show that the effects of process variables on the  possible maximum values as the pore area fractal
volumetric flow rate and permeability for a

12
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dimension approaches its possible maximum  pore volume fraction of the cross-section is 1
value of 2 since those quantities, as stated earlier,  Under such a condition the volumetric flow rate
increase with increasing pore diameter. The pore  and permeability for the Bingham model take

) D their maximum values. Hence, the maximum
area fractal dimension ~'= 2 corresponds t0 @ yolumetric flow rate and permeability for a
smooth surface or plane or compact cluster [S].  Bingham fluid flowing through the unit cell with
This means that if it is considered a smooth 4 single capillary tube or pore are obtained from

surface or compact cluster or a circle or a square  Eqs.” (44) and (45) as the pore-area fractal
to be the cross-sectional area of a pore, the pore

fractal dimension of the cross-sectionis 2 and the dimension, — f, takes its maximum value of 2.

o TP A [, 325, 1 Azl * o P ?
128uL, | 3APA. 3\APA A

max

e [ 320l 3f Aroly V() [ |
128Au|  3AP A, 3\ AP, A

max

(46)

(47)

Eq. (46) gives totally different result fromEq.  cell with a straight capillary tube will not give the

(39) with Dr - 1 (and consequently L = LO)  correctresults since the term of Arvin | A could
although identical equations for other fluid  not be dropped from those equations completely.
models give approximately similar results. In other words, the present approach based on the
As mentioned previously, the flow rate equation  fractal characteristics of pores in the media is not
obtained for a Newtonian fluid flow through the  valid for obtaining the volumetric flow rate of the
unit cell with a straight capillary tube is the same  Bingham fluid and thus permeability.

as that obtained for a Newtonian fluid flow

through a tube. For other fluid models namely the 5. Volumetric Flow Rates with Hydraulic

power-law and the Ellis models the flow ratt  Conductivity ina Single Tortuous Capillary
equations obtained for flow through the unit cell  Tybe

with a straight capillary tube are approximately
similar to those obtained for flow through a tube. Eq. (19) expressed in terms of the fractal
Unfortunately the similar agreement between the scaling parameters can be used for obtaining

two flow rate equations for flow of a Bingham  volumetric flow rate of a Newtonian fluid flow in
fluid through the unit cell with a straight capillary 3 single tortuous capillary tube. As expressed
tube (Eq. 46) and through a tube (Eq. 39) is not  earlier the tortuosity influences the volumetric
observed, which is clearly seen in the comparison  flow rates of non-Newtonian and Newtonian
- Do fluids as evidenced in Egs. (18), (19), (33) and

Olf _Eq. (46) and Eq. (39) with =T =1 (and thus (42). Onthe other hands, the volumetric flow rate
N I‘0). Ascan be seen from Eq. (46) the termof ~ of a Newtonian fluid in a converging-diverging

-2 duct (see Fig. 1) is given by Balhoff and
(Zin / ) takes a value of 104 as the ratio of  Thompson [6].
Arin | A takes a value of 10-2 that is used as a
criterion whether a porous medium can be q= g9 AP
characterized by fractal theory and technique. 7,

Therefore, it can be said that the equations of the (48)

volumetric flow rate (Eqg. 46) and permeability
(Eq. 47) for a Bingham fluid flow through the unit

13
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where AP stands for the pressure drop along the

converging-diverging duct, p the viscosity of the D, 7 R¥Dr
Newtonian fluid and g hydraulic conductivity. g= e
The hydraulic conductivity for the converging- 3+D; -D (2 Lo (51)

diverging duct is given by

B 7Ry’
8l,

(49)

where Rd is the duct geometric constant and given
by

R, = (8lgj(0.477/R3 ~1.34y,° +1.19y, + 0.68)
" (50)
Figure 1. Schematic of axis-symmetric converging-
which was numerically determined by diverging duct

Balhoff and Thompson [6] where | is the pore-to- )
As can be seen from Eqg. (51) the hydraulic

pore distance and/® is the aspect ratio and taken conductivity is independent of the fluid properties

to be 0.3. Rd is also equals to the radius of  p; Gependent on the structural parameters (R, L,
capillary, R for a straight capillary tube. The

converging-diverging  duct is schematically .DrandD; of a capillary tube or duct. The
shown in Fig. 1. As can be seen from the figure  volumetric flow rate of a power-law fluid flow
the aspect ratio is 0.3, the pore-to-pore distance is  through the unit cell with a straight capillary tube,
1cm, the outside diameter is 0.5 cmand hydraulic in terms of the fractal scaling parameters, is given
conductivity is 6.83x0-5 cm3 [6]. by Eq. (18) and can be expressed in terms of the
One canobtain the hydraulic conductivity in  hydraulic conductivity as follows:

terms of the fractal scaling parameters by

comparing Eg. (19) with Eq. (48) as follows:

n 4 n—lRS(n—l) Dn—l 3+D. -D A in 1/n
Q:( n j T f ("‘ T f)g p :iAp (52)
3n+1 m(3+D; /n-D,)

He
where Eq. (48) is recoveredfrom the above equation
"(3+D./n=D.V by setting n =1and m= [ with the g given by Eq.
Ur = m£(3n+1] ( n: ! f) 830 (51). The volumetric flow rate of an Ellis fluid
4\ nz ) DI'(3+D, -D,) flow through the unit cell with a straight capillary
tube, in terms of the fractal scaling parameters, is
and g is given by Eq. (51). given by (33) and can be expressedin terms of the

hydraulic conductivity as follows:

a-1 a-1
43+D; -D 43+D; -D
Mo (a+1)(3+0‘DT _Df) DRy, o He

where g is given by Eq. (51) and z is equal to

14



Fethi KAMISLI

(@+3) a5 5 _p. Ve tube, in terms of the fractal scaling parameters, is
ue =21,,D, RS[ a+ ] { T J given by (42) and can be expressedin terms of the
4 4 (B+D,-D,) hydraulic conductivity as follows:

The volumetric flow rate of a Bingham fluid
flow through the unit cell with a straight capillary

4 3D
_gaP|, D nR3r_0+1(3+DT—Df)£ #D, Rz ](1[ﬂmmf3w}

Q

4 | 3-D, 3g AP 3(3-3D, -D, )| 4gAP(3+ D, - D, ) A

max

The above equation can be rearranged as follows:

4 3-3Dy Dy
Q:g_AP 1_£ He _,_1 M2 1— ﬁ (54)
7, 3 gAP 3(49AP Arnax
D determined. Therefore, one has to examine the
where p, = 7 R3To f and  flow of the power-law fluid flow through the unit
3-Dq cell with a straight capillary tube. The only non-

dv, /drdv, /dr. The rate of strain tensor reduces
to following expression [11].

As stated previously, the term of (7 i/ mex)” dv. V2
2in Eq. (54) takes a value of 10* as the ratio of 5 — /1(7, . 7',) = ( VZ) =
Ain | Ae t2KeES the value of 102, Therefore, it 2 dr

can be said that the equation of the volumetric

flow rate (Eq. 54) for a Bingham fluid flow In tubular flow for all r, dv,/dr< O0;

through the unit cell with a straight capillary tube  therefore the absolute value of the strain rate has
will not give the correct results since the termof equal to—dv, /dr . Thus, from Egs. (55)

Auin | A cOUId - nOt e dropped from the ;54 (18) the strain rate in terms of the fractal

equation completely. scaling parameters for the power-law fluid can be
Here 7, is yield stress and g (hydraulic  written as follows:

conductivity) is given by Eqg. (51). Yield stress

fluids require a minimum stress to initiate flow. In Un B

order to correctly model flow of these fluids, the 5 :(_id_pj = 3+ Dro =Dy (3n+1j% (56)

equation for flow must accurately predict the 2m dz D; nz )R

applied pressure drop that yields the flow. and the apparent viscosity for a power-law fluid is
After obtaining the volumetric flow rates for ~ given by

the considered fluid models in terms of the fractal

scaling parameters, we can also obtain an M, =my"? (57)

equation for apparent viscosity of power-law e

fluids in terms of the fractal scaling parameters

easily. In order to obtain the apparent viscosity of

the power-law fluid in the unit cell with a straight

capillary tube, the strain tensor has to be

b Jm vanishing velocity gradient in the tubular flow is
f

_ 3
Hor =7 R TO((3+ D, - D, f(3-3D; - D,

dv,
dr

(55)

where M is the consistency index and N the
power-law index. Combining Egs. (56) and (57)
yields the apparentviscosity in terms of the fractal
scaling parameters.
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APR® 3+D,,,

_Df

27 m Ly D,

)

Eq. (58) represents the fractal expression for
apparent viscosity of power-law fluids. This
expression shows the influences of parameters on
the viscosity. As can be seen from Eq. (57) the
apparentviscosity of power-law fluids depends on
the velocity gradient and power-law index and
decreases with increasing the velocity gradient
since the values of power-law index vary between
0 and less than 1 for pseudo plastic fluids.
Furthermore, it is well-known that the velocity
gradient depends very much on the pressure
gradient and size of geometry. Therefore, every
parameter that increases the velocity gradient will
cause the viscosity of fluid to decrease. Thus, it
can be said that the apparent viscosity of power-
law fluids decreases with increasing the pressure
gradient and radius of pore as seen from Eq. (58).
On the other hand, an increase in the value of the
tortuosity fractal dimension, D+ and the length of
pore, Lo will decrease the flow velocity in the pore
and thus affects the viscosity of power-law fluid
in affirmative way. In other words, a decrease in
viscosity of a power-law fluid by increasing shear
rate will be hindered by increasing the tortuosity
fractal dimension and the length of pore.

Mapp = m(

(58)

6. Results and Discussion

Tortuosity factor can be calculated from the
empirical equations that relate tortuosity to
porosity in porous media. The tortuosity fractal

dimension D; can be calculated from a

relationship between the tortuosity and structural
parameters suchas R and L. There are the number
of relationships betweentortuosity and porosity as
indicated by Chhabra et al. [7]. The tortuosity
factor, T, defined as L/L,. Chhabra et al. [7]
reported that the considerable confusion exists in
the literature regarding the value and the meaning
of tortuosity factor T. Some discussion and

equations (T =J2,T=1/¢ and T =1/\/E)
regarding tortuosity factor are given in their

(3n +1J
nrz
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g n-1
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paper. The following equation was given by
Comiti and Renaud [12].

T =1+BIn(l/¢) (59)

where ¢ is the porosity and the value of
constant B depends on the shape of packing and
of flow particle configuration (for example, B =
0.41 for tightly packed spheres, B = 3.2 for square
based parallelpipedal particles of height-to-size
ratio equal to 0.1 tightly packed in cylindrical
column). Furthermore, Dharamadhikari and Kalk
[13] claimed that the tortuosity factoris function
of the flow rate for polymer solutions.

The relationship between the tortuosity
fractal dimension and tortuosity in porous media
is given by Yu [14].

InT
I+ ——
In(L, /2R)

D, =

(60)

In two-dimensional space the porosity for
Fig. 1 can be obtained as follows:

Vi=V, 05x0.1-7x0.35"/4
0.5x0.1

=0.8076

where V, is the total volume of the cylindrical
cell and V, is the volume of spherical particle in
the two-dimensional space. The tortuosity can be
calculated from Eg. (59) with the use of the
obtained porosity and taking B = 0.41, and then
the tortuosity fractal dimension can be obtained
from Eq. (60). However, in order to obtain the
tortousity fractal dimension one needs the radius
and straight length of the tortuous capillary.
Balhoff and Thompson [6] performed the FEM
simulations on the power-law fluid in a
converging-diverging  duct. They obtained
different dimensions for the structural parameters
(length and radius of capillary) at each value of
power-law index n. For instance, the structural
parameters R and L were respectively obtained to



Fethi KAMISLI

be 0.106 cm and 0.731 cm for a value of n=0.30
while those parameters were found to be 0.097 cm
and 0.501 cm for avalue of n=0.80, respectively.
Note that in their study the structural parameters
vary with power-law index to match the FEM data
which shows the weakness of their network
model.

In order to compare the present model to the
converging-diverging duct approach, the average
values of radii and lengths used in that study are
taken to be the radius and straight distance of
tortuous capillary tube in the present
investigation. Therefore, R, L, are taken to be
0.102 cmand 0.620 and thus the tortousity fractal
dimension D, is found to be 1.0752 from Egs.
(59) and (60).

A determined value of the tortuosity fractal
dimension from relationships among porosity,
tortuosity and the tortuosity fractal dimension can

be used in Eq. (52) with n=1and D, =2, Eq
(52) with D;= 2 and Eq. (53) with D,;=2 to
obtain the volumetric flow rates versus pressure
drops for a Newtonian fluid, a power-law fluid
and an Ellis fluid, respectively. The converging-

diverging duct can be transformed into a single
fractal capillary with the structural parameters, R

=0.102 cm, L, =0.620 cmand D, =1.0752 that

do not vary with n for the power-law model and
for the Ellis model. The determined value for

the tortuosity fractal dimension ( D; = 1.0752) is

used in the flow rate equations to determine an
agreement or a disagreement between the fractal
capillary model and the converging-diverging
duct approach. Furthermore, values of the
tortuosity fractal dimension are varied around the
determined value to examine how the volumetric
flow rates for the considered fluid models change.

In the converging-diverging duct approach
the equation which gives the volumetric flow rate
of power-law fluid is given as follows [6].

n 1/n
nx
A
{ (3n+1) p}

where g is hydraulic conductivity and equal
to 6.83x10° cm?® and m is consistency index and
Rq is duct geometric constant given by Eq. (50).

49
mrz Rd3’3n

(61)
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In the converging-diverging duct approach the
volumetric flow rate of a power-law fluid as a
function of pressure drop is calculated using Eg.
(61) with g = 6.83x10°, m =1 and Eq. (50).

On the other hand, the fractal expressions are
developed based on the fractal nature of tortuous
capillaries in a porous media. In other words, it is
assumed that the converging-diverging duct can
be transformed into a single fractal capillary.

Fig. 2 shows the volumetric flow rate of a
Newtonian fluid versus pressure drop for various

values of the tortuosity fractal dimension, D,

Fig.2 is depicted using Eq. (52) withn=1, m=1
and D, =2 and Eq. (61) with n = 1 for the fractal

capillary model and the converging-diverging
duct approach, respectively. Ascanbe seen in Fig.
2 the fractal capillary model and converging-
diverging duct approach are in good agreement as
the tortuosity fractal dimension has a value
around the determined value of 1.0752. The
deviation between the two models for flow rate of
a Newtonian fluid increases with increasing the

tortuosity  fractal dimension. Moreover, the
deviation slightly increases with increasing
pressure drop. In whole computations the

hydraulic conductivity is taken to be equal to Eq.
(51) in the fractal capillary model equations and
6.83x10° in the converging-diverging duct
approach. In other words, the constant value of g
= 6.83x10° is not used in none of the fractal
capillary model equations but the converging-
diverging duct approach. In order to compare the
converging-diverging duct approach with the
fractal capillary model, the volumetric flow rates
of power-law fluids obtained from both models
(Eg. (61) for the converging-diverging duct
approach, and Egs. (14) and (52) for the fractal
capillary model) are drawn in Fig. 3, Figs. 4a and
4b as a function of pressure drop.
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Figure 2. Variation of the volumetric flow rate of
Newtonian fluids as a function of pressure drop

The volumetric flow rate for a power-law
fluid with n =0.8 as a function of pressure drop is
illustrated in Fig. 3. The figure is depicted using

Eq. (52) with D, =2 and Eq. (71) for the fractal

capillary model and the converging-diverging
duct approach, respectively. As can be seen in the
figure the agreement between the fractal capillary
model and the converging-diverging duct
becomes better when values of the tortuosity
fractal dimension approaches 1.0. In other words,
the deviation between the two models becomes
worst as values of the tortuosity fractal dimension
go away from 1.0. Furthermore, the deviation
between the two models is dependent on the
pressure drop and increases with increasing
pressure drop. Fig. 4a is sketched using Eq. (14)
with the equivalent parameters of L(1) (Eq. 5)

for obtaining the volumetric flow rate of a power-
law fluid (n =0.3) flow through a single tortuous
capillary tube as a function of pressure drop. Fig.

4b is depicted using Eq. (52) with D; =2 for the

volumetric flow rate of a power-law fluid (n=0.3)
through the unit cell with a straight capillary tube
as a function of pressure drop. In both figures
volumetric flow rates of power-law fluids versus
pressure drop for the converging-diverging duct
approach are computed from Eqg. (61) with
appropriate values of L and R. From the
comparison of Figs. 4a and 4b it is clearly seen
that the agreement between Eq. (14) and Eq. (61)
is much better than that between Eq. (52) and Eq.
(61).
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Figure 3. Variation of the volumetric flow rate of a
power-law fluid (n = 0.8) as a function of pressure
drop

Consequently, the model  equations
developed for volumetric flow rates of non-
Newtonian fluid flows in the unit cell with straight
capillary tube can’t be correctly used for
obtaining volumetric flow rates of those fluid
flows through a single tortuous capillary.

The difference between Eq. (14) with
equivalent parameters of L(A) and Eq. (52) with

substituting Eq. (51) comes from the termof D;

/(3+ D, In— Dy ). Therefore, the farther a value of

power-law index from the unity, the larger
disagreement between Eg. (14) and Eq. (52) at

each constant value of D, (D, is set to be 2 in

the present study).

As mentioned previously those equations for
Newtonian fluid case can be used for one another
for obtaining flow rate as a function of pressure
drop.

Ascan be seen in the figures (Figs. 4aand 4b)
the deviation between the two models increases
with increasing the tortuosity fractal dimension

D; . From the comparison of Fig. 3 and Figs. 4a

and 4b it can be concluded that the deviation, in
the volumetric flow rate of power-law fluids
obtained from the fractal expression (Eg. 52) and
converging-diverging duct (Eg. 61), for the lower
power-law index (n = 0.3) is larger than that for
the higher power-law index (n = 0.8). Therefore,
it can be said that the deviation between the two
models increases with decreasing power-law
index, which can be evidenced by considering
Figs. 2, 3 and 4. Fig. 4b indicates that at low
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pressure drops the flow rate of power-law fluid
with n = 0.3 is very low relative to that of power-
law fluid with n = 0.8 at corresponding pressure
drop.

Ellis fluids are also examined in terms of the
volumetric flow rates as a function of pressure
drop to check an agreement or a disagreement
betweenthe two models. The volumetric flow rate
for an Ellis fluid in the converging-diverging duct

approach is calculated from the following
equation.
4 ( agap )
qziAp 1+ g ps (62)
Mo a+3 71,7 Ry

Inthis equation g,7,,,, 77, and & _lare taken

to be 6.83x10° cm?, 0.719 Pa, 4.35 Pa.s and 2.47,
respectively. These data were experimentally
determined by Park (see paper by Balhoff and
Thompson, [6]) for 0.5 % polyacrylamid
(separan) solution.

In the fractal capillary model the volumetric flow
rate of Ellis fluids is calculated from Eqg. (53) with

D, =2 and Eq. (51). For various values of flow

(power) index, @ (| in the Ellis model, the
volumetric flow rate of Ellis fluids as a function
of pressure drop are computed and shown
graphically in Figs. 5, 6 and 7 in attempt to see an
agreement or a disagreement between the two
models.
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Figure 4a. Variation of the volumetric flow rate of a
power-law fluid (n = 0.3) flow through a tortuous
capillary tube as a function of pressure drop
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Figure 4b. Variation of the volumetric flow rate ofa
power-law fluid (n = 0.3) flow through the unit cell
with a straight capillary tube as a function of pressure
drop

Fig. 5is depicted for the volumetric flow rate
of an Ellis fluid with a = 2.0 versus pressure
drop. The figure is drawnusing Egs. (53) and (62)
for the fractalcapillary model and the converging-
diverging duct approach, respectively. As can be
seenin the figure the good agreement betweenthe

two models is observed for values of D; around

the determined value of 1.0 752. The deviation
between the fractal capillary model and the
converging-diverging duct approach for an Ellis

fluid with ¢ = 2.0 increases with a value of D;

going away from unity. As can be seen in the
figure the volumetric flow rate of Ellis fluids
calculated from the fractal expression is higher
than that calculated from the converging-
diverging duct approach for all considered values

of D;. Note that flow rate equation developed

for the unit cell with a straight capillary tube (Eq.
53) reduces to the flow rate equation for a single
tortuous capillary tube (Eq. 40 with equivalent
parameters of L(4) as flow index takes the value

of 2.

The volumetric flow rates of Ellis fluids
obtained from the converging-diverging duct
approach and the fractal capillary model with
various values of the tortuosity fractal dimension,
as a function of pressure drop, are depicted in Fig.
6 forl o [1=2.47]and in Fig. 7 for o [1= 3.0.
The identical trend for volumetric flow rates
versus pressure drops is observed in the three
figures (Figs. 5, 6 and 7). Only difference between
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these figures is magnitude of the volumetric flow
rates of Ellis fluids at the corresponding value of
the pressure drop. In other words, the volumetric
flow rate of Ellis fluids slightly decreases with
increasing flow (power) index, «, in the Ellis

model at a constant value of D, .

As a result, the agreement between the model
predictions for volumetric flow rate of a
Newtonian fluid flow through a single tortuous
capillary tube by the proposed model and those in
converging-diverging duct by the FEM is found
to be good. Although not comparing to
experimental studies, the present fractal capillary
model developed for different fluid behaviors is
compared with the theoretical studies that have
already been compared to the experimental
studies.
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DT = 1.06
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DT =1.10
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Q
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Volumetric flow rate,
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0.4r
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Figure 5. Variation of the volumetric flow rate of an
Ellis fluid (L] = 2.0) as a function of pressure drop

1.8

o =2.47

1.6

Volumetric flow rate, Q
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Figure 6. Variation of the volumetric flow rate of an
Ellis fluid ([] = 2.47) as a function of pressure drop
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Figure 7. Variation of the volumetric flow rate of an
Ellis fluid ([0 = 3.0) as a function of pressure drop

7. Conclusions

To derive flowrate expression for each fluid
as a function of pressure gradient is desirable to
easily predict amount of fluid passing through
porous media. The fractal capillary expressions
for calculating volumetric flow rates and
permeabilities for Newtonian, power-law and
Ellis fluids are developed based on the fractal
nature of tortuous capillary. Inaddition, hydraulic
conductivity has also been expressed in terms of
fractal scaling parameters. The fractal capillary
model is used to model the shear-thinning fluids,
including power-law and Ellis fluids. For each
fluid the flow rates obtained from both the
proposed model and the converging-diverging
duct approach supported by FEM are compared to
one another to check the accuracy of the
developed model. Good agreement between the
proposed model and the converging-diverging
duct approach is observed at the considered
values of the tortuosity fractal dimension for
Newtonian fluids. It is also observed that the
volumetric flow rate and permeability for
Newtonian, power-law and Ellis fluids are very
sensitive to the maximum pore size. The flow
rates and permeabilities for power-law and Ellis
fluids depend on values of the pore-area fractal
dimension, the tortuosity fractal dimension and
flow indices. The flow rates of power-law fluids
increase with increasing power-law index having
values between 0 and less than 1.0 but decreases
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with increasing the tortuosity fractal dimension.
On the other hand, the flow rate of Ellis fluid
decreases with increasing both flow (power)
index in the Ellis model and the tortuosity fractal
dimension. It can also be concluded that the
volumetric flow rate and permeability increase
with increasing both pore diameter and pore-area
fractal dimension. The good agreement between
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Abstract

Because of unspecified transfer function of dc-dc converters fuzzy controllers can be used instead of classical
controllers. The design of fuzzy controllers does not require an exact mathematical model. Instead they are
designed based on general knowledge of the plant. In this paper, a fuzzy logic controller for a dc-dc buck
converter is designed. The designed controlled system is simulated in MATLAB/Simulink software. Different
parameters such as input voltage and output load are varied and the responses of fuzzy controller to these
variations have been studied and investigated in order to evaluate the designed controller performance. The
simulation results are presented. Fast dynamic response of the output voltage and robustness to load and input
voltage variations are obtained.

Keywords: Fuzzy logic controller, Dc-dc converter, Buck converter.

Dc-Dc Diisiiriicii Doniistiiriiciiniin Bulanikk Mantik Denetimi Uzerine
Calisma

Ozet

Dc-dc doniistiiriictilerin transfer fonksiyonunun tam olarak belirlenemedigi durumda, klasik denetleyiciler yerine
bulanik denetleyiciler kullanilabilir. Bulanik denetleyicilerin tasarim tam bir matematiksel model gerektirmez.
Bunun yerine denetlenecek sistemin genel bilgisine dayanarak tasarlanirlar. Bu ¢alismada, dc-dc diistriici
dontistiriicii i¢in bulanik mantik denetleyicisi tasarlanmugtir. Tasarlanan kontrollii sistemin MATLAB/Simulink
ortaminda benzetimi yapilmugtir. Girig gerilimi ve ¢ikis yiikii gibi farkli parametreler degistirilerek bulanik
denetleyicinin  bu degisikliklere olan tepkisi incelenmis ve tasarlanan kontroloriin performansni
degerlendirilmistir. Elde edilen benzetim sonuglart sunulmustur. Cikis geriliminin hizh dinamik cevabi ve yiik
degisiklikleri ile giris gerilimi degisimlerine kargi dayanikliigi goriilmiigtiir.

Anahtar Kelimeler: Bulanik mantik denetleyici, Dc-dc gevirici, Diisiiriicii gevirici.

1. Introduction

In some applications, it is necessary to
convert the constant dc voltage value to a
variable dc voltage. In power electronics, the
circuits that perform this operation are called dc-
dc converters. The dc-dc converters can also be
called as a dc-chopper. A converter can be
thought of as a dc equivalent circuit of a
transformer with a continuously adjustable
winding ratio. As transformers can reduce or
increase AC voltage, dc-dc converters can also
reduce or increase the voltage value of the dc
source. Dc-dc converters are widely used in
many office appliances, personal computer
power supplies, spacecraft power systems,

laptops, communication devices, speed control
and braking in dc motors, mine hammers, freight
elevators, trolleys and electric automobiles. The
block diagram of a converter can be given as
shown in Figure 1.

At the inputs of these converters, there is the
constant dc voltage obtained by rectifying the
mains voltage. Therefore, fluctuations in input
voltage occur due to change of line voltage. That
is, the input voltage at the dc-dc converters is an
unregulated dc voltage. The inverter output is a
regulated DC voltage whose amplitude and
polarity are different from the input voltage.
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Switched dc-dc converters are used to
convert an unregulated dc input to a controlled

Batery—

dc output at the desired voltage range.

AC Rectifier o Filter DeD DC

e 3 bC c-e »| Load

Mains > bC Unregulateg Converter  Regulated o
Unregulated T

Figure 1. Converter block diagram

In practice, the efficiency of dc-dc
converters is about 70-95%. High efficiency can
be achieved by the use of switching elements
which consume less power and are controlled at
higher frequencies. Parallel to the developments
in electronics, BJT, MOSFET and IGBT are
used as switching elements in dc-dc converters in
recent years. However, igbt and MOSFETS are
preferred in high-power converter applications
[1].

The basic energy required for the operation
of the electronic circuits is provided by dc power
supplies which convert the AC input signal to the
dc output signal. There are basically two types of
DC power supply.

* Linear power supplies

* Switched dc power supplies
The basic operating principle of the

switched-mode voltage regulator is based on
transferring the high frequency switching of the
DC voltage applied to the input to the output. For
this operation, the input voltage is chopped and
the pulse duty ratio is changed. In short, pulse
width modulation (PWM) is performed. This
process makes the regulator output independent
of changes in load and input voltage.

Advantages and disadvantages:

* The structure is complex and high costs.

* There is a need to filter the output due to
noise and distortion.

* The efficiencies are quite high.

* Since the operating frequencies are very
high, the dimensions of the circuit elements
such as coil and transformer are smaller.

* Multiple outputs can be obtained and the
poles of the output voltage canbe changed.

The most important feature in power electronic
systems is efficiency. So, as a rule, power
electronic systems do not use resistances as a
power electronics circuit element. Voltage drop
and current flow are realized with the help of
switches.

There is no voltage drop when an ideal
switch is in the on state, and no current through
when it is in the off state. Thus a switch can be
thought of as an effective loss-free resistor
depending on duty ratio.

Conversion of the power dc to dc is done
with switched-mode power converters. It
consists of reactive and switching elements. The
operating principle is based on by setting the on
and off times of the switching elements used in
the circuit. If the frequency of the load-supplying
voltage is large, practicaly dc power
transmission is possible without interruption to
the load. Thus, the design of the converters can
be designed depending on the proper
configuration of the reactive elements and the
switching methods.

Switched dc-dc converters are nonlinear and
time-varying systems due to the inductance
behavior of their structures. Dc-dc Converters
can be classified in many different ways.
However, in terms of the functions performed by
the converters, the dc-dc converters can be
classified as follows;

Step-Down converter, (Buck)
Step-Up converter (Boost )
Step—Down/ Up converter (Buck-Boost)
Cuk converter
Full Bridge converter
24
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Buck and boost converters are basic
converters. The buck-boost and cuk converters
are formed by the use of basic converters. Full
bridge converters are a different application of
step down converter. The converter variants are
also referred to as switched DC power supplies
in certain applications [2].

The buck type dc-dc converters are used
when a lower voltage than the source voltage is
needed. Different control algorithms are applied
to to control the output voltage of dc-dc
converters. Voltage- Mode  Control  and
Current-Mode Control are two traditional
methods to control dc-dc converters [3]. The
transient responses of voltage-mode control is
robust to disturbances, but are slow. Current-
mode control improves the speed of transient
responses. The disadvantages with this method
are its instability when the duty-cycle is greater
than one half and the need for a ramp
compensation circuit to avoid this problem [4].
Current-Mode Control has more complex and
expensive circuit structures to be implemented
when compared Voltage-Mode Control.

If classical linear control techniques are
used, the small signal model is derived by
linearization around an operating point from the
state space average model [1]. The classical
controllers are simple to implement however, it
is difficult to account the variation of system
parameters, because of the dependence of small
signal model parameters on the converter
operating point [2]. Large signal and system
parameter variations cannot be easily dealt with
these techniques. The intrinsic nonlinearity and
wide input voltage and load variations must be
cope with the control technique, while ensuring
stability and providing fast transient response in
any operating condition. To achieve the desired
performance, the classical control methods for
dc-dc converters require the transfer function of
the converter which is usually a complicated
task.

Another method for control of converters is
fuzzy controller which has an acceptable level of
efficiency regarding the nonlinear model of
converters. In fuzzy control method, the control
action is based on some linguistic rules which
can decrease the complexity of the nonlinear
model and does not require an accurate
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mathematical modeling of the systems and
computational complexity [5, 6]

Its design philosophy deviates from all the
previous methods by accommodating expert
knowledge in controller design. This control
technique is based on the human ability to
understand the system behavior and it is also
based on controlling qualitative rules. This
control technique can extend the ability to
control large signals since each operating point
will have a specific driver without changing the
circuit structure.

The use of fuzzy logic control enables to
improve and overcome the deficiency of the
control method based on small signal models.
Fuzzy logic control improves the dynamic
behavior of the system, and becomes very useful
when the system mathematical model is difficult
to obtain. Unlike other robust schemes, which
are computationally intensive linear methods,
implementaion of fuzzy logic is simple.

In this study, a fuzzy logic controller is used
to control a Buck converter which will have a
constant output voltage under load and input
voltage variations. For this topology, the tests on
load regulation and line regulation are carried out
to evaluate the controller's performance.

2. The Mathe matical Model of Dc-Dc Buck
Converter

The buck converter is shown in Figure 2.
When the switch is on the circuit is connected to
the dc input source resulting an output voltage
across the load resistor.

L i
YTYTY N >
T T4y
E— C /— R VO

Figure 2. Buck converter

If the switch changes to off position, the
capacitor voltage will discharge through the load.
Controlling switch position the output voltage
can be maintained at a desired level lower than



Study of Fuzzy Logic Control of Dc-Dc Buck Converter

the input source voltage. The buck converter can
be described by the following set of equations

dip,

LEL=uE -V, 1)
dav, . .
CE:’,L_’,O (2)

Where i_ is the inductor current, Vo is the output
capacitor voltage, E is the constant external input
voltage source, L is the inductance, C is the
capacitance of the output filter and R is the
output load resistance. u is the control input
taking discrete values of 0 and 1 which
represents the switch position.

_ {0 if switchisoff
“=11 if switchis on

3)

It is assumed here that the inductor current
will have a nonzero value due to load variations
which is known as the continuous conduction
mode (CCM). Figure 3 shows the current and
voltage in continuous conduction mode.

Vv, A

i|_ A

\J

dT CwaT

Figure 3. Current in buck converter

If taking the inductor current and capacitor
voltage as the states of the system and rewriting
equations (1) and (2) in the form of state
equations, the following state equations in matrix
form can be obtained.

dir . E

dt L -
dvg ) [0] "
dat

(4)

where

(5)
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Figure 4. Simulink block diagram of a buck converter
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Figure 4 shows the Simulink block diagram
implementation of the buck converter using state
equations (4).

3. Fuzzy Logic Control

The fuzzy logic control is an important
application of the fuzzy set theory first
introduced by L. A. Zadeh in 1965. The most
important feature that distinguishes the concept
of fuzzy set from the classical set concept is that
fuzzy set uses linguistic variables rather than
numerical variables [7].

Linguistic variables, defined as variables
whose values are sentences in a natural language
(such as small and large), may be represented by
fuzzy sets. The application of fuzzy logic does
not require accurate mathematical formulations.
A block diagram of a fuzzy logic controller is
shown in Figure 5. and the implementation
involves the processes of fuzzification, inference
and defuzzification.

The fuzzification interface converts input
data into suitable linguistic values using the
membership functions. During the phase of
inference, the fuzzy if-then rules are evaluated
using an inference engine and the controller
action is inferred from the knowledge of the
fuzzy rules and the linguistic variables definition.
The conversion of the inferred fuzzy result to a
crisp control actionis performed through the
defuzzification [8].

Because its control algorithm is described
by if-then rules instead of intensive mathematical
equations or large look-up tables, the design of
fuzzy logic non-linear controller is easier. It
reduces the development cost and time and needs
less data storage in the form of membership
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functions and rules. It is also highly reliable and
robust to change in circuit parameters and
external disturbances [9].

Rule Base
!

> — Decision

Dc-dc Converter

’7

€
Cex

— Defuzzifier

Vref

Figure 5. Basic configuration of fuzzy logic
controller

4. Fuzzy Logic Controller Design

Fuzzy set is an extension of crisp set, where
the element belongs or does not belong to the set
with 0 or 100%. That is in a fuzzy set, the
element may partially belong to the set, that is an
element can belong to more than one set. This set
is characterized by a membership function that
applies a membership degree forthe set with a
range of 0 to 1 to each element in a given class.

Design of fuzzy controllers is based on
expert knowledge of the system to be controlled
instead of accurate mathematical model. There
are two inputs in the fuzzy controller. The first is
the error e(k) between the output voltage V[K]
and the reference value Vref and the second is
the difference between successive errors i.e.
change of error ce(k) and are given by

e(k) = Vref — V(K)
ce(k) = e(k) — e(k-1)

(6)
(7

The output of the fuzzy controller is the
change in duty cycle Ad[k], which is fed to
PWM block and the PWM output is fed as
switching signal to the converter [10]. In Figure
5, the voltage at the output of the buck converter
is compared with reference voltage and the
output of the comparator is the error signal
which is the input of the Fuzzy controller
together with the change in error signal. The
output of the controller is duty cycle which is fed
to PWM block and the PWM output is fed as
switching signal to the converter.
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A Mamdani based control system
architecture has been realized. Max—min
composition techniques and center of gravity
methods have been used in the inference engine
and defuzzification. The max—min inference
methodis used to obtain the control decision. It is
based on the minimum function to describe the
AND operator present in each control rule and
the maximum function to describe the OR
operator. The output of the fuzzy controller
structure is crisp, and thus, a combined output
fuzzy set must be defuzzified. The sum—product
composition method has been used to express the
gualitative action in a quantitative action. It
calculates the crisp output as the weighted
average of the centroids of all output
membership functions.

Fuzzy logic controller consists of three
components  fuzzification, fuzzy inference
system and defuzzification. In general a fuzzy set
issued to express a fuzzy variable which is
defined by a membership function. The values of
membership function vary between 0 and 1. The
fuzzy rule base are the IF-THEN rules.

4.1 Fuzzification

Fuzzification is the process of converting
input data into suitable linguistic values. The
first step in the design of a fuzzy logic controller
is to define membership functions for the inputs.
Five fuzzy levels are chosen and defined by the
following fuzzy-set values for the error e and
change in error ce:
NB negative big;
NS negative small;
ZE zero;
PS positive small;
PB positive big.

Membership function plots  PIot points: 181
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Figure 6. Membership functions fore, ceand u

The number of fuzzy levels depends on the
input resolution. Increasing the number of fuzzy
levels, increases the input resolution. Due to its
simplicity, the triangular membership function is
chosen for the controller input. Fuzzifier
determines the degree of membership in every
linguistic variable for given inputs. All linguistic
variables other than two will have zero
membership because there are only two
overlapping memberships.

4.2 Rule base or decision-making

The heuristic control rules that correspond
the fuzzy output to the fuzzy inputs are obtained
from analysis of the system behavior. Sometimes
the control actions in the rule table might also be
developed using “trial and error” and from an
“intuitive” feel of the system to be controlled.
The control rules listed in Table 1 for the dc—dc
converter are determined from converter
behavior. A typical rule can be written as
follows.

If e is NB and ce is PS then output is ZE
Error (e), change of error (ce) and output
represent degree of membership.
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Table 1. Rules
E
CEN_NB NS ZE PS PB
NBE NB NB NB NS ZE
NS NB NB NS ZE PS
ZE NB NS ZE PS PB
PS ZE ZE PS PB PB
PB NS PS PB PB PB

The fuzzy IF-THEN rule expresses a fuzzy
implication relation between the fuzzy sets of the
premise and the fuzzy sets of the conclusion. The
rules IF part describes situation for which rules
are designed and THEN part describes the
response of fuzzy system. For example, IF the
Error is NB and Change of Error is PS THEN
Duty Cycle is ZE.

If the membership functions of the input
variables provide a linear mapping between the
inputs and the output of the controller, any
control law can be directly implemented by
choosing the output as the desired control law
because the output is a function of the input
variables.

The derivation of the fuzzy control rules is
heuristic in nature and based on the following
criteria [11-13]:

1) If the output of the converter is far from the
reference point, the change of duty cycle must be
large so as to bring the output to the reference
point quickly.

2) If the output of the converter is approaching
the reference point, a small change of duty cycle
IS necessary.

3) If the reference point is reached and the output
is steady, the duty cycle remains unchanged.

4) If the output is above the reference point, the
sign of the change of duty cycle must be
negative.

5) If the output of the converter is far from the
reference point, the sign of the change of duty
cycle must be negative and large in order to
bring the output to the reference point quickly.

Figure 7 represents the surface view of the
rules for the proposed fuzzy logic control. The
rules are represented as the combinations of the
two inputs error and change in error for a
function of output
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Figure 7. Rules in 3D surface
4.3 Inference mechanism

The max-min inference method is used to
obtain the control decision. It is based on the
minimum function to describe the AND operator
present in each control rule and the maximum
function to describe the OR operator.

4.4 Defuzzification

Convertion of the fuzzy to crisp or non-
fuzzy output is defined as De-fuzzification. That
is defuzzification unit transforms the fuzzy
control actions to continuous (crisp) signals,
which is applied to the physical plant.

5. Simulations

The steady-state output voltage of a dc-dc
converter is controlled by the duty ratio. To
account for changes in load current, input
voltage, losses, and nonidealities in the
converter, a closed loop control is required to
obtain a desired output voltage and to maintain
it. Figure 8 shows a block diagram of output
voltage control for a buck converter.

The goal here is to implement a robust
fuzzy controller that can achieve robustness
around the operating point (e.g. in the case of a
load change), good dynamic performance (i.e.
rise time, overshoot, settling time and limited
output ripple) in the presence of input voltage
variations (and load changes); and invariant
dynamic performance in presence of varying
operating conditions. Therefore the system
performance is checked under four different
conditions namely start-up transient, line
variation, load variation, and also circuit
components variations.

pl Vi lo o ]
Vi lo
—— e
+ . >
| _ —— o vl o]
Vref —
S
F Logi Vo
uzzy Logic Buck Converter
Controller1

Figure 8. Simulink block of the fuzzy controlled buck converter

Simulations were performed on a typical
‘buck’ converter circuit, whose parameters are
shown in Table 2.

Table 2. Buck converter parameters
E(V) L (mH) C({TF) R{O)
20 40 4 40
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Figure 9 shows the output voltage and
current when a change in the reference voltage
from 10V to 12V occurs at 5ms.

The robustness is tested against the load
variation.  Figure 10 shows the recovering
features of the fuzzy controlled buck converter to
the imposed load variation. The load resistance
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was subject to a sudden change from R=40 [ to
R=60C 1 at time t = 5ms. while the system was
already stabilized to the desired voltage value of
10V.

Figure 11 shows the waveforms, when the
input voltage E is changed from 20 V to 18V at
the time t=5 ms with a desired steady state
output voltage of 10 V. Figure 10 and 11 proves
the robustness of the fuzzy logic control against
changes in the load and variations in the input
voltage.

0.35

0.3

Time (ms)

Figure 9. Output voltage and current waveforms for
step change in reference voltage
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Figure 10. Output voltage and input current
waveforms for 50% step load variations
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Figure 11. Input and output voltage waveforms for
step changes in input voltage

6. Conclusions

A fuzzy logic controller designed and
simulated for a dc-dc buck converter. The
control feedback error computed as the
difference between the output and the reference
voltage, and its rate of change, are used as inputs
for the fuzzy block which in turn determines the
duty ratio of signal driving the switching
element. The results of the simulations
demonstrate that with the use of fuzzy logic
controlller the robustness of the output voltage
and good dynamic behavior is achieved even for
large supply and load variations. The simulation
results illustrate that the fuzzy logic control can
be an alternative to conventional control
techniques and can provide considerable control
performances as tracking the desired output
voltage.
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Abstract

This dynamic execution of Radio over Fiber (RoF) joins utilizing minimal effort optoelectronic parts are
evaluated for dispersed receiving wire applications in cutting edge remote frameworks. Vital configuration issues
are examined and an illustrated the outline is exhibited for a remote framework requiring the transmission of four
radio channels for every connection course. Each of these channels has 100 MHz transmission capacity, balance
many-sided quality of 256-QAM and 2048 OFDM subcarriers. The Radio Access Network (RAN) is using for
all types of mobile system, each of this RAN have a different topology such as star, circle, tree, etc. On the other
hand, to creating and using a new RAN is better to use mesh topology which is suitable for the new system. In
the same way, in the field of using new RAN, topology can be apply as a mesh, which includes RoF. It also call
as next generation mobile system for the new system, instead of using microwave it can use fiber optic that is
why microwave are ignored. This type of use is more useful in terms of quality and system optimization for 4G
and similar systems.

Keywords: Next generation, New Radio Access Network (RAN), Radio over Fiber (RoF), Mesh topology, Dispersion of
fiber optic.

Yeni Nesil Kablosuz Sistemlerin Fiber Uzerinde RF Kullanilarak
Topoloji Agisindan Optimizasyonu

Ozet

Bu ¢aliymada, minimum maliyete sahip optoelektronik elemanlar kullanilarak olusturulan fiber iizerinden radyo
(RoF) dalgalarmm dinamik iletiminde uzak sistemlerdeki zayiflama dagitik kablolu alict uygulamalari igin
degerlendirildi. Onemli gruplama sorunlar1 incelendi ve bir 6mek ile agiklandi. Sonuglar, her bir baglant1 yolu
icin dort radyo kanalli iletime gereksinim duyan uzak sistemle sunuldu. Bu kanallarin her biri, 100 Mhz iletim
kapasitesine, 256-QAM g¢ok yonlii kalite dengeleyicisine ve 2048-OFDM ara tasiyicilarma sahiptir. Radyo
Erisim Ag1 (RAN) mobil sistemlerin tiim tiirleri i¢in kullaniliyorken, bu RAN sistemlerinin her biri ise farklibir
topolojiye sahiptir: yildiz, halka, agag¢, vb. Diger yandan, yeni bir RAN tasarlamak ve kullanmak i¢in orgii ag
topolojisinin kullanimi, yeni sistemler i¢in daha uygundur. Benzer sekilde, yeni RAN kullaniminda, orgii ag
topoloji RoF yapisma dahil olabilmesi nedeniyle daha uygulanabilirdir. Bu yeni sistemler i¢in, mikro dalga
kullanimi yerine mikrodalganin goz ard1 edilerek dogrudan fiber optik hattin kullanimi yeni nesil mobil sistem
olarak da adlandirilir. Bu tarz kullanim, 4G ve benzer sistemler i¢in kalite ve sistem optimizasyonu agisindan
daha kullanighdir.

Anahtar Kelimeler: Yeni nesil, Yeni Radyo Erisim A& (RAN), Radyo Uzerinden Fiber (RoF), Orgii ag topolojisi, Fiber
optik dagilim.

1. Introduction
to analog 2" G network, then the 3" G

Change in the nature of the service, new
frequency bands and non-backwards compatible
transmission technology is generally called the
next generation. New generations have risen
again in every 10 years from 1981, analog 1%t G

multimedia support followed the two previous
generations. And finally, the 4" G comes, in last
years a great growth in the industry of wireless,
both subscribers, and mobile technology. A
dramatic change from fixed to mobile cellular
telephony. Together, the vendors and mobile
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network operators have important role of
effective networks with the equally effective
anning coming into focus. The 5" G is multi
Technology Core as given in Table 1. The
assemblage of new technologies such as Nano-
technology, Cognitive Radio, Cloud Compute,
and based on all IP Platform form a core [1].
Table 1 is the mobile generation evolution from
1G to 5G.

Table 1. Evolution of mobile radio standards [1]

N.G 1G 2G 3G 4G 5G
Year 1970 1980 1990 2000 2012
awps, TR coma QR singe
Standards k’;‘l’gb D- W%:OE?IQAA LTE, Sl#annltfilaerdd
AMPS Advance
Bar?t?vtv?dth Klﬁzs égbds 2 Mbps 200 Mbps 1I—|G|:E2r&
N;\?vzerk PSTN  PSTN r\Teats\/kgrlk INTERNET  INTERNET
Multiplex  FOMA SOV coma OFDMA o
Analog Digital C';pig:ie[;’ Broadband Dynamic

Information
Access

Data With
High Speed

Selice Broadband

Data

Voice Voice

RoF systems use optical fiber, which has
minimum lack and wide band width transmission
area that allow the spreading of broadband data
or high frequency signals into many Base Station
(BS) is easy. [2]

The benefits of Radio over Fiber technology
makes it an important for the future of wireless
communication and makes the companies race to
know that technology and implement it to obtain
a system that more efficient and has better
performance. The technology of Fiber optic
gives technical works advantage over
commercial.

2. Materials and Method

2.1. Radio over fiber

RoF indicates to a technology that using
light to tone radio signal and transfer it over an
optical fiber connected to divide radio signals of
a centric place to remote stations as shown in
Figure 1. The radio signals frequencies are
divided into RoF systems cover a great range
(often in the GHz region), which rely on the kind
of the apps. The electrical signal may be
baseband the current modulated RF signal,
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design. This development leads to optimization
related services and Network Pl
modulated IF (Intermediate Frequency), or data
to be distributed. RoF conveyance systems are
divided into 2 general categories (RF Fiber; IF-
over-Fiber) rely on the range of frequency of the
radio signal to be transmitted In RF-over-Fiber
design, a data (usually more than 10 GHz) is
imposed on a light signal wave prior to
transported over the optical link. In IF-over-Fiber
architecture, an IF radio signal together with less
frequency (Less than 10 GHz) is utilized for tone
light before being transported over the optical
link [4].

MSC = Mobile Switch Center

CBS =Central Base Station

PSTN

BS = Base Station MSC

«) ®)

(&) BS2 () BSE )

BS1 S BS4A () ReR

)

BS3 BS7

BS5
Figure 1. Remote network antenna for micro-cell for
RoF system

RoF, is composed of a CS (Control Station)
with BS joined by an optical fiber network or
link as shown in Figure 2.

Y
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N':J?\(:,Lf;eder Mobile Unite /
‘ % wireless Terminal
..Remote S | /ﬁ . Units
Antenna Units
B

Figure 2. The radio over fiber system concept

The transmitting of peak frequency signals
is more affronts due to the requirement of peak
frequency part and bigger bandwidth link. This
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refers to larger frequency signals are more
sensitive to the transmission, transmitter and
receiver link signal failure [5].

Transmitting of the constant frequency of
RF signal, it is not important. For example, an
LO signal, if present, may be utilized to down-
convert the uplink holder to an IF in the RAU
(Radio Access Unit). Performing it would permit
the use of low-frequency components for the up-
link way in the RAU — directing to a system for
reducing cost. By putting a different LO in the
RAU, it can transmit from the head end to the
RAU by the RoF system. As it available at the
RAU, the LO can be used to tone down
conversion of the uplink signals [6].

RoF technology advantages are compares
with electronic signal distribution are mentioned
as follow;

Low Attenuation Loss

e Large Bandwidth
e Radio Frequency Interference Immunity
e Reduced Power Consumption

2.2. Cell planning

Therefore, RAN in the mobile system Next
generation contains a group of BTS (Base
Transceiver Station) that all of them are designed
next together. Each BTS contains cell that called
six dimensions or squib. Also, each cell contains
three Antennas. When we want to send the
frequency for all of the BTS we have to make
them as a group because it is easier to send the
frequency for each group. So, BTS groups are
arranging like (3,7,9,12,...) and they called
cluster size. However, it has a special rule to
make them. Cluster size rule is (i, j) to finding
(N) it can be use this rule (N=i2 + ij + j2). For
distance of the (i, j) rule and it can be use D =
V3N, in the picture below will illustrate how we
classify BTS over the groups as shown in Figure
3[7].

Where is i= blue line, j= black line, D=red line,
i= vertical, j= horizontal, D= distance between
two cell.

Table 2 is the cluster size calculation for the
cell planning procedure.
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Figure 3. Cell planning in cluster size

Table 2. Cell planning in cluster size [7]

i j N=i+ij+i  p=vEIN  eq
0 0 0 D=+3%0 0

0 1 1 D=+3+1 1.73=2
1 0 1 D=+3+1 173 =2
1 1 3 D=+3x3 3

0 2 4 D=+3+4 3.46
2 0 4 D=+3+4 3.46
1 2 7 D=+3x%7 458
2 1 7 D=+3x%7 458
2 2 12 D=+3+12 6

0 3 9 D=+3%9 5.19
3 0 9 D=+3%9 5.19
3 1 13 D=+3%13 6.24
1 3 13 D=+3%13 6.24
3 2 19 D= +3%19 7.54
2 3 19 D= +V3%19 7.54
3 3 27 D= 3%27 9

2.3. Problem of statement

To reduce and increase all of the problems
that mentioned above and to solve the
disconnection between BTS and BSC (Base
Station Central), it is better to use fiber optic
instead of using microwave, because by using
fiber optic in the case of calling those problems
are anincrease.

Same challenge between two Base Stations
(BSs) or between BSs and BSC as shown in
Figure 4.

a. In old RAN Communication was done

Directly between Two BTS by Microwave

Link as shown in figure (a).
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The problems that rise between two BTS
during sending a signal to occur because of
Mountain and Hills as shown in figure (b).
Or because of Rain, Snow, Storm, and
Airplane in Airport as shown in figure (c).
The aim from this topic is design a new
RAN to solving this problem by removing of
Microwave Link between two BTS in place
of it, using Fiber optic between all BTS then
a group of BTS connected to one BSC then
Connected to Core Network after connected
to the Internet as shown in figure (d).
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Figure 4 (abc,d). Same challenge between two base
stations

2.4. Method

2.4.1. Design and optimization for new RAN
by matlab environment

Dispersion is divided into two main parts
(Intermodal and Intermodal dispersion) and
(Intermodal). Also (Intermodal) is divided into
two parts: Step and Graded Index; all of the parts
will make the Total Dispersion (o7) [8].
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Figure 5. Design and optimization for the challenges
of optical fiber

First dispersion, material dispersion (o) in
intramodal dispersion (o), also (cn,) = (o)
because waveguide dispersion (cg) near of zero
therefor (o) = (o) [8].

First dispersion, material dispersion (o) in
intramodal dispersion (c.), also (c.) = (o)
because waveguide dispersion (cg) near of zero
therefor (o) = (o) [8].

dznl
O-m=lL |/1 daz (1)
Where o,= material dispersion, o, =

constant, ¢ = 2.998x108 constant, L = length of
the fiber optic, n;=constant, A= wavelength of the
light.

Second dispersion, step index (o) in
intermodal dispersion (c,), has been explained
dispersion by A or NA. [9]

LnyA  L(NA)?
Os = 2v/3¢ 3 3n.C @

Where o, = step index, L = length of the
fiber optic, n; = constant, A= relative refractive
index difference, relative with (NA) Numerical
Aperture n; and n,, ¢ = constant.

Total dispersion (or) is the result of
intermodal and intramodal; dispersion, by
finding the total dispersion we can calculate the
data bit rate by dividing total dispersion by (0.2).
[10]

o + o ©)

or =
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Where o+ - Total dispersion, o, - intramodal
dispersion, o, -intermodal dispersion.

The Total Dispersion (oc7) has been
measured, because of the find out Data rate by
this equation as follow:

. . 0.2
BTygx = maximum bit rate = —
ot

(4)
2.4.2. Designing topology with optisystem
software

Furthermore, in terms of creating new
design for next generation mobile system that
topology is a mesh, after we create Matlab code
by using optimization, then using the process of
Optisystem for creating new design in the shape
of software, then we use (1 km) or (2 km) fiber
optic cable for this system, so some information
are collecting before using the system. As shown
in Figure 6 [11].

User Defined Bit Sequence Generator
Bit rate = Bit rate Bits/s : Optical Time Domain
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1

i

1

i
be———
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Generator
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Figure 6. Compensation of dispersion ideal
dispersion compensation

2.4.3.Hardware implementation using optical
components

The simulation of the proposed design with
optisystem software, which is a new RAN design
for the system, it is topology well be in a mesh
topology, for next generation mobile system of
4™ generation or above. The aim from this topic
is to design a new RAN to solving this problem
by removing of microwave link between two
BTS in place of it, using fiber optic between all
BTS. After, the practically work included a few
instrument connected in sequence as (RF
Generator, Attenuator, RoF Transmitter, Fiber
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Optic Cable, RoF Receiver, Spectrum Analyzer,
Optical Spectrum Analyzer), presented in Figure

: "
Receiver
™l
N RF Signal Generator
Optical Spectrum 1

Analyzer &Y 7]

—_—

i ‘\7“, -~

Optical Power
Meter

Fiber Optic Cable 2 km

=

Figure 7. Spectrum analyzer and optical spectrum
analyzer

The mentioned instruments practically have
been connected to gain the results which came to
those achieved by optisystem simulation, shown
in Figure 8.

Spectrum

E/o Analyzer

O/E

RF
Signal
Gener

RoF
Trans RoF

mitter Receiver

ator

Optical
Spectrum

i

Attenuator

Optical Fiber

Cahle 2Km Analvzer

Figure 8. Connected between all parts

First, RF signal Generator has been used as
a laser source, then connecting to attenuator part,
that used the increasing and decreasing of power
during reading the results. After the connection
to RoF transmitter part, which is composed of
(E/O and light source), and 2 km fiber optic
cable has been connected, after that the RoF
receiver connected as comprised in (O/E and
detector), finally connected to the both parts of
spectrum analyzer and optical spectrum analyzer.

3. Result and Discussion

The proposed RAN architecture employs
grouping the overall coverage base stations into a
number equal to the cluster size. For example,
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for cluster size N = 3, there will be three groups,
and seven groups when N 7, etc. The
contribution of this work is that the 4G mobile
system will have central base stations (CBSs) for
each group connected to these central base
stations, unlike the GSM system which has many
base transceivers (BTS). In the GSM system,
each group of these BTSs is connected to a base
switching control (BSC), and these BSCs are
connected to the Mobile Switching Center
(MSC), with all of these connections between
BTSs, BSCs, and the MSC made via a
microwave link.

In this work, each group of base stations will
be connected directly to CBSs through the use of
the RoF technique, using a fiber optic channel
instead of a microwave link. Figure 9 shows the
connection of one group of base stations to their
central base station (the black nodes represent
base stations and the red lines are fiber optic
links using RoF technique). A practical view for
the proposed RAN is shown in Figure 10.

Figure 9. Proposed base station mesh topology to
each group

The length of the fiber optic cable between
two adjacent base stations BS must be greater
than twice the reuse distance D of each base
station for cluster size N, therefore, the length of
the fiber for different cluster sizes can be
obtained as given in Table 3.

For the proposed RAN, for each group of
base stations and additional central base station,
the first tier base station number = 6, second tier
= 12, third tier = 18, i.e. 6 base stations will be
added for each subsequent tier. Now the total
number of base stations needed for a certain
coverage area and cluster size can be obtained,

after calculation for each group as shown
Table 4.

Figure 10. Proposed practical view mesh topology to
each group

Table 3. The fiber length radius cells and
cluster size calculation

Cluster Size (N) L (Fiber Length, km)

0 0=R

1 1.73=z2=R
3 3=R

4 346 =R
7 458 =R
9 519=R
12 6=R
13 6.24 =R
19 754 =>R
27 9=R

Table 4. Fiber length (radius cells) and (N) cluster
size calculation

No.

N(ON)Of _of BSs F?g”f Coverage Area
Tiers

0 1 0 0 (26 x RH x 1
1 7 127 2 (2.6 x R%) x 127
3 7 381 3 (2.6 x R?) x 381
4 7 508 346 (2.6 x R?) x508
7 7 889 458 (2.6 x R%) x 889
9 7 1143 519 (2.6 x R%) x 1143
12 7 1524 6 (2.6 x R?) x 1524
13 7 1651 624 (2.6 x RH) x 1651
19 7 2413 754 (2.6 x R?) x 2413
27 7 3429 9 (2.6 X R?) x 3429
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If, Cluster Size N = 7 seven groups, BTS
radius cell = 4.58 km, the number of Base
Transmission Station BTS 889 and the
commonly coverage area =48,484.85 km?,

3.1. Proposed design and optimization results
using matlab environment

Figure 11 shows the relation between data
rate and the fiber length using multimode graded
index fiber optics with different relative
refractive index differences (Delta). It is shown
that fiber length is about 2 km. Thus, relative
refractive index difference must be less than 0.04
for a higher data rate.

Data Rate (Mbps) vs Fiber Length
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Figure 11. Experimental setup components and
connection

Figure 12 shows the relationship between
fiber length and data rate with different
Numerical Apertures (NA), using multimode
step index fiber optics, it is found that for higher
data rate and fiber length about 2 km, the
numerical aperture must be less than 0.028.

Figure 13 shows the relationship between
data rate and relative refractive index difference
defta for different cluster sizes (N) using
multimode step index fiber optics. It is shown
that without clustering (N=1), the data rate is
higher, but this causes higher CCI (Co-Channel
Interference) and ACI (Adjacent Channel
Interference), and hence SIR (Signal-to-
Interference Ratio) will be decreased. Therefore,
N=3 and N=7 clustering would be more optimal.
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Figure 13. Data rate versus relative refractive
index difference for step index

3.2. Proposed design results in design using
optisystem software

The optimization to obtain best values of
dispersion and then data rate, using OptiSystem
software the RAN design using RoF done, the
designed system whereas Figure 14 is the
transmitted pulse, Figure 15 is the received pulse
at the end of the fiber, Figure 16 is the output
pulse after minimization of the pulse broadening
and dispersion using Fiber Bragg Grating (FBG)
technique for dispersion minimization.
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3.3. Proposed design results for the practical

parts

Signal Indexc [0 =

M I-$ 2006

Figure 17 is the input power spectrum from
the experimental setup with carrier frequency
2GHz.
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Figure 17. Input power spectrum for 2 GHz carrier
frequency

Figure 18 and Figure 19 are the output
power spectrums obtained in the experimental
setup for multimode fiber, and the length is 2 km
for sine wave and pulse inputs respectively. It is
shown that the output power for sin wave input
has greater (which is about -48dB) than that
when the input is a pulse (which is about-75 dB)
because of the optical fiber will affect more
when the input is a pulse which is by the effect
of dispersion.

Center Freq 2.000 909 090 GHz

GHr_-3413 80

T

on_OFF 1339818101

— L

Figure 18. Output power spectrumfor 2 GHz carrier
frequency with sine wave input
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Figure 19. Output power spectrum for 2 GHz carrier
frequency with sine wave input

4. Conclusions

A new RoF topology is proposed for the 4G
mobile system. The topology involved grouping
the coverage into N groups. Each group has
many base stations connected to a central base
station; thus, there are N central base stations
connected to the core network through access
gateways, and finally, to the Internet. The use of
fiber optic channels allows for high data rate and
improved  signal quality. Moreover, no
interference and free space losses were observed.
The maintenance of the proposed topology
would be easier, and the overall network would
be more reliable. Thus, despite its high
installation cost, the proposed RoF topology
should provide low running costs.
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Abstract

In this study, low carbon steel AISI 1020 surface was coated in different heat inputs with (%-wt.) 70FeCrC-30Fe B
ferro alloy powder mixture by using plasma transferred arc (PTA) welding method. The microstructure of the
coating layers were investigated by using optical microscope (OM), scanning electron microscope (SEM),  X-
ray diffraction (XRD) and energy dispersive X-ray (EDS). The dry sliding wear and friction properties were
determined using a block-on-disc type wear testdevice. Wear tests were performed at 19.62 N, 39.24 N, 58.86 N
load and thessliding distance of 900 m. The results were showthat coated samples were consisted of mostly M-CGs
(M=Cr, Fe) carbide, (Cr, Fe)B, FeB and Fe,B boride. It was seen that the dendrites were growth with increasing
heat input. The highest average microhardness value was measured 1096 HV on sample coated with low heat
input. It was determined that the sample with the highest wear resistance was the sample coated by the low heat
input.

Keywords: PTA welding, AISI1020, Fe-Cr-B-C coating, Wear, Friction.

PTA Yontemiyle Kaplanan AISI 1020 Yizeyine Fe-Cr-B-C Kaplamanin
Mikroyapi, Siirtiinme ve Asinma Ozelliklerine Isi Girdisinin Etkisi

Ozet

Bu ¢ahgmada, disiik karbonlu AISI 1020 ¢eliginin yiizeyi farkli 1s1 girdilerinde (% ag.) 70FeCr-C-30FeB ferro
alagmm tozu karngmmuyla plazma transfer ark (PTA) kaynak yontemi kullanilarak kaplandi. Kaplama tabakalarnin
mikro yapilart optik mikroskop (OM), taramah elektron mikroskobu (SEM), X 1sm1 kemmu (XRD) ve enerji
dagihmh X-ray (EDS) kullanilarak incelendi. Kuru kaymali asinma ve siirtiinme 6zellikleri blok-on-disk tip
asmma test cihazi kullanilarak belirlendi. Asmma testleri 19.62 N, 39.24 N, 58.86 N yiikte ve 900 m kayma
mesafesinde gerceklestirildi. Sonuglar, kaplanmis numunelerin genelde M7Cs (M=Cr, Fe) karbiirii, (Cr, Fe)B, FeB
ve Fe2B boriirlinden olustugunu gdsterdi. Dendritlerin artan 1s1 girdisiyle biiyiidiigii goriildii. En yiiksek ortalama
mikro sertlik degeri diislikis1 girdisiyle kaplanan numunede 1096 HV olarak 6l¢iildii. En yiiksek agmnma direncine
sahip numunenin diisiik 1s1 girdisi ile kaplanan numune oldugu tespit edildi.

Anahtar Kelimeler: PTA kaynak, AlSI 1020, Fe-Cr-B-C kaplama, Asinma, Siirtiinme.

1. Introduction tungsten arc welding (GTA) welding,

oxyacetylene welding and laser welding hawve

Metallic machine parts expose to wear under
working conditions, this causes significant loss of
material per year [1]. Surface coating is the one of
the most frequently used method for improving
the wear of metal surfaces [2]. Welding is a
method that use for depositing wear resistance
materials on surface of metallic parts [3, 4]. The
deposition of wear resistance materials on the
surface with different welding methods such as
plasma transferred arc (PTA) welding, gas

been widely used in industry to protect the
metallic parts surfaces from wear [5-8]. High
carbon and chromium content alloys are widely
used in wear resistance required applications,
such as mining, minerals, cement and paper
industries [9]. Fe-Cr-C alloys are generally used
as coating material, because of low price and high
mechanical properties [10]. Fe-Cr-C alloys
coating have excellent wear and corrosion
resistance, because of comprising high hardness
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carbides in the microstructure, such as M;C, M;C;
and M,;Cs [11]. Also Fe-Cr-B and Fe-Cr-B-C
alloys coatings are known as high wear and
corrosion resistance coatings [12-14].

In this study, 70FeCrC-30FeB ferro alloy
powder mixture was coated on AISI 1020 steel in
different heat inputs by using PTA welding
method. The microstructure of the coating layers
were analyzed with using OM, SEM, EDS and
XRD. The microhardness, wear and friction
coefficient properties of the coatings were
determined. Finally worn surfaces were examined
by using SEM microscope.

2. Material and Method

In this study, commercially provided AISI
1020 low carbon steel was used as substrate
material. The substrate was prepared in
dimensions as shown in Figure 1. High carbon
content FeCrC and FeB ferro alloy powders were
used as coating materials. The powders sizes are
approximately 38 um. In Table 1, the chemical
composition of AISI 1020 steel and ferro alloy
powders are given.

Q"

Figure 1. The dimensions of AISI 1020 (mm).

Table 1. Chemical compositions of AISI 1020
and ferroalloys (wt.-%).

Material Cr B C Mn Fe Other
AISI1020 - - 02 0.3 Bal. 0.306
FeCrC 6677 - 7.95 - Bal. 0.557
FeB - 1822 0.3 - Bal. 055
The surface of the substrate material was

cleaned before coating with acetone after spraying
the compressed air to clean the surface from oil
and dirt. After that substrate was dried in the
furnace at 60°C for 30 minutes in order to remove
the moisture. The powders were dried in the
furnace at 110 °C for 1 hour to remove the
moisture of the coating powders. These powders,
containing  (%-wt.) 70FeCrC-30FeB, were
weighed with a precision scale and a total of 30 g
powder mixture was obtained for surface coating.
This mixture was stirred for 1 hour at 150
rpm/min in a mechanical stirrer and it was placed
in the opened channel on the substrate material. It
was stuck to the surface with alcohol to prevent
alloy powders from flying during welding. After
this process, experimental samples were placed in
the furnace to remove moisture and kept there at
100 °C for 1 hour for drying. After the samples
had been removed from the furnace, they were
kept until the room temperature was reached and
the surface coating processes were carried out at
different coating speeds and heat inputs using the
Thermal Dynamics WC100B PTA welding
device with the parameters given in Table 2.
Argon was used as the plasma gas and shielding
gas. After the coating process, the samples were
put on to cool at room temperature.

Table 2. PTA coating parameters

Sample S1 S2
Current (A) 120 140

Coatingspeed

(m/ming) P 015 0.5
Voltage (V)
Plasma gas flow
rate (I/min)
Shielding gas flow
rate (1/min)
Coatinglength
(mm)

Heat input

(kj/mm) 0.475

0.585

S3 S4 S5 S6
160 120 140 160

0.15 0.1 0.1 0.1
18-20
0.5
8
2

0.704 0.713 0.878 1.056
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Then, these samples were sanded with 60,
120, 180, 240, 400, 600, 800, 1000 and 1200 mesh
SIiC sandpaper, respectively, and then polished
with using 3um size of diamond paste. The
polished samples were washed with alcohol and
dried. After this process, the samples were etched
for 2 minutes with a mixture of 15 g of FeCl;, 15
ml of HCI and 100 ml of distilled water. The
etched samples were cleaned with alcohol and
dried with hot air after being washed with soap.

The etched coating surfaces were examined
using an optical microscope (OM) and scanning
electron microscope (SEM). The chemical
composition of the compounds comprising the
coating was determined by the energy-dispersive
X-ray analysis (EDS) and the type of the
compounds was determined by the X-ray
diffraction (XRD) analysis. The hardness of the
coating was measured by applying a force of 200
gf from the midpoint of the top surface of the
coating to the main material at 0.25 mm intervals
with a microhardness test device.

The samples required for the adhesive wear
testwere cut at 6x9x6 mm? from near the midpoint
of the coated samples. Before the wear test, the
coated surfaces of the samples were sanded with
400 mesh sandpaper and then cleaned with
alcohol. Wear tests were carried out

a) Coating Layer

!

b) - Codfing Layer

in a "block-on-disc” adhesive wear tester at a
normal load of 19.62 N, 39.24 N and 58.86 N.
AISI 52100 bearing steel 15 mm in diameter was
used as the abrasive and the samples were worn at
a total of 900 m sliding distance at each load.
Weight losses were measured with a precision
scale of 10-5 g precision at every 300 m. During
the wear test, the change in friction force
dependent on the sliding distance was recorded
and transferred to the computer via a data logger.
Finally, the worn coating surfaces were analyzed
using a SEM microscope.

3. Results and Discussion
3.1. Microstructure

In Figure 2 and Figure 3 the macro
photographs and interface images of the Fe-Cr-B-
C coated samples were shown respectively. As
seen from the test specimens there is no crack or
porosity on the coated surfaces, interfaces and
coating layers.

X

e

§

‘Interface’

Interface
1 ABI020.,

Coating Layer

Inte rface

“AISI 1020

N

Inte rface

Coating Layer

“Interface

Figure 3. SEM images of coating interfaces a) S1 (x2000), b) S2 (x2000), c) S3 (x2000), d) S4 (x1000),
e) S5 (3500) and f) S6 (x500).
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The coating layers some properties were given in
Table 3. Asseen from the Table 3 coating layers
depths and interface regions heights were increase
with increasing heat input. The percentages of
dendrites increased with increasing heat input
because of intensive melting. Also with
increasing heat input dendrites were growth.

Table 3. General properties of coating layers.

Sample H Hi Dendrite %P  Aav. Wav.
1410 1.875
1 - - - -
pm pm
9 1470 7205 e aqs 752 6.2
pm pm pm2 pm
- 1560 9.975 o ie 4, 3642 9
pm pm pm2 pm
s 2170 17.8 Dendrite 456 486.6 16.8
Hm pm pm?2 pHm
- 3490 3831 i 545 25617 311
pm pm pm?2 pm
4610 4233 2621 342

6 Dendrite 70.2

pm pm
H: Coating maximum depth; Hi: Average interface height taken
from five different points; %P: Percante of the dendrites; Aav.:
Average area of the phases; Wav.: Average width of the phases

The boron and carbon ratios in the coating
areas could not be determined by EDS analysis
because of the atomic numbers were low. The
boron containing compounds in the coatings were
determined by the XRD analysis given in Figure
4. According to the XRD analysis results, all of
the coating layers were generally composed of
M;C; (M=Cr, Fe) carbide, (Cr, Fe)B,
FeB and Fe,B borides. In addition to these phases
a little amount of a-Fe and FeCr were detected.
These structures were also observed in similar
studies [15, 16].

The OM photographs of the coating layers
are shown in Figures 5-10. As seen from the
Figures, different microstructures appeared in the
coating layers with the change of heat input. This
can be explained by the change of the melting
amount of the substrate material with the change
of heat input and therefore the change of the
chemical composition of the coating. As it seen
from Figure 5a, borides and carbides in the
coating layer are solidified as a colony because of
the solidification time is short due to low heat
input. The other samples (S2-S6) microstructures
were consists of dendrites and interdendritic
eutectic structures (Figure 6-10).

I: & - Fe 2: M5C3 3: (Cr,Fe)B '
2
4: FeB 5: FeB 6: FeCr
2 3
5 4 : 1 s 4

2 3

Intensity (counts)

20 30 40 50 60 70 80 90
20 (Degree)
a)
I: a - Fe 2: M7C3 3: (Cr.Fe)B
4: FeB 5:Fe;B 6: FeCr
11
22
s!
5 3 2 2 S6
w
E 1
2
g 3
L)
2
."? 3 3 !
E 44 5 45 & 1 al
]
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3 2
5 3
24 2
4 2 h :H 2 z 4 ; 1 s4
..... (PR PR P R P Ry
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20 (Degree)

Figure 4. XRD results a) S1-S3 and b) S4-S6.
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The dendrite arms expand and stretch as the
heat input increases. In addition, parallel to the
increase of the heat input the dendrites occupy a
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larger area due to the transition of the Fe element
to the structure.

PR S B

Figure 8. OM photograph of S4 x500.

Figure 11 shows the SEM photographs and
EDS analyzes taken from different points of the
coating areas. According to the EDS results taken
from point 1in Figure 11a, this point contains (%-
wt.) 32.82Fe-31.23Cr-35.95C elements.
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Figure 10. OM photograph of S6 x500.

According to the Cr/Fe ratio, this phase is
M-,C; (M=Fe, Cr) carbide. The phase at point 2
contains  (%-wt.)  38.43Fe-20.82Cr-40.75C
elements.

Itis thought that from EDS and XRD results,
this phase is (Cr, Fe)B boride. According to the
EDS results taken from dendrites, point 3 in
Figure 11b contains (%-wt.) 73.24Fe-8.54Cr-
18.22C elements, point 5 in Figure 11c contains
(%-wt.) 65.84Fe-4.76Cr-29.4C elements, point 7
in Figure 11d contains (%-wt.) 66.52Fe-5.08Cr-
28.4C elements, point 9 in Figure 1le contains
(%wt.) 58.92Fe-4.72Cr-36.36C elements and
point 11 in Figure 11f contains (%-wt.) 67.15Fe-
3.13Cr-29.71C elements. Also according to the
EDS results taken from eutectics, area 4 in Figure
11b contains (%-wt.) 63.50Fe-16.51Cr-19.99C
elements, area 6 in Figure 11c contains (%-wt)
68.79Fe-10.49Cr-20.72C elements, area 8 in
Figure 11d contains (%-wt.) 64.69Fe-9.37Cr-
25.94C elements, area 10 in Figure 11le contains
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(%-wt.) 59.77Fe-10.16Cr-30.08C elements and  EDS analysis results, similar structures are in
area 12 in Figure 12f contains (%-wt.) 68.09Fe-  different chemical compositions due to different
9.87Cr-22.04C elements. As canbe seenfromthe  melting intensities with the change of heat input.

10mm ) 3 . B "" - atUni /2017
15.0kv SEI  SEM 10.0mm 10:42:31

e \

10pm FiratUni 3/e/2011 " ) "~ lopm FiratUni 3/3/2017
15.0kv SEI  SEM WD 10.0mm 10:09:46 X EM WD 10. 11:11:38

— 10pm FiratUni 6/27/2016 ) ) 10pm FiratUni  6/27/2016
15.0kV SEI SEM WD 10.0mm £:31:00 X1, 15.0kV SEI SEM WD 10.0mm 10:20:01

Figure 11. SEM photograps of the coating layers a) S1 (x1000), b) S2 (x2000), c) S3 (xX2000), d) S4 (x1000),
e) S5 (x1000) and f) S6 (x1000).
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3.2 Microhardness

The microhardness distribution of the coating
layers are given in Figure 12. It was seen that the
microhardness of the coating layers are higher
than the substrate material due to the hard borides
and carbides in their structures. It was seen that
the average microhardness of the coating layers

varied from 621 to 1096 HV and decreased with
increasing heat input. The highest micro
hardness value was measured as 1254 HV in
sample S1, which was coated with the lowest heat
input.. The average microhardness values of the
coating layers are 1096 HV, 991 HV, 858 HYV,
812 HV, 703 HV and 621 HV for samples S1, S2,
S3, S4, S5, S6 respectively
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Figure 12. Microhardness distribution of coating layers

3.3. Wear and Friction

At19.62 N, 39.24 N and 58.86 N normal load
the change in wear losses according to the sliding
distance are given in Figures 13-15 respectively.
It was found that the wear losses of coated
samples are less than the substrate material at all
load values. As the average microhardness of the
coating layers decreased, wear losses increased.
The sample with the best wear resistance at all
load values is the sample S1, which is coated with
the lowest heat input and has the highest average
hardness. The sample with the lowest wear
resistance is the sample S6, which is coated with
highest heat input and is the softest sample. At
19.62 N load, the wear resistances of the other
specimens except the specimens coated with high
heat input (S5 and S6), tending to increase
according to the sliding distance (Figure 13).
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Figure 13. Wear losses at 19.62 N load.

At 39.24 N load, the wear resistances of all
samples decreased when the sliding distance
increasedto 600 m and increased when the sliding
distance increased to 900 m (Figure 14).
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Figure 14. Wear losses at 39.24 N load.

At 58.86 N load (Figure 15), the wear
resistance of the S6, which is coated by the
highest heat input, is increased according to the
sliding distance. The wear resistances of the S1-
S5 decreased with the increase of the sliding
distance to 600 m and increased when the sliding
distance increased to 900 m.

58.86 N

20.00

18.00 | 4 S1

16.00 os2

14.00
= o 83
E 1200
E1000 [ XS4
D)
5 8.00 x S5
~ 600 +

o S6 o

4.00 E/

200 | * AISINO20 A~

0.00

0 300 600 900
Sliding distance (m)

Figure 15. Wear losses at 58.86 N load.

The change in wear losses according to the
normal load is given in Figure 16. As it seen, the
wear resistance of the S1, which has the highest
average microhardness, decreases as the load
increases. The wear loss of the S2, which has an
average micro hardness close to this sample,
increases with increasing load. The wear
resistances of the other samples decreased when
the load increased to 39.24 N and increased when
the load increasedto 58.86 N.
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Figure 16. Wear losses according to normal load.

In Figure 17, the variation of average friction
coefficients (uave) according to the load is shown.
The samples with high average microhardness
have higher .. Vvalues and as the heat input
increases, the .. Values decrease atall load. The
ave. Values of the samples vary between 0.619 -
0.806 at19.62 N load, 0.665 - 0.78 at 39.24 N load
and 0.601 - 0.74 at 58.86 N load.

At 19.62 and 39.24 N load, the average
coefficient of frictions of all samples are lower
than the AISI 1020. The average friction
coefficients of S1-S5 at 58.86 N load are higher
than the AISI 1020. Also S6’s average friction
coefficient is close but higher than the AISI 1020
at 58.86 N load.

—A-81
0.9

-8-52
0.8
—-—S83
0.7

—¥-S4
-85
—e—S6

—+—=AISI1020

Average coefficient of friction (port)

0 19.62 39.24 58.86

Normal load (N)

Figure 17. The variation of average friction
coefficients according to load.

The wear surface SEM photographs of the
samples worn at most (S6), at least (S1) and the
substrate material at each load are shown in
Figure 17. Significant amounts of the material
were lost at all loads from substrate (Figure 17a-
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c). In the substrate material, it was determined that
the particles broken from the surface were
removed from the surface at 19.62 N and 39.24 N
load while the broken particles were plastered to
the grooves formed on the surface at 58.86 N load
due to the high temperature. Peeling and craters
were observed on the worn surface of the
substrate material at low load. Again, the
roughness of the surface at this load is much
higher because the broken particles did not plaster
to the surface due to the low load (Figure 17a).
Wide and deep craters were observed on the wom
surfaces at medium and high loads. Wear was
usually in the form of scraping. According to the
EDS results taken from the wear surfaces of the

substrate material, oxidation occurredon the worn
surfaces and these oxides were plastered to the
surface at a high load and reduced the friction
coefficient. If S1’s worn surfaces investigated, it
is seenthat grooves formed on the surface at19.62
and 39.24 N load (Figure 17d and e). At 58.86 N
load, the abrasion is more of a scrape, and
scraping pits formed on the surface (Figure 17f).
As it seen from S6’s worn surface photograps,
grooves and spalling formed at 19.62 N load
(Figure 179g). At39.24 N load, it is seen that the
particles have been stripped off from the surface
and scraping pits and spalling formed on worn
surface (Figure 17h). At58.86 N load, the grooves
flattened with increasing wear (Figure 171).

Figure 18. SEM photographs of the wear surface a) AISI 1020 19.62 N, b) AISI 1020 39.24 N, c) AISI 1020
58.86 N, d) S119.62 N, e) S139.24 N, f) S158.86 N, g) S6 19.62 N, h) S6 39.24 N and 1) S6 58.86 N.
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4. Conclusions

e The surface of AISI 1020 was successfully
modified with Fe-Cr-B-C elements by using
the PTA welding method.
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e Coating layers depths and interface regions
heights were increase with increasing heat
input.

e No porosity or cracks were found on the
coating layers and interfaces.

e Coating layers were generally composed of
M;C; (M=Cr, Fe) carbide, (Cr,
Fe)B, FeB and Fe,B borides.

e The dendrite arms expand and stretch as the
heat input increases.

e The average microhardness of the coating
layers varies from 621 to 1096 HV and
decreases as the heat input increases. The
highest microhardness value was measured at
1254 HV in sample, which was coated with
the lowest heat input.

e The total wear loss of the coated samples was
observed to be lower when compared to AlSI
1020 steel at 19.62 N, 39.24 N and 58.86 N
load. As the average microhardness of the

coating layers decreased, wear losses
increased.
e The samples with  high  average

microhardness have higher p,. Vvalues and as
the heat input increases, the pa. values
decrease.
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Abstract

Orthogonal frequency division multiplex (OFDM) is one of the best approaches to overcome frequency
selectivity of channels. In multiple-input multiple-output (MIMO) orthogonal frequency division multiplexing
(OFDM) systems, we purposed channel estimation with least squares (LS) estimation method in this paper. To
improve channel estimation achievement a LS algorithm is developed, so we obtain Bit Error Rate (BER)
performance of channel. Mean Square Error (MSE) of LS estimation calculated and depicted with figures. Signal
to noise ratio (SNR) indicated notable efficacy in this paper that obtained by using the LS algorithm, in particular
channels with variation in time.

Keywords : Channel Estimation, LSE, MIMO System, OFDM.

OFDM Sistemlerinde LSE Kanal Tahmini ve Performans Analizi
Ozet

Dikgen frekans bolmeli c¢ogullama (Orthogonal frequency division multiplex-OFDM) kanallarin frekas
seciciligiyle bas etmek i¢in kullanilan en iyi yontemlerden biridir. Bu ¢alismada ¢ok girisli ¢ok ¢ikislh (Multiple-
Input Multiple-Output-MIMO) OFDM sistemlerinde kanal tahmini i¢in en kiiciik kareler (Least Squares-LS)
yontemi 6nerilmistir. Kanal tahmininin basarisini ilerletmek i¢in bir en kii¢iik kareler algoritmasi gelistirilmistir
bunun sonucunda kanalin bit hata orani (Bit Error Rate-BER) performansi elde edilmistir. LS tahmin edicinin
ortalama karesel hatasi hesaplanmis ve sekillerle gosterilmistir. LS algoritmast kullanilan bu ¢alismada sinyal

giiriiltii oran1 6zellikle zamanla degisen kanallarda 6nemli bir etki gostermistir.

Anahtar Kelimeler: Kanal Tahmini, LSE, MIMO Sistemler, OFDM.

1. Introduction

In recent years in communication systems
data rate is getting high and researchers have
notable interest on rapid modulation techniques.
As a multicarrier modulation techniqgue OFDM is
fairly interested by researchers. Because of its
basic application and stability, frequency-fading
channels are transformed the channel into flat-
fading sub channels. OFDM has been performed
for a lot of applications, such as high speed
telephone line communication, digital audio
broadcasting, wireless local area network digital
television broadcasting and lines of digital
subscriber. In recent communication systems we
can realize a remarkable increased capacity
OFDM and multiple antennas together and this
enhancement obtained due to diversity of

transmit and receive sides. [1]. Adding training
pilot symbols at the transmitter in practice
implementations, CSI is effective estimated at the
receiver. Channel estimation with pilot symbol is
especially attractive for wireless communication
systems in the channel with varying time [2].
Meanwhile a lot channel estimators use for
OFDM, error probability examination availability
of channel estimation errors has taken notionally
less care. In recent days phase shift keying and
quadrature amplitude modulation approximations
were progressive about BER performance for
channel estimation errors of OFDM [3, 4].
OFDM systems consist completely of pilot
symbols because of identifying the multiple
training channels. This approach for single input
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and single output (SISO) systems is showed in
[5-7], whereas MIMO systems is detailed
described in [8]. Like this application firstly any
transmission of data we compute estimation of
the CSI. When remarkably changes exist for CSl,
reobtaining pilot symbols is transmitted. To
estimate the CSI in fast time varying
surroundings, we must continuously retrain for
such systems. About retraining, these systems are
experienced an incremented BER because of their
antiquated channel estimates. Wiener filter
method as based on a known channel correlation
function can be used to advance the estimation of
channel parameters [9, 10].

MSE of the channel estimation with LS
technique is recommended the pilot symbols have
an optimum location for SISO OFDM systems. If
this channel estimation technique wanted to
length to MIMO OFDM systems, seeing that
either the location of the pilot symbol or the pilot
sequence must be optimized to enhance the MSE
value minimum with channel estimation method
with LS [11].

In this paper, based on pilot tones MIMO
OFDM system is described with a LS channel
estimation scheme. MSE of the channel
estimation with LS technique is computed,
optimum pilot tones of the pilot subcarriers are
supplied. LS channel estimation design for
multiple OFDM symbols is debated. LS channel
estimation algorithm is proposed to advance
estimation application.

The organization of this paper is
regulared as trace. In chapter 1| OFDM technique
is explained, LSE channel estimation steps are
given in chapter Ill. Analysis of channel
estimation is introduced in chapter IV and
conclusions are offered in chapter V.

2. OFDM Technique

Transmission system of the OFDM about
account is depicted in Figure 1. High data rate
streams of the random input signal are
transformed into low data rate streams. The low
data rate streams are modulated in parallel
subcarriers in the OFDM. This parallel stream is
dedicated input to the IFFT block structure. The
data is transformed from frequency to time before
the data accessed the channel by the IFFT block

54

structure. The data is encoded with adding the
cyclic prefix as the guard interval and
transmission is succesfulled at receiver [12].
Binary source generator produced the digital
input data like as BPSK, QPSK and QAM
modulation approach are used to modulate the
binary data with several different constellations.
The data is transformed frequency domain to
time domain by the IFFT block in Figure 2. To
insert guard interval known as CP succeed the
problems like ICI/ISI with acquiring the delay
connected problems at the channel. Before the
symbols transmitting to the channel, firstly the
symbols of OFDM are in the time domain
available length. After that all the operations
enforced in the inverse direction and obtained
OFDM signal as the output of receiver block. CP
insertion in the OFDM modulation is the most
extensive technique among all the multicarrier
modulations because of its facility and its
stability across to multipath fading using the
cyclic prefix. Even so this technique caused a
decrement of spectral efficiency owing to the CP.
Also the OFDM spectrum is not dense because of
the large side lobe levels resulting from the
rectangular pulse [13].

Input
data

Gl

SP Insertion

IFFT PIS —» —» DAC

ADC SIP FFT PIS —»

Output
data

Figure 1. OFDM transmitter and receiver block
diagram

OFDM is a typicial multiple channel
modulation technique that used to separate to the
channel numerous of parallel sub channels and
the parallel channels transmit multiple symbols.
OFDM has an attractive feature that is considered
efficient spectral and also applications of OFDM
cope with equalization of dispersive slowly
fading channels which is a perfect way. OFDM is
used by multiuser systems that exhibited perfect
schemes for multiple accesses such as
transmission systems with single carrier. When
we compared to carrier systems with each other,
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as a variable modulation technique for multiple
access systems OFDM is in that case intrinsically
make easy multiple access both time domain and
frequency domain.

OFDM also has some imperfections
properties. OFDM is sensitive errors of carrier
frequency, because a given spectral assignment
divides into many narrow subcarriers by OFDM
structure with small spacing for subcarriers
inherently.  Furthermore, to obtain the
orthogonality about subcarriers, it needs linear
amplifiers. Because of OFDM systems own a
high peak to average power ratio the systems
require a large amplifier power back off and a
many of bits in the analog to digital (A/D) and
digital to analog (D/A) designs. So high
requirement is available transmitter and receiver
sides in OFDM [14].

Modulation
S/P Converter

]

— —» IFFT —» P/SConverter —» AddCP

'

Channel

'

Remove
cP

P/S Converter

Demodulation FFT

+—  S/P Converter

Figure 2. OFDM block diagram

OFDM modulation and demodulation block
diagram is given in Figure 2. Guard interval is
transformed CP in this figure.

3. Channel Estimation With Least Square
Method

In this part, channel estimation with LS design
is clarified. Data vector is formulated as X (n) in
Equation 1.

X, (n) =S, (n)+B,(n) &)

In Equation 1, S (n) is some optional Kx1
data vector, B/(n) is some optional Kx1 pilot
sequence vector and demodulated signal is
described in Equation (2).
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)

+E,(n)
q,r

Y, (n) = idiag {X,(n)}Fh

=Y (diag{s, (n)}+ diag B, (1)) *Fh,, +=,(7)  (3)

r=1
Taking to FFT of Yq (n) in Equation (3) we
obtained finally as Equation (4).

Nt Nt
Yq (n) = ler,diag (n)th,r + Zl Br,diag (n)th,r + E“q (n) (4)

We consider the data model as Equation (5).

Y,=Th,+ Ah, + =, (5)

LS estimate of hq can obtained as hgand
formulated in Equation (6).

h q= Aqu (6)

N

Note that equation (6) shows that hgis a
composition of the true channel vector h,and

noise vector in the system. We can see whether or
not the pilot tones are the same for each ofdm
symbol. Namely, same set of pilot tones in ofdm
structure is not compulsory.

4. Channel Estimation Performance And

Simulations

This section presents enhancement of the
MSE of the channel estimation with LS. Results
of applications are provided to have optimal pilot
sequences and optimal placement of the pilot
tones in point of the MSE. In Equation 7, L
describes the maximum channel length. MSE
calculation of the channel estimation with LS is
formulated in Equation 7.

]

Because of obtaining the minimum MSE of the
channel estimation with LS linked to a fixed
power o given for training and zero mean white

1 A
MSEZWE{ hq_hq (7)

noise is &> in Equation 8.
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(8)

PIS \ /

IFFT PIS

Figure 3. MIMO-OFDM block diagram

Figure 3 is depicted block diagram of MIMO-
OFDM. In Figure 3 number of transmit antennas
is Ny, number of receive antennas is N; and
number of subcarriers is K. Each transmit or
receive antenna which is common practice in
wireless communications. Since we extracted the
cyclic prefix from the g th receive antenna,

Y, (n) is obtained as Kx1 vector length.

To channel estimation in OFDM s used is
utilized in conventional OFDM modulator or
demodulator. Take for the OFDM symbol that is
transmitted from the r th antenna at time index n

is denoted by Kx1 the vector X, (n). Before

transmission, IFFT is processed to this vector,
and v lengthed a cyclic prefix is added. If all
channels maximum length is L we obtain that
v>L-1,

pilot symbols. OFDM is directly practicable to
techniques from single carrier flat fading systems
when each subcarrier is flat fading. The sparse
insertion of known pilot symbols is found in
pilot symbol assisted modulation (PSAM) on
channels with flat fading that is in a stream of
data symbols in such systems. When the pilot
symbols attenuation is callculated the data
symbols attenuations among the pilot symbols
are characteristically predicted with the fading
channel on time correlation features.

56

Bit error rate (BER)

10°

5|
10 2 12

14 16

8 10
SNR [dB]

Figure 4. BER versus SNR in LS channel estimation
for MIMO OFDM
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Figure 5. MSE of LSE channel estimation for MIMO
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12 14 16

BER versus SNR in LS channel estimation for
MIMO OFDM system application is shown in
Figure 4. MSE of LS channel estimation in
simulation and theory for MIMO OFDM system
is depicted in Figure 5. In application we
selected that Ni=2, Nr=4, number of subcarriers is
128 and percentage of guard interval is 0.25.
Number of pilot symbols is 64 plus number of
the data symbols is 64 we get all of subcarriers.
In literature most of document explains that
channel estimation impressions consist of two
steps using the channel correlation property.
First, correlation of channel technique is
attenuations of the data symbols is estimated
used to measure and smooth the attenuations at
the pilot positions. Then complex valued by
these measurements in the second step. Channel
correlation properties are used in this second step
by filters interpolation technique or a decision
directed technique. [15].
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Figure 6. Power of channel with LSE channel
estimation and true channel.

In Figure 6 power of estimated channel and
true channel with LSE is depicted. Estimated
channel power is fairly close to true channel. So
this result shows that LS estimation is
appropriate for MIMO OFDM channel estimate.

5. Conclusion

This study focused channel estimation with
LS method based on pilot tones approach has
been evaluated for application of MIMO OFDM
systems. The pilot sequences must be equal
powered, equal spaced, and obtained orthogonal
phase shift to enhance the channel estimation
with the minimum MSE. Our results indicates
that purposed method about pilot tones the
number of transmit antennas are increased so
pilot tones for training require more and
decreases the efficiency of application. When the
channel is slowly time-varying, estimating the
channel parameters can reduce this effect over
multiple OFDM symbols. Also in next
organizations, BER performance will be improve
with different from LS estimation method about
of MMSE estimation method.

6. References

1. Bolceskei, H., Gesbert, D., Paulraj, A. J., (2002). On
the capacity of OFDMbased spatial multiplexing
systems. IEEE Trans. Commun., 50, 225-234.

2. Cavers, J.K., (1991). An analysis of pilot symbol
assisted modulation for Rayleigh fading channels.
IEEE Trans. Veh. Technol., 40, 686-693.

57

3.Chang, M.X. Su, Y.T. (2002). Performance
analysis of equalized OFDM system in Rayleigh
fading. IEEE Trans. Wireless Commun., 1, 721-732.

4. Cheon, H., Hong, D., (2002). Effect of channel
estimation error in OFDMbased WLAN. I|EEE
Commun. Lett., 6, 190-192.

5. Deneire, L., Vandenameele, P., Van der Perre, L.,
Gyselinckx, B., Engels, M., (2001). A low complexity
ML channel estimator for OFDM. Proc. |IEEE Int.
Conf. Commun., Helsinki, Finland, 11-14.

6. Edfords, O., Sandell, M., Van de Beek, J.J.,
Wilson, S.K., Borjesson, P.O., (1998). OFDM
channel estimation by singular value decomposition.
IEEE Trans. Commun., 46, 931-939.

7. Van de Beek, J.J., Edfors, O., Sandell, M., Wilson,
S. K., Brjesson, P. O., (1995). On channel estimation
in OFDM systems. Proc. IEEE Vehic. Technol. Conf.,
2, 815-819.

8. Jeon, W. G., Paik, K. H., Cho, Y. S., (2000). An
efficient channel estimation technique for OFDM
systems with transmitter diversity. Proc. IEEE Int.
Symp. Pers., Indoor Mobile, 2, 1246-1250.

9. Li, Y., Seshadri, N., Ariyavisitakul, S., (1999).
Channel estimation for OFDM systems with
transmitter diversity in mobile wireless channels.
IEEE J. Select. Areas Commun., 17, 461-471.

10. Li, Y.G., Cimini, L.J., Sollenberger, N.R., (1998).
Robust channel estimation for OFDM systems with
rapid dispersive fading channels. IEEE Trans.
Commun., 46, 902-915.

11. Ohno, S., Giannakis, G. B., (2001). Optimal
training and redundant precoding for block
transmissions with applications to wireless OFDM.
Proc. IEEE ICASSP, Salt Lake City, UT, 2389-2392.
12. Veeranarayanareddy, C., Prabhakar, K., (2015). A
Novel BER Analytical Performance of DWT based
ofdm using various channel over dft based OFDM.
International journal of engineering and computer
science 4(9), 14313.

13. Le Floch, B., Alard, M., Berrou, C., (1995).
Coded orthogonal frequency division multiplex. Proc.
IEEE, 83(6), 982-996.

14. Beek, J.J., (1998). Channel Estimation in OFDM
Systems. Lulea University of Technology,1402-1544.

15. Van de Beek, J.J., (1998). Synchronization and

Channel Estimation in OFDM Systems. Lulea
University of Technology, Division of Signal
Processing.






Turkish Journal of Science & Technology
Volume 12(2), 59-63, 2017

PI and Fuzzy Logic Control of Photovoltaic Panel Powered
Synchronous Boost Converter

Ahmet YUKSEL, Adnan CORA
Karadeniz Teknik Universitesi, Miihendislik Fakiiltesi, Elektrik Elektronik Miihendisligi B6liimii, Trabzon
ahmetyuksel @ktu.edu.tr

(Gelis/Received: 26.02.2017; Kabul/Accepted: 19.04.2017)

Abstract

In this paper, control of DC/DC synchronous boost converter for photovoltaic panels with different controllers is
simulated in the Matlab/SIMULINK software. Firstly, synchronous boost converter is simulated, and then
regarding to the changes in reference and source voltages traditional Pl and Fuzzy Logic control is achieved.

Results obtained are analyzed and compared.

Keywords : Synchronous; Boost Converter; Pl; Fuzzy Logic

Fotovoltaik Panel Beslemeli Senkron Artiran Ceviricinin PI ve Bulanik
Mantik Denetimi

Ozet

Bu c¢aligmada fotovoltaik paneller igin DC/DC senkron artiran ¢eviricinin farkli denetleyicilerle denetimi
Matlab/SIMULINK ortaminda benzetim yapilarak yapilmistir. Ik olarak senkron artiran gevirici benzetimi
yapilmistir ve sonrasinda geviricinin referans gerilim degisimi ve kaynak gerilim degisim durumlar altinda,
geleneksel PI ve Bulanik Mantikla denetimi yapilmistir. Denetim sonuglari analiz edilerek sonuglar

karsilastirilmistir.

Anahtar Kelimeler: Senkron; Artiran Cevirici; PI; Bulanik Mantik

1. Introduction

As the usage of electrical energy
continuously increasing this also brings so many
problems in together. Problems in providing
fossil energy resources, environmental disasters,
increasing in energy consumption, in order to
stay away from nuclear energy disputes are being
the reason of global disagreements and even the
wars. Therefore in recent years financial losses as
the result of not to providing energy demand
properly, regional electricity cut-offs directed
people to the renewable energy sources for their
clean and reliable energy needs [1].

Approximately 20 % of the energy needs is
being provided from renewable energy sources in
the world, in Turkey this figure is almost in the
rate of 9 % only [2-3]. Electrical energy
generated from sun as one of those energy
sources is usually obtained by using photovoltaic
(PV) panels. While total generated energy from
this type of energy was 177 GW in 2014, at the

beginning of 2016 this figure reached 227 GW.
As in January 2017 in Turkey, this figure has
exceeded 860 MW [3]. With regard to the
installed power, respectively China, Germany
and Japan are the leader countries in this sector
[2]. According to the load or systems energy to
be provided, whether they are DC or AC, power
electronic circuits differ from one to another[4-5].

In order to meet the needs of DC sources, PV
systems are in need of boost, buck or buck-boost
converters. According to their circuit structures
these converters increase or decrease input
voltages, at the same time if they include a diode
in their circuit, they are called asynchronous
converter, or if they include a switch instead of a
diode are called synchronous converters (Figure
l-aand -b).
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Figure 1. (a) Asynchronous Boost Converter
(b) Synchronous Boost Converter

In the synchronous converters using a switch
instead of diode , as there will not be a voltage
drop in forward direction their efficiencies are
higher  than asynchronous converters[5,6].
Another advantage of synchronous converters
output voltage is constant when it is controlled
even in no load case. Output voltage in both
converter types will be changed with the solar
irradiance, temperature and load. In order to fix
this output voltage it must be controlled. In the
literature there are papers in controlling of
synchronous converter [6,7]. Beside these works,
in [8] maximum power point tracking in
distributed grids, cost and efficiency analysis are
verified for asynchronous and synchronous
converters. Efficiency of synchronous type
converters reached up to 98 %.

In the controlling of converters are
implemented in different ways based on current
or voltage. Aims of controlling can be sequenced
as maximum power transfer, reactive power
control, bus voltage stability and providing load
with the quality power supply[9,10]. In [11]
fuzzy logic control of buck converter is done for
water electrolysis. Beside this in [12], radiant
control of synchronous converter is done in case
of changing LEDs’ status ON or OFF.

In this study, design of a PV panel powered
synchronous boost converter is made and then
fuzzy logic and PI control under varying source
and reference voltage cases, the results obtained
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are compared and proper control method is
proposed.

2. General Description of The System

General block diagram of a PV panel
powered converter is in Figure 2. System
structure includes a PV panel, a synchronous
converter, a filter and a control unit.

DC-DC
Synchronous Boost

@”Vﬁter | Filter-11
b,

a |

i

|
Q2 |
Ra CC:: V,! Cd::
Cp 2\ Vs
|
T
|
|

Photovoltaic  Filter-I |
Panels | I

Control Unit

le—

PWM
Generator

Figure.2. Systems’ General Diagram

2.1. Synchronous Boost Converter

Synchronous boost converter transfer D.C.
voltages applied to their inputs by boosting to
their outputs according to duty-cycle of switches
(Figure 1-b). DC voltage that is generated PV
panel will be boosted by synchronous boost
converter. Then filtering output filter, this voltage
will supply to load

Vour _ _1
Vin 1-D

M)

Where, Vo output voltage, Vin @ input voltage

and D is the duty-cycle.
Output wvoltage of a synchronous boost

converter is basically determined by the duty-
cycle of Qi switch. Q. and Q. are opposite
switches. When one is ON, the other is OFF.
Switching frequencies are 100-1000 times higher
than asynchronous converter. Despite in such
higher frequencies switching causes to be
smaller passive circuit components in greater
power systems causes more losses. Therefore
faster semiconductor materials and better
switching actions are needed.
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2.2. Controller Structure

System controlling depends on synchronous
converter control. Classical Pl controller and
fuzzy logic controllers will be used to stabilize
the voltage at the output of converter. Output
voltage readings will be compared with reference
voltage, the difference between those is the error.
In both controllers to decrease the error, to the
Qi and Q: switches of converter, Pulse Width
Modulation (PWM) signal will be produced.

e(k) =r(k) —y(k) )

Where, e(k): error signal, r(k): reference signal
and y(k): output signal.

2.2.1. Fuzzy Logic

Fuzzy logic controller without being in need
of a mathematical model adjusts the input signal
according to the output signal. System variables
is designed for system control. Output voltage of
boost converter can be controlled by changing the
duty-cycle of the switch used. The error in
equation (2) and the changing error in equation
(3) are inputs of fuzzy logic controller

de(k) =e(k) —e(k—1) (3)

Where, de(k) change in error is obtained
from subtracting previous value of error.
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Figure.3. Fuzzy Main Diagram

Fuzzy Logic Controller as it is seen in Figure
3 Dbecomes combination of three parts as
fuzzification, rule base and defuzzification. Input
and output membership functions chosen as a
triangle. Two inputs signals, five membership
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functions converted fuzzy membership by using
Positive Greater (PG), Positive Smaller (PS),
Zero (Z), Negative Smaller (NS) and Negative

Greater (NG).
After the fuzzification process, rules in
Table.l is applied to determine fuzzy

memberships of equalized output signal. Finally,
by using the max-min method definite results is
obtained. In order to confirm Fuzzy Logic
Parameters a better control can be provided by
the trial and error method.

Table.1. Rule Base

de
NB NS Y74 PS PB
NB NB NB NS NS Y4
NS NB NS NS Y4 PS
e Y74 NS NS Y74 PS PS
PS NS Y74 PS Y4 NS
PB Y74 PS PS PB PB

These definite values will be given PWM
generator, and according to the duty cycle values
PWM will generate two signals inverse of each
other, at high frequencies that will be applied to
the switches by this mean error will approach to
zero.

Fuzzy Logic can be applied to different
control systems with fundamental alterations, for
detailed information refer to [13,14].

2.2.1. P1 Controller

A PI controller is designed to approach to
zero the error between the output voltage and the
reference voltage such as fuzzy logic controller.
In figure 4, a P1 controller block diagram is seen.

PI Controller

+ Idu

|
|
!
| 0
l |
l |
l |
l |

Figure.4. P1 Controller Block Diagram
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Output of the PI controller like fuzzy logic
controller generates PWM signal according to du
signal at its output, so the error becomes zero.

3. Simulation Work

In this section, system simulation of a PV
panel powered synchronous boost converter with
DC loads is done in Matlab/SIMULINK
software. Simulation works are accomplished
under variable reference and source voltages.
Output voltage is controlled by Pl and Fuzzy
Logic Controllers. Used system parameters are
given in Table.ll.

Table.2. Parameters of the System

Photovoltaic Panel Synchronous
Boost Converter
Vopen-circuit 376V Lb 2.55uH
Ishon-circuit 8.55A Ra 33 Ohm
Nierial 1 Cb 300 pF
Ngarallel 2 Cc 1mF
Tambiem 25°C fs 100 kHz
Sambient 1000W/m?
Filter-1 Filter-11
L, 16.2 uH L. 0.338 uH
Ca 33 uF Cqy 10 mF
Load
P | 0.5kw

Control results of a PV powered high
frequency  switching  synchronous  boost
converters’ Pl and Fuzzy Logic controls are
shown in Figure 5 and 6 respectively. In the case
of synchronous boost converter output voltage
changes with a defined reference voltage and
changing of source voltage with the light
intensity. Therefore, indirectly changing in the
source voltage, output voltage did not change are
shown. In Figure 6 similar situations for Fuzzy
Logic controller are valid.
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Figure.5. Pl Control Results of the System
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Figure.6. Results of Fuzzy Logic Control of the

System
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Figure.7. the Change of the Error in Variable
Reference Voltage for Both Controller

Where, V1. PV output voltage, V3:
Synchronous boost converter output voltage,
REF: Reference Voltage. FLC: Fuzzy Logic
Controller.

4. Results

In this study, output voltage of a PV panel
powered synchronous boost converter Pl and
Fuzzy logic control is done. In the simulation
work, in case of changing in source voltage and
reference voltage, Pl and Fuzzy Logic control of
output voltage show that it is precisely stabilized.
When Fuzzy Logic controller gives faster
response to the changings in reference voltage,
lesser overshoot rate with respect to Pl controller
are observed. Both control methods give faster
response to any increases in reference voltage but
in case of any decreases in reference voltage both
methods give slow response. In accordance with
these results it is observed that fuzzy logic
control is better than PI control.
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Because of the developments in power
electronics in recent years when switches
working at high frequencies will be commercially
available, it is expected that usage of high power
synchronous converters will increase, also their
efficiencies are higher.
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Abstract

In this study, 20 Gb/s Dual Polarization Coherent Optical Orthogonal Frequency Division Multiplexing (DP-CO-
OFDM) system is studied to obtain the relation between the Bit Error Rate (BER) and launch power for different
transmission length and polarization mode dispersion (PMD) coefficient. DP-CO-OFDM system is simulated by
designing a Monte Carlo simulation. In this simulation, the effects of chromatic dispersion, launch power and
PMD coefficient on received signals are demonstrated with constellation diagrams and results are given in form
of BER-Launch Power variations.

Keywords: Coherent Optical OFDM, optical communication, dual polarization, polarization mode dispersion

20 Gb/s QPSK Modiilasyonlu Cift Polarizasyon Esevreli Optik OFDM
Sistemlerinin Performans Analiz

Ozet

Bu ¢alismada, farkli iletim uzunlugu ve polarizasyon mod dagilimi (PMD) katsayisi i¢in Bit Hata Oran1 (BER)
ve baglatma giicii arasindaki iliskiyi elde etmek i¢in 20 Gb/s Cift Polarizasyon Esevreli Optik Ortogonal Frekans
Bolmeli Coklama (DP-CO-OFDM) sistemi incelenmistir. DP-CO-OFDM sistemi bir Monte Carlo simiilasyonu
ile benzetimi yapilmaktadir. Bu benzetimde, kromatik dagilim, baslatma giici ve PMD katsayisinin alinan
sinyaller iizerindeki etkileri takimyildiz diyagramlar ile gdsterilmis ve sonuglar BER-baglatma gii¢ii degisimleri

bi¢iminde verilmistir.

Anahtar Kelimeler: Esevreli optik OFDM, optik haberlesme, ¢ift polarizasyon, polarizasyon mod dagilimi

1. Introduction

In 2005, the demonstration of the coherent
receivers has been caused the increase of interest
in coherent optical communications [1]. The
main point of coherent communications is to
improve sensitivity of the receiver. In addition, it
allows the detection of both amplitude and phase
increasing the detection capabilities, and
combined with advance modulations formats [2].

Recently, the coherent optical communication
and OFDM method are combined to obtain both
advantages in a communication link. CO-
OFDM technique is proposed for long haul
transmission to remove inter-symbol interference
(IS1) caused by chromatic dispersion in optical
communication [3]. CO-OFDM systems allow
for equalization of dispersive effects of optical
channel.

The first CO-OFDM transmission was
reported in 2006 [4, 5]. Dual polarization CO-
OFDM has been experimentally demonstrated at
1 Tb/s over 600 km transmission [6]. In
conventional coherent optical OFDM systems,
training symbols (TSs) are added at the
transmitter to facilitate channel estimation,
which provides crucial channel information and
enables efficient digital compensation of linear
fiber impairments such as chromatic dispersion
(CD) and polarization mode dispersion (PMD)
[7].

In this study, the bit error rate (BER)
performance of DP-CO-OFDM system is
investigated for different launch powers with the
increase in the transmission length under the
effect of CD, PMD and the fiber nonlinearity.
Also it is shown in constellation diagram the
effect of CD, PMD and the higher launch power



on optical signals before or after the
conventional TS based channel equalization. In
section 2, a general dual polarization coherent
optical OFDM system is described. In section 3,
the TS based channel equalization is described.
In section 4, the results of simulated system are
reported and finally in section 5, the conclusion
is made.
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Fig. 1. Block diagram of a DP-CO-OFDM system.
PBC : polarization beam combiner, PBS : polarization
beam splitter, LO : local oscillator.

2. Dual Polarization Coherent Optical OFDM
System

In Fig, 1, it is shown a general dual
polarization coherent optical OFDM system. At
the transmitter, the data sets are first mapped to
QPSK symbols. Then, training symbols are
added into OFDM symbol before IFFT. Two
optical 1Q modulators are used to convert the
electrical signals to the optical signals and a
polarization beam combiner combines the two
optical signals.

The optical channel consists of many standard
single mode fiber (SSMF) spans with CD, PMD,
fiber nonlinearity and attenuation. In optical
channel, the erbium-doped fiber amplifier
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(EDFA) for gain is used in line amplification of
signal.

In the receiver, two polarization beam
splitters are used for mapping X polarization and
Y polarization of the optical signal onto optical
carrier. The polarized optical signals are passed
through 90° optical hybrids that converting the
optical signals to electrical signals along with
light of LO laser. Then, the data symbols on each
subcarrier are obtained by FFT. The channel
estimation is implemented to compensate for the
inter-subcarrier interference caused by CD and
PMD.

3. Channel Estimation and Equalization

The linear fiber impairments in DP-CO-
OFDM system can be described by a 2 x 2
multiple-input multiple-output (MIMO)-OFDM
model in frequency domain on subcarrier basis

iR

Where T and R are the transmitted data and
the received data. i is subcarrier index, x and y

are polarization indexes. Hiy is channel

frequency response of the ith subcarrier from X
polarization to Y polarization. In (1), the noise
term is omitted for simplicity.

In CO-OFDM systems, the training symbols
(TS) using for estimation of the channel are
added at the transmitter. Thanks to the training
symbols are orthogonal, all coefficient of H
matrix are estimated as follows,
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RO RO R LR
iy i
TS, TS,
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In TS based channel equalizer, the value of
H,, can be obtained by the inverse of H., in (2).

Then the signal at the ith subcarrier can be
recovered by,

i

H,
H,



4. Simulations Results

In order to get the results of performance
analysis, a simulation of DP-CO-OFDM systems
was developed by using MATLAB. Optical fiber
parameters and basic OFDM parameters are
given Table 1 and Table 2 respectively. The data
transmission bit rate is 10 Gp/s on each
polarization.

Table 1. Fiber optical parameters

Parameter Value
Wavelength 1550 nm
Velocity of light 200000 km/s
Fiber optical cable length | 100 — 1000 km
Chromatic dispersion 16 ps/(nm.km)
parameter

PMD coefficient 0.1 - 0.6 ps/km
Nonlinearity coefficient 1.32 (W.km)*!
Attenuation 0.2 dB/km
Gain of EDFA 12 dB

Noise figure of EDFA 5dB

Length of spans 100 km

Table 2. OFDM parameters

Parameter Value
FFT/IFFT length (Neer) | 256
Number of subcarriers 128

Cyclic prefix % 6.25
Modulation QPSK
OFDM symbol rate 39.06 MHz

In Fig. 2, it is shown output signal
constellation diagram before the channel
equalization after transmission length 10 km, 50
km, 200 km and 500 km respectively for 0.1
ps/km PMD coefficient. The constellation points
increase as the circumference and scatter due to
the chromatic dispersion as a function of the
transmission length.

In Fig. 3, it is shown output signal
constellation  diagram after the channel
equalization by keeping launch power -6 dBm, -
2 dBm, 0 dBm and 2 dBm respectively for 0.1
ps’lkm PMD coefficient after 900 km
transmission length. As the launch power
increases, the constellation points scatter as a
function of the launch power because a higher
launch powers lead to a larger nonlinear
distortion.

67

@ (b)

In-Phase In-Phase

Fig. 2. Output signal constellation of X polarization of
QPSK OFDM systems with Launch power -2 dBm
for different transmission length, (a) L =10 km, (b) L
=50 km, (c) L =200 km (d) L =500 km

in-Phase

Fig. 3. Output signal constellation of X polarization of
QPSK OFDM systems after 900 km transmission for
different launch power, (a) -6 dBm (b) -2 dBm (c) 0
dBm (d) 2 dBm

As shown in Fig. 4, the bit error rate (BER)
as a function of the launch power decreases
initially up to -1 dBm after 800 km transmission
length as the launch power increases. However,
at higher launch powers, BER increases due to
distortions caused by the fiber nonlinearity.



.

—+—L =100 km
—OS—L =300 km
—8—L =600 km
—0—L =800 km
—%—L =900 km
—Vv—L=1000 km

log,,(BER)

I |
-7 -6 -5 -4 -3 -2 -1 0 1 2
Launch Power [dBm]

Fig. 4. BER of DP-CO-OFDM systems versus launch
power for different transmission length

As also shown in Fig. 4, as the transmission
length increases, value of the launch power at
which BER begins to increase varies as a
function of the transmission length.

In Fig. 5, it is shown output signal
constellation diagram before the channel
equalization by keeping PMD coefficient 0.1
ps/km and 0.3 ps/km respectively after 100 km
transmission length. The circumference of the
constellation points increase due to PMD as
shown with red line in Fig. 5

(a)

05 i 5
In-Phase In-Phase

™
EE O

1

Fig. 5. Output signal constellation of X polarization of
QPSK OFDM systems with Launch Power -2 dBm
after 100 km transmission for (a) PMD = 0.1 ps/km
(b) PMD = 0.3 ps/km

As shown in Fig. 6, the PMD coefficient
changes from 0 ps/km to 0.6 ps/km at a step of
0.2 ps/lkm and BER as a function of the PMD
coefficient increases due to the degradation
caused by PMD.
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—©—PMD = 0 ps/km

—&—PMD = 0.2 ps/km
—0—PMD = 0.4 ps/km |
—#*—PMD = 0.6 ps/km

45 L I L I L I
-8 -7 -6 -5 -4 -3 -2 -1 0 1 2 3

Launch Power [dBm]

Fig. 6. BER of DP-CO-OFDM systems versus launch
power after 900 km transmission for different PMD
coefficient

5. Conclusions

We have analyzed performance of DP-CO-
OFDM system against transmission impairments
such as CD, PMD and fiber nonlinearity through
simulations. The simulations are designed by
QPSK modulated OFDM signals with dual
polarization each with 10 Gb/s. The results of
simulation show that at higher launch powers,
BER increases due to the fiber nonlinearity and
distortions caused by CD and PMD with the
increase of the transmission length. Also the
results of simulation are supported by
constellation diagrams at fixed launch power and
fixed transmission length.
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Abstract

In Handwriting character recognision can be used to seek texts in big documents, take notes on tablet or decide
whether or not internet user is a human or a computer in terms of Web security. In this study, a handwriting
recognition system is studied by using fuzzy rules. The system includes 4 parts, namely image processing,
feature extraction, fuzzification of the inputs, and defuzzification. In the first stage, image processing based on
morphological operations are used to perform the handwriting recognisition under the same conditions. The
feature extraction process is employed to find the total number of white pixels in each column. Then these pixel
numbers are assigned to arrays. The next step is to find the local maximum and minimum values by
considering this arrays as an increasing-decreasing mathematical function. Therefore, it is observed that the
handwritten letters of these values are divided into various groups. In the next operation, fuzzy classification
membership functions and rule tables of text groups are generated by using extracted feature data. For a better
recognition perfromance, the letters group have to be known in order to use image fuzzy logic algorithm.
Consequently, this group of letters was succesfully classified with fuzzy logic rules.

Keywords: Handwriting recognition, character recognisition, fuzzy logic approach, image processing algorithms.

Bulanik Mantik ile El Yazisi Tanima
Ozet

El yazis1 karakter tanima, bilyiik bel gelerde metinleri arastirmak, tablet iizerinde not almak veya Internet
kullanicisinin bir insan veya bir bilgisayar olup olmadigimi Web giivenligi agisindan karar vermek igin
kullanilabilmektedir. Bu ¢alismada, el yazisinin taninmasinda bulanik kurallarin kullanildigi bir sistem
incelenmektedir. Sistem goriintii isleme, 6zellik ¢ikarma, verilerin bulaniklagtirilmasi ve bulanik ¢ikarim olmak
iizere 4 boliime icermektedir. ilk asamada, morfolojik islemlere dayali goriintii isleme, ayni kosullar altinda el
yazisi tanimay1 gergeklestirmek icin kullanilmaktadir. Ozellik ¢ikarma islemi ise her siitunundaki toplam beyaz
piksel sayisin1 bulmak ic¢in kullanilmistir. Bulunan toplam piksel sayilari okunan siitun sirasi ile dizilerde
saklanir. Sonraki islem ise bu diziyi artan-azalan bir matematiksel fonksiyon olarak g6z oniinden bulundurup,
yerel maksimum ve minimum degerlerini bulmaktir. Bdylece, bulunan bu degerlerden olusan el yazisi
harflerinin ¢esitli gruplara ayrildigi goriilmiistiir. Sonraki adimda ¢ikarilan 6zellik verileri kullanilarak harf
gruplarinin bulanik kiimeleri iiyelik fonksiyonlari ve kural tablolari olusturulmustur. Daha iyi bir tanuima
islemi igin, goriintiiye bulanik mantik algoritmasi uygulanmadan once hangi harf grubunda oldugu bulunmasi
gerekmektedir. Daha sonra bu harf grublar1 bulanik mantik kurallar1 ile basariyla siniflandirilmstir.

Anahtar Kelimeler: El yazis1 tanima, karakter tanima, bulanik mantik yaklagimi, goriintii isleme algortimalar

1. Introduction and commercial studies about handwriting
characters have recently become an important

Nowadays, studies on  handwriting  research topic in pattern recognition. The human

recognition have found numerous application
area in technological development. Handwriting
recognition systems can greatly facilitate human
life by speeding up many operations such as
reading tax statements, directing mail, reading
bank checks and so on and so forth. On the other
hands, these systems may reduce the need for
human interaction. Therefore, the academicals

handwritings have been tried to be recognized by
many artificial intelligence methods such as
Artificial Neural Networks (ANN) [1], K-
Nearest Neighbors (KNN) [2], and Linear
Differential Analysis (LDA) [3]. One of the
methods in application is Fuzzy Logic approach.
Fuzzy logic is very suitable for handwriting
recognition systems because of its capability for
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processing of uncertain data. The difficulty in
handwriting recognition systems is that
handwriting characteristic varies greatly from
person to person. For this reason, handwriting
recognition systems are quite complex.

In this study, we have studied on the set of
images containing big handwritten letters with
straight lines. Image processing and feature
extraction algorithms in the system were coded
in C++ environment. Fuzzy logic algorithms
have been constructed and tested in MATLAB
environment for handwritten letters. Once the
fuzzy logic algorithms were tested in MATLAB
to check the recognition performance, then they
are written in C++. In the final stage, all the
algorithms are combined in a single software,
and, therefore handwritten characters are
recognized with a reliable performance.

2. Materyal ve Metot
2.1. Image processing

Most of the images require preliminary
image processing algorithms before applying any
recognition technique. In order to increase the
accuracy of the classification, it is very important
to include descriptive features when extracting
features. The steps of image processing
algorithms used in this study are explained as in
the following subsections.

2.1.1. Convert the image into a binary image

The image to be classified in this section is
converted from RGB space to gray space by
using OpenCV in C ++ environment. The
grayscale histogram density is automatically
calculated and converted to a binary image with
the applied threshold value. In the obtained
binary image, all the pixel values above the
threshold value are assigned to 1 (white) value
and all the pixel values below the threshold value
are assigned to O (black) value. Thus, the image
to be classified is divided into two parts that are
1 and 0 with the threshold value. Since feature
extraction is related to the number of pixels that
have value of 1, the division of parts must be
done properly. For this, the Otsu Method, which
has a library on OpenCV that automatically
calculates the threshold value, is used. This
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method assumes that the image is composed of
only two color classes, namely, the background
and the foreground. The variance values for all
threshold values for these two color class is
calculated. The threshold value, which has the
smallest variance value, is determined as the
optimum threshold value

2.1.2. Finding more than one character in
the image

In this section, binary image applied with
threshold value is used as input. The binary
image can have more than one character. Firstly,
the characters must be separated from the whole
image and considered as single image, and each
process referred to in this work must be applied.
As a first step, the boundary lines is found by the
findContours function in OpenCV library [7].
The boundary lines are stored in a array with two
memory files. The first memory of the array is
the object and the second is the point of the
object boundary line. The object boundaries are
dropped to an array by using a simple for loop.
Then, the smallest rectangles surrounding these
boundary lines are found with the help of
OpenCV rectangle as in Fig. 1 [7]. This
rectangular image is cropped sequentially from
the left of the image, and each cropped rectangle
is regarded as an image to be classified.

Figure 1. The handwriting image divided into
character groups

2.1.3. Image standardization

The last step of image processing procedure
is the size standardization of the image
characters. Since character images are in
different sizes from each other, they need to be
reduced to the same size for comparison and
recognition of images adequately. By means of
this algorithm, the images to be classified in
different sizes are standardized to (40 x 30) pixel
dimensions.
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2.1.4. Feature extraction

In feature extraction stage, the approach is
to scan all the columns of the digitized imager
respectively and keep the total number of white
pixels in each column in a string form. Then
classification of the characters is performed by
comparing the total number of white pixels in
this column. Figure 2 shows the A letters drawn
with different handwriting and Table 1 lists the
column pixel data after image processing
procedure is applied to these characters. Note
that the pixel values of the characters are
different according to each column in Table 1.
The main reason of the characters’ difference is
that they are written by different handwritings.

AAAR

(S1) (S2) (Ss) (S4)

Figure 2. The characters ‘A’ written by different
handwriting

As the columns are observed carefully, even
if the characters looks like in the form of a
different character, the Table 1 gives a hint about
classification sheme. In all four cases, the
coloumn data shows that the values of pixels
increase to nearly 21, decrease to nearly 11,
increase nearly 39 again, and finally decrease to
0, respectively. For this reason, a mathematical
function can be evaluated according to the local
maximum and local minimum values of the data
in Table 1. The difference between the current
local maximum (or minimum) and the previous
local minimum (or maximum) gives us the
transition values. These transition values will
form the inputs of the fuzzy system. It is possible
to verbalize these pixel values in the column
with fuzzy logic. Then, the characters can be
defined by these verbal statements with fuzzy
rules. It is important to determine transition
values correctly in terms of accuracy of system.

Step 1 (Finding extreme values): In this
process, the program takes into account the data
in the column and compares it with the previous
data set in order to see whether or not it extracts
a local maximum or local minimum point. Figure
3 shows the flow diagram of the algorithm for
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computing the extremum (transition) values
written in C++. In Table 2, the transition values
are listed for the letter ‘A’ with this block
diagram. In the diagram, CD is the current state
data and PD is the data in the previous column.
Outputs of this algorithm is a transition number
and a transition value associated with it. For
instance, the parameters Ty = 23 indicates that
the transition number is 1 and the transition size
is 23. The algorithm also includes determining
directional change. When a directional change
(transition value) is determined, there must be
more difference than +3 value between CD and
PD. Negative DIT (-DIT) (Direction of
transition) means incrementation and positive
DIT (+DIT) means the decrementation. If there
is a difference equal to 2 or less between CD and
PD, the big one is selected. If CD is big, the
direction sign is considered. If the direction sign
is positive, then L_max is equal to CD, otherwise
the algorithm will search the next column. If PD
is big and the direction sign is negative, then
L_min becomes as CD. If the direction sign is
positive, the other column is passed.

Table 1. S;, Sy, S3 and Sy pixel data

Coloumn S S, S; S,
1 5 8 0 0
14 14 9 11
3 20 19 14 17
4 23 16 17 24
5 22 16 20 19
6 15 16 17 15
7 13 14 14 13
8 11 13 12 12
9 12 14 13 13
10 13 14 14 13
11 13 14 15 12
12 14 15 32 12
13 14 32 32 11
14 14 38 30 12
15 38 39 29 13
16 39 22 25 38
17 39 16 13 40
18 14 13 13 40
19 14 14 13 27
20 14 14 13 13
21 14 14 14 13
22 14 14 14 12
23 14 14 13 12
24 14 14 13 12
25 14 14 13 12
26 14 13 12 13
27 14 13 12 12
28 12 10 10 11
29 8 5 5 9
30 0 0 0 0
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TRANSITION CALCULATION

vary much in the class which has only 4
transition values. The total number of pixels
found is written in the fuzzy logic rule table and

<D TN e in the membership functions with TPS
< abbreviation.
o Step 3 (Finding the first maximum and
e o minimum points): It was observed that the
T o column numbers in which the first and maximum
w5 o oo [_cmeenmro < s > transition values were found during the
—L— —— observation of the data differ between the letters
iancl B — CE=®]  and that the same letter has close values even in
—— L_max=CD different handwritten letters. The first maximum
Y > s ] and minimum column numbers found differ in
© oir- letter sets with 2 transition and 4 transition
=7 o . values. They are not used since these values do
L_min=CD o Change DIT To tmax? not vary sufficiently in the 6-pass value set.
NO L_min=CD
o Table 2. Display of transition variables
L_min=CD Coloumn| CR| PR| DIR| T L min| L max Tn
[sotoneasice | 0 0 0 + 0 0 0
Figure 3. Transition value calculation algorithm L 15101 + 0 > 0
2 14 5 + 0 14 0
The transition values of the character A (S1) i §§ 33 : 8 32 8
found using the algorithm in Fig. 3 are shown in 5 [22 [23] + 0 23 0
Table 2. As shown in Table 2, there are 4 6 15 |22 T 15 23 23
transition points of character A (T1=23, T, = — ; ﬁ 12 ﬁ ;2 8
12, T3 = 28, T4 = —39). The feature extraction in 9 |12 |11 1 23 0
order to characterize each character is applied to 10 [13]12 11 23 0
all the letters. In feature extraction operations, 11 113 113 11 23 0
characters are divided into 3 character sets with R ETRET = > :
2, 4, or 6 transition values. B, E, G, S have six 7 112 112 1 23 0
transition values; A, C, F, J, O, P, R, Z, D have 15 [ 38 |14 T, | 1 23 -12
four transition valuesand H, I, K, L, M, N, T, U, 16 |39 |38 11 39 0
V, Y letters have two transition values character i; ii gg - ﬂ 22 208
sets, respectively. Firstly, the character to be 9 | 12 |12 0 39 0
recognized is determined by which of these 20 |14 [14 14 39 0
letter class, and so this operation facilitates 21 |14 |14 14 39 0
decision of classes with and also flow of the gg ij ﬂ ij gg 8
system. These transition values can not provide 24 | 14 | 14 14 39 0
sufficient accuracy in each character set in order 25 |14 )14 14 39 0
to recognize the characters. For this reason, the gs ij ﬂ' ij gg 8
total number of pixels, the first maximum and 7 1 1 112 | - 12 329 0
minimum column number, and the characteristic 29 8 |12 ]| - 8 39 0
length specific for the character set are extracted 0 1018 Ta] 0 39 -39

by the software to increase the accuracy of the
program.

Step 2 (Finding total pixel data): In this
process, the pixel of images that are standardized
and considered to be drawn in certain
dimensions are scanned in C++ in order to find
the total number of white pixels. The total
number of pixels is not used because it does not

74

Step 3 (Feature extraction of a set of letters
with four transition values): In this process, the
character lengths of this set of letters shown in
Fig. 4 are determined to increase the accuracy of
the system. The logic of the written algorithm is
to count the number of black pixels remaining
between the first white pixel and the next white
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pixel. To find the length between the vertical and
horizontol red lines, the scan operation is
performed from (20,0) to (20,30), and from
(0,28) to (40,28), respectively. The accuracy of
recognizing letters has been increased thanks to
differences in letters (C, F, J, P, Z) that do not
have horizontal length (HU), and the letters (C,
F,J, P, Z) do not have vertical length (VU).

(20,0)

{20 4)

(20, 12)

(0,28) (40,28)

(20,30) (628) L

1 (30,28)

Figure 4. The characteristic Iength extraction

Step 4 (Feature extraction of a set of letters
with two transition values): Characteristic length
extraction in the case of two transition values is
to determine the length between the horizontal
and vertical red lines shown in Fig. 5. The reason
for obtaining these lengths is the same as in the
previous feature extraction process. The
difference only in the scanning process is that the
scanning direction is from (33,0) to (33,30) for
the vertical lengths, from (12,3) to (28,3) for
horizontal lengths. In this letter set, only the
letter K is recognized by using fuzzy logic with
the length of the letter K in the vertical direction,
the differences in the horizontal length between
the letters with the transition values, the first
maximum column number, and the total pixel
values.

16

(33,0)

| W

(33,20) (33:27)

| N

Figure 5. The characteristic length extraction
2.1.5. Fuzzification of data

Fuzzification is the process of converting
information received from the system into
symbolic values, which are linguistic qualifiers.
By taking advantage of the membership process,
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it determines the fuzzy set and membership level
to which the input information belongs, and
assigns numerical values to the entered
numerical values such as “small, smallest”. In
order to determine each verbal expression, firstly
the intervals where the values of the data change
must be found. In this study, many different
handwritten characters have been evaluated for
each character; feature data were examined, and
variation intervals of values were found. Each
variable interval is divided into sub-regions and
each sub-region is labeled with verbal
expression. The rule tables of each character
group are determined via the MATLAB FIS
Editor interface by using the variable data found
in C++ software in order to find the membership
level of these verbal expressions. Then the
variable data are labeled as verbal expressions;
fuzzy clusters and membership functions are
created in the most accurate way by trial and
error method. The fuzzy clusters and
membership functions that have been verified by
MATLAB program are created in C++ and
integrated into image processing and fuzzy logic
software. The fuzzy sets in the system consist of
3 membership functions that are small (S),
medium (M) and large (L). These membership
functions are defined as triangular and
trapezoidal functions as shown in Fig. 6. The
trapezoid membership function consists of 4
points, ni, Nz nsz and ns and the triangular
membership function consists of 3 points, ny, n,
ve nz Points of triangular and trapezoidal
functions of all letter sets are given in Table 3,
Table 4 and Table 5.

#;(x) H,(x)
1| Trapezoidal membership function || Trengar membership finction
0 , 0 .
nl n, n! H‘ X n 1 n 2 n X
Figure 6. Trapezoidal and triangular membershlp
functions

Table 3. Membership functions of letters with 6
transition values
T | T Ts
[001522] | [001522] | [00 1522]
15 22 25 30]f15 22 25 30]|[15 22 27 30]
25 30 40 40]J25 30 40 40]1§27 30 40 40]

T
S| 02330
M

T,
[001723]
[17 2330]

233040 40]

Te TPS
[002030] | [0,300,449,500]
20 30 40 40]_{449 500 536 600]

[23 30 40 40]

—

536 600 775 800]




Handwriting Character Recognision by using Fuzzy Logic

Table 4. Membership functions of letters with 4
transition values

T T, Ts Ty HU \Y4V) Min;

[002031] | [001520] f0014235]1| [002233] | [0023] |[001820] | [001018]

Z|lw»n

[20 31 40 40]f[15 20 25 30] | [14 23,525 22 33 40 40]| [2 3 40 40]

30]

118 20 40 40]| [10 1830 30]

25 30 40 40] [[25 30 40 40]

Table 5. Membership functions of letters with 2
transition values

T, T, VU HU Max1 TPS

w

[001520] | [001420] 0025 | [001520] | [00510] [0 0300 400]

[15 2024 30] | [14 2024 30] | [252540] | [15204040] | [5 1013217 | [ 300400500 600]

—

[24 3040 40] | [24 304040 | [25304040] | ----ceeenme [13 21 25 40] | [500 600 700 800]

Table 6. Fuzzy rule tables of letters with 6 transition

values
Letter T1 T2 T3 T4 T5 Tﬁ TPS
S MediumMedium| Small | Small [MediumMedium| Small
B [Medium| Small | Small | Small Medium|Medium| Large
G MediumMedium| Large [Medium| Small [MediumMedium
E [MediumMediumMediumMedium| Large MediumMedium

Table 7. Fuzzy rule tables of letters with 4 transition
values

Letter T T, T3 T4 HU VU Mim

Medium| Small [Medium| Large [Medium| Small | Small

Large | Large MediumMedium| Small MediumMedium

Large | Large Medium| Large | Small | Small | Small

Medium| Small | Small MediumMedium|Medium|Medium

Large | Small | Small | Large | Small | Small | Small

Medium| Small | Small | Large Medium| Small | Small

Large [Medium| Large | Large | Small | Small |Medium

MediumMediumMediumMedium| Small [Medium|Medium

olo|N|xT|T|o|T|«|>

Medium| Small | Small [Medium| Small [Medium|Medium

Table 8. Fuzzy rule tables of letters with 2
transition values
T2 VU HU
Large | Small Medium
Large | Small | Small
MediumMedium| Small
Large | Small [ Small
Medium| Small [Medium
Large | Small | Small
Large | Small [Medium
Small | Small [Medium
Small | Small [Medium
Large | Small | Small

Letter T1
Large
Large

Medium
Large

Medium
Large
Large
Small
Small
Large

TPS
Medium
Large
Medium
Large
Medium
Small
Medium
Small
Small
Small

Maxi
Medium
Large
Medium
Medium
Large
Small
Large
Large
Medium
Large

rl<|<|lc|H|ZzIZIR]—-]|T

2.1.6. Fuzzy inference

Fuzzy inference is the process and inference
of the fuzzy concepts in a way similar to the
ability of people to make decisions and make
inference. In fuzzy inference, there are several
methods such as min-max, max-prod and
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Tsukamoto. Min-max was used in this study.
The number of transition values of the letter and
the letter set given above will be evaluated
according to in the rule table. In the rule table,
the number of the transition values of the image
to be recognized and the character set of letters
given above is found. For each letter rule in the
rule table, the membership function value of the
fuzzy set which the letter is the member is found,
respectively. The minimum values of the
membership degree of each rule found are stored
in an array. The maximum value obtained
between these minimum ratings specifies which
letter is the image.

3. Testing of Handwriting Recognition
System

Figure 7 shows the output of the program
with the image of the letter S handwritten to be
classified. The letter S image was first converted
to binary image by thresholding method, and
then the boundary points were found in the
OpenCV library. The character to be recognized
is regarded as a separate image by the smallest
rectangle formed by these boundary points, and
this image has been translated into (40 x 30)
pixel dimensions for standardization data in the
program. As shown in the program output, this
character is a member of a set of letters with 6
transition value. The fuzzy logic inputs in this set
of letters are the transition values and the total
number of pixels. The total pixel values and
transition values found and the membership
degree of the fuzzy clusters are calculated. In the
next step, the membership degrees as shown in
Figure 8 are placed in each letter rule table as in
Table 6. The minimum membership degree
between the membership degrees listed in rule
table is found. As shown in Figure 8, S character
has 0.2, B character has 0, the character G has 0
and the character E has a membership rate of 0.1.
based on taking into account the maximum
membership level between these minimum
membership degree, it can be determined which
letter rule is the Max degree member of the
image to be classified. As seen from the Min
values, this character belongs to two rules. The
letter E is a member with a membership level of
0.14 and the letter S is also a member with a
membership level of 0.2. As mentioned before,
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the maximum value (0,2) between these two
membership levels indicate the letter S.

7 Seg CAUsershasus) susl studio 2012\Projects i g
Member of six transitional character groups

Member characters §,B,G, and E
m1=31

T2=24

T3=16

T4=17

m5=29

T6=35 Total pixels=463
tlsmall=0  tlmedium=1

t2small=0 t2medium=0.8 t2large=0.2
t3small=0.9 t3medium=0.1 t3large=0

t4small=0.7 t4medium=0.3 t4large=0
t5small=0  tSmedium=0.2 t5large=0.8
tésmall=0  témedium=1

TPSsmal1=0.6 TPSmedium=0.4 TPSlarge=0

‘ '

Figure 7. C ++ program output

Tea il studio M1 Pr jeffinedonsi =3 e ==
Degree of membership calcuTation for § character

timedium=1 t2medium=0.8 t3smal1=0.9 t4small=0.7 tSmedium=0.2 témedium=1 TPSsmall=0.6 _
Degree of membership calculation for B character

timedium=1 t2small=0 t3small=0.9 tdsmall=0.7 tSmedium=0.2 témedium=1 TPSlarge=0
Degree of membership calculation for G character

tlmedium=1 t2medium=0.8 t3large=0 tdmedium=0.3t5smal1=0 témedium=1 TPSmedium=0.4
Degree of membership calculation for E character

timedium=1 t2medium=0.8 t3medium=0.1 t4medium=0.3t5large=0.8 témedium=1 TPSmedium=0.4

{0.2;0;0;0.1} character §

Figure 8. C ++ program output
4. Conclusion

In this study, a handwriting recognition
system is realized by using image processing,
feature extraction and fuzzy logic algorithms in
C++ environment. Character images written in
different  handwriting, image  processing
algorithms, feature extraction are examined. The
accuracy of the system has been increased by
examining more than one samples for each letter.
As a result of this examination, it is found that
the same data in each letter does not vary, that
each letter does not have the same number of
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variable data numbers, and that each letter does
not contain the same variable data. Therefore,
letters are separated into character groups and
fuzzy logic algorithm is created by using
variable data of each group of Iletters.
Handwritten letters are succesfully classified by
using fuzzy logic algorithm. In this study, the
dotted letters (0, ii, 1) were not classified due to
the uncertainties of the data. In future work, the
authors will be concentrated on a recognition
system based on more advanced intelligent
algortihms such as artificial neural networks,
neuro-fuzzy inference system and support vector
machines.

5. References

1. Erdem O. A., Uzun E. (2005). Turkish Times New
Roman, Arial, And Handwriting Characters
Recognition By Neural Network: Journal of the
Faculty of Engineering and Architecture of Gazi
University, Ankara, 20: 13-19.

2. Weijie S., Jin X. (2011). Hidden Markov Model
with Parameter-Optimized K-Means Clustering for
Handwriting Recognition. IEE E2011 International
Conference on Internet Computing & Information
Services (ICICIS), Hong Kong, 235-438.

3. Prasad, M. M., Sukumar M. (2013). 2D-LDA
based online handwritten kannada character
recognition. Int. JI. of Computer Science and
Telecommunications 4(1): 14-18.

4. Jasim M. K., Al-Saleh A. M., Aljanaby A. (2013).
A Fuzzy Based Feature Extraction Approach for
Handwritten Characters. International Journal of
Computer Science Issues (1JCSI). 10: 208-2015.

5. Gowan W. A. (1995). Optical character recognition
using  fuzzy  logic.  Microprocessors  and
Microsystems, 19: 423-434.






Turkish Journal of Science & Technology
Volume 12(2), 79-83, 2017

TiO2 Memristor Modelling with LabVIEW

Muhammet Emin SAHIN", Hasan GULER
Firat University, Electrical — Electronics Engineering, Faculty of Engineering, 23119 Elazig, Turkey

*mesahin@firat.edu.tr
(Gelis/Received: 25.01.2017; Kabul/Accepted: 22.02.2017)

Abstract

The fourth fundamental circuit element-Memristor, was mathematically modelled by Prof. Leon Chua in 1971.
After about four decades, researchers at the Hewlett—Packard (HP) laboratories submitted the development of a
new basic circuit element that completes the missing link between charge and flux linkage, which was suggested
by Chua. Though a physical memristor device was not discovered then, many unique simulation applications are
executed to take advantage of memristor feature which is different from other circuit elements by many
researchers. In this paper, we use TiO, memristor model on account of its simplified expressions and the same
ideal physical behaviors. Firstly, we obtained the mathematical equations of TiO, memristor. Then, these
equations are created with LabVIEW and results are submitted. Finally, results of this system’s behavior and
stability analysis of are submitted.

Keywords: LabVIEW, Memristor, modelling and simulation, physical behavior.

LabVIEW ile TiO>, Memristor Modellemesi
Ozet

Dordiincti temel devre elemani olan memristor, 1971'de Prof. Leon Chua tarafindan matematiksel olarak
modellendi Yaklasik kirk yil sonra. Hewlett-Packard (HP) laboratuvarlarindaki aragtirmacilar, Chua tarafindan
kesfedilen, aki ve yiik arasindaki eksik baglantiy1 tamamlayan yeni devre elemanini gelistirdi. Fiziksel memristor
kesfedilmemis olsamasina ragmen, birgok aragtirmaci tarafindan diger devre elemanlarindan farkli olan
memristor Ozelliklerinden yararlanmak ic¢in bircok benzersiz simiilasyon uygulamasi gerceklestirilir. Bu
makalede, basitlestirilmis ifadeler ve aymi ideal fiziksel davraniglar nedeniyle TiO2 memristor modelini
kullaniyoruz. Oncelikle, TiO2 memristorun matematik denklemlerini elde ettik. Ardindan, bu denklemler
LabVIEW platformunda olusturulmakta ve sonucglar sunulmukatadir. Son olarak, bu sistemin davranig ve
kararlilik analizinin sonuglar1 sunulmaktadir.

Anahtar Kelimeler: LabVIEW, Memristor, modelleme ve benzetim, fiziksel davranis.

1. Introduction that they developed a new component—
memristor [2]. R. S. Williams who is leader of

Leon O. Chua published his work where the
fourth passive two-terminal electrical component
memristor was described in 1970s [1]. Current,
voltage and magnetic flux are the basic elements
in circuit theory. There is a relationship between
them. Three of them define the three basic
devices which are resistor, capacitor, inductor.
They showed that memristor should represent the
relation between electric, charge (q) and
magnetic flux (o),

de = Mdq 1

Herewith Memristor was developed for
several times, but the scientists did not realised,

HP team invented this item, while they have
been searching for a device which is a resistor
with a state and not for a device, which has
charge — magnetic flux relation. This work was
published and it include the first relations for
memristor modeling [3].

Memristor has drawn the worldwide
attention after HP released its invention. After
then many researchers focus on this element.
Owing to different properties, memristors are
being found out for many potential applications
in the areas of nonvolatile memory very-large-
scale integrated (VLSI) circuit, digital image
processing, artificial neural networks, and
pattern recognition and signal processing [4].



TiO, Memristor Modelling with LabVIEW

In this paper, we focalize the memristor
modeling with LabVIEW. We submitted
memristor model with different mathematical
statement. Similar works have not founds up to,
thus we assume that this is a different
publications of the models and simulations
described below. In methods, our nonlinear
model of the memristor is presented and a
formula is given in order to infer model
parameters used physical parameters. In
methods, measurements of simulation are
defined. Final part of methods contributions of
this paper are summarized.

2. The Memristor

In 2008, R. Stanley Williams of Hewlett
Packard was submitted an experimental solid
state version. It has TiO2 and TiO2-x
sandwiched in between platinum electrodes.
TiO2 is resistive and TiO2-x conductive and the
ratio of these two layer varies with the
application of current. They had designed a
cross-bar structure with a layer of platinum
dioxide, a layer of switching molecules and a
thin film of titanium sandwiched between two
platinum electrodes.

A semi-conductor device was either use
magmatic field as flux or keeps charge as
capacitor, memristor which has memory feature
used chemical mechanism. One of the film slide
depletion of oxygen atoms. The absence oxygen
act as carriers it mean that the depleted layer has
lower resistance than the non-depleted layer.
Meanwhile the resistance of the film is
dependent on how much charge has been went
through it, in a particular direction, which is
convertible by changing the direction of current
[5-8].

Figure 1. The memristor.

A memristor device is essentially a two-
terminal passive electronic element with memory
capacity. Its memristance state is affected from
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amplitude, polarity, and duration of the external
applied power. The physical model of the HP
memristor from [7], shown in Figure 1, consists
of a two layer thin film (thickness D = 10nm) of
TiO2 sandwiched between two platinum
electrodes. One of the layers, which is described
as TiO2—x, is doped with oxygen vacancies and
thus it exhibits high conductivity. The width w
of the doped region is modulated depending on
the amount of electric charge passing through the
memristor.
®

w
-——>

]
, Undoped
|

Doped

D
Figure 2. HP’s memristor model.

Fig. 2 exhibits HP’s memristor model. We
see that total memristance is made of w and D
regions. The total resistance of the memristor, M,
is a sum of the resistances of the doped and
undoped regions:

M(t) = Ron (22) + Roff(1 -2

2
where Ron  and Ress are the limited values of
memristance for w=D and w=0. We selected
internal state as = w/D [0,1] then we rewritten as

M(t) = Roff + (Ron — Roff)x(t) (€))
when t=0, the initial memristance is
M, = Roff + (Ron — Roff)x, (4)

resistance of doped area affects the movement
speed of the boundary between the doped and
undoped regions

% = ki(t)f(x), k = pyRon/D?

()
where uv = 10 m? s V1 is the average ionic
mobility parameter. As for a memristive device,
these nonlinearities are manifested particularly at
the thin film edges, especially at the two
boundaries. This phenomenon, called nonlinear
dopant drift, can be simulated by multiplying a
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proper window function (x) on the right side of

).

1
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P=3 | e
[ —

Figure 3. Joglekar window function for P =1, P =3
and P =5.

f)=1-(2x—1)** (6)

where P is a positive integer called the
control parameter. Fig. 3 shows the behaviour of
the Joglekar window function for different
values. Nonlinearity changes with value of P
integer. As the integer P increases, the model
tends to the linear. Based upon this, we selected
P=1.

f(x) = 4x — 4x? (7)

Substituting (7) into (5),

f;(t)( % _ﬁm)dx(r) = [ 4ki(tydt  (8)

where the internal state variable satisfies
X(7)€[Xo,X(t)] and the integration time is 0 < t <
t.

Assume go=0; we can get

x(t) X0 4kq(t)
1-x(t) o 1-xo *e (9)

then the expression of x(t) can be calculated as

_ Rogr—Ro

X
0 AR

(10)

then, the expression of x(t) can be calculated as

1
Ae*ka(© 11

x(t)=1- (11)

where 4 is a constant and its value is determined
by Roff , Ron, and RO:

Ryff—R
A== (12)
Ro—Ron
This mathematical statements are used for
modelling memristor. They are made control and
simulation block in LabVIEW.

3. Memristor Modelling with LabVIEW

We developed a behavioral model of a
memristor at device level using the LabVIEW
programme by following the mathematical
equations presented before. The reason of
preferring the LabVIEW program is its graphic
based structure and the ease provided to user in
constituting interface [10].

We examined TiO2 memristor model to
make it easy to comprehend and ready to be used
in memristive systems.

We used labVIEW programme which is a
graphics-based software platform. The usage of
program is going up in engineering applications

for making this model [11]. We used
mathematical equations which are given
previous part. Model depicted control and

simulation block in labVIEW. Fig.4 shows the
memristor model of LabVIEW front panel.

niegrator | gl o =

Figure 4. Memristor model of Lab\;EW.

The parameters of the model are Ron =
100Q, Roff = 20kQ, M0 = 10kQ, D = 10nm and
uv = 10-14 m2 s-1 V-1 [7]. Moreover, the
simulation results in Figure 6.

(8)
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In order to show memristor characteristics,
values of passive elements, and,are chosen to
work firstly 0.5mA input current at 5 Hz.
Memristor model was simulated to examine the
behavior via using LabVIEW program.

0,0006 -
0,0004 -
0,0002-

I(A)

U —
-0,0002 -
-0,0004 —

1
0 025 05 075 1 125 15
Time (s)

Figure 5. Memristor’s current graph.

Fig. 5 shows that input current graph to
time. The value of this is 0.5 mA sinus flowing
through the memiristor in this model.

0,0006 -
0,0004 -
0,0002 -

L

Figure 6. Relationship between memristor’s current
(1) and voltage (V).

The typical hysteresis loop in figure 6 shows
its switching characteristic; that is, the
memristance can switch between low resistance
and high resistance.

One of the most important memristors’
observed specialty is the existence of a pinched
hysteresis that effect could be represented by the
i—v pinched hysteresis loop characteristic, as
Chua highlighted that ‘If it’s pinched, it’s a
memristor’ [12].

11E+4 ]
1E+4- '
9000-
8000-
7000~

M (ohm)

6000 -
5000~
4000-

300“1 1 | | 1 1 | 1

06 04 -02 O 02 04 06 |
V(V) |

Figure 7. Relationship between memristor’s voltage
and memristance.

Figure 7 illustrates that the memristance is a
nonlinear function of the flow of charge. Figure
8 shows the relationship between the
memristance M and the charge q. Especially, in
the part of the higher memristance state, the
change ratio of the memristance is low, while, in
the part of the lower memristance state, the
change ratio of the memristance is high.

35-
30-
25—
20-
15-
10-
5
0-
_5_| i
-0,0001 0
QQ |
Figure 8. Relationship between memristor’s charge
and memristance.

M (kohm)

|
0,0001 |

If we increase input signal frequency,
memristor behave as linear resistor. Fig.9 shows
signal frequency is at 20Hz and fig.10 shows that
memristor’s loop turns the line chart at 200 Hz.
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0,006 -
0,004 -

0,002 -
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(1) and voltage (V).

0,006 -
0,004 -

0,002 -

I(A)

U =
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-0,006 -, 1 1 1 1
-1 -0,5 0 05 1

(1) and voltage (V).
4.Conclusion

Although HP workers has inveted to
memristor physically, it is not submitted to the
market yet and it will be probably not available
for at least some years. Hence, memristor studies
are still going on theoretically and based
simulation. This paper is one of them. Since
memristors have a natural nonlinear behaviour,
they can be used in chaotic circuit systems and
other different systems such as secure
communication and cryptology. The main aim of
this study is to show the possibility of
application of memristor based circuits.
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LabVIEW environments were used to achieve
simulation and real time application.
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Abstract

In recent years, power electronic has become even more popular with the development of semiconductor
switching devices. Power electronics applications can be found almost in all systems related to electrical and
electronic fields. With the power electronic circuits, AC or DC voltages at various amplitudes can be obtained
from constant voltage sources. AC voltage with constant frequency and variable amplitude with high power
factor can be provided by an AC chopper. Purpose of these power electronic circuits is to make the system more
efficient, provide output waveforms with higher quality (less harmonics) and prevent power loss in large power
systems. In this study, a three-phase PWM controlled AC chopper circuit has been modelled and simulated in
MATLAB / Simulink package program. In this simulation, the output statements obtained for the switching
devices by a different control method are discussed. Various operating conditions have been examined where a
three-phase unbalanced voltage source without and with having the 5th and 7th harmonics was applied to the
input side of the chopper. As a result, superiority of the control system used in the PWM controlled AC chopper
has been demonstrated by the simulation results.

Keywords: Three-Phase PWM AC Chopper, Hysteresis Band Current Controller (HBCC), Harmonic Analysis, Pulse width
Modulation (PWM).

Dengesiz 3-Fazh Gerilim Kaynagi ile Beslenen AA Kiyicisinin PWM
Kontroli

Ozet

Son yillarda, gii¢ elektronigi, yariiletken anahtarlama araglarmin da gelisimiyle birlikte daha popiiler hale
gelmistir. Neredeyse elektrik ve elektronik ile ilgili tiim sistemlerde gii¢ elektronigi uygulamalart bulunmaktadir.
Gii¢ elektronigi devreleri ile farkli genliklerdeki AA veya DA gerilimleri sabit gerilim kaynaklarindan elde
edilebilir. Bir AC kiyict ile sabit frekansli, yiiksek gii¢ faktorlii ve degisken genlikli AA gerilimi elde edilebilir.
Bu gii¢ elektronigi devrelerinin amaci, sistemi daha verimli hale getirmek, daha yiiksek kalitede (daha az
harmonik) ¢ikis dalga formlari saglamak ve biiyiik gii¢ sistemlerinde gii¢ kaybin1 6nlemektir. Bu ¢aligmada, ii¢
fazli PWM kontrollit AA kiyici devresi, MATLAB / Simulink paket programi ile modellenmistir ve benzetimi
yapilmigtir. Bu simiilasyonda, farkli bir kontrol metodu ile anahtarlanan yariiletken anahtarlar igin elde edilen
sonuglar tartisilmigtir. 5. ve 7. harmoniklerin oldugu ve olmadigi ii¢ fazli dengesiz gerilim kaynaginin kiyicinin
giris tarafina uygulandigt cesitli calisma kosullar1 incelenmistir. Sonug¢ olarak, PWM kontrolli AA kiyicida
kullanilan kontrol sisteminin {istiinliigii simiilasyon sonuglari ile gosterilmistir.

Anahtar Kelimeler:  3-Fazli PWM AA Kiyici, Histerezis Bant Akim Kontrolorii (HBCC), Harmonik Analizi, Darbe
Genislik Modiilasyonu (PWM).
1. Introduction conditions are required. The most popular circuit
is the power electronics circuits, which are still

Along with the developing technology, the  being developed. Power electronic circuits

amount of energy consumed all over the world
has also increased. Due to the amount of energy
consumed, new ways have been sought to meet
this energy demand. More efficient systems with
smaller structures and circuits designed to
consume less power loss despite adverse

reduce energy loss on the earth with renewable
energy processing and create efficient systems
for it. Power electronic circuits transform
electrical power by using the switching
characteristics of semiconductor elements.
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AC chopper circuits of the power electronic
family are the basic concept of this study. AC
choppers are, at its most basic definition, a
power circuit which can convert a constant
frequency AC voltage to another voltage at a
desired amplitude [1,2]. Single-phase and three-
phase versions of the AC chopper are available.
AC choppers with natural commutation have
negative features such as high harmonics on the
mains or load sides. AC choppers are used in
many industrial areas. Frequent use of such
power electronic circuits has led to poor quality
in energy systems [2]. It is possible to further
improve AC choppers by eliminating these
undesirable features. With the use of power
electronic devices which can operate at high
switching frequencies, the PWM method has
begun to be used in the chopper circuits [3].
PWM AC chopping circuits have reduced side
effects of the natural commutated ones as well as
have become a special application of these
circuits [3,4].

In this study, it is aimed to obtain load
current with less harmonics by applying
Hysteresis Band Current Controller (HBCC)
technique for three-phase PWM AC chopper.
The HBCC technique is preferred because of its
dynamic response and simplicity [5]. Thanks to
this controller, whatever the input voltage of the
system is, a load current with very low
harmonics at the output is obtained. The results
will be quite advantageous for all power
electronics-based systems.

2. Hysteresis Band Current Controller for a
Three Phase AC Chopper

Fig.1 shows the circuit schema of the three-
phase AC chopper [6]. The simulation model of
this circuit using MATLAB / Simulink is shown
in Fig. 2 [6]. IGBTs are used as switching
semiconductor devices and a three-phase R-L
load is used at the output. Depending on the
nature of the load used, there will be a load
phase angle between the voltage and current
space vectors of the source. The reference
currents in the AC chopper must have the same
frequency as the source voltage and the same
phase angle as that of the load [6]. With the

HBCC technique, the reference currents are
obtained and the continuity of the load current
paths is ensured [6].

Fig. 1. The power scheme of the three-phase PWM
AC chopper [6]
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Fig. 2. The Simulink model of the three-phase PWM
AC chopper
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The reference currents can be obtained using
phase locked loop (PLL) or using abc/dq
transformations called Park Transform. The
continuity of the load current conduction paths is
also provided using the technique called the
minimum voltage algorithm [3,6]. The minimum
voltage algorithm ensures the continuity of the
resulting current paths by triggering the correct
switch according to the instantaneous values of
the source voltage [3,6].

In the proposed model, the on and off states
of the switches are provided using specific
switching states. The goal is to obtain high
quality waveforms at the output whatever the
input voltage source is. In order to demonstrate
the superiority of the control system, three-phase
voltage source having harmonics or unbalanced
voltage waveforms are applied to the system
input. Undesirable changes in the source voltage
(such as noise or harmonic distortion) will
directly affect the output voltage and hence the
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amplitude of the output current. To analyze this
situation, the fifth and seventh harmonics of the
input voltage source are added to the input with
certain amplitude ratios [7].

2.1. Analysis of HBCC technique applied to
AC chopper

Any kind of load can be controlled with the
PWM AC chopper connected to the three-phase
source. The PLL block shown in Fig. 3 is used to
set the source frequency [6]. The abc / dg
transform block is also used to set the load
phase. Only the amplitudes of the generated
reference currents are input to the control system
depending on the demand.

) Fig. 3. The application of the HBCC theory [6]

The minimum voltage algorithm can be used
in various systems. For instance, in a 3-phase
inverter as the 3-phase chopping operation is
made independent of each other, the current flow
is continuous. In the proposed topology, the
chopping procedures depend on each other and
the flow paths are separated from each other
during the phase chopping operation. The
minimum voltage algorithm is used to prevent
such undesirable situations. Depending on the
instance, the switch with the minimum voltage is
kept off while the chopper continues to operate
in the other two phases and the sum of these
currents returns from the phase with the
minimum voltage.

2.2.Switching states

Besides the values in Table 1, four different
switching states have been performed.

Table 1. System parameters used in simulation

Parameters Values
Source Vsa =220 V
(rms)
=50 Hz
Load L=20 mH
R=10Q

By referring to Fig.1,
switching situations exist:

the following

Table 2. Switching situations

Switching States ON OFF

1 Sl! S*l,s*z SZ and S3
and S5

2 51,83,8*1 SZ and 8*3
and S,

3 S1, S5, S S;and S*,
and S5

4 S1,55, 83 -
and S*,

3. Analyses

In the simulation, two different conditions
were performed. The first condition is used to
observe the effect of the distorted three-phase
input supply on a three-phase R-L load where no
power electronic circuit was used and the load is
directly connected to the input supply as shown in
Fig. 4. The second condition is to observe the
effect of the same source voltage on R-L load
using HBCC technique applied to PWM AC
chopper.

3.1. Analysis of the proposed system fed by 3-
phase input supply

In this application, a balanced and
undistorted three phase voltage set is applied to
the system input. In this case, the wave form of
the load current of the system is observed to be
smooth. The waveforms obtained are as follows
for a complete period:

400 T ‘

200 - \

V source (V)
o

-200 - /
N——

-400'! .
1 1.002 1.004 1.006 1.008 101 1012 1.014 1016 1018 1.02

Time (s)

@
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Fig.4. Simulation results of the PWM AC chopper fed
by a distorted 3-phase supply and feeding a three-
phase star connected R-L load. (a) Voltage source, (b)
Switching signal, (c) Load current, (d) The harmonic
spectrum of the load current.

In the Fig.4, 1-1.02 s is selected as a full
period interval to see more clearly the waveform
and harmonic analysis of the load current. Since
the circuit is still in transient state at 0-0.02 s, the
waveforms are harmonic. Therefore, the period
of 1-1.02 s reached the permanent status has
been taken into account. In this range, reference
current is 1=50 A. With the obtained waveforms
and FFT analysis, it can be said that the
harmonics are at an acceptable level.

In this application, Total Harmonic
Distortion (THD) of the load voltage waveform
is 1.04%. These results show us how reasonable
and feasible the controller proposed for the
three-phase PWM chopper.

3.2. Analysis of 3-phase star-connected r-I load
fed by a distorted three-phase input

supply

Undesirable changes in the source voltage
such as noise or harmonic distortion will directly
affect the output voltage and hence amplitude of
the output current. To demonstrate these effects,
the fifth and seventh harmonics of the input
voltage set are added at certain amplitude ratios
in the simulation model.

Three-phase source (Has 5th and 7th harmonics)

R-L

1

Fig.5. A star-con-nected 3-phase system with harmonic
voltage applied to the input

I_h

|_source1

is1

ACVoltsge  AC Voltsge  AC Vottage
Source Source 1 Souce 1

AC Voltag

Souce 3 THe=Prme AT

Fig. 6. Simulation Model of the star-connected 3-phase
system with harmonic voltage applied to the input

In order to demonstrate the superiority of the
AC chopper system used in this work, a distorted
supply voltage model is created in
Simulink/Matlab to be used as input to the
system. The three-phase sinusoidal voltage
source with harmonics is defined as follows:

Vin = kqi cos(5wt) + k,cos(7wt) 1)
Von = k4 cos (Swt - z?n) + k, cos (7a)t + 2{) 2

Vs = ky cos (Swt + z?n) + kycos(7wt — z?n) 3)
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The k; and k, values in Eq.(1-3) are set to
be about 10% of the supply voltages [7]. Vi,
V,, and Vs, are the harmonic voltages of A, B
and C phases, respectively. The resulting
simulation waveforms are given in Fig. 6 for a

full period.
1 1.002 1004 1006 1008 101 1.012 1.014 1016 1018 1.02

\___/
Time (s)

V source (V)

-400

%% y

-50

1load (A)

1002 1.004 1.006 1.008 101 1012 1014 1016 1.018 1.02
Time (s)

(b)

Fundamental (50Hz) = 49.81 , THD= 3.28%

o
S

Mag (% of Fundamental)
3

50 100 150 200 250 300 350 400 450 500 550
Frequency (Hz)

o

(©
Fig.7. Simulation results of star-connected 3-phase
load fed by a distorted 3-phase supply, () Distorted
source voltages, (b) Load currents, (c) The harmonic
spectrum of the load current.

As can be seen in Fig.7, when a voltage
source with harmonics is applied directly to the
R-L load, all harmonics of the supply are
reflected to the output. THD of the load current
waveform is 3.28%.

3.3. Analysis of the proposed system fed by a
distorted 3-phase input supply

In this case, three-phase voltage supply with
5th and 7th harmonics used in the previous
system was also applied to the input of the PWM
AC chopper circuit controlled by the HBCC. The
Simulink model of the system including the
distorted voltage supply source is illustrated in

Fig.8. Comparing to the previous system, the
superiority of the proposed method in [6] is
confirmed by the simulation results in Fig.9. It is
observed that the system gives successful results,
that is, the waveforms of the load currents and
voltages have sufficient quality. The simulation
results taken for a complete period are shown in

Fig. 9.
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Fig. 8. Simulink model for 3-phase PWM AC
chopper fed by a distorted input supply
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Fig.9. Simulation results of the PWM AC chopper fed
by a distorted 3-phase supply and feeding a three-
phase star connected R-L load. (a) Voltage source, (b)
Load current, (c) The harmonic spectrum of the load
current.

89



PWM Control of AC Chopper Fed by Unbalanced 3-Phase Voltage Source

As can be seen in the Fig.9 (b), the resulting
load current waveforms have less harmonics than
expected and their shapes are almost pure
sinusoidal waveforms. As seen in Fig.9 (c), main
harmonics are much dominant. This is why the
hysteresis band controller is used in the
simulation and proposed in [6]. Thanks to this
controller the switches used in the chopper are
controlled in a manner to have less harmonics at
the output. The controller in simulation are
designed for analysing the parameter of voltage
and current. In general, it has features such as
reducing the harmonic components and
increasing the power factor of a particular
circuit.

In this study, Total Harmonic Distortion
(THD) of the load voltage waveform is 2.33%.
These results show us how reasonable and
feasible the controller proposed for the three-
phase PWM chopper.

4. Conclusions

In this study, a PWM AC chopper with
hysteresis band controller has been modelled and
simulated with the Simulink/ MATLAB package
program. It is aimed to have more efficient
chopper comparing to the traditional 3-phase AC
chopper. Although, the traditional phase
controlled AC chopper has not been simulated in
this work, its waveforms are well known.
Therefore, it could be easily stated that the
performance of the proposed system would be
much better than that of the traditional AC
chopper. In addition, operating conditions of the
PWM AC chopper have been made much worst
by adding the 5th and 7th harmonics to the input
voltage waveforms. Even so promising
simulation results have been obtained. The
simulation results show that the proposed control

algorithm minimizes the amount of THD at the
output currents. Despite of the voltages with
harmonics applied to the input, three-phase
currents at the output are stable and they consist
of very low amount of harmonics because of the
HBCC used. As a result, the ratio of harmonics
is reduced significantly with the switching
control algorithm. These results have been
supported by the harmonic analysis.
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Abstract

This paper deals with a comparative study between the control of three to three phase matrix converter feeding a
star-connected three phase induction machine and the control of three to three phase dual matrix converter
feeding an open-end winding induction machine. The control strategy used in both cases is based on a proposed
direct transfer function control approach of Venturini algorithm which allows to obtain a unity power factor at
the input side to boost the output phase voltage up to 150% compared to the input phase voltage, while keeping
the main advantage of the matrix converter by providing a fully bidirectional power flow operation. The main
objective of using the open-end winding topology is to ensure the minimization of the common mode voltage
which is clearly observed in the case of star-connected winding. Simulation results are presented under both
control strategies, where both matrix converters are supplied from the same three-phase power source. Whereas;
the two output voltage system of the dual matrix converter are shifted with 180 degrees. Based on the obtained
results the performances of the both control approaches are technically discussed.

Keywords : Matrix converter, Dual matrix converter, Direct transfer function approach, Simulation Model, Open-End
Induction Machine Drive.

Acik-Uglu Sargili Asenkron Motoru Besleyen Cift-Matris Donlistiiriicu
Siiriciisii ile Asenkron Motoru Besleyen Matris Doniistliriicii
Siriucisiniin Bir Karsilastirmasi

Ozet

Bu makale yildiz bagli ii¢-fazli asenkron motoru besleyen lig-faza ii¢c-faz matris doniistiiriicliniin kontrolii ve
acik-uclu sargili asenkron makineyi besleyen li¢-faza {ig-faz ¢ift matris doniistiiriiciiniin kontrolii ile ilgilidir. Her
iki durumda kullanilan kontrol stratejisi , tam olarak ¢ift yonli gii¢ akigini saglayan matris doniistiiriictiniin
avantajlarimi koruyarak giris faz gerilimine gore ¢ikis faz gerilimini %150'ye kadar yiikselten ve giris tarafinda
birim gii¢ faktorii elde etmeyi saglayan Venturini algoritmasinin direkt transfer fonksiyonu kontrol yaklagimina
dayanir. Acik-uglu sargi topolojisinin kullanilmasinin ana nedeni yildiz-bagli sargt durumunda agikca
gozlemlenen ortak mod geriliminin en aza indirilmesidir. Benzetim sonuglari her iki matris donistiiriiciiniin ayni
iic-fazli glic kaynagindan beslendigi durumda her iki kontrol stratejisi i¢in sunulmustur. Cift matris
doniistiirticiiniin iki ¢ikis gerilim seti 180 derece kaydirilmistir. Elde edilen sonuglara dayanarak her iki kontrol
yaklagiminin performanslari teknik olarak tartigilmistir.

Anahtar Kelimeler : Matris doniistiiriicii, Cift matris doniistiiriicti, Direkt transfer fonksiyonu yaklasimi, Benzetim modeli,
Acik-uglu asenkron makine Siiriiciisii

1. Introduction attracted great interest due to their inherent
advantages compared to the standard star or delta

Recently, dual-matrix converter feeding  connected induction machine drives. The main
open-end winding induction motor drives have  characteristics of open-end winding induction
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machine are [1,2]: Since the machine is powered
from both ends of the winding, each matrix
converter has half of the machine power rating
and therefore each stator phase current can be
controlled individually. Consequently,
depending on the modulation strategy, possibility
of doubling the effective switching frequency is
caught. The matrix converter (MC) is a forced
commutated converter which can achieve
varying amplitude and frequency at the output
side. Indeed in recent years, significant research
efforts have focused on direct matrix converter
where it is increasingly used in several
applications due to some implicit advantages
comparing to their analogue indirect power
electronics conversion using two stages power
conversion, DC-AC and AC-AC. Main
outstanding advantages of the matrix converter
can be summarized as follows [2,3]:

1. Direct conversion (no dc link);

2. Sinusoidal input and output currents can be
achieved:;

3. The easiness of the input power factor control
for any kind of load;

4. Bi-directional power flow capability;

5. Simple and compact design;

On the other side, due to the high integration
capability of the semiconductor structures, the
matrix converter topology is being recommended
for several extreme and critical applications.
However, the topology of the matrix converter
itself has pushed the researchers to run after
more favorable control strategies. In this context
several modulation techniques have been
developed to fulfil the requirement of the matrix
converter control. Among these techniques two
main control approaches are being used, the
scalar approach such as; the direct transfer
function approach (DTF) proposed by Venturini
[4,5], and the space vector approach such as;
direct and indirect space vector modulation
(DSVM and ISVM) [6,7].

In this paper, the direct transfer function
control approach is applied to the matrix
converter for feeding an open-end three-phase
load topology to overcome the main problem of
the common mode voltage and to achieve a more
flexible control and the operation reliability
[8,9]. The both sides of the three-phase load are
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supplied using dual three-phase to three-phase
matrix converters. The dual matrix converter has
the same topology as shown in Fig. 1. The load
is an open-end winding induction machine
supplied by a dual matrix converter.

In this paper, a comparison between the
applications of the same induction machine
supplied by a single matrix converter and a dual-
matrix converter is presented. Simulation tests
were performed to demonstrate the effectiveness
of the used topology and control approach for
both single and dual matrix converter applications
for the same induction machine.

Ct limits the voltage distortion between the
terminals of the converter.

L+ limits the current distortion of the supply.

Rt limits the overshoot on turn-on and avoids
the resonance excitation by the supply or
converter.

2. The Matrix Converter Topology

The topology of a three-phase input - three-
phase output matrix converter is presented in
Fig.1. The voltages V;;, Vi, and V;3 are the input-
voltages and V,;, V,,and V,zare the output
voltages. Each leg has three bidirectional power
switches to ensure the connection between one
phase of the input and one phase of the output at
any instant [8].

Matnx Converter

..............................

512 513

522

Input Filter p Vel

Figure 1. Three-phase matrix converter with input
filter
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These switches are operating under the two
main constraints which are: The input side is not
short-circuited and the output side cannot present
an open-circuit at any instant. These are the two
main important constraints that they are imposed
by the normal operation of matrix converter to
protect both of the matrix converter and the load
[9-11].

The vector of the input voltages is given as
follows:

V; cos(w;t)
Via| = Vi, [cos(w;t + 2m/3) (D)
Vi cos(w;t +4m/3)

The vector of the output voltages is given as
follows:

Vye cos(w,t)
Voz| = Vo | cos(w,t + 21/3) 2
Vo3 cos(w,t +4m/3)
2.1. The Switching Equations

The symbol S;; represents the ideal
bidirectional switches, where i (=1, 2, 3)

represents the index of the output side and j (=1,
2, 3) represents the index of the input side. The
relation between the output voltages and the
input voltages can be achieved via an
intermediate matrix M, which is known as the
modulation matrix, hence the relation between
the input and output voltages can be expressed as
follows:

Vol = [M]-[V{] ©)

The relation between the input current [li]
and output current [lo] can be deduced:

[1;] = [M]" - [I,] (4)

where [M]T represents the transposed matrix of
[M].

Equation (3) can be presented in a developed
manner as follows:

Vo1 my1My;My37 [V;
Voo | = [M21Maomys| | Vin (5)
Vo3 my My My3 | LV

where the elements of the modulation matrix
representing the modulation coefficients are
expressed as follows:

my; =2 (6)

During the switching process, the
bidirectional switches can connect or disconnect
the phase i of the input to the phase j of the
output which is connected to the load. In general,
the modulation coefficient must provide the
following rules [12]:

> At any instant, only one switch S;;(i =
1,2, 3) conducts in order to avoid short-
circuit between the input phases.

Yiz1235() = 1;j ={1,23} Vvt (7)

» At any instant, at least two switches
S;; G = 1,2,3) conduct to ensure a way
to the inductive load current.

> The switching frequency £, =%/,
must have a higher value than the
maximum of
fi fofs » max fif,).

> During the period, T, which is known as
the sequential period, the sum of the
conduction times of switches being used
to synthesize the same output phase must
be equal to Ty.

The time ¢;;; which is called the time of

modulation, can be defined as:

tij =my; T 8)
3. Modified Direct Transfer Function
Approach

The modified direct transfer function

approach [4,5] permits to control the switch, S;;,
whereas the output voltage, V,;; and the input
current, i;; are sinusoidal with the same values of
the output frequency, the input amplitude, the
input frequency and the displacement factor.

The maximum voltage output is obtained by
the injection of the third harmonic of the output
and input waveforms. The mean values of the
output voltage over the sequence K" are then
given by:
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t t t
) _ (k) t11 (k) t12 (k) 13 where
Vo1 = Vix TS Vi Ts Vi3 ?S
wp = vl B © (A= amt+o
S S S

t t t
(k) (k) 21 (k) =22 (k) =33
% = V. + v; + v.
02 i1 Ts i2 Ts i3 Ts

The conduction time is modulated with
the wwhile Ty is constant, such as w,,
w, — w;, these times are defined as follows:

1. Inthe first phase, we have:

ti, = %(1 + 2qcos(w,t + 0))

tp = %(1 + 2gcos(wy,t + 6 — 2?71)) (10)
ti3 = %(1 + 2qcos(wy,t + 6 — 4?ﬂ))

2. In the second phase, we have:

ty; = %(1 + 2qcos(wp,t + 0 — 4?n))

tyy = %(1 + 2qcos(wy,t + 0)) (11)

trys = %(1 + 2qcos(wp,t + 0 — 2?”))

3. Inthe third phase, we have:

ty3; = %(1 + 2qcos(wp,t + 0 — 2?”))

t3, = %(1 + 2gcos(wy,t + 6 — 4?”)) (12)
ty3 = %(1 + 2gcos(wpt + 6))
where 0 is initial phase angle.

The output voltage is:
o] = [M®]- [*] (13)

1+ 2qcos(4) 1+ 2qcos (A - 2?") 1+ 2qcos (A - %n)

[M(k)] _| 1+ 2qcos (A - 4?”) 1+ 2qcos(4) 1+ 2qcos (A - 2?")
4—”) 1+ 2qcos(4) |

| 1+2qcos(A—2?n) 1+2qcos(A— 5

(14)
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(15)

Wy = W, — W;

This mathematical development shows that
the matrix converter with modified direct
transfer function approach generates three-phase
sinusoidal voltage waveforms at the output.

4. Modelling of the Open-End Winding
Induction Machine

The open-end stator winding induction
machine presented in Fig. 2 is supplied by two
three-phase voltage systems and these systems are
defined as:

The three-phase systems supplied by the first
matrix converter: [Vy;] = [Ve11 Ve Viasl™;

The three-phase systems supplied by the
second matrix converter: [Vs,] =
Vez1 Vsaz Vizsl™:

Hence, the voltage vector applied on the
stator winding of the machine is:

[Vs] = [Vsll — Vs21Vs12 = Voo Vi3 — Vs23]T

The mathematical flux model is defined in
(d-g) reference frame, and described by the
following state equations representation:

ax() _

2 = [A(w, 04| IX®] + [B]- U®) (16)

Y(®) =[C]-Y(®) (17)

where

X@®) = [0sq Bsq Bra @rq] is the state vector;
U(t) = Ul(t) - Uz(t) = [Vsdl - VstVsql - sqz] is
the control vector;
Y(t) = [Isa Isq Ira Irq] is the output vector.

The principle diagram of the system is
shown in Fig. 2:
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Figure 3. Block diagram of the open-end winding
machine

On the other side the following parameters
are taken into account:

Ly . .
Ty = R—S is the stator constant time
S
Ly - .
T, = R—T is the rotor constant time
T

2
o =1 — = is the coefficient of dispersion of
sHr
Blondel
R, s the rotor resistance, R, is the stator
resistance, L, is the rotor inductance, Ly is the

stator inductance, Mg, is the mutual inductance
between stator and rotor.

The equation for current vector is

[ =[L]'[2] (18)

The matrices [A], [B] and [C] are defined as
follows:
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1 Msr
B O'_TS wdq o0TsLy 0
1 Mgy
—Wgq ——— 0
[A] =| 0Tg ) oTsLy (19)
oTyLg 0 e Wgqg — W
Msr —(wgg —®) - -
oTyLg dq oty
10 00
|0 1.0 0
B= IO 01 0‘
0 0 0 1
1 Mgy
olg oLgLy
0o - Msr_
_ s LsLy
== w7 R )
- OLyLg - a'_Lr
0 _ Msr 0o X
oLyLg oLy |
The mechanical equation is given as
follows:
.d
Tem_Trzjd_(:-I'fw (21)
3
Tem = Ep(q)salsﬁ - Q)sﬁlsa) (22)

where T, is the electromagnetic torque; T, is
the load torque.

5. Simulation

In this work, two simulation tests were
performed to prove the advantage of the use of
the open-end winding induction machine fed by
a dual matrix converter having the same
topology and characteristic. The first simulation
presents the induction machine fed by only one
matrix converter, where the output voltage is
characterized by a fundamental frequency of
fo=50 Hz and a magnitude of V(=350 V. The
parameters of the input voltage source and the
induction machine are presented in Table 1. On
the other side, due to the distortion which may
occur in the input current and to avoid the
propagation of this kind of harmonics pollution
toward the source, an LC input filter is inserted
as shown in Fig.2 where its parameters can be
found in Table 1. [13-15].



A Comparative Study between Matrix Converter Fed Induction Motor Drive and Dual-Matrix Converter Fed Open-End Winding Induction
Motor Drive

5.2. Induction Motor Fed by A Three-Phase
Matrix Converter

In this case, a single three-phase matrix
converter is used to feed a three-phase induction
motor. The output voltage and the output current
of the matrix converter are presented in Fig. 4
and 6, respectively. Total Harmonic Distortion
(THD) of the output voltage and current
waveforms, which is defined in Eq. (23), are
presented in Fig. 5 and 7, respectively. It can be
concluded that the harmonic rays are around the
switching frequencies (nx f) where it is taken
as =10 kHz

_|VE4vE+etvE
THD = /T
1

The fundamental harmonic amplitude of the
output voltage is 344.4 V with THD of 99.36%
as shown in Fig. 5 and harmonics rays can be
remarked clearly around the switching
frequency. However, due to the inductive nature
of the induction motor, the output current posses
a low THD as 2.77%. Figs. 8 and 9 show the
decoupling carried out between the flux and the
electromagnetic torque. The decoupling between
torque and machine speed is remarked clearly
especially at the interval between 1.5 s and 2.5 s.
The supply current waveform is shown in Fig.10.
The result shows great effect of the input filter
where the high order harmonics are eliminated
by the input filter.

(23)

Table 1. Simulation parameters

Vs Input voltage 350V
fs Input frequency 50 Hz
Lt Filter inductance 0.03H
R¢ Filter Resistance 050
Cr Filter Capacitance 25 pF
Rs Stator resistance 4.850Q
Rr Rotor resistance 3.81Q
Ls Stator inductance 0.274H
L, Rotor inductance 0.274 H
Lm Mutual inductance 0.258 H
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Figure 4. Output line voltage waveform of the matrix
converter
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5.2. Dual Matrix Converter Feeding Open-
End Winding Induction Motor

In this case, two of three-phase matrix
converter feed the both sides of the open-end
winding of the same induction machine stated
previously. Under this topology the common
mode voltage (CMV) will be totally removed
and the three-phase load can be controlled
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independently. Due to the balanced nature of the
load, the voltage applied at each load phase is the
same except for the eventual required phase
shift. Figs.11 and 12 illustrate the voltages
between the two terminals of the three-phase
load and the load currents, respectively. It is
obvious that the fundamental magnitude of the
voltage is 348.5 V with a THD of 75.12 %
whereas, the fundamental current is 4.636 A with
THD of 3.36 % which means that there is an
improved voltage and current quality in
comparison with the situation where the machine
is fed by a single three-phase matrix converter
(Fig. 13 and Fig. 14). In the same time a less
harmonic rays can be remarked clearly near the
switching frequency fs =10 kHz. The two level
voltages is clearly observed and the three-level
voltage at the load terminals is also obviously
observed. The effect of the input filter can be
seen clearly in Fig. 17., Figs.15 and 16 show the
decoupling carried out between the flux and the
electromagnetic torque. In the same time, the
decoupling between the torque and the speed of
the machine can be seen especially at the interval
between 1.5sand 2.5s.
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Figure 11. Output line voltage waveforms of MC1
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2.01

(=)

Fondemental (30 Hz) = 3483, THD = 753.12%

(=

[
[
T

&0

Fendemental)

Mag (%0 of

> 2 6 10 16
Fraquency (kHz)
Figure 12. The Harmonic spectrum of the output

voltage applied to one phase of the induction motor

14



A Comparative Study between Matrix Converter Fed Induction Motor Drive and Dual-Matrix Converter Fed Open-End Winding Induction

Motor Drive

a 10 . ‘ﬁ'
- 0 !
5
-10 . . . . . . =
10 |
2 — T~ T T y
3|

ol -10 \\"“—“" 4 4 A 4 ' (=]
-10 —— -

2 2.01 2.02 2.03 2.04 i

t(s) il

E

Figure 13. Three-phase motor currents

Fundamental (30 Hz) = 4.636, THD = 3.36%

100

60

MMag (%% of Fundemental)

10 14 16

Frequeney (kHz)

o 2 6

Figure 14. Harmonic spectrum of the output current

100 ; . . . ,
g s
& s0
F o ]
= .50 L L L i i

0 1 2 3

200 : : : : .

O —
S0t /S
ot
L e

0 1 2 3

Figure 15. Torque (up) and speed (bottom) of the
induction motor

I:i T T L] L)
- 0
Bosf ™
B
0 1 2 3
1 T T T T T
(=3
0.5
&
|:: -
05 . . . . .
0 1 2 3

t{s)
Figure 16. Flux flowing rotor axis "d" (up) and flux
flowing rotor axis "g" (bottom)

98

Figure 17. The supply current without and with
filtering, respectively

6. Conclusions

In this paper, the main advantages of the
dual matrix converter used in open-end structure
are proved by simulation results. The results
show clear improvement on quality of the
voltages enforced to the induction machine drive
and elimination of the common mode voltage
which is major problem in all three-phase load
applications, especially in three-phase electrical
machines. On the other side, due to the
multilevel nature of the voltage applied at the
terminal of the open-end load, the current quality
is also improved, where the THD is decreased at
nearly 48% compared to the classical topology
based on one matrix converter. An important
issue is that the use of a dual matrix converter is
more reliable in case of fault on one or more
switches. This problem can be solved by easily
adjusting control signals of the switches. Finally,
it can be said that the presented topology can
have a large use in electric machines application
in industry based on the afore-mentioned
advantages.
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Abstract

The blood in the vein is called blood pressure or tension. It depends on the amount of blood pumped by the heart
and the resistance of the vessels to this flow and the flexibility of the arterial walls. Very low values than
optimum blood pressure and very high values than normal blood pressure are important. With this aim,
Noninvasive Blood Pressure Analyze with LabVIEW offers an insight into us. LabVIEW is a graphical
programming language that uses a Dataflow model instead of sequential lines of text code. LabVIEW runs
principle of Data flow programming that allows multiple operations to work in parallel. So, designers spend less
time than a text based programming language. Application areas such as signal processing, image processing and
Data analysis are available. In this paper, LabVIEW- based Noninvasive Blood Pressure Analyze (NIBP) using
different Data and to obtain systolic/diastolic pressure. As a result of this, the current data are divided into
optimum blood pressure, normal blood pressure and prehypertension

Key Words: Blood Pressure; Elliptic Filter; LabVIEW.

LabVIEW ile Eliptik Filtre Tabanh Noninvaziv Kan Basinci Analizi

Ozet

Damarlardaki kan, kan basinci ya da tansiyon olarak isimlendirilir. Kan basinci, kalp tarafindan pompalanan kan
miktarina ve damarlarin bu akigsa karsi gostermis olduklart dirence ve arter duvarlarin esnekligine baglidir.
Optimal kan basincindan ¢ok diisiik degerler ve normal kan basincindan g¢ok yiiksek degerler 6nem arz
etmektedir. Bu amacla, LabVIEW ile noninvaziv kan basinci analizi, bize bu konu hakkinda fikir sunmaktadir.
LabVIEW, ardisik metin kodlar1 yerine veri akisi modelini kullanan bir grafik programlama dilidir. LabVIEW,
coklu iglemlerin paralel ¢aligmasina olanak taniyan veri akist programlama ilkesine gore caligmaktadir. Bu
nedenle, tasarimcilar metin tabanli bir programlama dilinden daha az zaman harcamaktadirlar. Sinyal isleme,
goriintii isleme ve veri analizi gibi uygulama alanlarinda kullanilmaktadir. Bu ¢alismada farkli veriler kullanarak
sistolik / diyastolik basing elde etmek icin LabVIEW tabanli non-invaziv kan basinci analizi (NIBP)
kullanilmistir. Yapilan calisma sonucunda mevcut veriler, optimum kan basinci, normal kan basinct ve
prehipertansiyona boliintir.

BP measurement, it is decided which
characteristics the person exhibits from
optimum, normal, hypertension, hypotension and
prehypertension. The optimum BP s
below120/80 mmHg. The normal BP is below
130/85 mmHg. Hypertension is higher than
normal accepted values and one of the most

1. Introduction

Blood Pressure (BP) is the pressure that the
blood in the vein bed makes to the vein walls
during the flow. It depends on the amount of
blood pumped by the heart and the resistance of
the vessels to this flow and the flexibility of the

arterial walls [1]. As the heart contracts, blood is
pumped into the arteries. This increases the
pressure in the arteries, while the pressure
decreases in the heartbeats. As a consequence of
this, the BP is indicated by two values, hamely
systolic pressure and diastolic pressure and the
unit is millimeters of mercury (mmHg) [2]. With

important health problems. The BP is above
140/90 mmHg. Hypertension can lead to
headache, dizziness, and can lead to heart-kidney
disorders, paralysis and visual disturbances if not
noticed. Hypotension is abnormally low BP that
is 90/60 mmHg below. It can occur due to
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many reasons such as sadness, stress, long-term
hunger and vitamin deficiency. But every low
BP not indicate a health problem.
Prehypertension is used to describe patients
whose BP is elevated but still within normal
limits. The BP is between 120-139 mmHg
systolic and 80-89 mmHg diastolic [3]. BP
monitors should be considered to prevent serious
illnesses and situations that could cause life-
threatening injuries. The aim of this paper to
investigate LabVIEW- based Noninvasive Blood
Pressure Analyze (NIBP) using different Data
and to obtain systolic/diastolic pressure. As a
result of this, the current Data are divided into
optimum  pressure, normal pressure and
prehypertension.

The structure of this paper is as follows: Second
section includes preprocessing of signals,
database signals taken from LabVIEW. Third
section includes evaluation of results. The last
section includes conclusion and future works.

2. Material and Methods

A. Database

Signals required for paper are taken from the
LabVIEW own Database. Signals of three
Databases that are NIBP_Data_1, NIBP_Data_2,
NIBP_Data_ 3 were used to examine. Each signal
is sampled at intervals of 0.002 for 31, 32, 27
seconds, respectively. These signals correspond
to prehypertension, normal and optimal
respectively.

B. LabVIEW

LabVIEW is a graphical programming language
that uses a Dataflow model instead of sequential
lines of text code. Comparison of the other
language, LabVIEW runs principle of Data flow
programming that allows multiple operations to
work in parallel [4,5]. It provides that acquires of
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bioelectrical signal, preprocesses and analyzes
them.

LabVIEW is a software based graphical
programming language that consists of front
panel and block diagram. The sections where the
user interface prepares and the code is written
correspond to front panel and block diagram,
respectively. The block diagram of designed
system is shown in Figure 1. LabVIEW is called
a Virtual Instrument (VI) because it resembles
the physical instruments used in the laboratory
with the way it works [6]. The biomedical
workbench  toolkit in LabVIEW allows
applications such as recording, by sensor with
DAQ hardware, and viewing bioelectrical signal,
heart rate variability (HRV) analysis, ECG
Feature Extracture and Noninvasive Blood
Pressure Analyze By file format converter, the
files are converted into different types of file

formats for the various applications. For
instance, it supports .hea, .tdms, .mat, .rec
extensions file [7]. In this paper, .tdms

extensions file was used.
C. Preprocessing

Used signals are recorded with many low
frequency undesired noise caused by the
circulatory system. Filtering should be done to
suppress them. For this, lowpass elliptic filter
was chosen. An elliptic filter is a signal
processing filter with equalized ripple behavior
in both the passband and the stopband [8]. The
level of ripple on each band is a configurable
filter. As the ripple in the pass-band approaches
zero, the filter becomes a Chebyshev type Il
filter, as the ripple in the stopband approaches
zero, it becomes a Chebyshev type | filter and
both band approaches zero, filter becomes a
Butterworth filter. Although this filter has ripple
both band, it has a rapid decline from the pass
band to the stop band. With this filter, undesired
signals removed then with BP analyzer
systolic/diastolic and mean arterial pressure
(MAP) were obtained.
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Fig.1 Block diagram of designed system

3. Results and Discussion

Mentioned techniques have been applied to BP
signals to obtain systolic/diastolic BP and MAP
value. In order to interpret the results obtained,
the values that the World Health Organization
(WHO) prescribes for BP limit values are taken
as references. The classification of BP by the
World  Health  Organization  International
Hypertension Committee is given in Table 1.
Obtained BP results are shown in Table 2.

Table 1. Classification of BP

Category systolic, diastolic,
mmHg mmHg
Hypotension <90 <60
Normal <130 <85
Optimal <120 <80
Prehypertension | 130-139 85-89
Stage 1 140- 159 90-99
hypertension
Stage 2 160-169 100-109
hypertension

NEP1 Signal

Figure 2 shows NIBP_Data 1, Figure 3 shows
the result of the analysis, Figure 4 shows the
NIBP_Data 2, Figure 5 shows the analysis
result, Figure 6 shows the NIBP_Data_3, and
Figure 7 shows the analysis results.

Obtained results show that NIBP Data 1
corresponds to prehypertension, NIBP_Data_2
corresponds to normal BP and NIBP_Data_3
corresponds to optimal BP.

Table 2. Obtained BP Results

Category systolic, diastolic, MAP
mmHg mmHg mmHg
NIBP Data 1 | 131 86 93
NIBP_Data 2 | 122 72 83
NIBP_Data 3 | 107 64 72

Fig.2 NIBP_Data_1 Signals
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4. Conclusions

Low BP and high BP are important health
problems. Especially, hypertension is one of the
most important health problems in the world
that requires regular checking. Prehypertension
is used to describe patients whose BP is
elevated but still within normal limits. The
optimum BP is below 120/80 mmHg. People
with pre-hypertension are more likely to have a
risk of myocardial infarction and fallacies than

people with normal BP. The normal BP is
below 130/85 mmHg. Hypotension is
abnormally low BP that is 90/60 mmHg below.
It can occur due to many reasons such as
sadness, stress, long-term hunger and vitamin
deficiency.

So, in this study, it is provided to measure BP
level with the developed LabVIEW algorithm.
Simple usage of graphical structure allows to
observe BP level to the doctor or the patients.

In future studies, classification models will be
tried to be improved.
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Abstract

The aim of this paper is to develop a smart security system for remote control using a small computer. In
this paper, it has been proposed a comparatively inexpensive security system which has the capability to
automatically initiate capture a picture by Raspberry Pi Camera Module when any movement is detected
by PIR sensor and the Raspberry Pi device will send that picture to the user’s smartphone device via Wi-
Fi using application. Also, the system will light up the light bulb and LEDs when motion is detected. In
addition, this system can be counted the number of moving objects located with the help of the infrared
PIR sensor and will be sent that number with notification message "Motion Detection™ to smartphone
alongside the picture. The proposed system is very effective and crucial choice for energy save and
security for home or service buildings. Nowadays, in electronic markets, there are many expensive
solutions. However, low-cost solutions are very important for spreading between all people. Knowing
that the Raspberry Pi 3 device and Telegram application were used in this proposed system.

Keywords: Raspberry Pi 3, PIR Sensor, Raspberry Pi Camera Module, Relay, Smartphone.

Kiigiik Bilgisayar Kullanarak Uzaktan Kumanda igin Akilli Glivenlik
Sisteminin Gelistirilmesi

Ozet

Bu makalenin amaci kii¢iik bir bilgisayar kullanarak uzaktan kontrol edilebilir akilli bir giivenlik sistemi
gelistirmektir. Bu yazida, PAS hareket sensorii PIR hareket tespit ettiginde Raspberry Pi Kamera Modiilii
tarafindan otomatik olarak fotograf cekebilen ve bu fotografi Wi-Fi iizerinden bir uygulama vasitasiyla
kullanicinin akilli telefonuna gonderen entelektiiel giivenlik sistemi Onerilmistir. Ayrica, sistem PIR hareket
tespit ettiginde 1s1k ampuliini ve LED’leri aydinlatir. Buna ek olarak, bu sistem, kizilotesi PIR sensorii
vasitasiyla hareket eden nesneleri tespit ettikten sonra, sayisini ve goriintiilerini “Hareket Algilama” bildirim
mesajiyla birlikte akilli telefona gonderir. Onerilen sistem, ev ya da hizmet binalarinda enerji tasarrufu ve
givenlik igin etkili ve Onemli bir se¢imdir. Gliniimiizde elektronik pazarlardaki giivenlik ¢oziimleri ¢ok
pahalidir. Fakat, diisiik maliyetli ¢oziimler bu sistemlerin tiim insanlar arasinda yayginlagmasi igin g¢ok
onemlidir. Onerilen sistemde Raspberry Pi 3 cihazi ve Telegram uygulamasi kullanilmistir.

Anahtar Kelimeler: Raspberry Pi 3, PIR Sensorii, Ahududu Pi Kamera Modiilii, R6le, Smartphone.

1. Introduction
programs and instructions that make the

Security is the first attention in everywhere,
every time and for everyone. Each person who
wishes to be his home and service buildings in
safety [1]. The microcontroller in this system is
the small computer is Raspberry Pi 3. Obviously,
Raspberry Pi 3 is a single board which, when it
is interfaced with the screen, keyboard, mouse
and installed the operating system to be able to
achieve the functions for any computer. The
Operating System (OS) is the collection of

Raspberry Pi 3 run. In addition, the operating
system whose works in Raspberry Pi 3 based
only on Linux operating systems such as
Raspbian OS and NOOBs [2]. It is worth to
mention that, in this system, Raspbian OS
version Jessie with PIXEL is installed in the
Raspberry Pi 3 and the python programming
language was used to programming the project
program.
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This project describes a smart security
system for all homes and service buildings that
can monitor any place in it. The system has been
able to detect any object movement, turn
ON/OFF light bulb and LEDs when an object
moving in light day or darkness, take a picture,
count the object moving number and
automatically send the data to a smartphone via
Wi-Fi using Telegram application. The data
include the picture and notification message
"Motion Detection” with moving object number
located.

The advantage of using this system is that, it
is a very crucial choice for energy save and
home security. Also, another advantage is that it
is a simple circuit and able to work at any time in
the light day or darkness [3]. The other major
advantage is that it is very economic system and
it can be placed anywhere [4].

2. Design and Implementation of Proposed
System

The design and implementation of a low-
cost system monitoring based on Raspberry Pi 3,
a single board computer which interfaced with
PIR Sensor, Raspberry Pi Camera Module, LEDs
and relay and controlling them by implementing
program written in python language in software
implementation. The block diagram of this
system is illustrated in Figure 1 below.

Power supply

(5v)

Wi-Fi Telegram
! > )  Application on
smartphone

Infrared (PIR)

Sensor
Raspberry
Pi3

l

Relay module

I

Light bulb  |¢es| PoWer Supply
(220v)

Light Emitting
Diode (LED)

Camera
Module

—

Figure 1. Block Diagram for the proposed system

To improve and facility the algorithm for the
proposed system, the algorithm is separate into
two parts which are motion detection part and
lighting part. The system implementation begins
when connecting the Raspberry Pi 3 and relay to
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the power supply. Knowing that the starting
number for image counter is 1.

Firstly, if there is no motion detected by the
PIR sensor, the program will turn OFF the LEDs
and suspends the program for 1 second and
directly return back to check the motion
detection.

Secondly, if the motion is detected by PIR
sensor the program will turn ON the lighting part
and then the camera module will capture the
picture and stores it in micro SD card. After that,
the program will send the picture taken and
notification message "Motion Detection" with
the object number located directly to smartphone
by Telegram application every time a motion is
detected to alert the owner which having a
smartphone and then the program will increment
the counter image by 1 and subsequently turn
OFF light bulb to energy save after that the
program will suspend for 10 seconds before
return one more time to check the object
movement. The lighting part consists of LEDs
and light bulb.

Besides that, the security system will stop
when separating the power supply. The
flowchart for the proposed system is shown in
the Figure 2 and the block diagram of the
lighting part is shown in Figure 3.

Tura ON
Power supply

}

Count =1

*

Yo

-

Twrs ON LEDs.

«Tara ON Light bulb.
Picowre will be taken.
Picture and alert message ‘

with motica detection

sumber will be sent 0o

smarepboas.

- Increment count by 1
~Tura OFF Light bulb.
“Wait tisse 19 seconds.

l

\otica
detection by
PIR Seasor

Ne

|

L

Turn OFF LEDs.
Wit thase 1second

l

Turn OFF

N
BD SAm Power supply

Figure 2. Flow Chart of proposed system
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Rasplberry pi 3
Board Relay Module s Light bulb
: Power supphy
Light Emltting
e {LEL)

Figure 3. Lighting system
3. System components description

The major components of the proposed
system are Raspberry Pi 3 Model B, Passive
Infrared (PIR) Sensor, Raspberry Pi Camera
Module, Relay, Power supply, LED (Light
Emitted Diode), Telegram Application on
smartphone and GPIO pins configuration.The
block diagram for the proposed system illustrated
in Figure 1.

3.1. Raspberry pi 3 Model B

Raspberry Pi is a small credit card sized,
single-board computer. It was more useful for
projects which require very low power and used
for computer science education. The amazing
new version of Raspberry Pi is Raspberry Pi 3
Model B. This third generation model developed
by the Raspberry Pi Foundation Company in the
UK [5].

Table 1. Specification of Raspberry Pi3 Model B.

Specification Description
SoC (System on
Chip) Broadcom BCM2837
CPU 64-bit, ARMV7 , Quad cortex A53
@ 1.2GHz
400 MHz video Core IV 3D
GPU graphics Core
RAM 1GB SDRAM
SD Card Slot Micro SD Card Slot (Push-Pull)
GPIO 40 Pin
USB 2.0 4 Ports
Bluetooth 4.1, BLE(Bluetooth
Bluetooth Low Energy)
Wireless LAN 802.11n Wi-Fi
Ethernet
Port 10/100 LAN Port
HDMI Output Full-size HDMI Video Output

109

Power Supply 5V and Up to 2.5 Amps

3.5 mm, 4-track composite video

Audio Output and audio output jack

85.6mm x56mm x21mm
35%

Dimensions

Price

The proposed system used Raspberry Pi 3
Model B that consists of the key specifications as
illustrated in Table 1 and Raspberry Pi 3 board in
Figure 4.

Micro USB Power Input.

Upgraded switched
RE¥sr source that can
andle up to 2.5 Amps

Figure 4. Raspberry Pi 3 Model B board
3.2. Passive Infrared (PIR) Sensor

PIR sensor is an essential part of this
proposed system. The object will emit infrared
(IR) radiation through his movement. PIR is an
electronic sensor that used to detect the object
motion by receiving the infrared (IR) radiates
light from the external environment. Hence, the
sensor compares the intensity of the infrared
radiation from time to time. If there is an object
movement in the room, then the intensity
changes, it causes detecting the object
movement. Knowing that the range for PIR
sensor can up to 5-7 meters[3]. The PIR Sensor
is small in size, inexpensive in price, used low-
power, easy in use and connectivity. They are
often referred to as PIR, Passive Infrared,
Pyroelectric, or IR motion sensors[6]. In this
proposed system the HC-SR501 PIR Sensor
Module is used.

-

| P‘"

Figure 5. PIR Sensor
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3.3. Raspberry pi Camera Module

The Camera Module Rev 1.3 is a camera that
created specifically for Raspberry Pi model A
and B. It is manufactured by the Sunny
company. It provides high sensitivity, very small
PCB design, price almost 25$, lightweight
design and 5-megapixel resolution image. The
camera module connects to Raspberry Pi 3 by
CSI (Camera Serial Interface) connector using a
15cm ribbon cable to the 15 pin CSI connector

[71.

Figure 6. Camera Module

3.4. Relay Card

A relay is an electrical switch that is used to

control high voltage by using very low voltage
and as an input (GPIO pins). It is used to control
several circuits by one signal [8]. The relay card
consists of two parts. The first part of the right
side in Figure 7 below, it consists of a ground, a
control pin to switch ON/OFF depending on the
state and a 5V power pin for the relay card itself.
The second part on the left side, will be
connected to the load device, it contains 3 cards:
NC means (Normally Closed): this
indicate to that when the relay card has 0
on the control pin (no input signal), the
connected circuit active. COM is
connected to this thing when the relay
coil is off .
NO means (Normally Open): this
indicate to that, on the reverse, when the
relay card has 1 on the control pin (value
of 5V applied to the relay card) will
switch off the circuit and vice versa.
COM is connected to this thing when the
relay coil is on.

e COM means (Common): always
connected, it is the moving point of the
switch.
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Besides that, only two relay plugs will
be used in accordance with the selected
operating mode. The Raspberry Pi sends a
low current on its GPIO pins whether at 0 or
1. This a weak current is enough to excite
the relay. In this proposed system the SRD-
05VDC-SL-C sainsmart 2 relay module is
used and the light bulb is load used for relay
card. The light bulb was worked like the
flashlight for the camera module.

Figure 7. Relay Card

3.5. Power supply

The proposed system needs of two power
supplies. The first one used for Raspberry Pi3
board is Micro USB connector that supplied at
least 5V at up to 2.5Amps is main for the
proposed system. It is worth to mention
that,many smartphone chargers are appropriate
for Raspberry Pi [9]as shown in Figure 8 below.
The second one used for the light bulb is 220V.

Figure 8. Power supply adapter for Raspberry Pi

3.6. LED (Light Emitting Diode)

Electronic pieces resemble small lamps work
to convert electricity to light and are available in
different colors. In this system, the 5MM white
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LEDs are used to improve lighting for an image
which captured by the camera module.

Figure 9. White LED
3.7. Telegram Application on a Smartphone

The telegram is a cloud-based mobile and
computer messaging application with a focus on
security and speed. The telegram-cli is a private
library for telegram application which provides a
possibility to send any file type from Raspberry
Pi to smartphone and from the smartphone to the
Raspberry Pi.

Figure 10. Telegram Application on Smartphone

3.8. GPIO Pins Configuration

The Raspberry Pi 3 has two rows of pins
that called General Purpose Input Output (GPIO)
connector which includes 40 pin connector.

The Raspberry Pi 3 allows the peripheral devices
such as sensors, LEDs...etc to connect directly
to GPIO pins. Also, the GPIO pins allow control
and interact directly with the Raspberry Pi
processor [10].In addition,the Raspberry Pi 3
needs to install the libraries such as Rpi.GPIO
that allows access to the GPIO pins using a
programming language such as python. Besides
that,the Rpi.GPIO library is used to install these
pins as an input or output. The GPIO pins which
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used in the proposed system

Figure 11.

["LEDI Outpot Pia |

LED2 Output Pin

LEDS Owrpet Pis |
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| PIR Sesscr laput Pin

[ LEDS Outpet Pim |
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Figure 11. GPIO pins layout for proposed system

4. Results

The security system is developed which result
is represented in the Figure 12 and Figure 13.

Figure 12. The security system at the moment of take
the picture if motion is detected
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Transmission of Image, Message and The
number of persons located via Wi-Fi internet
to a smartphone.

Figure 13. The result of proposed security system in
smartphone

5. Conclusion

This paper presents a new smart security
system that able to monitor any movement in the
room .Besides that, this movement will be
detected by using PIR sensor. The smart security
system able to give monitoring information
(image, a notification message with the numbers
of people sites) in real time to alert the user
through Telegram Application .Hence, the
Raspberry Pi 3 has two basic components
interacting with each other: one is the Telegram
Application that executes on the smartphone
device's browser and server side scripts that run
by the Raspberry Pi 3 Hardware tool component.
This security system works immediately when
turning ON the power supply for the system and
no need for the user to execute the smart security
system.Additionally, this system is the very
effective and the crucial system choice for
several reasons belong to inexpensive, consumes
low power, simple circuit, and advanced system.
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Abstract

A hardware implementation of a quadratic map through FPGA platform is proposed in this paper. Firstly, a
chaotic quadratic map is modeled by using Matlab/Simulink programming and then implemented into the FPGA
(Field Programmable Gate Array) to be used for key generation for cryptographic applications. When the
quadratic map is in chaotic mode, its output is unpredictable and aperiodic. Besides this, the map has a uniform
output distribution and sufficient randomness. These characteristics make the chaotic quadratic map a suitable
key generator for cryptography. This paper also reveals the successful real-time implementation of the quadratic
map using FPGA for practical applications. Experimental results confirm that the feasibility of the quadratic map
is verified under a digital hardware environment.

Keywords: Chaos; Quadratic Map; Implementation; FPGA

Kriptografik Uygulamalar igin Kaotik Kuadratik bir Haritanin FPGA
Gergeklestirilmesi

Ozet

Bu calismada, kuadratik bir haritanin FPGA {izerinden donamimsal gerceklestirilmesi sunulmustur. ilk olarak,
kaotik kuadratik haritas1 Matlab/Simulink yazilimi1 kullanilarak modellenmis ve daha sonra kriptografik
uygulamalar i¢in FPGA (Sahada Programlanabilir Kap: Dizileri) ortaminda anahtar ireteci olarak
gergeklestirilmigtir. Kuadratik harita kaotik durumda iken sistem ¢ikigi tahmin edilemez ve diizensizdir. Ayrica
harita, diizgiin bir ¢ikis dagilimina ve yeterli seviyede rastgelelige sahiptir. Bu karakteristik 6zellikler kaotik
kuadratik haritasin1 kriptografi i¢in uygun bir anahtar iireteci yapmaktadir. Bu c¢alisma ayni zamanda pratik
uygulamalara yonelik olarak kuadratik haritasinin FPGA ortamindaki basarili gergek zamanli uygulamasini
ortaya koymaktadir. Deneysel sonuglar kuadratik haritanin uygulanabilirligini sayisal donamim ortaminda
gostermistir.

Anahtar Kelimeler: Kaos; Kuadratik Harita; Gergeklestirme; FPGA

1. Introduction good candidate for the key generation in data

encryption algorithms. Many cryptosystems

Chaos theory in complex systems has been
cited increasingly in several different scientific
areas especially in engineering science such as
secure communication and cryptography. For
example, chaos is used for analog and digital
communication systems in [1-6]; for image
cryptosystems in [7-12] and is applied in
electrical power systems in [13-16]. Chaotic
systems have similar properties such as
sensitivity to initial conditions and control
parameters, pseudo-random behavior and mixing
with modern cryptography. These fundamentals
characteristics can make the chaotic systems a

based on the generation of pseudo-random
sequences using chaos have been proposed
recently for mixing clear messages in
information security [17].

Chaos generation in discrete time systems is
very easy and simple due to the low complexity,
but having high efficiency comparing with
analog chaos generators [18]. In fact, analogue
chaotic systems typically exhibit some practical
difficulties since the component conditions are
varying with age, temperature, etc. Furthermore,
analog circuit implementations generally require
a large chip area for realization. Hence, hardware
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implementations of the discrete chaotic systems
can be a solution to overcome these problems.
Many digital realizations of chaotic systems have
been reported to be used as key generators in
cryptographic applications. For instance, in [19],
Henon map as a chaotic generator is
implemented in real-time on a FPGA to obtain
high frequency at output for chaotic
communication. In other study [20], a chaotic
map is used as a bit generator and its FPGA
implementation is performed successfully for
cryptographic applications. Generally, chaotic
system is used to generate pseudo-random
sequences as key streams to mask information.
using Xilinx blocks in MATLAB/Simulink and
then Xilinx system generator (XSG) performs
the compilation of the design.

The rest of the paper is structured as follows:
Section 2 briefly introduces the Quadratic map
with its dynamical behaviors and some statistical
analyses of the map are performed. In Section 3,
we realize the digital implementation and
hardware-co simulation of the Quadratic map on
FPGA. Finally, Section 4 concludes the whole

paper.

2. Chaotic Quadratic System
A. Quadratic Map

Quadratic map is a simple discrete system
exhibiting chaos and defined by [22],

X, =F—X 0]

where 0<r<2 is called control parameter and
x, €(-2,2) is the state variable of the system.
Quadratic map can show rich dynamic behaviors
from a stationary system to a chaotic state. When
r € (0,0.74) , the map behaves in steady state and if

r €[0.74,1.5), then the map has periodic behavior.
When r e[1.5,2], the Quadratic map is capable of

very complicated behavior which means that the
output of the map is aperiodic, non-convergent
and very sensitive to initial conditions. Hence, the
value of the control parameter specifies the
dynamical behavior of the system.

B. Lyapunov and Bifurcation Analyses

Lyapunov exponent checks a sensitivity
criterion of the initial condition for a nonlinear
dynamical system [23]. In discrete systems,
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Key streams should be generated randomly and
contain enough entropy in order to prevent the
key from being guessed. Key sensitivity is also
required by secure cryptosystems [21].

In this paper, we consider a quadratic map
and present direct real-time implementation into
the FPGA as well as hardware co-simulation
structure in Simulink. Xilinx ISE (Integrated
Synthesis  Environment)  design  software
including system generator tool is one of the
efficient software technologies, is used to design
and implement the chaotic Quadratic map.
Firstly, the map equation is modeled by

Lyapunov values are given by the following
equation.

/Izlirrol%nz_ilnﬁ (%) 2

A positive Lyapunov exponent indicates that
the orbit of a dynamical system is unstable and
chaotic. The dynamical behaviors of a system
from a fixed point to a chaos as a function of its
control parameter are shown by a bifurcation
diagram. Fig. 1 shows the Lyapunov spectrum
and the bifurcation diagram of the Quadratic
map.

(=]

Iyapunow

(b)

Figure 1 (a) Lyapunov spectrum of the Quadratic
map (b) Bifurcation diagram of the Quadratic map
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As it is easily observed that when the control
parameter is close to 2, then the Lyapunov values
are positive and the bifurcation diagram displays
complex behavior resulting chaos.

C. Histogram Analysis

Histogram is a graphical display for the
frequency distribution of a set of data. A
distribution having constant probability for each
data is known as uniform distribution. Fig. 2
shows the histogram distribution of the x, series

generated from the Quadratic map with different
control parameters. From the graphical results,
Fig. 2(a), Fig. 2(b) and Fig. 2(c) demonstrate
steady, periodic and chaotic behavior of the
Quadratic map, respectively. It is obvious that
the histogram has an excellent symmetric
property and better uniform distribution when
the map behaves chaotically as in Fig. 2(c).
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Figure 2. Histogram of x_ series with different
control parameter (a) r=0.4 (b)r=1(c)r=2
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D. Checking Chaotic Output

When the Quadratic map is in chaos state, it
exhibits complex behavior and generates chaotic
sequences at output. Firstly, chaotic output will
be checked for homogeneity through central
tendency analysis and then the randomness of
these sequences will be evaluated by using NIST
test. Finally, the entropy of the Quadratic map as
a number generator will be determined to
measure its uncertainty. If a key generator is
used in a cryptosystem, these properties need to
be confirmed. In this paper, we chose as r=2 to
make the system chaotic and perform the
following statistical analyses by using Matlab
programming.

1) Homogeneity Analysis

In order to check the chaotic output of the
Quadratic map, the following two propositions
are considered. First of all, the mean value of the
output sequences spreading between (-2,2) should
be

——
Xpean = M —> "%, =0 €)
N—oo N ; k
and second, the self-correlation of these

sequences should be zero as given in the
following equation.

s(A)= mﬁi(xk ~Xnean)- (s = Xean) =0 (4)
k=1

According to the above equations, based on
50 simulations with different initial conditions,
we have performed 10° iterations to get
sufficient number of chaotic sequences from the
Quadratic map. Then, we got the average mean
value 0.000174 and the self-correlation is
calculated to be 0.001598. These results are quite
good, because both are very close to zero.

2) Randomness Analysis

Randomness means unpredictability and does
not follow an intelligible pattern in a sequence of
symbols [24]. NIST test is used to determine the
degree of randomness of the Quadratic map
outputs. NIST includes fifteen tests [25] and each
test produces a real p-value in [0,1]. If the p-value
is greater than a significance predefined level
such as «=0.01, then the test is passed
successfully. When the all statistical tests are
passed, then the map is considered as random
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generator with 99% confidence. NIST uses
binary series to test the randomness, but the
output of the chaotic Quadratic map is floating-
point  value.  Therefore, the following
transformation is used for the output of the map
in order to get sequential bit streams.

bn:{l , X, >0 5)

0, x <0

n

Here, a threshold level of 0 is selected to
produce a bit value “1” or “0” from x . We

preferred the initial value as x, =0.123 to obtain

1,000,000 bits to proceed NIST suite. The results
are listed in Table 1.

Table 1 Results of the NIST test

Test Name p-value | Result
Frequency 0.8524 | Passed
Block frequency 0.3093 | Passed
Runs 0.4939 Passed
Longruns of ones | 0.7852 | Passed
Rank 0.9912 Passed
Spectral DFT 0.7204 | Passed
Non-overlapping
templates 0.7659 | Passed
(m=9;

B=000000001)

Overlapping

templates (m=9) 0.7819 Passed
Universal

(L=7; 0=1280) 0.1201 Passed
Liner complexity 0.9138 Passed
Serial-1 (m=5) 0.5875 Passed
Serial-2 (m=5) 0.6469 Passed
Approximate 04142 | Passed
entropy (m=5)

Cumulative sums 0.4086 Passed
forward

Cumulative sums 0.5553 Passed
reverse

Random

excursions (x=+1) 0.3511 | Passed
Random

excursions variant | 0.8741 Passed
(x=-1)

It is concluded that the chaotic Quadratic map is
very stochastic that represents random process
and generates output sequences having enough
randomness according to the NIST results.

3) Uncertainity Analysis
We use information entropy to determine the
uncertainty or disorder of the Quadratic map.

Entropy is a measure of uncertainty related to a
random event [24, 26]. If H(X) is a random
source with N length, then its entropy is

H(X) =3 p(x ) og, p(x) ©)

where p(x;) represents the probability of x,. For

instance, in a uniform bit stream having equal
probability ‘0’ and ‘1°, the entropy will be 1
which is a theoretical result. When the output is
certain, then the entropy is zero. The entropy of
an practical information source is smaller than the
ideal one. Generally, the more uncertain or
random the event is, the more entropy it will
contain [11].

We have used different initial values and
number of iterations in order to generate bit
streams using the Eqgn. (5) from the chaotic
Quadratic map. The entropy results for different
conditions of the map are listed in Table 2.

Table 2 Entropy results

el | A R b | pay | Entropy
02 | 100 | 52 | 48 | 052 | 048 | 0998845
10315 | 1000 | 490 | 510 | 0.49 | 051 [0.999711
127 | 10,000 | 4,967 | 5,033 | 0.4967 | 05033 | 0.999968
0.88354 | 100,000 | 49,829 | 50,171 | 0.4982 | 0.5017 | 0.999991
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From the results, when the number of iteration is
increased, then the entropy value closes to 1
which means that the uncertainty of the map is
becoming greater. Generated for all bit streams,
number of zeros and ones are very close to each
other resulting uniform distribution in the
sequences.

4) Sensitivity Analysis

Quadratic map is highly sensitive to initial
value. Thus, arbitrarily small change in the initial
value will cause significantly different future
output. This property is also acceptable while the
map is used as a bit generator. To perform the
sensitivity analysis, firstly, we randomly choose
an initial value x,=0.123456788 and iteration of
n=50 to generate a bit sequence (b ) from the

map. Then, a very slight change of 10° is applied
to the first initial value, such as x, =0.123456789

to generate another bit sequence (b, ). The last ten
elements for both sequences are shown in Fig. 3.



Hidayet OGRAS, Mustafa TURK

b, [
0
40 41 44 45 48 50
4] LJ
40 42 44 45 42 50

n
Figure 3 Generated different bit sequences with a
slight change of initial value

Fig. 3 states that when a tiny change occurs in the
initial value of the chaotic Quadratic map,
generated bit sequences are completely different.

3. Digital Implementation

This section describes an approach to the
real-time implementation as well as hardware
simulation of the chaotic Quadratic map on
FPGA. FPGA is a type of programmable chip
that can be completely reconfigured for various
field applications. Using prebuilt logic blocks
and programmable routing resources, FPGAS can
be reprogrammed to the required functionality
and customized by loading the related
configuration data into its internal memory cells.
The stored data in these cells determine the logic
blocks and reconfigurable interconnects in
FPGA. We have used Spartan 3E-XC3S1600E
family from Xilinx for the hardware simulation
and implementation of the Quadratic map.

Xilinx System Generator (XSG) is a high-
level design tool and fully integrated in
MATLAB/Simulink that enables the use of the
model-based Simulink environment for FPGA
design. It allows compilation of the design that is
captured using Xilinx blocks and generates
synthesizable VHDL (Very High speed
integrated  circuit  Hardware  Description
Language) codes for FPGA programming. All of
the downstream implementation steps including
synthesis, place and root processes are
automatically performed to generate the
programming file via XSG. The Quadratic map
model has been designed by Matlab/Simulink
with XSG which offers the library of fixed-point
arithmetic  blocks that can be directly
implemented into the FPGA. Fig. 4 shows the

117

Quadratic map model created by Xilinx blocks
under the Simulink.
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Figure 4 Chaotic Quadratic map model using Xilinx
blocks

XSG enables hardware into a simulation,
called hardware co-simulation structure that
allows incorporating a design running in an
FPGA directly into a simulation. Hardware co-
simulation compilation targets automatically
generate a bit streams and associate it to a block.
When this block is simulated in Simulink, then
the results for the compiled part are calculated in
the hardware. Hence, hardware co-simulation is
used to verify that the design actually works in
FPGA platform.

= B 8

B Hardware co-sim

an|asBOEs 7

Figure 5 Hardware co-simulation of the Quadratic
map

The bitstream download step is performed by
using a JTAG cable. We performed the real-time
implementation with a fixed-point data type and
the real data are represented on 128 bits. Fig. 5
shows the simulation results of the chaotic
Quadratic map design with hardware and
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software in Simulink. It is observed that the
hardware-co simulation result is same to the
Simulink simulation which means that the
realization of the map is performed successfully
and the map design actually works in FPGA.

The generated output depends on the initial
value of the map that can be directly entered into
the design model before the generator starts. We
randomly chose the initial value as x, =0.123 for

the real-time FPGA implementation.

XSG tool automatically generates a
synthesizable VHDL codes associated with the
design and the created file can be opened with the
Xilinx ISE software. PlanAhead tool in ISE is
used to assign input and output pin locations in
the design. After assigning pins for input and
output, then the design is ready to be synthesized
in ISE. Successful synthesis creates the
programming file of the design. IMPACT tool is
used to load the programming file into the FPGA.
For real-time implementation of our design, we
use the chaotic Quadratic map as an 8-bit number
generator to observe the numbers at LED output
of the FPGA. First, the output of the map needs
to be converted to 8-bit decimal number between
0 and 255. Hence, the following equation is
applied to the output of the map.

number = mod(round (x, x10°), 256) (7)
Here, round operation is used to get the nearest
integer value and mod limits the output between 0
and 255. We assigned 8-bit number for the
implementation because our FPGA has eight
LEDs at output. Transformation module is also
added to the Quadratic map design. For example,
if the initial value of the map is 0.123, then the
second number generated from the Eqn. (7) will
be 88 in decimal or 01011000 in binary. Fig. 6
shows this value at LED output of the FPGA.

Figure 6 Dsplay of 88 in binary at LED butput of the
FPGA
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Table 3 shows the numbers generated from the
chaotic Quadratic system by using MATLAB and
FPGA with the same initial value of the map.

Table 3 Generated 8-bit numbers from MATLAB and

FPGA
MATLAB FPGA
(Software) | (Hardware)

192 192
88 88
137 137
189 189
57 57
133 133
12 12
220 220

The amount of FPGA resources and the
required by the Quadratic map can be determined
by using Resource Estimator block. They are
listed in Table 4.

Table 4 Mapping report of the Quadratic map design
Device Spartan3E-XC3S1600E
Resource Flip- | RAMB
Type Flops | 16S LUTs
Available 29,504 36 29,504
Used 10,922 1 18,843

10BS

250
9

Slices

14,752
10,160

4. Conclusion

This paper presents a chaotic Quadratic map
and its implementation on a digital hardware. The
results of the statistical analyses confirm that the
output of Quadratic map can be used as
cryptographic keys when the map behaves
chaotically. In practice, chaotic Quadratic map
can be used as a generator in all scientific fields
where the pseudo-randomness and chaos are
required. The design of the map as well as
hardware co-simulation and real-time
implementation are successfully applied to the
FPGA platform that encourages its usage for
practical applications. This paper can be used as a
good guide for anyone who wants to implement
digital designs on FPGA without knowing VHDL
codes.
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