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 In this work, we use first-principles calculations based on density-functional theory 

generalized gradient approximation (Perdew Burke Ernzerhof, PBE). Cubic and hexagonal 

AgBiS2 structures have been performed using the self-consistent full-potential linearized 

augmented plane wave (FPLAPW) method to investigate the structural, optical and electronic 

properties. We have calculated the ground-state energy, the lattice constant, DOS, band gap 

and dielectric constant of cubic and hexagonal AgBiS2 by using Wien2k packet. The calculated 

physical properties of silver bismuth sulfide are compared with the experimental results and 

good agreement was observed. 
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1. Introduction 

    Recently, there are great attention on  I–V–VI2 

ternary chalcogenide semiconducting compounds  

because of their  many applications as a solar cell in 

linear, nonlinear, optoelectronic and thermoelectric 

devices [1,2,3]. In addition to experimental study there 

are intensive theoretical study on this material class 

[4,5].  Silver bismuth sulfide, one of these compounds, 

(AgBiS2) is a promising candidate for use as novel 

semiconductors[6, 7].    

     AgBiS2 is considerable practical concern as a solar 

cell material, because its energy gap [7,8]   is close to 

the optical energy gap of solar cell absorbers [9].   

 AgBiS2 has been studied because of exceptional its 

uncommon electronic and magnetic properties which 

can be applied in linear, non-linear, optoelectronic, and 

thermoelectric devices as well as optical recording 

media [4, 10,11]. 

    AgBiS2 nanocrystals are used in quantum dot-

sensitized solar cells and it increases the conversion 

efficiency [12].   

Accurate knowledge of the thermodynamic properties 

of β-AgBiS2 is very important not only for studies of 

ore genesis, processing of complex minerals, and the 

optimization of the extractive metallurgy of the base 

and precious metals but also for improved 

manufacturing of novel electronic materials 

incorporating β-AgBiS2 [4,13].  

   Ternary silver bismuth sulfide (AgBiS2) is a typical 

member of  I−V−VI2 family. Bulk AgBiS2 crystallizes in 

the hexagonal phase (space group, P-3m1) at room 

temperature, ) and transforms to a cubic rocksalt structure 

(space group, Fm-3m) at around 473 Kelvin[14]. It is 

known that there exist two phases of AgBiS2, namely, the 

low temperature phase -AgBiS2 with a hexagonal 

structure and the high temperature phase AgBiS2 with 

a cubic structure [10]. It is also  some works show that 

mineral matildite (AgBiS2) have orthorhombic phase  

with a=8.14 b=7.87 and c=5.69.-AgBiS2 has face-

centered disordered cubic statistically NaCl-type 

structure with Ag and Bi atoms distributed 

indistinguishably (0, 0, 0; 0, 1/2,1/2) and S on the 

 
* Corresponding author. Tel.: +90 0412 2488550-3172; Fax: +90 0412 2488300; 
E-mail address: gulten@dicle.edu.tr 
Note: This study was presented at International Advanced Researches and Engineering Congress 2017 (IAREC’17) 
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average in the other set of position (1/2, 1/2, 1/2; 0, 0, 

1/2) (Figure 1.a.). phase of AgBiS2 is  hexagonal with   

space group 139 (P-3m1) and a =4.72,   c=19.06 (Figure 

1.c) [10,15]. 

    Because of its physical properties, AgBiS2 

compound is used at widely area so we aimed to find 

more information about its physical properties and 

contribute the literature 

    In the present study, the ground-state energy, the 

lattice constant, DOS, band gap, structural, electronic 

and optical properties of cubic and hexagonal AgBiS2  

are investigated. According to our knowledge, no 

theoretical works have been performed for structural, 

electronic and optical properties of AgBiS2 using the 

full-potential linearized augmented plane wave 

(FPLAPW) method.   

    This work is organized as follows: Section 2 

describes our method and give the computational 

details, in Section 3 is given to the description of the 

results and Section 4 is for the conclusions. 

2. Computational method 

    We studied structural, electronic and optical 

properties of both cubic and hexagonal AgBiS2 

compounds with in a self-consistent scheme by solving 

the Kohn–Sham equations based on Density Functional 

Theory with generalized gradient approximation 

(GGA) method [16]. The calculations were performed 

using the self-consistent full potential linearized 

augmented plane wave (FPLAPW) method [17] 

implemented in Wien2k code [18]. We select Perdew-

Burke-Ernzerhof  Generalized Gradient Approximation 

(PBE-GGA) exchange and correlation potentials 

described by Perdew-Burke-Ernzerhof (PBE) [18-21]. 

In the LAPW method the space is divided into non-

overlapping muffin-tin (MT) spheres and interstitial 

region.  We select muffin-tin sphere radii as 2.5 au for 

Ag and Bi, and 2.08 au for S. The convergence of the 

basis set was controlled by a cut off parameter 

RMTKmax. The RMTKmax was selected as 8 value. The 

magnitude of the largest vector in charge density 

Fourier expansion (Gmax) was selected as 12. The 

separation of valence and core states energy called the  

cutoff energy was chosen as -7 Ry. During SCF 

calculation, we select the 0.001e for charge and 0.0001 

Ry for energy convergence criteria. For the Brillouin 

zone (BZ) integration, the tetrahedron method with 159 

special k points in the irreducible wedge (2000 k-points 

in the full BZ) was used to construct the charge density 

in each self-consistency step. 

    Structural calculation of hexagonal AgBiS2 was 

started with experimental lattice constant (a= 4.07, c 

=19.06 A0) and atomic coordinate, given in Table 1 

[16], and searched for minimum energy depend on 

volume.  The electronic and optical calculations were 

performed with optimized structure data. 

    Because of cubic AgBiS2 is disordered and Bi and 

Ag atoms distributed indistinguishably (Figure 1.a.) the 

cubic AgBiS2 was studied as supercell 2x2x2. So Ag 

and Bi were settled in regular order position in NaCl 

type structure. The produced cell dimensions is 2 times 

and volume is 8 times larger than disordered unit cell 

structure (Figure 1.b.). 

Table 1. Atomic positions of hexagonal AgBiS2 

Atom x  y z 

Ag1      0   0 0 

Ag2     1/3 2/3 0.672 

Bi1 0     0 0.5 

Bi2    1/3 2/3 0.163 

S1    0 0 0.253 

S2    1/3 2/3 0.926 

S3    1/3 2/3 0.406 

 

 
(a) 

 
(b) 

 
                                               (c) 

Figure 1.  Unit cell of AgBiS2  (a) NaCl disordered      cubic 

structure,  (b) 
0.5 0.5Ag Bi S  supercell structure, (c)  hexagonal 

AgBiS2 structure  

 

    The volume optimization of supercell performed 

with ground state energy minimization. The electronic 

and optical calculations were performed with 

optimized lattice constant. 
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3. Results and discussion 

3.1. Structural properties 

    To find ground state energy the total energy was 

calculated for different volume. The calculated total 

energies as a function of volume are fitted with 

Murnaghan’s equation of state [22] to determine the 

ground state properties. We plotted total energy as a 

function of volume for hexagonal AgBiS2 in Figure 2 

and for  cubic  
0.5 0.5Ag Bi S  in Figure 3. 

1700 1720 1740 1760 1780 1800 1820 1840 1860
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-166183,707

-166183,704

E
n
e
rg

y
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)

Volume (au
3
)

hexagonal

Figure 2. Dependence of total energy on unit cell volume for 

hexagonal AgBiS2 

 

In Figure 2, it is can be seen that the minimum value of  

energy corresponds to the ground state volume  

1809,3644 au3 . Therefore, the calculated lattice constants 

for hexagonal AgBiS2  are found   a= 4,02 A0  and 

c=19,054 A0.  Meanwhile, the experimental values of 

lattice constants  are: 

 a= 4.07 A0,    c =19.06 A0 [15] 

2400 2420 2440 2460 2480 2500 2520 2540

-221578,33

-221578,32

-221578,31

-221578,30

-221578,29

-221578,28

-221578,27

 
0.5 0.5Ag Bi S

Energy (Ry)

Volume (au
3
)

Figure 3. Dependence of total energy on unit cell 

volume for     cubic AgBiS2 

 

In Figure 3, it is seen that the minimum value of  

energy corresponds to the ground state volume  

2493,5740 au3 Therefore, the calculated lattice constant 

for cubic  
0.5 0.5Ag Bi S   is found   a=11.3910 A0. 

Meanwhile, the experimental value of lattice constant a = 

5.648 A0.. The calculated results are good agreement with 

experimental data if we consider supercell is 2 times 

larger than experimental unit cell. 

Calculated volume cell dimensions, bulk modulus (B) 

and minimum energy (E) values for both phase are given 

in Table 2 

Table 2. Calculated cell dimensions, bulk modulus and 

minimum  energy of cubic and hexagonal AgBiS2 compound 
 

 

Parameter 

 

a  (A0) 

 

 

c  (A0) 

 

B (GPa) 

 

E (Ry) 

Hexagonal 

AgBiS2 

4,068 19,054 80,07 -166183,71460 

Cubic 

0.5 0.5Ag Bi S  
11,391 - 54,8389 -221578,31996 

 

The structural stability of cell is determined by 

cohesive energy calculation. According to cohesive 

energy [23]: 

2

tot tot tot tot

AgBiS Ag Bi S

coh

E kE mE nE
E

k m n

  
 

 
  

Where 
2

tot

AgBiSE , 
tot

AgE , 
tot

BiE ,
tot

SE  are total energy for 

AgBiS2 unit cell, isolated Ag, Bi and S atom, 

respectively. k, m and n indexes refer to the number of 

each atom in the unit cell. 

     We obtained the value of cohesive energy 2.38 

eV/atom for cubic 
0.5 0.5Ag Bi S  and 2.33 eV/atom for 

hexagonal phase AgBiS2. 

          
   3.2. Electronic properties 

     It is well known that the electronic band structure 

and density of states (DOS) are important quantities to 

determine the crystal structure [24]. In order to 

understand bonding character clearly, the density of 

states (DOS) is calculated, as shown in Figure 4 and 

Figure 5.  In the figures, Fermi level were settled at 

zero point. Evidently, the total DOS’s of the two 

phases exhibit semiconductor feature. It can be seen 

from Figure 4.b and 5.b that the big DOS contribution 

at the valence band are given by silver. At the 

conducting band, the contribution of silver decreases 

and the contribution of bismuth increases. So we can 

say that charge transfer is occurred from silver to 

bismuth at Fermi energy level, and the bond character 

of both phase are largely covalent bonding. 
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  Figure 4. Calculated total and partial DOS for hexagonal 

AgBiS2 (a) total DOS (b) partial DOS 

    We plotted an electronic band chart to understand 

the electronic properties of the both cubic and 

hexagonal phase structures (Figure 6. and Figure 7.). 

At the figures the Fermi energy level set to origin. In 

the Figure 6,  top of valence band is located between 

the high symmetry points K and Γ while the bottom of 

conduction band is located at the A in the Brillion Zone 

[25]. Therefore, hexagonal AgBiS2 has an indirect 

band gap with value of 0.463 eV.  

    In the Figure 7,  top of valence band is located at the 

high symmetry point X while the bottom of conduction 

band is located at the L in the BZ. Therefore, cubic 

AgBiS2 has an indirect band gap with value of 0.83 eV. 

The calculated band structure is in good agreement 

with previous works [14]. 
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 Figure 5.  Calculated total and partial DOS for cubic AgBiS2    

(a) total DOS (b) partial DOS 

 

   
 

Figure 6. Electronic band plot of hexagonal  AgBiS2  
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Figure 7. Electronic band plot of cubic AgBiS2  

 

3.3. Optical properties 

     Determining optical properties of materials let us to 

develop new optoelectronic  applications. So we 

calculated dielectric function, optical conductivity, 

absorption, energy loss function and reflection of both 

cubic and hexagonal AgBiS2 to contribute this area.  

All calculations performed with no intra band 

contributions added.  

3.3.1. Dielectric function 

     The calculation of complex dielectric function can 

be considered as one of the best approaches to 

investigate the optical properties of materials [26]. The 

optical response of a medium at all photon energies is 

described by the dielectric function: 

1 2( ) ( ) ( )i         

The real part 
1( )   and the imaginary part 

2( )   

corresponds to the dispersive and absorptive behavior 

of the material, respectively. The real and imaginary 

parts of dielectric function of cubic and hexagonal 

phase of AgBiS2 calculated without the addition of spin 

orbit interaction are plotted in Figure 8 and Figure 9. 

As seen in the Figure 8 and 9,   the static values of real 

part of dielectric constant,
0 , is 20 and 16.4, 

respectively. 
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3.3.2. Absorption coefficient 

     The absorption coefficient determines the ability of 

material to absorb the incident photon of specific 

frequency [25]. We can write the absorption 

coefficient:    

1/2( ) 2 / ( Re( ( ) ) ( ) / 2)j j jc            

Calculated absorption coefficient of AgBiS2 are plotted 

in Figure 10. 

     It can be seen from Figure 10,  the absorption part 

of hexagonal AgBiS2 spectra starts with   0.8 eV 

energy, and the absorption part of cubic AgBiS2 spectra 

starts with   nearly 1 eV energy.  
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Figure 10. Calculated optical absorption of AgBiS2 

a)  hexagonal phase b) cubic phase 

 

3.3.3. Optical conductivity 

     The optical conductivity  ( ) / 4nc     

corresponds to the conduction of electrons produced 

when photon of certain frequency is incident upon a 

material [25]. The optical conductivity of hexagonal 

AgBiS2 given in Figure 11.a. 0E =0.65 eV and the first 

peak appears for xx direction 2.408 eV and for zz 

direction 2.327 eV.   The optical conductivity(sigma) 

has the maximum value of xx direction 13227 [1 / 

(Ohm cm)] and 12381 [1 / (Ohm cm)] for zz direction 

corresponds to visible region of the electromagnetic 

spectrum. 

     The optical conductivity of cubic AgBiS2 shown in 

Figure 11.b. 0E =0.8 eV, the first peak appears for 

3.088 eV and the optical conductivity has the 

maximum value of  10064  [1 / (Ohm cm)]  

corresponds to visible  region of the  electromagnetic 

spectrum. 
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Figure 11. Calculated optical conductivity of AgBiS2           

a) hexagonal phase, b) cubic phase 
 

 

3.3.4. Reflectivity 

     The value of reflectivity at the zero frequency is 

described as the static reflectivity (
0R ). For the cubic 

phase of AgBiS2, 0R =0.36 and for the hexagonal 

AgBiS2 0R =0.4 (Figure 12.a.). It can be seen from 

figure the reflectivity has many peaks depending on 

energy. The reflectivity has a maximum value 

Rmax=0.617  at the 4.14 eV energy and minimum value 

Rmin = 0.186  at 7.31 eV energy for cubic AgBiS2.   

    The maximum reflectivity values of hexagonal 

AgBiS2 are 0.656 at the 3.36 eV  energy for xx 

direction  and  0.638 at the 2,48 eV energy for zz 

direction. The minimum values of reflectivity for 

hexagonal phase  are 0.281 at the 7.39 eV energy at xx 

direction and 0.133 at the 7.17 eV energy for zz 

direction. 
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Figure 12. Calculated reflectivity coefficient, R()  index     

a) hexagonal phase AgBiS2 b) cubic phase AgBiS2 
 

3.3.5. Energy loss function 

     The energy loss function L() describes the 

frequencies correspond to the plasma resonance. 

Plasma resonance occurs when the frequency of 

incident radiations matches with the frequency of 

plasmas. The energy loss function depend on incident 

energy for cubic and hexagonal of AgBiS2 is plotted in 

Figure 13. The loss function shows peaks at 5.37 eV, 

7.22 eV, 8.72 eV and  11.44  eV for xx direction and at 

6.93 eV, 7.96 eV, 9.13 eV, 9.83 eV, 11.68 eV for zz 

direction(Figure 13.a.), and for cubic phase shows 

peaks at 5.89 eV, 6.79 eV, 8.67 eV and 12.31 

eV(Figure 13b). 
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Figure 13. Calculated electron energy loss spectrum of 

AgBiS2  a) hexagonal phase  b) cubic phase 
 

 

4. Conclusions 

     We have investigated structural, electronic and 

optical properties both cubic and hexagonal AgBiS2 

using all electrons full potential linearized augmented 

plane wave (FPLAPW) method based on DFT within 

generalize gradient approximation (GGA). We 

calculated ground state energy, cell constants, bulk 

modulus, and cohesive energy. The calculated cell 

constants are good agreement with experimental 

works. Calculated cohesive energy of compounds show 

that the structures have mechanical stability.          

DOS calculation of both phase of cubic and 

hexagonal are plotted. DOS plot show the both phase 

have semiconducting features. The DOS plots show 

that the bond character of compounds are covalent 

bonding.   The calculated electronic band structure 

shows that the both phase of AgBiS2 are indirect band 

gap semiconductor. The calculated band gap of cubic 

phase is 0.83 eV and it has a good agreement with 

compare to other experimental results (bulk 0.8 eV, 

monocrystalline 1 eV) [14]. The hexagonal AgBiS2 has 

indirect band gap with 0,463 eV.  

     To determine optical properties of AgBiS2 we 

calculated optical parameters such as dielectric 

function, absorption coefficient, refractive index, 

reflectivity and energy loss function for radiation up to 

14.0 eV.  

     Calculated electronic and optical properties of 

AgBiS2 show that the both phase of AgBiS2 compounds 

are good candidate for electronic devices, optical 

devices and solar cell applications.                                        
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 The aim of this study was to determine the effects of nTiO2Ag, co-application of nZnO and 

nTiO2Ag and co-application of EDDS as an organic acid with nTiO2Ag on seed germination, 

seedling vigor, plumule and radicle length of rye. Ten seeds were placed in petri-dishes with 

double layer of filter paper which used as an inert material. Then 5 mL nTiO2Ag, nZnO-

nTiO2Ag and EDDS-nTiO2Ag suspensions were added to every petri dish with different 

concentrations (control, 50, 100 and 200 mg/L). Treatment of nZnO-nTiO2Ag, especially at 

concentration of 50 mg/L, promoted the germination rate, seedling vigor, plumule and radicle 

elongation. The highest seedling vigor index (SVI) was observed at concentration of 50 mg/L 

nZnO-nTiO2Ag. Seedling vigor index of rye seeds was decreased after treatment of nTiO2Ag. 

The plumule elongation increased with treatment of all test chemicals and radicle elongation was 

increased nZnO-nTiO2Ag and EDDS-nTiO2Ag exposure compared to control. This is the first 

report on the effect of co-application of ZnO-TiO2Ag nanoparticles and co-application of EDDS-

TiO2Ag nanoparticles on rye growth. 
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1. Introduction 

Nanotechnology is a manipulation of nature that has 

emerged through the use of basic sciences, material 

science and engineering at nano-scale. Nowadays, 

nanomaterials are widely used in different fields such as 

cosmetics, agriculture, water and air purification and 

wastewater treatment, environmental remediation, and 

food additives as shelf life extender and packaging 

agents. Their unique properties (shape, size, huge specific 

surface area, high reaction activity, etc.) [1,2] make 

nanoparticles different from the other chemicals and 

contaminants. Toxicological studies have been increased 

because of increasing production, usage and disposal of 

nanoparticles pose a threat to the environment [3].  

Plants are used to determine the potential toxicity of 

nanoparticles due to they can uptake and accumulate the 

nanoparticles easily [4]. Uptake and accumulation of 

nanoparticles by plants may change germination rate, 

shoot and root length [3]. The use of nanoparticles in 

agriculture was mostly theoretical in last decade [5] but 

using in fields increase day by day. Although, 

nanomaterials have some advantage, the negative effects 

of nanoparticles on plant productivity, soil microbes and 

environment should not overlook [6]. 

The interaction between two different nanoparticles, 

nanoparticles and organic materials and/or nanoparticles 

and biological environment is not yet well understood. 

Co-application of nanoparticles may cause them to 

accumulate in the soil and could be threatened plants. 

Plants can generally be exposed to both different 

nanoparticles and inorganic and organic contaminants, 

such as chelating agents through the soil in many ways 

[7]. 

Titanium dioxide nanoparticles (nTiO2), zinc oxide 

nanoparticles (nZnO) and silver (nAg) nanoparticles are 

the most widely used nanoparticles in many industries. 

Previous reports have shown these nanoparticles 

responsible for toxicity in plants [8]. Cai et al. [7] 

indicated that, nTiO2 will accumulate in soil and its 

concentration will increase accordingly. Silver 

nanoparticles are mostly used as antimicrobial agents in 

plant protection process [2,9,10]. Several papers reported 

effects of TiO2, ZnO, and Ag nanoparticles in plants. 

Doğaroğlu and Köleli [11] reported that nTiO2 and 

titanium dioxide-silver nanoparticles (nTiO2Ag) 
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enhanced the seed germination of lettuce (Lactuca 

sativa). Jian et al [12] investigated impact of ZnO 

nanoparticles on pearl millet, tomato, and wheat. Authors 

determined that 1000 mg/L nZnO inhibited wheat seed 

germination around 60%. 

Chelating agents such as ethylene-diaminedisuccinic 

acid (EDDS) are highly effective in remediating heavy 

metal-contaminated soils.  

The impact of nanoparticles on living organisms has 

attention from researchers. Determining these impacts is 

important to sustainable and healthy environment. It 

should be noted that the amount of nanoparticle-

contaminated field increases day by day because of using 

nano-products.  Plants are the most important component 

between soil and nanoparticles. Using plants for soil 

remediation has some advantages such as, sustainability, 

low cost and environmentally friendly, as against other 

soil remediation techniques. Seed germination rates and 

seedling growth are most measured to assess 

nanoparticles effects [13]. Thus, the first and most 

important step of this study was to investigate seed 

germination rate of rye under exposure of different 

nanoparticles combinations and nanoparticles-chelating 

agent (EDDS). It was not only investigated seed 

germination, but also seedling vigor, plumule and radicle 

length of rye and the effectiveness and impacts of EDDS 

due to its low cost, good degree of biodegradability and 

high efficacy of metal extraction on seed germination and 

seedling growth of rye. 

 

2. Materials and Methods 

2.1 Chemicals 

Dr. Birol Karakaya synthesized TiO2Ag and ZnO 

nanoparticles using a combination of sol-gel and 

hydrothermal methods. Ethylen-diamine disuccinic acid 

(EDDS) was prepared at concentration of 10 mg/L from 

commercial EDDS ( ̴ 35% in H2O, Sigma-Aldrich). The 

average size of ZnO and TiO2Ag nanoparticles was 

determined using zeta-sizer Ver. 6.32 (Malvern Instruments 

Ltd.) using a 1 mL disposable cuvette. 

 

2.2 Preparation of Suspensions and Treatment 

TiO2Ag nanoparticles suspensions were prepared at 

concentrations of 50, 100 and 200 mg/L. 10 mg/L ZnO 

nanoparticles and 10 mg/L EDDS solution was prepared 

from 100 mg/L stock nZnO solution and from 40 mM 

EDDS stock solution.   

Rye seeds were purchased from Mersin Province, Turkey. 

Rye was selected for the present study as a representative 

cereal crop. This test plant can resist to aridity, cold 

climates and high saline soil, due to having strong root 

systems.  

The seeds of uniform size were selected to minimize 

error in germination assay. Experiments were performed 

using 10 seeds in 10 cm petri dishes for seven days. The 

seeds were sterilized in 70% ethanol for 30 s and then 

exposed to 3% sodium hypochlorite for 10 min. After the 

sterilization, seeds were shaken in ultrapure water five 

times for 5 min. Double-layer of filter paper cut and placed 

in petri dishes was used as inert material. Ten seeds were 

placed in every petri dish and were separately treated with 5 

mL test chemicals. Petri dishes placed in a dark chamber till 

germination at 25 oC. 

Three different applications were realized in the 

experiments. In the first application, rye seeds treated with 

nTiO2Ag at concentration of 50, 100 and 200 mg/L. Control 

seeds were treated only 5 mL distilled water; in the second 

application, the seeds treated with co-application of 

nTiO2Ag and nZnO. In this step 10 mg/L nZnO and the 

concentration of 50, 100 and 200 mg/L nTiO2Ag were co-

applied.  Control groups include only 10 mg/L nZnO. And 

in the last application, the seeds treated with co-application 

of the concentration of 50, 100 and 200 mg/L nTiO2Ag and 

10 mg/L EDDS. Control groups include only 10 mg/L 

EDDS.   

Number of germinated seeds was recorded every 24 

hours for 7 days. After 7 days from the date of germination, 

primary root and shoot length of each seedling was 

measured by millimetric paper (3 replicates per treatment). 

Germination percentage (%) was calculated as described by 

Mahmoodzadeh et al [14]; Afrakhteh et al [15] in the 

following Formula (1) and seedling vigor index (SVI) was 

calculated by the formula described by Prasad et al [16] in 

the following Formula (2).    

 

Germination percentage (GP) = TNSG / TNST x 100     (1) 

 

Where; TNSG is the total number of seeds germinated; 

TNST is the total number of seed tested. 

        

  The average size of ZnO and TiO2Ag nanoparticles 

was determined using a zeta-sizer. Average size of nZnO 

was 31.5 nm, and average size of nTiO2Ag was 78.2 nm. 

 

3.2 Effect of nTiO2Ag, Co-application of nTiO2Ag-

nZnO, and nTiO2Ag-EDDS on Seed Germination 

    Seed germination and root elongation assays are most   

valid methods to assess the phytotoxicity of organic and 

inorganic chemicals [17]. The effects of nTiO2Ag, co-

application of nZnO-nTiO2Ag, and EDDS- nTiO2Ag at 

various concentrations (50, 100 and 200 mg/L) were 

tested on rye seeds and shown in Figure 1. The results 

indicated that exposure of 10 mg/L nZnO and 10 mg/L 

EDDS was increased germination rate at concentration of  

Seed Vigor Index = Germination percentage (%) x (Root 

length + Shoot length)                                                        (2)

  

3. Results and Discussion 

3.1 Nanoparticles Characterization 
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Figure 1. Seed germination percentage of rye; test chemicals 

include 10 mg/L nZnO or 10 mg/L EDDS and different 

concentration nTiO2Ag, control groups include only distilled 

water. 

 

50 and 100 mg/L nTiO2Ag, respectively. The minimum 

seed germination was observed at concentration of 200 

mg/L just nTiO2Ag as 50%, and the maximum germination 

percentage was observed both at concentration of 10 mg/L 

nZnO-50 mg/L nTiO2Ag co-application and 10 mg/L 

EDDS-100 mg/L nTiO2Ag co-application as 90%.                                                                                                                                                                     

     There are contradictory results about the plant-

nanoparticles interaction in literature depending on plant 

species, nanoparticles types and application dose. 

Doğaroğlu and Köleli (2017) demonstrated that nZnO and 

nTiO2 nanoparticles had no effect on seed germination of 

barley [8], while exposing barley to nAg caused partial 

inhibition (13% germination rate) at concentration of 1500 

mg/L was reported [18]. Xiang et al (2015) showed that 

nZnO did not affect germination rates at concentration of 1–

80 mg/L chinese cabbage [19]. Another study showed that 

seed germination of ryegrass and flax was inhibited by nAg 

at 750 and 1500 mg/L [18]. 

 

3.3 Effect of nTiO2Ag, Co-application of nZnO-nTiO2Ag, 

and EDDS- nTiO2Ag on Seedling Vigor  

     Seedling vigor is one of the quality parameter of seed 

and it is a supplemental data for seed germination [12]. 

The seedling vigor index of rye was shown in Figure 2.  

Vigor index of control groups of rye was 1221.89. The 

maximum seedling vigor index was observed at 

concentration of 50 mg/L nZnO- nTiO2Ag (2239.0), and 

the minimum data was obtained at concentration of 200 

mg/L nTiO2Ag (730.56). Treatment of 10 mg/L nZnO 

promoted the seedling vigor in all concentration of 

nTiO2Ag. Similar result was observed by Prasad et al. 

(2012) when peanut seeds were treated with at 

concentration of 1000 mg/L nZnO [16].  

     Also treatment of 10 mg/L EDDS increased the 

seedling vigor except 200 mg/L nTiO2Ag concentration 

with respect to control rye seedlings.   

     Seedling vigor index of rye seeds was decreased after 

treatment of nTiO2Ag. Co-application of nZnO-nTiO2Ag 

and co-application of EDDS-nTiO2Ag was promoted the  

 
Figure 2. Seedling vigor index of rye; test chemicals include 10 

mg/L nZnO or 10 mg/L EDDS and different concentration 

nTiO2Ag, control groups include only distilled water. 

 

seedling vigor. These results proved that the interaction 

between different nanoparticles and interaction between 

chelating agent and nanoparticles is important for the 

uptake of nanoparticles by plants and environmental fate 

and risk of nanoparticles. 

3.4 Effect of nTiO2Ag, Co-application of nZnO-

nTiO2Ag, and EDDS- nTiO2Ag on Seedling Growth 

    In order to understand the possible effects of co-

application of different metal oxide nanoparticles and 

metal oxide nanoparticles-chelating agents, seedling 

growth (plumule and radicle elongation) was investigated 

in this study and shown in Figure 3. 

   Roots have an important role in plant development. The 

embryonic root called as radicle grows during the seed 

germination process. If the nanoparticles come into 

contact with seeds in the germination process, first 

translocation may realize on surface of radicle.  

    Plants exposed to nanoparticles can accumulate 

nanoparticles in their roots and can translocate these 

nanoparticles to other parts such as leaves, seeds or 

flowers. The first shoot which grows from seed is called 

as plumule.  Nanoparticles may transportation from root 

to leaves and flowers via shoot. These accumulation and 

translocation factors depends on plant and nanoparticles 

type, exposure pathway and concentration, and 

agglomeration properties of nanoparticles [20]. Plumule 

and radicle is important for determination toxicity of 

nanoparticles so, the elongation of these parts were 

investigated in this study. Figure 3a and b present the 

effects of nTiO2Ag, co-application of nZnO-nTiO2Ag and 

co-application of EDDS-nTiO2Ag on plumule and radicle 

elongation of rye. The plumule elongation increased with 

treatment of all test chemicals compared to control. The 

maximum plumule length was observed at concentration 

of 10 mg/L EDDS-50 mg/L nTiO2Ag as 10.29 cm, and 

the minimum data was obtained at concentration of 10 

mg/L EDDS-200 mg/L nTiO2Ag as 6.08 cm. It was clear 

that EDDS and nZnO was more effective than nTiO2Ag  
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Figure 3. a)Plumule b)Radicles length of rye; test chemicals 

include 10 mg/L nZnO or 10 mg/L EDDS and different 

concentration nTiO2Ag, control groups include only distilled water. 

 

on plumule elongation of rye. On the other hand, the 

plumule elongation was more sensitive to co-application of 

EDDS-nTiO2Ag than co-application of nZnO-nTiO2Ag, 

especially at high concentration. Yoon et al (2014) reported 

that the root and shoot length of soybean was inhibited by 

nZnO application as compared to control [21]. Figure 3b 

shows that the radicle elongation was increased nZnO-

nTiO2Ag and EDDS-nTiO2Ag exposure at 50 and 100 

mg/L concentration. At highest concentration nTiO2Ag 

(200 mg/L) and co-application of 10 mg/L EDDS-200 

mg/L nTiO2Ag inhibited the radicle elongation of rye. The 

maximum radicle length was measured at concentration of 

10 mg/L nZnO-50 mg/L nTiO2Ag co-application as 14.76 

cm and the minimum length was measured at concentration 

of 200 mg/L nTiO2Ag as 8.31 cm, as Ghosh et al., (2010). 

The authors reported that 6 mM nTiO2 reduced the root 

elongation of onion [22]. In Figure 3b, it is clear that the co-

application process (nZnO-nTiO2Ag and EDDS-nTiO2Ag) 

has positive impact on radicle elongation.  

 

4. Conclusions 

Last decades of nano-toxicology research has been 

increased in the literature. Metallic (e.g. ZnO, TiO2, 

TiO2Ag) nanoparticles are test materials which commonly 

used for determining and better understanding the nano-

toxicity mechanisms. Today, a substantial amount of 

nanoparticles release inevitably into the environment and 

cause soil, air, and water pollution.  

Plants are the most important component between soil 

and nanoparticles. Seed coat is the most important part of 

the seed germination. Its semipermeable structure allows or 

not allows nanoparticles to pass through the seed coat. If the 

nanoparticles pass through the coat, toxic effects may occur 

in the seed germination stage. If the nanoparticles cannot 

pass through the coat, the toxic effects may occur in the 

seedling stage. In this study, we evaluated that the effects of 

co-application of nZnO-nTiO2Ag and co-application of 

EDDS-nTiO2Ag on seed germination, seedling vigor index 

and plumule and radicle elongation of rye. We determined 

the nZnO promoted the seed germination, seedling vigor 

index and radicle-plumule elongation especially at 

concentration of 10 mg/L nZnO-50 mg/L nTiO2Ag.  

Future studies should also need to clarify the nano-

toxicology, possible uptake and translocation of 

nanoparticles by plants. The potential toxic effects of 

commonly used nanoparticles on human health, plants, and 

animals are still unknown. This and the other studies in the 

literature demonstrate that there is too little data about the 

fate and effects of nanoparticles in the environment and 

need for more research in this area.  

This is the first report on the effect of co-application of 

nZnO-nTiO2Ag and co-application of EDDS-nTiO2Ag on 

rye seed germination, seedling vigor and plumule and 

radicle elongation. 
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  ARTICLE INFO  ABSTRACT 

 Present study is focused on numerical investigation of heat transfer and fluid flow from a heated 

surface by using nanofluids and impinging jets. Effects of Reynolds number, different particle 

diameter and different types of nanofluids (TiO2-water, CuO-water, NiO-water) on heat transfer 

and fluid flow were studied numerically. TiO2-water nanofluid was used as a base coolant. Three 

impinging jets were used to cool the surface. It is obtained that increasing jet velocities from 

Ren/Re1=1-1.33-1.67 to Ren/Re1=1-1.20-1.40 causes an increase of 49.9% on average Nusselt 

number (ANN) but increasing jet velocities from Ren/Re1=1-1.20-1.40 to Ren/Re1=1-1.17-1.33 

causes a decrease of 4.6% on ANN. Particle diameter from Dp=80nm to 10nm causes an 

increase of 2.9% on ANN. Using NiO-Water nanofluid causes an increase of 1% on ANN with 

respect to CuO and 2.8% with respect to TiO2-water. Low Re k-ε turbulent model of PHOENICS 

CFD code was used for numerical analysis. Numerical results show a good approximation to 

experimental results. 
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1. Introduction 

The jet cooling technique provides an important 

enhancement in heat transfer. Impinging jet technique can 

be used to boost up heating, cooling or drying processes 

on a selected surface. Impinging jets technic enhance heat 

transfer by increasing local heat transfer coefficient 

between the impinged fluid and a selected surface.  

Suspension of solid particles which have 1-100 nm size 

in a base fluid called as nanofluid. Nanoparticles 

suspended in base fluid can expand thermal capacity of 

the fluid and also interactions and collisions between 

nanoparticles cause to increase in turbulence and 

turbulence intensity of the transition surface. 

Nanoparticles have 20% of their atoms on the particle 

surface, making them ready to heat transfer with high 

heat transfer coefficient. Nanoparticles provide another 

advantage which called as the particle mobility to 

nanofluids. Particle mobility causes micro-convection in 

the liquid due to its nano size and therefore increases heat 

transfer. Hence, they have a wide range of application in 

industry as microelectronics medicine and space research. 

Combination of the liquid jet impingement and the 

nanofluid technologies provides advantages of both and 

consequently improves the heat transfer significantly. 

This improvement means compact size and low weight 

which reduces the cooling system capital cost. 

Many studies on nanofluid or impinging jet, can be found 

in the literature. Cakır M.T. [1] experimentally examined 

the thermal performance of the thermosiphon-type heat 

pipe which is using nanofluid as a working fluid. The 

nanofluid contained 2% by volume Al2O3. As a result, 

significant reduce on thermal resistance is obtained but a 

complete stabilization at thermal efficiency could not be 

provided. Sun et al. [2] searched the effect of a single jet 

using CuO nanofluid for heat transfer. It has been 

determined that when the nanofluid is used, a significant 

increase in heat transfer can be achieved compare with 

water. When a circular nozzle is used, a higher heat 

transfer coefficient is obtained compared to a square 

shaped nozzle, and the highest heat transfer is obtained 

when the jet angle is 90º. Teamah et al. [3] examined the 

heat transfer and flow structure for a flat plate by 

numerically and experimentally with different Reynolds 

numbers (Re = 3000-32000) and nanofluid volume ratios 
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(φ= 0-10%) by using Al2O3 nanofluid. It has been 

observed that as volume fraction of nanoparticles in the 

fluid are increased, the heat transfer from the surface 

increases. Heat transfer coefficient can be increased by 

62% when compared with the water. Qu et al. [4] Used 

Al2O3-water as working nanofluid in their experiment to 

investigate the thermal performance of a closed-loop 

vibrating heat pipe. As a result, they observed that the 

thermal resistance of the system decreased by 32.5% 

compared to pure water. Chien et al. [5] experimentally 

observed the application of nanofluid in the flat plate heat 

pipe. It was acquired that the use of nanofluid achieve 

40% reduction in thermal resistance compared to pure 

water utilization. Kang et al. [6] determined that, when 

nanofluid which include 10 nm and 35 nm sized Ag 

nanoparticles is used, thermal resistance diminished by 

50% and 80% compared to pure water respectively. Xuan 

and Li [7]. Prepared nanofluid that include Cu and they 

investigated heat transfer effect of nanoparticle volume 

fraction, heat transfer effect of particle diameter and heat 

transfer effect of particle geometry. As a result; it has 

been found that an increase of from 2.5% to 7.5% in the 

volumetric range causes an increase in the coefficient of 

thermal conductivity of nanofluid from 1.24 to 1.78. 

Shang et al. [8] studied the heat transfer characteristics of 

a closed-loop vibrating heat pipe with Cu-water 

nanofluid. They obtained that compared with pure water, 

the heat transfer capacity of the system increased by 83% 

when nanofluid was used. Manay et al. [9] have compiled 

recent studies which focusing on using of nanofluids in 

microchannel. As a result, nanofluids using in 

microchannel increases heat transfer, but the presence of 

nanoparticles causes an increase in pressure loss. Naphon 

et al. [10] investigated the heat transfer between the 

nanofluids that they built using titanium-ethanol and the 

closed two-phase thermosiphon. An increase of 10.6% on 

heat transfer was obtained by using nanoparticles, 

compared to ethanol using. Kilic et al. [11] examined the 

cooling of a flat plate by using impinging fluid air jet. It 

was observed that the mean Nusselt number increases by 

49.5% when Reynold numbers is between 4000 and 

10000. There are also some studies about alternative 

energy resources of [14-16]. As seen from literature there 

are some studies about impinging jets and nanofluids 

separately but researches of enhancing heat transfer by 

using nanofluids and impinging jets are required. 

 

2. Numerical Model 

 Low Re k-ε turbulence model of PHOENICS CFD code 

was used for this numerical analysis. CFD simulation 

domain is shown in Figure1. Mesh structure is shown in       

Figure2. 

 

Figure 1. CFD simulation domain 

 
 

 
Figure. 2. Mesh structure 

The continuity, Reynolds averaged momentum and time 

averaged energy equations governing 3-dimensional 

steady, flow of air with constant properties used for 

turbulent solutions can be written in the Cartesian 

coordinate system as follows:  

 

Continuity equation: 

 
(1) 

 

Momentum equation: 

 
(2) 

 

Energy equation: 

 (3) 

 

All the boundary conditions used in the study are 

summarized in Table 1.  

 

Table 1.  Boundary Conditions 

 

It was used 96x15x34 (48960 elements) mashes for this 

application. Mesh structure was prepared according to 

flow conditions. In order to get more precise numerical 

results, we intensified mesh numbers in some region as 

jet inlet, surface of copper plate. Sweep number was 

studied between 400 and 2500 and cell number was also 

studied between 24 and 44. It is observed that numerical 

geometry was independent from sweep number and cell 
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number when sweep number was 600 and cell number 

was 96x15x34. Verification of this modal with 

experimental results of Kilic [12] was shown in Figure3. 

 

 

 

 

 

 

 

 

 

Figure 3. Verification of modal with experimental result 

 

3. Date Reduction 

 

The heat transfer from the surface will take place by 

convection, conduction and radiation. 

      
radiationconductiontotalconvection QQQQ   (4) 

                         

The total amount of heat to be given to the plate is; 

      
R

V
Qtotal

2

  (5) 

 

Where V is the voltage value of the power unit and R is 

the resistance of the heater. Here, the heat generated by 

the heater placed under the copper plate will be 

transmitted to the upper surface of the plate through the 

copper plate thickness by conduction, and as a result, the 

plate surface will be cooled by using nanofluid with 

impinging jet. Heat transfer by conduction along the plate 

      

c

upperbottomcc

conduction
L

TTAk
Q

).(. 


 (6) 

here, kc is the heat transfer coefficient of the copper 

plate, Ac is the copper plate surface area, and Lc is the 

copper plate thickness. 

Thermal loses due to radiation; 

      ).(...
44

bulksradiaton TTFAQ    (7) 

 

Where ε is the copper plate emissivity, σ is the Stefan  

Boltzmann constant, A is the radiation surface area, Ts is 

the surface temperature, and Tbulk is the mean fluid 

temperature. 

      
2

outin
bulk

TT
T


  (6) 

 

It is assumed that heat transfer with radiation is negligible 

in this study because surface temperature is under              

573.15 K. 

Heat transfer from surface with convection; 

 TAhQconvection  ..       (7) 

Where h is the heat transfer coefficient, A is the 

convection surface area, ΔT (ΔT = Ts-Tbulk) is the 

difference between the measured surface temperature and 

the fluid mean temperature. 

Nusselt number (Nu) is a dimensionless parameter 

indicating the ratio of heat transfer with conduction to h 

eat transfer with convection. 

     

nfjets

hconvection

kTT

DQ
Nu

).(

).(


   

(8) 

Where Ts is the measured surface temperature, Dh is the 

hydraulic diameter, and knf is the coefficient of thermal 

conductivity of the nanofluid. Reynolds number (Re) is 

used to determine for forced convection whether the flow 

is laminar or turbulent. Reynolds number based on 

turbulent flow; 

      

)(

)..(
Re

nf

hjetnf DV




  

(9) 

Where ρnf is the nanofluid density, Vjet is the jet velocity, 

and μnf is the nanofluid dynamic viscosity. The density of 

nanofluids is; 

      
pbfnf  .).1(   (10) 

Where ρbf is the base fluid (water) density, φ is the 

volumetric ratio of the nanofluid, and ρp is the density of 

the solid particles in the nanofluid. The volumetric ratio 

of nanoparticles is; 

      
)).(/1(

1

bfp 



  

(11) 

Where ω is the density difference between the fluid and 

the main fluid (water). The nanofluid specific heat is 

calculated from; 
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).).(1()..(
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fppp

p

CC
C

nf 
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

     (12) 

Where Cp(p) is specific heat of particle, Cp(f) is specific 

heat of base fluid. The effective thermal conductivity of 

nanofluid is calculated according to Corcione [13]; 
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Where Re is the nanoparticle Reynolds number, Pr is the 

Prandtl number of the base liquid. kp is the nanoparticle 

thermal conductivity, φ is the volume fraction of the 

suspended nanoparticles, T is the nanofluid temperature 

(K), Tfr is the freezing point of the base liquid.  

 

Nanoparticle Reynolds number is defined as; 

 

      𝑅𝑒 =
2𝜌𝑓𝑘𝑏𝑇

𝜋𝜇𝑓
2𝑑𝑝

 (14) 

  

Kb is the Boltzmann’s constant. The effective dynamic 

viscosity of nanofluid; 

 

)  4,698 +  2,5 + (1 µ = µ 2

bfnf   (15) 

 

4. Results and Discussions  

In this section, numerical results were prepared for three 

parameters. 

1) Effects of different Reynolds number rate for 

Rn/R1=1-1.33-1.67 to 1-1.17-1.33  

2) Effects of TiO2-water nanofluid with 25 nm sized 

particles for different particle diameter on heat 

transfer (Dp=10, Dp=25, Dp=40, Dp=80). 

3) Effects of different nanofluids on heat transfer 

(TiO2-water, Cu-Water, NiO-water). 

 

Effects of variant Reynolds number 

Numerical analysis was conducted for different water 

flow regime for Rn/R1=1-1.33-1.67 to 1-1.17-1.33 when 

particle diameter was 25μm and inlet temperature              

Tinlet= 20 ºC. 

 

Table 2.  Reynolds Numbers 

 

Velocity vectors and Temperature contours for different 

Reynolds numbers are shown in Figure4 and Figure5. 

 

Figure 4. Velocity vectors for different Reynolds number            

(a) Rn/R1=1-1.2-1.4 (b) Rn/R1=1-1.17-1.33 

 

 

 

Figure 5. Temperature contours for (a) Rn/R1=1-1.33-1.67 (b) 

Rn/R1=1-1.2-1.4 

 

It can be seen that increasing jet velocities from the first 

phase to the third phase local surface temperature 

decreases and local Nusselt number increases. But 

increasing jet velocities to the fourth phase causes an 

increase on surface temperature. The reason of this is that 

vortexes, which occurs at the bottom of the close side, 

enlarge while velocity on the first jet is increasing. And 

these vortexes reduce impinging effects and causes an 

increase on surface temperature and decrease on local 

Nusselt number. These effects continue at impinging 

region of second jet but effects of channel flow increases 

at this region. At the impinging region of the third jet 

there is not a significant difference between third and 

fourth phase because channel flow effects reduces 

impinging effects at this region by increasing velocities 

from third to fourth phase. So increasing jet velocities 

from the first phase to the third phase causes an increase 

of 49.9% on average Nusselt number but increasing jet 

velocities from the third phase to the fourth phase causes 

a decrease of 4.6% on ANN because of the effects of 

vortexes and the best velocity profile is the third phase. 

Local Nusselt number for different jet velocities are 

shown in Figure6 

 

Figure 6. Local Nusselt number for different jet velocities 

 

 

W1(m/sn) W2(m/sn) W3(m/sn) Re1(jet-1) Re2(jet-2) Re3(jet-3) Re1/Re1 Re2/Re1 Re3/Re1

1.phase 6 8 10 21440,42 28587,23 35734,03 1 1,33 1,67

2.phase 8 10 12 28587,23 35734,03 42880,84 1 1,25 1,5

3.phase 10 12 14 35734,03 42880,84 50027,65 1 1,2 1,4

4.phase 12 14 16 42880,84 50027,65 57174,46 1 1,17 1,33
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Effects of different nanoparticle diameters 

Effect of different particle diameter (Dp=10, 25, 40, 80 

nm) was analyzed numerically. It was observed that 

decreasing particle diameter from 80nm to 10nm causes a 

decrease on a surface temperature. Decreasing particle 

diameter from Dp=80nm to 10nm causes an increases of 

2.9% between on ANN. These increase occurs 2.1% 

between Dp=40nm to 10nm. So increasing particle 

diameter from Dp=80nm to 40nm causes a slight decrease 

on ANN. So decreasing particle diameter causes an 

increase on ANN. Temperature contours on heated 

surface for different particle diameter are shown in 

Figure7. 

 

 
Figure 7. Temperature contours on surface for (a)Dp=10nm and 

(b)Dp=80nm 

 

Variation of local Nusselt number for different particle 

diameter is shown in Figure8.  

Figure 8. Local Nusselt number for different particle diameters. 

 

Effects of different type of nanofluids 

Numerical analysis is conducted for different type of 

nanofluids (CuO-water, TiO2-water and NiO-water) with 

25 nm particle size and volume fraction 2%. Calculated 

properties of nanofluids are shown in Table 2. Local 

Nusselt numbers on surface of heated place is shown in 

Figure9. For TiO2-water, CuO-water and NiO-water. It 

was obtained that using NiO-Water nanofluid causes an 

increase of 1% on ANN with respect to CuO-Water and 

2.8% with respect to TiO2-water. 

 

 

Table 3. Thermophysical properties of nanofluids at 293K 

 
 

 
Figure 9. Local Nusselt number for different nanofluid 

 

5. Conclusions  

Present study is focused on numerical investigation of heat 

enhancement and fluid flow from a heated surface by using 

nanofluids and impinging jets. Effects of different Reynolds 

numbers, particle diameter and different types of nanofluids 

(TiO2-water, CuO-water, NiO-water) on heat transfer and 

fluid flow were studied numerically. According to our 

constraints it is obtained that increasing jet velocities from 

the first phase to the third phase causes an increase of     

49.9% on ANN but increasing jet velocities from the third 

phase to the fourth phase causes a decrease of 4.6% on 

ANN. Decreasing particle diameter from Dp=80nm to 

10nm causes an increases of 2.9% between on ANN. These 

increase occurs 2.1% between Dp=40nm to 10nm. Using 

NiO-Water nanofluid causes an increase of 1% on ANN 

with respect to CuO and 2.8% with respect to TiO2-water. 

Velocity of the third phase, Dp=10 nm and using NiO-water 

nanofluid shows better heat transfer performance. Research 

areas for future investigations can be investigation of effect 

of hybrid nanofluids with different base fluids on heat 

transfer with impinging jet geometry. 
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Nomenclature 

CP  : Specific Heat (J/kgK)  

 : Density(kg/m3) 

 : Nanoparticle volume fraction 

 : Dynamic viscosity(Pa.s) 

Pr : Prandtl Number  

Re  :Reynolds Number 

NuX : Local Nusselt number 

keff :Effective Thermal  Conductivity  

018 

 

 

 

 

Nanofluid 
Density 

(kg/m3) 

Specific 

heat 

(J/kgK) 

Kinematic 

viscosity 

(m2/s) 

Thermal 

conductivity 

(W/mK) 

Thermal  

expansion  

coefficient 

(1/K) 

TiO2-Water 1063.2 3902.5 0.000000982 0.6378 0.0001537 

CuO-Water 1108.3 3754.3 0.000000943 0.6382 0.0001534 

NiO-Water 1114.5 3744.6 0.000000937 0.6394 0.0001532 
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 In this research paper, pre-alloyed NiTi based shape memory alloy and 4%Cu were used as 

starting powder materials. Starting powder materials were blended for 60 minutes by a turbula 

mixer. After mix processing, microstructure and phase transformations of powders were 

characterized using X-ray (XRD), elemental distribution spectrometry (EDS), scanning electron 

microscopy (SEM). Prepared powder mixtures as NiTi and NiTi+4%Cu alloys were pressed at 

785MPa in a mold and then sintering process was applied to materials at different temperatures 

and time. Formation of multiphase’s (Ni3Ti, NiTi, Ti2Ni, Ni4Ti3 and NiTiCu) and positive effects 

of Cu addition were obtained by sintering at different temperatures and time. And also, stabilized 

NiTi phase and increasing the value of micro hardness were determined with added 4%Cu 

powders. 
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1. Introduction 

Shape memory alloys (SMA) have ability to return to a 

taught shape when applied to a proper thermo mechanical 

or magnetic variations. Due to unique and outstanding 

features of SMA, They have been used in most 

commercial applications in recent years which was 

supported by primary and practical investigation works 

[1].NiTi alloys consist of near-equatomic composition, 

exhibit shape memory, super elastic effects, which is 

commonly called Nitinol alloys. These alloys transform 

from austenite to martensite form by temperature and 

pressing effects. These could also be used as an implant 

material due to unique biocompatibility, corrosion 

resistance features and these materials nowadays play an 

important role in research laboratories [2-7]. 

NiTi alloys reversible and diffusionless transformation 

(martensite ↔ austenite) are coming about in the 

temperature range 50 to 100ºC as a function of Ni content 

of the matrix [8].  

In NiTi binary balance systems, stable Ni-Ti phases 

appears in the region approximately equal percentage of 

NiTi [9,10]. NiTi alloys have exhibited poor mechanical 

properties and segregation problems in their molding 

process. For this reason, recently powder metallurgy 

method has attracted much attention for porous NiTi 

alloys [11,12]. However, Formed impurity increase in the 

manufacturing process by powder metallurgy technique 

should not been overlooked [13]. These negative effects 

could be solved with optimum sintering temperature and 

timesin the sintering atmosphere with controlled 

homogeneous atmosphere conditions which has an 

important place in production process [14-16].  

In this study, Cu powders were added to the pre-alloyed 

NiTi alloy powders. The obtained experiment samples 

were sintered at different temperature and time 

conditions. Multiphase microstructures and increasing of 

the mechanical properties depending on sintering 

temperature and time were obtained with distribution of 

Cu contents in main phase 
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2. Experimental Studies 

NiTi pre-alloyed powders used in the experiments were 

produced by gas atomization technique and were obtained 

from Nanoval GmbH and Co.KG Company.The average 

grain size of nickel-rich pre-alloyed NiTi powders was 

14µm .NiTi and 4% Cu powders were blended in a turbula 

mixer. And then blended powders were pressed in 10mm 

diameter spherical mold at 785MPa.The green parts were 

sintered at high purity argon gas atmosphere which was 

refined into hot copper chip (at 450ºC) to reduce oxidation 

and impurities. The schematic diagram of sintering stage 

under high purity argon atmosphere of NiTi and 

NiTi+%4Cu samples is shown in Fig 1. According to 

sintering diagrams (Figure 1), Pressed NiTi (14 µm) 

powder metal samples were sintered at 900ºC for 300 

minute and 1050ºC for 60 minute.  NiTi-4% Cu samples 

were sintered at 850ºC and 1000ºC for 60 minute and at 

1050ºC for 300 minute (Figure 1). 

    After sintering process of samples, sanding, polishing 

and etching processes for metallographic investigations 

were applied to the sintered samples respectively.  Etched 

samples were examined by optical microscope (LEICA) 

and scanning electron microscope (SEM).  Also, electron 

distribution spectrometer (EDS) analyses were 

performed. XRD analyses was applied to the pre-alloyed 

powders and sintered parts for determine of phase 

transformations by APD 2000PRO version X-ray 

Diffractometer device. Hardness measurements (HV 0.5) 

of samples were performed by Shimadzu model micro 

hardnessdevice. 

 

 
 

Figure 1. Sintering diagrams; a- NiTi samples, b- NiTi-4%Cu 

samples 

3. Results and Discussion 

Figure 2 shows SEM images of pre-alloyed NiTi powders 

(particle size-14µm) used in experiments.  It could be 

identified to be uniform, spherical, pure and smooth 

surface structure of powders in Figure 2-a and b. This 

condition could be good affects on pressing ability and 

sintering behavior, as known [17]. The element 

distribution of powders (%55Ti, 45Ni and 49,9Ti, 50, 1%) 

is shown in Table 1 as weight and atomic ratio 

respectively. 

DSC analysis was applied to pre-alloyed NiTi 

powders to determine of powder transformation 

temperatures (Figure 3). According to the DSC analysis 

in Figure 3, start and finish temperatures of powder 

austenitic transformations were determined at -15ºC and 

4ºC respectively. XRD analysis of NiTi powders is given 

in Figure 4.  According to X-ray diffraction (Figure 4), it 

was observed to exhibit only austenitic phase at ambient 

conditions of powders. When nickel intent increased 

above 50 at. %, the Af transformation temperature could 

be seen to decreased until - 40°C for 51 at. % nickel [18].  

 

Figure 2. SEM images of pre-alloyed NiTi powders (particle 

size-14µm) 

 

Table 1. The chemical composition of powders 

Elements Ti Ni 

Weight % 55 45 

Atomic % 49.9 50.1 

    

 

Figure 3. DSC analysis of powders 
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Figure 4. XRD analysis of NiTi powders 

 

Figure 5.EDS analysis of NiTi powders; a-SEM image, b- wt.% 

elements dispersions, c- Ni and Ti peaks 

In the present study, Ni content was only 50.1at. % 

(Table 1) and so the onset temperature could be 

decreased until -15ºC (Figure 3). The point EDS analysis 

on the SEM image of NiTi powder is given in Fig.5. 

According to EDS result in Fig.5, it was observed to be 

having only Ni and Ti content of powders with spherical 

and smooth surface characteristic. EDS analysis applied 

to powders supports XRD analysis and shows only 

austenitic phases in structure (Figure 5.b). Only Ti and Ni 

peaks were identified by EDS analyses in Figure 5-c. It 

was determined to belong to NiTi alloy of this peaks 

which define to B2austenitic phase (110, 200 and 211) 

[17].  

Bulk density of pressed samples (NiTi powder) was 

measured approximately as 5 g/cm3. Bulk density of NiTi 

samples added wt.4%Cu was measured as 5.21 g/cm3. 

Density of NiTi samples added wt.4%Cu after sintering 

(850ºC-60 min.) was measured as 4.73 g/cm3 (Figure 6). 

The value of increased density was measured as 5.063 

g/cm3 with increasing of the sintering temperature 

(1000ºC-60 min.). The value of density was determined 

as 5.235g/cm3 after sintering process applied at 1000ºC 

for 300min in an another sample. The cause of the 

increased density value in samples could be considered as 

Cu powder content which affected to density of the  

structure with swelling effects at this temperature and 

then damping effects on the structure [19]. After sintering 

at 850ºC for 60 min., the hardness value of samples was 

measured as 532 HV, but increased with sintering 

temperature  (1000ºC-60 min.) decreased hardness value 

and was measured as 523 HV, because of Cu contents 

swelling and damping effects. Increasing of the sintering 

time, increased the hardness value was measured as 

730HVat 1000ºC for 300min. (Figure 6). 

 

Figure 6. Density and hardness values of NiTi + 4%Cu samples 

after sintering; 1-850ºC-60 min., 2- 1000ºC-60 min., 3- 1000ºC-

300 min. 

 

Figure 7. Illustration of the schematic phase occurred after 

sinter; a- Compounds, b- Shapes 



 

 
Figure 7 shows schematic illustration of sintering 

process. When the schematic illustration was 

investigated, different multiphase structure was obtained 

with sintering process (as NiTi, TiNi3, Ni4Ti3 and 

NiTiCu). Obtained phases in NiTi systems are recently 

illustrated with this type of schematic representation for 

clear expression [20,21]. 

Figure 8 shows XRD analysis of samples sintered at 

1000ºC for 60 and 300 min. Intensity of Ni3Ti phase in 

the XRD analysis (Figure 8) was obtained as the inner 

phase in NiTi phase structure with NiTi phase diagram 

(Figure 9). Table 2 shows phase ratio of NiTi + 4% Cu 

structure after sintering at 1000°C.  Ni3Ti ratio of samples 

sintered at 1000ºC for 60 min. and 300 min. was 

identified approximately 68% and 76% respectively. So it 

was determined that increasing Ni3Ti ratio with 

increasing of sintering time (Table 2). This ratios and 

phases could be clearly observed in NiTi phase diagram 

(Figure 9) [22]. Ti2Ni and Ni3Ti formation were 

confirmed at slow cooling condition which used in this 

experiment. Gibbs energies of Ti2Ni and Ni3Ti phases are 

less thanNiTi phase and so it is difficult to obtain of only 

alone NiTi structure by solid – state diffusion [23, 24]. 

 

 

Figure 8. XRD analysis of NiTi+ 4% Cu structure after sintering 

at 1000°C 

 

Table 2. Phase ratio of NiTi + 4% Cu structure after sintering at 

1000°C 

Sintering time  

(min.) at 1000°C 

Phase rate (%) 

NiTi Ni3Ti Ni4Ti3 NiTiCu 

60 20 68 10 2 

300 16 76 6 2 

 

 

Figure 9. NiTi phase diagram (obtained of B2 and Ti3Ni4phases) 

[25]. 

Figure 10-a and b illustrate microstructure of green 

pre-alloyed NiTi samples that sintered at 900ºC for 300 

min. and 1050ºC for 60 min. When the microstructure 

images in Figure 10 were investigated, the change of the 

microstructure and phases with the effect of sintering 

temperature was observed. The appearance of liquid 

phase (Ti-NiTi2 eutectic) with rising to 1050ºC of 

sintering temperature could be seen in Figure 9. 

After sintering at 1050ºC, the appearance of liquid 

phase sintering (Ti-NiTi2autectic) was identified with 

illustration of the schematic phase in Figure 7. As a result 

of this, It was expected to develop of a much more 

homogeneous microstructure with the disappearance of 

grain boundaries and diffusion towards the grain 

boundary of elements (Figure 10 b-d) [8]. 

 

 

Figure 10. SEM images of pre-alloyed NiTi samples after 

sintering; a- 900°C-300 min., b- 1050°-60 min., c- EDS image 

(1050°C-60min.), d- Ni and Ti amounts 
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Figure 11. SEM images of sintered TiNi+%4Cu samples; a- 850°C-60min., b- 1000°C-60min., c- 1000°C-300min.

The formed multiphase structures (TiNi3, NiTi, Ti2Ni, 

Ni4Ti3) were determined after sintering at 1050ºC (Figure 

10 c and d) [13]. The porosity was reduced with 

increasing of the sintering temperature to over of 1000ºC 

but was not removed under this temperature. 

The reason for this situation, NiTi alloy exhibits an 

endothermic reaction at about 950°C (for ~ 49% NiTi 

alloy). Because of liquid phase sintering mechanism 

occur after 1020°C, endothermic reaction can become 

active (Figure 10 and 11) [26, 27]. In NiTi alloys, 

sintering temperature play an active role [28-31]. 

Sintering temperature after a certain point affects 

enhancing the mechanical properties and also could be 

seen to reduce the porosity[32]. Positive effects increased 

mechanical properties were obtained by multiphase 

structures of NiTiintermetallics formed by the addition of 

wt.4%Cu content [33]. Multiphase structures (as Ni4Ti3 

phases) were obtained by Cu addition to sintered samples 

(NiTi) which was seen in figure 10 c and d. The obtained 

NiTi-4%Cu samples were sintered at 850ºC for 60 

minute, 1000ºC for 60 and 300 minutes respectively 

(Figure 11 a-c).   

 

 

The homogeneous and purity microstructure with 

increasing of sintering time in Figure 11-c were achieved. 

The dissolution of Cu in microstructure was affected 

directly by sintering time which could be seen in Figure 

11 b, c and other literature investigations [34]. For 

determining the element distribution amount of the 

resultant multiphase structure, EDS analyses were 

applied to sintered parts at 850ºC and 1000ºC for 60 

minutes and at 1000ºC for 300 minutes (Figure 12, 13 

and 14).  

When EDS analyses were examined, same 

compounds (TiNi3, NiTi, Ti2Ni, Ni4Ti3 and NiTiCu) and 

elements distribution ratio could be seen in XRD analyses 

(Figure 8).  Obtained multiphase structures were directly 

affected the phase transformations.  Previously several 

studies on NiTi alloys (wt. 49-51% Ni) show B2—B19 

phase transformation after dissolution treatment. Added 

Cu content effects not only transformation temperature 

but also hysteresis interval [35]. Moreover, the effect 

increased hardness value with high corrosion resistance, 

narrow transformation intervals and increasing of the 

resistance provide with protection of the precipitates such 

as TiNi2 after addition of copper [36,37]. 

 

Figure 12. EDSanalyses of TiNi+Cu samples after sintering at 850ºC for 60 min. 
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Figure 13. EDSanalyses of TiNi+Cu samples after sintering at 1000ºC for 60 min 

Figure 14. EDS analyses of TiNi+Cu samples after sintering at 1000ºC for 300 min. 

 

3. Conclusions 

In this research paper, a homogeneous microstructure 

in the green powder metals (NiTi alloy) was confirmed 

with liquid phase sintering occurred with increasing 

temperature. Optimize sintering temperature and time of 

NiTi alloy + 4%Cu samples were obtained at 1000°C for 

300 minute (5.235 g / cm3).  Hardness value was 

measured as 730 HV and an important significant 

increase in the hardness value was determined with 

multiphase structures (TiNi3, NiTi, Ti2Ni, Ni4Ti3 and 

NiTiCu) formed depending on the sintering temperature 

and time. It was determined that could be achieved of low 

porosity and good corrosion resistance, a homogeneous 

microstructure and martensitic transformation structures 

by the addition of wt.4%Cu content. 
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  ARTICLE INFO  ABSTRACT 

 This paper presents a novel scheme for solving inverse kinematics problem (IKP) of a multi-link 

robotic manipulator. Important features of the proposed strategy are generality and simplicity 

regardless of the number of degrees of freedom (DOF) and geometry of the robot. The proposed 

method is a feedback strategy where the IKP solution is expressed as a dynamic control system 

whose goal is to maintain satisfactory trajectory tracking. As a simulation test to reveal the 

performance of proposed scheme, a four DOF Selective Compliance Assembly Robot Arm 

(SCARA) system is considered. Feedback law in proposed closed-loop solution method is 

selected as a combination of Sliding Mode Control (SMC) and Proportional-Derivative (PD) 

control for providing simplicity and robustness. Simulation results are used to show the efficacy 

of proposed IKP solution approach in comparison with commonly used neural networks (NN) 

based IKP solution method. Results reveal that proposed method yields the solution of IKP with 

satisfactory performance. 
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1. Introduction 

Although different methods have been introduced to 

solve the IKP, still there are some weak points in these 

methods [1-3]. In recent years, many computational 

intelligence methods including NN based methods have 

been proposed and applied successfully for solving IKP 

faster than numerical methods [4-6]. Especially NN 

methods have been extensively preferred by researchers 

to solve the IKP [6-10]. Ability of fuzzy logic in 

modeling complex systems by generating rules based on 

human experiences motivated many researchers to use 

fuzzy logic with NN to reduce computation time required 

in training stage [11]. The methods mentioned above 

suffer from long computational time, complex 

computations and sensitivity to initial values. 

A novel approach for the solution of the IKP is 

proposed in this study with a feedback structure in nature. 

In this approach, a feedback control system is considered 

where the set point is designated as the desired end-

effector trajectory and the controlled variables are the 

joint trajectories. The solution of the IKP is achieved 

using a robust strategy based on PD and SMC.  

 

2. Proposed Inverse Kinematics Solution  

In this section, a novel method for solving IKP of the 

multi-link robotic arm based on SMC is presented. 

Drawbacks and disadvantages of important schemes such 

as NN and Jacobian based methods have been eliminated.  

Huge training dataset, and singularity are main drawbacks 

of NN and Jacobian based methods, respectively. The 

proposed method is a feedback strategy and for a known 

end effector position and orientation, a hybrid controller 

combining SMC with PD is proposed to minimize the error 

between desired and actual trajectories. 

 Important advantages of proposed method are: 

• It is an on-line algorithm, which means it can be applied 

in real time. 

• The solution is given in position level while most other 

methods are based on velocity and acceleration 
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trajectories, which may be not be accurate due to 

measurement noise.  

• Singularity problem is solved because proposed solution 

avoids determining inverse of Jacobian matrix. 

SCARA robotic manipulator is used in simulations to 

demonstrate the effectiveness and generality of the 

proposed method. 

 

2.1 Kinematic Analysis of SCARA Robot 

The SCARA robotic manipulator is one of the most 

important and well-known robotic manipulators used 

successfully in many industrial applications such as 

packaging, cell manufacturing lines assembly, pick-and-

place and so on. Figures 1 and 2 show the diagram of a 4-

DOF SCARA robot in three dimensional (3D) and two 

dimensional (2D) views, respectively. In forward 

kinematics the end effector of robot arm motion with 

respect to the global coordinate system is studied. The 

origin of the global frame is located at the base of the robot 

arm as shown in Figure 3. Homogeneous transformation 

known as Denavit–Hartenberg (DH) notation is used to 

describe the forward kinematics of robot arm based on four 

parameters of each link as follows: 

 

𝐴𝑖 = 𝑅𝑜𝑡(𝑧, 𝜃𝑖)𝑇𝑟𝑎𝑛𝑠(0,0, 𝑑𝑖)𝑇𝑟𝑎𝑛𝑠(𝑎𝑖 , 0,0)𝑅𝑜𝑡(𝑥, 𝛼𝑖)  =

[

cos 𝜃𝑖 − sin 𝜃𝑖 cos 𝛼𝑖    sin 𝜃𝑖 sin 𝛼𝑖     𝑎𝑖cos 𝜃𝑖

sin 𝜃𝑖 − cos 𝜃𝑖 cos 𝛼𝑖 −cos 𝜃𝑖 sin 𝛼𝑖  𝑎𝑖 sin 𝜃𝑖

0
0

sin 𝛼𝑖

0

cos 𝛼𝑖

0
             𝑑𝑖

            1

]     (1) 

 

where 𝜃𝑖 represent joint angles from the 𝑋𝑖−1 axis to the 

𝑋𝑖 about the 𝑍𝑖−1, 𝑑𝑖 refer to the distance between origin 

of the ith coordinate frame to the intersection of the 𝑍𝑖−1 

axis along the 𝑍𝑖−1  axis, 𝑎𝑖  represent the distance form 

intersection of the 𝑍𝑖−1 axis with the 𝑋𝑖 axis to the origin 

of the ith frame along the 𝑋𝑖  axis, and 𝛼𝑖  are the angles 

from the 𝑍𝑖−1 axis to the  𝑍𝑖  axis about the 𝑋𝑖  [12]. DH 

parameters of the SCARA robot are shown in Table 1. 

 

Table 1. DH parameters of SCARA robot  

i 𝒒𝒊 𝒅𝒊 𝒂𝒊 𝜶𝒊 

1 𝑞1 𝐿12 𝐿11 0 

2 𝑞2 0 𝐿2 0 

3 0 𝑑3 0 𝜋 

4 𝑞4 𝐿4 0 0 

 

𝐴𝑒𝑛𝑑−𝑒𝑓𝑓𝑒𝑐𝑡𝑜𝑟 = 𝐴1. 𝐴2. 𝐴3. 𝐴4 = [

𝑛𝑥 𝑠𝑥 𝑎𝑥 𝑝𝑥

𝑛𝑦 𝑠𝑦
𝑎𝑦 𝑝𝑦

𝑛𝑧

0
𝑠𝑧

0
𝑎𝑧

0
𝑝𝑧

1

] (2) 

 

Figure 1. 3D view of the SCARA system 

 

 

𝐴1 = [

cos 𝜃1 − sin 𝜃1           0        𝐿11cos 𝜃1

sin 𝜃1 − cos 𝜃1            0        𝐿11 sin 𝜃1

0
0

0
0

1
0

     
𝐿12

 1

] (3) 

 

𝐴2 = [

cos 𝜃2 − sin 𝜃2           0        𝐿2cos 𝜃2

sin 𝜃2 cos 𝜃2            0        𝐿2 sin 𝜃2

0
0

0
0

1
0

          
0
 1

] (4)  

 

𝐴3 = [

1 0 0 0
0 −1 0 0
0
0

0
0

−1
0

𝑑3

1

], (5)  

 

𝐴4 = [

cos 𝜃4 − sin 𝜃4  0        0
sin 𝜃2 cos 𝜃2  0        0

0
0

0
0

   
1
0

      
𝐿2

 1

],      (6)  

 

𝐴𝑒𝑛𝑑−𝑒𝑓𝑓𝑒𝑐𝑡𝑜𝑟=  

[

cos 𝜃124 sin 𝜃124   0        𝐿2cos 𝜃12 + 𝐿11cos 𝜃1

sin 𝜃124 − cos 𝜃124  0        𝐿2sin 𝜃12 + 𝐿11sin 𝜃1

0
0

0
0

   
−1
  0

      
𝐿12 + 𝑑3 − 𝐿4                   

1

] (7) 

 

where a short notation for trigonometric functions is used 

in (7) such as: cos 𝜃𝑖𝑗𝑘  stands for  cos(𝜃𝑖 + 𝜃𝑗 − 𝜃𝑘), and 

cos 𝜃𝑖𝑗  stands for  cos(𝜃𝑖 + 𝜃𝑗) , etc. The end effector 

orientation can be described based on of the roll-pitch-

yaw (RPY) rotations [12, 13]. The rotational angles 

around the X, Y, and Z axes are: 

 

𝑅𝑃𝑌(𝜑𝑥, 𝜑𝑦 , 𝜑𝑧) = 𝑅𝑜𝑡(𝑍0, 𝜑𝑧)𝑅𝑜𝑡(𝑌0, 𝜑𝑦)𝑅𝑜𝑡(𝑋0, 𝜑𝑥)  

= [

𝐶𝜑𝑦
𝐶𝜑𝑧

𝑆𝜑𝑥
𝑆𝜑𝑦

𝐶𝜑𝑧
− 𝐶𝜑𝑥

𝑆𝜑𝑧
𝐶𝜑𝑥

𝑆𝜑𝑦
𝐶𝜑𝑧

− 𝑆𝜑𝑥
𝑆𝜑𝑧

𝐶𝜑𝑦
𝑆𝜑𝑧

𝑆𝜑𝑥
𝑆𝜑𝑦

𝐶𝜑𝑧
− 𝐶𝜑𝑥

𝐶𝜑𝑧
𝐶𝜑𝑥

𝑆𝜑𝑦
𝑆𝜑𝑧

− 𝑆𝜑𝑥
𝐶𝜑𝑧

−𝑆𝜑𝑦
𝑆𝜑𝑥

𝐶𝜑𝑦
𝐶𝜑𝑥

𝐶𝜑𝑦

]    (8)  
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Figure 2. 2D diagram of the SCARA system  

 
Figure 3. Frame assignment of SCARA system

These angles can be obtained by comparing (7) with the 

expression in (8). 

 

𝜑𝑥 = 0,  (9) 

𝜑𝑦 = 𝜋,  (10) 

𝜑𝑧 = 𝜃124.  (11) 

 

The forward kinematic of SCARA robot arm can be 

expressed as: 

 

(𝑋, 𝑌, 𝑍, 𝜑𝑧) = 𝐹𝐹𝑘(𝜃1, 𝜃2, 𝑑3, 𝜃4),  (12) 

 

and the inverse kinematic for SCARA robot arm is: 

 

(𝜃1, 𝜃2, 𝑑3, 𝜃4) = 𝐹𝐼𝑘 (𝑋, 𝑌, 𝑍, 𝜑𝑧).   (13)  

 

2.2 Proposed Robust IKP Solution 

The proposed technique for solving the IKP based on 

feedback theory with SMC by restating the IKP as a 

dynamic control problem is shown in Figure 4. The 

proposed method uses the desired Cartesian space 

trajectory as reference, and the control goal is to find a 

joint trajectory that can track the desired one. Desired 

input is the variables in Cartesian space 𝑥𝑑 = [𝑋 𝑌 𝑍 𝜑𝑧] 

while the output is the variables in joint space 𝜃 =

[𝜃1 𝜃2 𝑑3 𝜃4] . The proposed method overcomes the 

drawbacks of previous methods that have been suggested 

to solve the IKP like complex computations, singularity 

problem and long time required in iteration methods as 

discussed above. The proposed control law for this 

tracking problem is: 
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𝑢 = 𝑢𝑃𝐷 + 𝑢𝑠𝑚𝑐,    (14) 

𝑢𝑃𝐷 = 𝑘𝑝 𝑒(𝑡) + 𝑘𝑑�̇�(𝑡),    (15) 

𝑢𝑠𝑚𝑐 = 𝐻𝑠𝑎𝑡(𝑠, ∅),     (16) 

𝑒(𝑡) = 𝑥𝑑(𝑡) − 𝑥(𝑡),     (17) 

�̇�(𝑡) = �̇�𝑑(𝑡) − �̇�(𝑡),    (18) 

𝑠(𝑡) = 𝛽𝑒(𝑡) + �̇�(𝑡), (19) 

 

where 𝑒(𝑡) represents the difference between the current 

and the desired Cartesian coordinates. Using saturation 

function for switching as given in (16) is a well-

established technique in literature [14-16]. Here we 

propose combination of this technique with the 

conventionally used PD type sliding surface given in (15) 

[17, 18].   

 

Remark: The control law depends only on the error 

signal, its derivative, and the sliding surface. As a 

consequence, proposed technique is applicable to all 

kinds of robotic manipulators. 

 

Figure 4. Block diagram of proposed robust IK solution 

 

3. Simulation Tests 

The performance of proposed method that is based on 

PD control with SMC for solving IKP is discussed in this 

section. In order to demonstrate effectiveness of the 

proposed IK solution scheme, computer simulation is 

used for solving IKP of SCARA robot. Performance of 

proposed method is compared with NN method, which 

has been used widely in solving IKP in recent years. 

Since the NN methods are offline, at first they must be 

trained to learn the map between variables in joint space 

and variables in Cartesian space. The values of DH 

parameters used in this simulation are as follows: 𝐿11 =

1, 𝐿12 = 0.1, 𝐿2 = 1, and 𝐿4 = 1. The gain parameters of 

proposed controller are 𝑘𝑝 = 𝐻 = 500𝐼4 , 𝑘𝑑 = 10𝐼4 ,  

∅ = 0.01. The following desired trajectory is used in this 

simulation:   

 

𝑥𝑑(𝑡) = cos (
𝜋

3
+ 0.1sin (7𝑡)) + cos (

𝜋

2
+ 0.1 sin(7𝑡) +

0.1cos (𝑡))  (20) 

𝑦𝑑(𝑡) = sin (
𝜋

3
+ 0.1sin (7𝑡)) + sin (

𝜋

2
+ 0.1 sin(7𝑡) +

0.1cos (𝑡))    (21) 

𝑧𝑑(𝑡) = 1 + 0.1𝑡.      (22) 

 

Note that the tracking control is applied for a maximum 

simulation time of 10 seconds, which limits the motion 

along Z direction between 1 and 2. For practical 

implementation and longer simulation times, the 

reference trajectory in Z direction should be limited. 

Figure 5 shows the desired path of end effector in 

Cartesian space. Integral of the absolute value of the error 

(𝐼𝐴𝐸) is used for comparison: 

 

𝐼𝐴𝐸 = ∫ |𝑒(𝑡)|𝑑𝑡
𝑡𝑓

0
.                   (23) 

 

Therefore the error along X, Y and Z axes can be 

determined as follows: 

 

𝐸𝑟𝑟𝑥 = ∫ |𝑒𝑥(𝑡)|𝑑𝑡
𝑡𝑓

0
= ∫ |𝑥(𝑡) − 𝑥𝑑(𝑡)|𝑑𝑡

𝑡𝑓

0
  (24) 

𝐸𝑟𝑟𝑦 = ∫ |𝑒𝑦(𝑡)|𝑑𝑡
𝑡𝑓

0
= ∫ |𝑦(𝑡) − 𝑦𝑑(𝑡)|𝑑𝑡

𝑡𝑓

0
  (25) 

𝐸𝑟𝑟𝑧 = ∫ |𝑒𝑧(𝑡)|𝑑𝑡
𝑡𝑓

0
= ∫ |𝑧(𝑡) − 𝑧𝑑(𝑡)|𝑑𝑡

𝑡𝑓

0
.  (26) 

 

Roll angle which represents orientation of the end 

effector is shown in Figure 6 and Cartesian space errors 

along the X, Y and Z axes are shown in Figure 7.  As 

expected because the trajectory along Z axis is based only 

on 𝑑3, the NN can easily approximate this relation therefore 

neural network method and also the proposed control 

method have very small error value in this axis.  These 

results indicate clearly high accuracy of proposed method. 

Moreover, proposed method is an on-line method. 

Performance indices listed in Table 2 indicate superiority of 

proposed method, where the 𝐼𝐴𝐸 values are very small for 

X and Y directions, and almost equal to zero in Z direction. 

Therefore, the actual Cartesian path is very close to desired 

Cartesian path with very small cumulative error. 
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Figure 5. Desired trajectory in Cartesian space  

 

 

 
Figure 6. Variation of roll angle versus time 

 

Figure 7. Variation of roll angle along Cartesian axes 

 

 

Table 2. Performance index 𝐼𝐴𝐸 values for three Cartesian axes 

 Proposed NN 

𝐸𝑟𝑟𝑥 0.0014 0.0097 

𝐸𝑟𝑟𝑦 0.0020 0.0048 

𝐸𝑟𝑟𝑧 ~0 ~0 

 

 

4. Conclusion 

In this paper, a novel IKP solution method for multi-

link robotic manipulators based on a feedback control 

strategy is proposed. The method relies on tracking 

control with a desired trajectory that represents the 

desired end-effector angle variation. Proposed method is 

independent from the degrees of freedom of the 

manipulator and it is applicable to all kinds of robotic 

manipulators. A robust scheme that combines PD and 

SMC is used in the feedback control law. Performance of 

the method in solving IKP of a SCARA system is 

illustrated via simulation test results in comparison with 

the common NN based IKP solution approach. Results 

prove applicability of proposed method with satisfactory 

performance. 
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 This paper describes an autopilot system design to regulate the altitude, heading and forward speed in 

the fixed-wing flight mode of the Osprey V22 VTOL (vertical takeoff and land) tilt rotor UAV 

accordingly to a reference, which is generated the trajectory sub-block. X- Plane flight simulator 

developed by Laminar Research, is used to test and optimize the parameter values of the autopilot 

system, which is designed using feedback, feedforward and PID controllers in MATLAB / Simulink 

environment (Software in the Loop- SIL). The receiver and sender blocks to perform the data 

interactions between MATLAB / Simulink and X-Plane flight simulator are created in MATLAB / 

Simulink environment. The receiver block is used to transfer data from the X-Plane flight simulator to 

the controller, while the sender block is used to transfer control signals from the controller to the X-

Plane flight simulator program. The data communication between the two is UDP. The autopilot 

system under test is embedded in the Raspberry-Pi minicomputer and a hardware-in loop (HIL) test 

system created. The reaction of the control algorithm running on the Raspberry-Pi minicomputer to 

the virtual sensor data generated by the X-Plane flight simulator investigated. It is observed that, the 

Osprey-V22 aircraft can perform tasks autonomously in the horizontal flight mode, from the 

experiments and the results obtained. This study also describes the first stage of an undergoing project 

which aims to develop a robust autopilot for Osprey V22 VTOL UAV. 

 

 

© 2018, Advanced Researches and Engineering Journal (IAREJ) and the Author(s). 

Keywords: 

Autopilot controller  

Raspberry Pi  
Tilt-rotor  

X-Plane flight simulator 

 

 

1. Introduction 

In the last few years, researchers have shown great 

interest in the field of VTOL (Vertical Take-Off and 

Landing) aerial vehicles [1]. However, most of them are 

related with quadrotors. Besides these well-known platforms, 

many researchers recently concentrate on the tilt rotor aerial 

vehicles combining the advantages of horizontal and vertical 

flights. Because these new vehicles have no conventional 

design basis, many research groups build their own tilt-rotor 

vehicles according to the desired technical specifications and 

objectives [9]. One of them is fixed-wing VTOL UAV. 

The fixed-wing VTOL UAV has a large flight envelope 

than traditional VTOL UAV since it can hover, and 

maneuver in 3D space like a multi-rotor as well as fly level 

forward flight efficiently at high cruise speed [3]. Notable 

VTOL aircrafts include the Bell XV-15, Bell-Boeing V22 

and so on [4]. The development of V-22 aircraft spurred a 

great research and development effort in tilt rotor 

aerodynamics, flight control etc [2, 11]. Conventional 

tiltrotor vehicles are mechanically complex systems since it 

employs a swashplate and differential rotor tilting to control 

pitch and yaw, respectively [5].   

The model of tilt rotor UAV that is called Osprey V22, is 

given in Figure 1. Osprey V22 is composed of fuselage, two 

wings with two trailing edge flaps at each of the wing, 

nacelles mounted at the wings tips, rotors mounted in front 

of nacelles and horizontal stabilizer with three flaps and two 

vertical fins with one rudder mounted on each fin. All 

components of the aircraft are rigid. The rotors have three 

blades fixed to the shaft by pitch bearing. The pitch angles of 

rotor blades are controlled by swash-plates for constant  
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Figure 1. Osprey V22 tilt rotor UAV [23] 

(collective) and harmonic (cyclic) components. The engine 

nacelles are placed at the tip of each wing. They may rotate 

about axis perpendicular to the fuselage plane of symmetry. 

[2]. The angle of nacelle rotation is between 0° and 97,5°.  

The process of rotating the nacelles to transition between 

helicopter (vertical flight mode) and airplane (fixed-wing 

flight mode) modes is called conversion. Many scholars 

study on how to design the flight control system [12] for 

helicopter, airplane and conversion flight modes. The 

vertical and fixed-wing control mode of tiltrotor can be seen 

in Figure 2. There are some publications describing the 

mathematical modelling, simulation and control of the tilt 

wing and tilt rotor UAV [2,4,5,7,14-18]. For this reason, 

mathematical modeling will not be included in this study. 

Also, some researches are related with autonomous system 

performance maximization and minimum energy controller 

on tilt rotor UAV [25-26]. 

This paper describes an autopilot control design to 

change or maintain the altitude, heading and forward speed 

[20] in the fixed-wing flight mode of the Osprey V22 

VTOL tilt rotor UAV accordingly to a reference, which 

comes from the trajectory generator block. Software-In-

the-Loop (SIL) simulation is used to measure the 

performance of control algorithms. Thus, the controller 

parameters are set in a short time and with minimum cost. 

Raspberry Pi minicomputer, which is the hardware to be 

used in the system, was selected as the first step of creating 

the system necessary for Hardware-In-the-Loop (HIL) 

simulation and the necessary infrastructure for 

communication was established. 

 

Figure 2. Fixed-wing and VTOL control modes [23] 

2. X-Plane Flight Simulator and its Settings 

X-Plane is the flight simulator with the world's most 

realistic flight model. X-Plane is used by industry-leading 

stakeholders such as air force, aircraft manufacturers to 

predict flight characteristics of fixed and rotary wing 

aircraft with high accuracy. The existing aircraft models 

can be changed by the user, but the user can create custom 

plane or helicopter designs with Plane Maker software. In 

addition, the X-Plane simulation environment supports 

programming languages such as C / C++, MATLAB / 

Simulink, and Python [6]. There are settings on the X-

Plane that need to be set for proper operation of the aircraft, 

and the configuration of the flight-model per frame is one 

of these settings. This can be done with the Operations & 

Warnings tab under the Settings menu in the X-Plane flight 

simulator program.   

Value of this parameter is taken as 10 which is indicated 

in Figure 3 to guarantee that the model performs better 

during simulations. 

Another excellent property of the X-Plane is its skill to 

transmit and receive information with the outside world via 

UDP (User Datagram Protocol) [7]. MATLAB / Simulink 

provides blocks ready for UDP communication. 

Communication between X-Plane and MATLAB / Simulink 

can be achieved on the same computer using the internal 

address "127.0.0.1" of the network card, and two different 

computers can be used in case of setting the IP addresses of 

the sender and receiver blocks. Due to the fact that the 

communication will be done with UDP, MATLAB / 

Simulink and X-Plane flight simulator program can run on 

different computers.  

In the “VTOL_Control_Example” model created in 

MATLAB / Simulink, the IP addresses of the sender and 

receiver blocks are "192.168.0.100" which is the IP address 

of the computer running the X-Plane flight simulator 

program. The network configuration on the X-Plane is 

shown in Figure 4 and Figure 5. 

 

 

Figure 3. Flight model per frame 

 

 

Figure 4. IP configuration 
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Figure 5. Port configuration 

The data package of the X-Plane follows a standard 

format, which requires a header and a data set sequence. The 

header shown in Table 1 shows the following bytes [7]: 

1. 0-3 bytes contain "DATA" characters indicating that it 

is a data packet [7]. 

2. The 4th byte is a internal (I) code and is not used for 

data transmission. It is normally defined as zero [7]. 

3. The bytes after the 4th byte in Table-1 are of interest 

to the state of the aircraft and the input and output data to be 

intervened can be defined by selecting appropriate places on 

the table in Figure 6. 

The parameter selection in Figure 6 can also be done with 

automatically. The necessary specifications like IP number, 

Port number, Waypoint data and Input/Output data, which 

uses by UDP, can be written in PostLoadFcn under the 

model properties of Simulink. 

 

 

Figure 6. Selected parameters (input and ouput data) 

 

 

 

 

 

Table 1 X-Plane data package pattern 

3. MATLAB/Simulink Program and its Settings 

Simulink is a block diagram based environment for 

model-based design that simulates multi-disciplinary 

systems. In Simulink environment; system level design, 

simulation, automatic code generation, continuous testing, 

and verification of embedded systems can be done. Simulink 

offers a graphical editor, customizable block library and 

solvers for modeling and simulating dynamic systems. 

Simulink integrated with MATLAB, you can use MATLAB 

algorithms in the model and move your simulation results to 

the MATLAB environment for further analysis [8]. The 

communication interface blocks are given in Figure 7. These 

two blocks consist of three sub-block. These are respectively 

UDP send/receive block, byte pack/unpack block and last 

one is embedded MATLAB functions. There are some 

settings on the Simulink that need to be set for proper 

communication with X-Plane flight simulator. One of them 

is IP and port configuration of UDP receive-send blocks. The 

communication block configurations of Simulink are given 

in Figure 8. 

 

 
Figure 7. The communication blocks of sender and receiver 

 

 
Figure 8. UDP communication blocks (receive and send) ports 

configuration 

 

  

 

Bytes 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 . . . . . . . . . 38 39 40 41 

Value D A T A I L1 L2 L3 L4 B11 B12 B13 B14 B21 B22 B23 B24 . . . . . . . . . B81 B82 B83 B84 
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Figure 9. Byte unpack and pack settings 

Also some settings are needed for byte pack and unpack 

blocks. Byte pack block is used just to pack the data in an 

array of bytes [7]. The configuration of the byte pack block 

is given right side of the Figure 9. Byte unpack block is used 

to unpack the data coming from X-Plane flight simulator 

through the UDP Receive block. Byte unpack block 

configuration is shown left side of the Figure 9. The unpack 

block is configured to output 5 bytes (the header), plus a 

matrix of 17 set of data [7] with 9 fields. With this 

configuration, the maximum length of the message will be 

617 (5 bytes header + 17 set of data * 9 fields * 4 bytes each).  

This data can be seen left side in Figure 8. The input of the 

byte pack block is respectively header; internal code 

(generally zero) and the others are commands, which will be 

send to X-Plane flight simulator with UDP send block.  

The embedded function is responsible to convert 

quadruple bytes into a single format floating point, which are 

then converted into double format to be used by the 

following blocks [7].  

 

4. Design of the Trajectory Generator and Control 

System 

The Simulink model consist of four part, these are 

trajectory generator block, controller block, 

communication interface block, and finally visualizer 

block. This Simulink model can be seen from Figure 10. 

The trajectory generator block, given in detail at Figure 11, 

is responsible to generate references for the aircraft in 

order to perform the desired mission. For this reason, a 

MATLAB function is written in Simulink. This function 

consists of two basic algorithms. These are waypoint 

switching and heading reference generation. The trajectory 

generator block creates heading reference for the attitude 

controllers in order to drive the aircraft to the next 

waypoint.  

Waypoints are made up from three parts, i.e., latitude, 

longitude and altitude. The reference value of altitude 

directly comes from the waypoint list, but the heading 

reference angle must be computed. The heading angle can 

be computed by using line of sight (LoS) formula, given in 

Equation (1). 

 

By using Equation (1), the reference-heading angle is 

found between -180° and 180°. Bu the actual heading 

angle of aircraft, which is read from X-Plane via UDP, is 

between 0° and 360°. So it must be shifted to the interval, 

-180° and +180°, in order to follow the shortest path. For 

this reason, a short code is written in MATLAB.  

Way point switching scheme is explained as follows. 

A variable, called as waypoint index, holds the current 

active target waypoint, and its initial value is one. When 

the aircraft reach the waypoint, the waypoint index is 

increased. But how the system decide a waypoint is 

reached. First of all a distance variable (D) between plane 

and active target waypoint is defined and computed by 

using Equation (2), and the unit of D is degree. The 

distance (D) is then converted from degree to meter by 

using “Haversine” formula (given Appendix A). When the 

distance is less than or equal to a threshold R (D ≤ R in 

Figure 12), it is understood that the waypoint is reached. R 

is computed by Equation (3). Here β is the bank angle and 

V is the airspeed of the aircraft. 

 

 
Figure 10. Simulink model of VTOL fixed-wing UAV control 

system for airplane mode 

 

Figure 11. Trajectory generator block 

𝐿𝑜𝑆 = 𝑎𝑡𝑎𝑛2 [
𝐿𝑜𝑛𝑤𝑝 −  𝐿𝑜𝑛𝑣𝑡𝑜𝑙  

𝐿𝑎𝑡𝑤𝑝 − 𝐿𝑎𝑡𝑣𝑡𝑜𝑙

] ∗ 180/𝜋 
(1) 

𝐷 = √(𝐿𝑜𝑛𝑤𝑝 − 𝐿𝑜𝑛𝑣𝑡𝑜𝑙  )
2

+ (𝐿𝑎𝑡𝑤𝑝 − 𝐿𝑎𝑡𝑣𝑡𝑜𝑙)
2
 

(2) 

𝑅 = 0.3048 ∗ [
𝑉2

11.26 ∗ 𝑡𝑎𝑛 (𝛽)
] 

 
 

(3) 
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Figure 12. Distance between VTOL and waypoint [7] 

 
Figure 13. Controller model at MATLAB/Simulink 

The control block is designed to alter and stabilize the 

VTOL aircraft altitude, heading, and forward speed in order 

to track their references [20], which comes from the 

waypoint list in trajectory generator block. The controller 

model at the MATLAB / Simulink is given in Figure 13. The 

controller block includes both feedback and feedforward 

control scheme. The feedback control loop is responsible for 

longitudinal, lateral direction of the aircraft. 

 

The feed-forward terms are used to correct errors 

caused by coupling movements [20-22]. The control 

algorithms for the altitude and attitude, i.e., roll, pitch and 

yaw, of the VTOL tiltrotor aircraft are designed based on 

PID controller. All controllers contain inner and outer 

loops. Heading angle is indirectly controlled by aileron 

through roll angle (Figure 14). The reference roll signal is 

generated accordingly the error between reference heading 

angle and current heading angle. The reference-heading 

angle comes from trajectory generator block. The output 

of the outer loop is the reference signal for inner roll 

controller and is saturated in the interval, [−45°, 45°]. The 

roll controller is responsible for stabilizing the aircraft’s 

roll angle. It utilizes ailerons to alter the roll angle of the 

aircraft [20]. Aileron commands are sent to X-Plane and 

are limited to -1 to +1 by software. All parameters of 

heading controller is given in Table 2. 

 
Figure 14. Inner and outer feedback loops for heading 

controller. 

Table 2. Parameters for heading controller. 

𝐻𝑒𝑎𝑑𝑖𝑛𝑔 𝑃𝐼𝐷 

𝐾𝑝 3.5 

𝐾𝑖 1.0 

𝐾𝑑 0.5 

𝑅𝑜𝑙𝑙 𝑃𝐼 
𝐾𝑝 0.01 

𝐾𝑖 0.0002 

 

The longitudinal control system emphasizes the altitude 

and the forward speed. The altitude controller is 

implemented in a cascade form (Figure 15). The output of 

this controller is the reference for pitch controller inner loop. 

Then the output of pitch controller is the angle of the elevator 

control surface. Thus, both pitch angle and altitude of the 

aircraft are ensured to be under control [20]. The maximum 

pitch angle is limited to -10° to +15° by software.  These 

values should be transformed to X-Plane elevator control 

surface commands in some limits that is -1 and +1. All 

parameters for altitude controller is given in Table 3. For 

forward speed control PI control is implemented and the 

parameter values of the controller are Kp=0.02 and Ki=0.1, 

respectively. In addition, a feed forward control gain 

(Kpff=0.015) is multiplied by altitude error and then added 

to the output of the forward speed controller to compensate 

the loss of the altitude. 

 
Figure 15. Inner and outer feedback loops for altitude 

controller. 

Table 3. Parameters for altitude controller. 

𝐴𝑙𝑡𝑖𝑡𝑢𝑑𝑒 𝑃𝐼𝐷 

𝐾𝑝 0.2 

𝐾𝑖 0.02 

𝐾𝑑 0.01 

𝑃𝑖𝑡𝑐ℎ 𝑃𝐼𝐷 

𝐾𝑝 0.1 

𝐾𝑖 0.1 

𝐾𝑑 0.01 
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5. Implementation and Application Results 

In this study, a laptop, a PC and Raspberry Pi are used as 

to develop control architecture, to run flight dynamics and to 

implement controller respectively, as shown in Figure 16. 

The Raspberry Pi is a low cost, credit-card sized computer 

that plugs into a computer monitor or TV, and uses a standard 

keyboard and mouse. It is a capable little device that enables 

people of all ages to explore computing, and to learn how to 

program in languages like C, Scratch and Python [24]. The 

Raspberry Pi can be seen on Figure 17.  

  

Simulink Support Package for Raspberry Pi Hardware 

enables to create and run Simulink models on Raspberry Pi 

hardware. The support package includes a library of 

Simulink blocks for configuring and accessing I/O 

peripherals and communication interfaces. After creating 

Simulink model, it can be simulate, tune algorithm 

parameters until get it just right, and download the completed 

algorithm for standalone execution on the device. With the 

MATLAB Function block, MATLAB code is incorporated 

into the Simulink model. With Simulink support package for 

Raspberry Pi, the algorithm developed in Simulink can be 

deployed to the Raspberry Pi using automatic code 

generation [19].  

At the end of this process, an embedded control system was 

made and autopilot control system is then run on the 

Raspberry Pi in a standalone fashion. 

 

Figure 16. Implementation of autopilot test platform 

 

Communication between Raspberry Pi and X-Plane 

occurs through ethernet port using via UDP. 

 

The parameter of the Waypoint List is given in Table 4 

for testing the autopilot performance. The list consist of five 

waypoints. First and last is the same point but the altitude is 

different each other. We requested to move around the 

waypoint by coming to the fifth waypoint through the 

transition points from the autopilot. For this reason, the 

simulation is started by using “Get Me Lost” function of the 

X-Plane flight simulator. In Figure 18, the simulated flight 

path according to the “Waypoint List” data is given on the 

Google Maps. The straight lines show the references and 

dashed line shows the real path of the aircraft. In addition, 

the 3D flight path on X-Plane is also given in Figure 19. The 

result, which is taken in Figure 18-19, represents one tour on 

the route. The responses of the controller for the flight path 

are given in Figure 20-29. In the Figure 20, the altitude 

behavior of the controller is given. 

 

Table 4. Waypoint List 

 
Waypoints 

List  Latitude (°) Longitude (°) 

Altitude 

(m) 

Waypoint_1 37.938240 34.628514 2500 

Waypoint_2 37.867186 34.224914 2750 

Waypoint_3 38.194536 33.897176 3000 

Waypoint_4 38.608634 33.510110 3000 

Waypoint_5 37.938240 34.628514 3000 

 

The blue line represents the altitude reference and dashed 

red line is altitude response of the controller with respect to 

sea level in meters. Some overshoot occurs instant the 

switching of waypoint, because the lift of the wing is 

decreasing. For this reason, pitch of the aircraft increases to 

maintain the altitude and airspeed increases for a short time. 

Figure 21 shows the airspeed response of the all flight path. 

 

The maximum overshoot of the airspeed is less than 6 

percent, and then airspeed is decreased by the controller 

and tracks the reference value. 

 

 
 

 
Figure 17. Raspberry Pi 3 

Figure 18. Flight path for waypoint list on X-Plane 
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Figure 20. Altitude response 

 

Figure 21. Forward speed response 

 

The solid blue lines of the Figure 22, 23 and 28 

represent the reference values of the pitch, roll and 

heading, respectively. Dashed red lines are the response of 

the aircraft.  The pitch value is limited between -10° and 

+15° and the roll value is limited between -45° and +45°. 

The heading angle is changing between -180° and +180°. 

In airplane mode due to a combination of having zero 

angle of incidence in the wing and the thrust line being 

above the centerline of the aircraft, the pitch reference of 

the Osprey V22 about 7 degrees. The aileron and elevator 

command and surface deflections are given through 

between 0 and 1400 sec in Figure 24-25. It is clear from 

the Figure 24, aircraft tracks the aileron reference 

command, which is generated by the inner loop of the roll 

controller block.   

Elevator command and surface response looks like not 

tracking each other in Figure 25. The reason is related the 

elevator trim value, which is produced with altitude error 

by a cross coupling gain. 

Figure 26-28 is related with heading response of the 

heading controller. The reference latitude and longitude 

values and the controller response for these values are 

given in Figure 26 and 27, respectively. In addition, the 

detailed reference values of latitude and longitude can also 

be found at Table 4. 

 

 

Figure 19. 3D Flight path for waypoint list on X-Plane 

Figure 22. Pitch response 

 

Figure 23. Roll response 

Figure 24. Aileron surface response 
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The heading response of the heading controller is given 

in Figure 28. It is clear from the Figure 28; aircraft tracks 

the reference-heading angle, which is generated by the 

trajectory generator block. Actually, heading reference is 

changing between -180 and +180 degree, but we convert 

this data to 0-360 degree because we get the data from X-

Plane like this. In Figure 28, approximately at 825 seconds 

one spike is shown. However, this data is actually the same 

data (360 degree equals 0 degree) and it occurs from the 

discontinuity. Last part of the Figures 20-28 belong to 

loiter mode of the aircraft that is turn around the waypoint 

5 at 3000 m sea level. 

Figure 29 shows, the 3D vehicle position of the 

trajectory-tracking task. As it can be observed, the vehicle 

tracks the desired trajectory.  

 

Figure 30. Roll and pitch response of the aircraft 

In Figure 30, a snapshot of the aircraft is given during 

the flight. 

6. Conclusions and Future Works 

With this study, an autopilot control design is made to 

change or maintain the altitude, heading and forward speed 

in the fixed-wing flight mode of the Osprey V22 aircraft 

accordingly to a reference, which comes from the trajectory 

generator block. Software-In-the-Loop (SIL) simulation is 

used to evaluate the controls and algorithms, because it is 

easy and fast way to verify the controller, leading to 

minimize the cost and time. Raspberry Pi minicomputer, 

which is the hardware used in the system, was selected as the 

first step of creating the system necessary for Hardware-In-

the-Loop (HIL) simulation. An embedded control system is 

made such that successful implementation of an autopilot 

Figure 25. Elevator surface response 

Figure 26. Latitude reference and response of the lateral 

controller 

Figure 27. Longitude reference and response of longitudinal 

controller 

Figure 28. Heading response 

 

Figure 29. 3D Flight path of waypoint list 
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system is then run on the Raspberry Pi as a standalone 

application. Communication between Raspberry Pi and X-

Plane is provided through their Ethernet port using UDP.  

The future work will be based on developing robust 

controller, instead of classical PID, for vertical take-off 

/landing and transition mode for Osprey V22 aircraft. Then, 

a platform will be built, which aid autopilot systems study 

and design. This platform will allow to us to monitor the 

aircraft responses for a designed autopilot system with high 

degree of realism.  
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Nomenclature 

VTOL : Vertical Take-off and Landing    

UAV : Unmanned Air Vehicle 
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Appendix 

A. Haversine Formula Matlab M.File 

    function d = haversine (lat1,lon1,lat2,lon2) 

    R = 6378.137;  % Radius of earth in km 

    dlat  = radians(lat2- lat1); 

    dlon = radians(lon2- lon1); 

    lat1= radians(lat1); 

    lat2= radians(lat2); 

    a = (sin(dlat./2))2+cos(lat1)*cos(lat2)*(sin(dlon/2))2; 

    c = 2 * asin(sqrt(a)); 

    d = R * c * 1000; %meters 

end 
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 Nitrogen fertilization in vegetable production in agriculture is an inevitable application for plant 

growth and yield. The use of urea (46%)and nitrate (23-26%) for nitrogen fertilization is 

common in our country's agriculture. Nitrogen fertilization is carried out two or three times in 

different periods to meet the nitrogen requirement of the soil in wheat farming. Nitrogen 

fertilization is performed once in the pre-sowing period in developed countries such as America 

and Canada. Studies have also been carried out in order to ensure the use of similar nitrogen 

fertilization methods under the conditions of our country. Anhydrous ammonia, which is a raw 

material of nitrogenous fertilizers with 82.2% nitrogen content, was used for fertilizing as an 

environmental and economic method. The biggest problem in this application is the lack of 

equipment that can place the fertilizer into the soil due to the chemical properties of Anhydrous 

ammonia. In our work, we have developed equipment for the application of anhydrous ammonia 

and have carried out experiments on wheat farming in the region. Two different methods have 

been studied in the research; Anhydrous ammonia methods and traditional methods. The 

anhydrous ammonia method is a more advantageous method than the farmer condition method in 

terms of the parameters examined. Anhydrous ammonia method is a more environmentally and 

economical method due to the use of less fertilizer. 

 

 

© 2018, Advanced Researches and Engineering Journal (IAREJ) and the Author(s).   
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1. Introduction 

The use of nitrogen fertilizer is necessary to ensure 

that production in agriculture is efficient and profitable. 

In our country, only 2 971 000 tones of nitrogenous 

fertilizer is used to meet 661 000 tones of pure nitrogen 

demand in cereal production [3]. As is known in our 

agriculture for the purpose of nitrogen fertilization; urea 

(46%), ammonium nitrate (26-34%), ammonium sulphate 

(21%) and compound fertilizers are used. In wheat 

production, fertilization is carried out in three different 

periods using different nitrogenous fertilizers. Anhydrous 

ammonia has been used for many years as a nitrogen 

source in cereal production especially in developed 

countries such as USA and Canada. Anhydrous ammonia 

accounts for 32% of the nitrogenous fertilizers used in 

agriculture [7]. In this study, traditional fertilization 

method and anhydrous ammonia fertilization method are 

compared. Nitrogen fertilizers and nitrogen content used 

in agriculture are given in Table 1. 

Table 1. Nitrogenous fertilizers used in agriculture 
 

Fertilizer Formula 
N content 

(%) 

Ammonia NH3  82.2 

Ammonium nitrate NH4NO3  26-34 

Ammonium sulphate (NH4)2SO4  21 

Ammonium chloride NH4Cl 26 

Urea (NH2)2CO  46 

Calcium nitrate Ca(NO3)2  15.5 

Sodium nitrate NaNO3  16 

Calcium cyanamide CaCN2  20.6 

 

Anhydrous ammonia (NH3) has the highest amount of 

nitrogen with 82.2%. However, it is used as a raw material 

of nitrogenous fertilizers. Due to the chemical properties of 

anhydrous ammonia, its use is very limited [1]. Ammonia, 

classified as a chemical substance, is liquid under pressure. 

When the effect of the pressure is removed, it is in gas form 

[5,8]. Because of its chemical properties, ammonia 

application equipment must be in special construction. Due 

http://www.dergipark.gov.tr/
http://www.dergipark.gov.tr/iarej
mailto:ftan@nku.edu.tr
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to all these factors, the use of anhydrous ammonia as a 

nitrogen fertilizer is not yet available. 

Within the scope of the project (TAGEM / 13-AR-GE / 

45), we designed an equipment capable of applying 

ammonia fertilizer to the soil for nitrogen fertilization and 

we used for wheat farming. In this study, the advantages 

and disadvantages of traditional and anhydrous ammonia 

fertilization methods were evaluated. 

 

2. Material and Method  

2.1 Anhydrous ammonia  

The physical and chemical properties of the anhydrous 

ammonia fertilizer used in the nitrogen fertilization method 

are given in Table 2 [5]. 

Because of these properties, anhydrous ammonia, which 

is assessed in the chemical class, requires the use of 

materials resistant to storage and abrasion under special 

conditions. Ammonia is used as a coolant in the air 

conditioning in our homes. For this reason, the most 

suitable use area for ammonia is agricultural fields with 

open application area. 

 

2.2 Anhydrous ammonia application equipment 

The anhydrous ammonia application equipment 

developed by our project team under the project is shown in 

Fig 1.  

The equipment is arranged so that anhydrous ammonia 

fertilizer can be applied under the soil. The Knife type 

injection unit is shown in Fig 2. 

 
 
Table 2. Physical and chemical properties of anhydrous 
ammonia 
 

Physical form Gas (liquid under pressure) 

Color Colorless 

Smell Heavy 

Molecular weight 17.031 g / mol 

Gas density 0.73 kg / m3 

The liquid density (-33.3 ° C) 681.9 kg / m3 

Critical temperature 132.44 oC 

Critical pressure 113 bar 

 

 

 
Figure 1. Anhydrous ammonia application equipment 

 
 

Figure 2. Knife type injection unit 

 

Table 3. The properties of the equipment 
 

Width 2200  mm 

Tank volume 500 liter 

Tank pressure 10 bar 

 

The equipment consists of main frame, tank, feet, 

fasteners, dosing unit and control valves [2]. All the 

materials used in the equipment were resistant to anhydrous 

ammonia. The properties of the equipment are given in 

Table 3. 

The main frame is made of 4 + 5 + 5 and the anhydrous 

ammonia is applied to the soil with only 4 front legs. The 

task of the rear legs is to cover the soil and prevent possible 

nitrogen losses. 

 

2.3 Anhydrous ammonia application method (AAM) 

In this method, anhydrous ammonia was applied once to 

the soil before sowing. Ammonia was applied at a dose of 

22 kg da-1 according to soil analysis results. The anhydrous 

ammonia was injected 15-20 cm beneath the soil surface 

with application equipment and between 50 cm rows. 

 

2.4 Traditional method (TM) 

In the traditional method practiced by farmers, the 

application periods of fertilizers, the types of fertilizers used 

and the amount of fertilizers applied were recorded. It has 

not been intervened in the application condition of the 

farmer. The amounts and periods of fertilizer applied in 

wheat cultivation in the traditional method are given in 

Table 4. 

As shown in Table 4, nitrogen fertilization in the 

traditional method was carried out in three different periods. 

 

Table 4. The amounts and the periods of fertilizer applied in the 
traditional method 
 

Period I  II 

Pre- sowing 10 kg urea (46 %)  10 kg TSP+10 kg urea  

Tillering 18 kg urea (46 %)  20 kg urea (46 %)  

Stemelongation 23 kg CAN (26%)  25 kg nitrate (26%)  

Total nitrogen 18.9 kg da-1  20.3 kg da-1  

Total 

fertilization 

51 Kg 55 Kg 
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3. Results and Discussion 

According to soil analysis, the amount of nitrogenous 

fertilizer that should be given to the soil was determined as 

18 kg da-1. The types of fertilizer used and the amounts used 

are given in Table 5. The total fertilizer usage amounts 

according to the methods are shown in Fig 3. 

As shown in Table 5, 22 kg da-1 of anhydrous ammonia 

was used in the AAM method in two years  to apply 18 kg 

da-1 pure nitrogen. 

The total amount of nitrogen fertilizer used in the TM 

method was calculated as 51 kg in the first year and 55 kg 

in the second year. In TM method, the most used fertilizer 

type as nitrogen fertilizer was urea. 

Fertilization was done three times in the TM method, but 

fertilization was done only once in the AAM method. This 

causes the farmer to use the tractor + equipment three times. 

This causes the consumed human energy and fuel 

consumption to be much higher.  

The application of fertilizer in three periods also causes 

many disadvantages. These can be listed as cost increase, 

deterioration of soil porosity, increase of field traffic, use of 

excess fuel and negative environmental effects. It also 

causes the farmer to spend a lot more time. 

 

Table 5. Quantities and types of fertilizers used in methods 
 

Year AAM  TM 

I 

 

Anhydrous 

ammonia 

 

10 kg urea (46%)  

18 kg urea (46%)  

23 kg CAN (26%)  

Application 1 3 

Total 22 kg da-1 51 kg da-1 

Difference 29 kg da-1 

II 
Anhydrous 
ammonia 

10 kg TSP + 10 kg urea  

20 kg urea (46%)  

25 kg nitrate (26%)  

Application 1 3 

Total 22 kg da-1 55 kg da-1 

Difference 33 kg da-1 

 

 

 
Figure 3. Amount of fertilizer according to methods 

 

In the TM method, more fertilizer use was determined 

than in the AAM method. This amount was determined as 

29 kg in the first year and 33 kg in the second year. It is 

clear from the results that in the TM method, much more 

fertilizer was  used compared to the AAM method. 

The grain yields according to the methods are shown in 

Table 6. 

The AAM method showed positive results in terms of all 

the parameters examined according to TM method. Farmers 

usually prefer varieties with higher plant height. This is due 

to the increase in wheat stalk prices used in animal feeding 

in recent years. Wheat stalk is an important feedstock for 

livestock operations. However, due to insufficient 

production, wheat stalks gain value.  

According to the AAM method, the plant height was 10 

cm longer than the TM method. 

In the AAM method; the most positive results were 

calculated in terms of characteristics such as spike length, 

number of grain in spike and grain weight in spike, which 

are important effects on yield. 

Total grain yields (kg da-1) according to the methods are 

shown in Fig. 4.  

 

Table 6. The grain yields according to the methods 
 

 Parameter AAM TM Diff. 

I 

Plant height (cm) 103.56±6.1 93.40±2.6 10 

Spike length (cm) 

(cm) 
8.54±0.82 8.11±1.0 0.43 

Number of grain in 

spike 
(number/spike) 

42.56±7.14 33.80±8.66 8.76 

Grain weight in 

spike (g/spike) 
2.41±0.47 1.93±0.59 0.48 

Gluten (%) 35.33±2.06 30.83±3.0 4.5 

Grain yield 

(kg da-1) 
892.15 728.33 163.82 

II 

Plant height (cm) 95.73±10.1 90.08±4.5 5.65 

Spike length (cm) 
(cm) 

8.36±0.84 7.11±1.0 1.25 

Number of grain in 

spike 
(number/spike) 

43.73±7.18 35.63±9.11 8.1 

Grain weight in 

spike (g/spike) 
1.59±0.29 1.28±0.42 0.31 

Gluten (%) 29.83±3.6 24.5±2.6 5.33 

Grain yield 

(kg da-1) 
744.80 695.44 49.36 

 

 

 
Figure 4. Total grain yields (kg da-1) according to the methods 
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The grain yield in the AAM method were 163.82 kg da-1, 

49.36 kg da-1
 higher than the TM method in year I and II, 

respectively. Similar results were found by [8, 9]. While it 

is known that nitrogen fertilizer application increases grain 

yield, application method and amount is also important 

[6 ,1, 9]. 

Compared with the TM, the number of grain in spike 

increased by 8.76 (number/spike) in year I and by 8.1 

(number/spike) in year II. 

Gluten values (%) according to the methods are given in 

Fig 5. The gluten value, which is a quality parameter, was 

found to be high in the AAM method. It was stated that the 

content of gluten for high-quality dough in bread making 

should be 28% [4]. 

In this respect, although nitrogen fertilization was applied 

once in the AAM method, the gluten content of wheat in 

AAM method was higher than the TM method. The gluten 

content in the AAM method were 4.5%, 5.33% higher than 

the TM method in year I and II, respectively. 

The fertilizer and fertilizer costs according to the 

methods are given in Table 7. 

 

 
Figure 5. Gluten values (%) according to the methods 

 

 

Table 7. The fertilizer costs according to the methods 
 

Year  AAM TM 

I 

Cost per unit ($/Kg) 0.25 0.32 

Fertilizer Cost($/da) 22.19 25.43 

Total Fertilizing Cost 

($/da) 
28.58 39.13 

Total cost ($/da) 165.57 176.12 

II 

Cost per unit ($/Kg) 0.25 0.29 

Fertilizer Cost($/da) 17.86 21.73 

Total Fertilizing Cost 

($/da) 
23.01 32.76 

Total cost ($/da) 151.69 161.43 

* Prices are calculated according to the unit prices of the year 2014-

2015. 

 

There are significant differences between the methods in 

terms of cost for nitrogen fertilizer in wheat farming. 

Total Fertilizing Costs in the AAM method were 10.55 $, 

9.75 $ more economical than the TM method in year I and 

II, respectively. This shows that farmers spend more money 

on unit product costs. The advantages and disadvantages of 

methods are given in Table 7. 

When the advantages and disadvantages of the methods 

are listed in terms of the examined parameters, the AAM 

method is found to be more advantageous than the TM 

method. 

When all these results are evaluated; anhydrous ammonia 

can be used in the cultivation of our country for nitrogen 

fertilization. However, the biggest problem in the use of 

anhydrous ammonia in agriculture is that the application 

equipment is not available on the market. Anhydrous 

ammonia application areas in agriculture should be 

increased. In addition, intensive chemical use in agricultural 

applications causes environmental and groundwater 

pollutions. The use of fertilizer in intensive quantities 

increases the harmful effects by contamination of both soil 

and groundwater. It is known that the use of fertilizer is 

inevitable for high yield. For this reason, effective use of 

fertilizer is important. 

In this study, positive results were determined in the 

anhydrous ammonia method according to the parameters 

examined. 

 

3. Conclusions 

According to the results of this study; use of anhydrous 

ammonia is recommended in terms of yield parameters and 

economic factors. 
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Nomenclature 

AA : Anhydrous ammonia 

AAM : Anhydrous ammonia method 

TM  : Traditional method 

TSP : Triple super phosphate 

CAN : Calcium ammonium nitrate 

NH3 : Ammonium 
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Effects of pretreatments on the production of biogas from cow manure 
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  ARTICLE INFO  ABSTRACT 

 In this study, some pretreatments were applied to cow manure to determine water solubility and 

biogas production. Aqueous phases containing 10 % solids by mass were prepared in the study. 

Chemical substances (NaOH), which were as much as 10, 15, and 20 % of the solids by mass, 

were added to the aqueous phases, and then they were subjected to microwave and hotplate 

thermal pretreatments separately (for 15, 30, 60 minutes). Following the pretreatments, the water 

solubility percentages of the solid materials were determined in the un-pretreated and pretreated 

aqueous phases. The pH of the aqueous phases, which yielded the highest water solubility, was 

adjusted to 7 using acid. Afterwards, the aqueous phases were incubated at 35 °C for 32 days in 

an incubator, and biogas and methane measurements were made in aqueous phases every 4 days. 

As a result of the study, maximum water solubility was found to be 92.8% (by mass), maximum 

biogas yield 378 mL/1g, and dry solids and maximum methane content values 41%.   
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1. Introduction 

Biogas is a gas mixture which is produced by the 

fermentation of organic-based waste/residues in an 

anaerobic environment. It is colorless - odorless, lighter 

than air. It burns with a bright blue flame and comprises 

40-70% methane, 30-60% carbon dioxide, 0-3% 

hydrogen sulfide, and very little nitrogen and hydrogen 

depending on the composition of organic substances in its 

composition. 

The thermal value of the biogas comes from the 

flammable methane gas in its composition. The amount 

of heat obtained from 1 m3 biogas is 4700-5700 kcal/m3 

[1]. 
 

The effective heat of 1 m3 biogas is equivalent to the 

following energy values: 

0,62 liter of kerosene 

1,46 kg of charcoal 

3,47 kg of wood 

0,43 kg of butane gas  

12,3 kg chip 

4,70 kWh electric energy 

Fuel equivalents of 1 m3 biogas: 

0,66 liter diesel 

0,75 liters of gasoline 

0,25 m3 propane [1]. 

 

Various wastes such as animal waste (feces of cattle, 

horses, sheep, and poultry animals, wastes from 

slaughterhouses, and waste from the processing of animal 

products), vegetal waste (unprocessed parts of plants and 

waste from the processing of vegetal products such as 

finely chopped stalks, straw, stubble and corn residues, 

sugar beet leaves and grass residues), and urban and 

industrial wastes with organic content (sewage and 

bottom sludge, waste from paper industry and food 

industry, dissolved organic matter and highly 

concentrated industrial and domestic wastewater) are 

used in biogas production. 

Table 1 presents biogas yields and methane quantities 

in biogas that can be obtained from various sources [1]. 

Solid animal wastes are regarded as the ideal source 

for biogas production (65% methane, 35% CO2) after a 
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biological treatment. The resulting biogas is of great 

significance for both electricity and heat generation [2]. 

 

Daily and annual wet manure quantities that can be 

obtained on the basis of animal weight are as follows: 

• 5-6% kg-wet manure/day of live weight of cattle  

• 4-5% kg-wet manure/day of live weight of sheep-goat 

• 3-4% kg-wet manure/day of live weight of chicken [1]. 

 

Table 2 presents the amounts of annual wet manure 

that can be obtained on the basis of animal weight and 

Table 3 presents the biogas quantities that can be 

produced by the type of manure [1]. 

 

Table 1. Biogas yields that can be obtained from various 

sources and methane quantities in biogas [1]. 
 

SOURCE 
Biogas Yield 

(liter/kg) 

Methane Ratio 

(% by volume) 

Cattle Manure 90-310 65 

Poultry Manure 310-620 60 

Pig Manure 340-550 65-70 

Wheat Straw 200-300 50-60 

Rye Straw 200-300 59 

Barley Straw 290-310 59 

Corn Stems and 

Residues 
380-460 59 

Flax, Hemp 360 59 

Grass 280-550 70 

Vegetable Residues 330-360 Variable 

Various Agricultural 

Residues 
310-430 60-70 

Peanut Shell 365 - 

Fallen Tree Leaves 210-290 58 

Algae 420-500 63 

Wastewater Mud 310-800 65-80 

 

Table 2. Annual wet manure quantities that can be obtained on 

the basis of animal weight [1].  
 

Number of 

Animals 
Animal Species 

Wet Manure Quantity 

(ton/year) 

1 Cattle 3,6 

1 The ovine 0,7 

1 Poultry 0,022 

 

Table 3. Biogas yield that can be produced depending on 

manure type [1]. 
 

Manure Type 
Manure 

Quantity 

Biogas Quantity that can 

be Obtained  

(m3/year) 

Cattle 1 ton 33 

The ovine 1 ton 58 

Poultry 1 ton 78 

When Turkey's energy statistics are examined, it can 

be seen that animal and vegetal residues make up 9% of 

the total energy production and 4% of the total energy 

consumption. The share of animal manure among other 

items is big. In our country, animal chip is utilized for 

heating and cooking. The use of animal manure on 

agricultural lands is more economical than converting it 

to energy by burning. Animal manure has superior 

properties in comparison to artificial fertilizers. In 

addition to providing soil nutrients, it also improves soil 

structure. Preventing the burning of animal chip and 

ensuring its use in agricultural lands is only possible by 

giving an energy substitute to the rural area. This 

substitute energy is biogas, which can also be obtained 

from animal manure [3]. 

Utilization of animal wastes as biogas is also 

important from an environmental point of view. 

The unpleasant smell which is one of the biggest 

problems arising from animal husbandry facilities will be 

removed by anaerobic digestion of waste. Raw manure 

that is kept outdoors in farm raising animals can leak into 

ground or surface water with rainwater or wind. This 

causes eutrophication in surface waters and pollution in 

ground waters. With biogas investment, these negative 

effects will come to a halt. 

During the maturation of the manure in biogas 

generators, an environment based on a natural 

decomposition basis is created, and so reproduction of 

harmful parasites and pathogenic microorganisms 

become impossible and thus waste environment can not 

threaten the environment and human health [4]. 

A review of the related literature in the light of these 

facts has yielded the following findings: 

Kearney et al. found the daily biogas production 

produced by some bacteria found in cattle manure in an 

anaerobic medium in the laboratory at 35 °C, for 25 days, 

and at pH 7.6 conditions as 510-620 ml/day and the 

methane ratio as 42-50% [5]. 

Pound et al. conducted a study to compare the 

amounts of biogas produced from cattle manure mixed 

with urea and urea-free compressed sugar cane in 

anaerobic conditions. It was found that when they 

increased the percentage of compressed sugar cane in the 

mixture, the pH of the slurry in fermentation decreased, 

and then biogas production slowed down respectively. It 

was determined as a result that biogas production was 

directly proportional to the amounts of pH of the slurries 

[6]. 

Sözer and Yaldız determined an optimum biogas 

production yield by mixing banana greenhouse wastes 

and cattle dung at various ratios. The study was 

conducted by adding 15%, 30%, 45%, 60% and 75% 

banana greenhouse wastes into cattle dung at 37 ºC, in 

laboratory biogas generators with continuous flow, for 
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15-day waiting period. As a result, the highest raw 

material specific methane production rate was determined 

as  0,149 L g-1 organic dry matter/day from 30% banana 

greenhouse waste and 70% cattle dung mixture [7]. 

Kobya studied biogas production from cattle dung at 

different temperatures (20, 25, 30, 35 °C). In the 

study, TGaz, TCH4, TOM changes were examined for 

various temperatures and time periods and related model 

equations were obtained.  It was found that at 35 °C, a 

total of 8.630 liters of biogas was obtained from 80g dry 

cattle dung, while 9.670 liters of biogas were obtained 

from 80g fresh cattle dung. It was found as a result of the 

study that as the temperature increased, the degradation 

rate of TGaz, TCH4, TOM increased by time [8].   

By using laboratory scale biolithic reactors, Aslanlı 

tried to determine the effect of boron compounds on 

biogas production from animal wastes. Boron compounds 

were added to the reactors at different doses and at 

different temperatures. Cattle dung was diluted with tap 

water at a ratio of 1:1 g/ml and then incubated for 35 days 

in anaerobic conditions at 25, 37 and 50 °C for biogas 

production. Ammonium tetraborate, borax, boric acid, 

lithium tetraborate and potassium tetraborate were added 

to the reactors at different doses. Effective biogas 

production was observed in the reactor with maximum 

level ammonium tetraborate (0,50 g/L) at 25 °C 

incubation and the reactor with borax (0,86 g/L) at 37 °C.  

On the other hand, boron compound was observed to 

have no effect on biogas production [9].    

Varinli determined the optimum thermal pretreatment 

temperature for the maximum biogas production from 

apple marc and evaluated the methane production 

potential as a function of the thermal pretreatment 

temperature. Thermal pretreatment was applied at 11 

different temperatures such as 25 °C, 50 °C, 70 °C,        

80 °C, 90 °C, 100 °C, 110 °C, 120 °C, 130 °C, 150 °C 

and 170 °C. Measurements were made in reactors 

operated for 42 days and the biogas content of gas 

samples taken at periodic intervals was determined by gas 

chromatography. The highest biogas production was 

obtained from samples pretreated at 150 oC, while the 

lowest was obtained from pretreatment samples at       

110 oC. More gas production was achieved in samples 

with thermal pretreatment than the samples without 

thermal pretreatment. Experimental studies have shown 

that thermal pretreatment has a positive effect on biogas 

and methane production from apple marc [10].   

Ardıç studied increasing the biogas production yield 

from cow dung.  To do this, he separately added H2SO4, 

H3PO4, HNO3, NaOH and KOH as much as 5%, 10%, 

15% and 20% of the solid matter in the mixture to 

aqueous mixtures containing solids as much as 10% of 

cow dung, and then thermal and thermochemical 

pretreatments were applied at one, two and three hour-

intervals at room temperature and water boiling 

temperature. The aqueous phases which yielded the 

maximum water solubility were applied anaerobic 

treatment at pH=7 and 30 °C for 30 days, and then their 

biogas and methane volumes were determined by time. 

At the end of the study, the maximum water solubility of 

the solid material in the cow dung was found to be 29,7% 

and the maximum methane production yield was    

352,37 mLCH4/gKM. This value was obtained from a 

three-hour thermochemical pretreatment using NaOH, it 

was observed that pretreatments conducted using NaOH 

were found to improve the water solubility of the solid 

material in cow dung and the biogas, methane production 

efficiency from cow dung [11]. 

In this study, cow manure was pretreated so that water 

solubility and biogas production could be determined. 

The slurry with 10% solid content added no chemical 

substance and the slurry with 10% solid content added a 

chemical substance were subjected to microwave and 

hotplate thermal treatment at room temperature. 

 

2. Material and Method 

2.1. The Pretreatments 

Cow manure used as raw material in the study was 

prepared by drying, grinding and subjecting it to sieve 

analysis to ensure homogeneity. In the experiments, 

aqueous phases containing 10% solids by mass were 

used. An alkaline pretreatment was carried out by adding 

NaOH solution of 50% as much as 10%, 15%, and 20% 

of the solids to the aqueous slurry containing 10% solids 

by mass. 

The thermal pretreatments, on the other hand, were 

carried out by keeping the slurry with 10% solid content 

by mass in a 700 W microwave oven under a reflux or on 

a hotplate under a reflux for 15, 30 and 60 minutes. 

 

2.2. Determining Water Solubility and Biogas Yield 

The pretreated aqueous cow manure samples were 

filtered through glass cotton whose fixed weight was 

measured. The filtration process in the aqueous mixtures 

continued until the filtered water was transparent. The 

solid collected in the glass cotton after the filtration 

process was dried at 70°C - 80°C in the incubator until it 

was possible to get the weight and their weights were 

recorded to find the percentage of water solubility. The 

transactions were made in triplicate. 

Samples with the highest water solubility were 

selected for analysis after dissolution experiments in 

water. To adjust the pH of the selected aqueous phases to 

7, H2SO4 solution was added to the aqueous phases which 

had been subjected to basic pretreatment. The bottles to 

be filled in 10% aqueous phases obtained from the 

pretreatment conditions were wrapped with foil to 

prevent light transmission so that anaerobic disintegration 



 

 

 
could take place. All aqueous phases were grafted to 

achieve methane formation. The bottles in which the 

samples and the vaccine solution were filled in were 

capped. Certain amounts of nitrogen gas were filled into 

the capped bottles in which certain amounts of samples 

were placed so that the oxygen in the bottles can be 

removed completely. Bottles were left to anaerobic 

biodegradation in an incubator set at 35 °C to ensure 

optimum conditions. The volume of biogas and methane 

emerging in the bottles placed in the incubator was 

measured with Orsat Gas Analyzer. 

First of all, the biogas volume was determined at this 

device. The entire biogas was then taken up in the 

absorption column on the device with a CO2 absorber 

33% KOH solution through a level bottle, and then the 

gas was flushed several times with this solution to assure 

the absorption of all CO2. 

The reaction of CO2 with KOH is given in the 

following equation. 

 

            CO2 + 2KOH → K2CO3 + H2O                    (1) 

 

The remaining gas was then passed to the burette 

where the other gas level on the instrument was 

measured, and the methane volume was read here. 

 

3.  Results and Discussion 

Figure 1 shows the change in the water solubility 

percentages by mass based on the applied pretreatments. 

 

PRETREATMENTS (Water Solubility): 

1. Un-pretreated raw manure 

2. 30 minutes MD 

3. 15 minutes HP 

4. 10% NaOH addition  

5. 20% NaOH addition + 15 minute HP 

6. 10% NaOH addition + 15 minute MD 

7. 15% NaOH addition + 15 minute HP 

8. 15% NaOH addition + 30 minute MD 

 

As is shown in Figure 1, the best pretreatment 

condition in which cow manure dissolved was 20% 

NaOH addition for 15 minutes HP pretreatment with 

92.8% value. All pretreatments increased the water 

solubility of solid material. 

According to pretreatments, the change in the 

volumetric cumulative biogas amounts per gram of dry 

solids in standard conditions is given in Figure 2. 

 

 

 

 

 

 

PRETREATMENTS (Biogas Production): 

1. 10% NaOH addition  

2. 15% NaOH addition + 30 minute MD 

3. 20% NaOH addition + 15 minute HP 

4. 10% NaOH addition + 15 minute MD 

5. 15% NaOH addition + 15 minute HP 

6. 30 minutes MD 

7. 15 minutes HP 

8. Un-pretreated raw manure 

 

When the cumulative biogas amounts obtained at the 

end of the anaerobic treatment was examined, it was 

observed that the highest amount of biogas was obtained 

from 15% NaOH addition + 30 min MD pretreatment 

condition with 378 mL value. The methane content of the 

biogas obtained in this pretreatment condition was 41%. 

Under all conditions, there was an increase in the amount 

of biogas production compared to that of the unprocessed 

raw cow manure. 

 

 
 

Figure 1. The change in water solubility percentage of solid 

material as a result of pretreatments 

 

 

Figure 2. The change in cumulative biogas quantities 
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4.  Conclusion 

As a result of the study, it was found that the best 

water solubility was achieved with 20 % NaOH addition 

+ 15 minutes HP pretreatment which yielded 92.8% 

achievement. All the pretreatments were shown to 

increase water dissolution.  

The highest amount of cumulative biogas was 

obtained from 15% NaOH addition + 30 min MD 

pretreatment condition with 378 mL value. The biogas 

production yields obtained from all pretreatments were 

higher than that of the un-pretreated sample. All 

pretreatments increased biogas production efficiency as 

well as increasing water dissolution. Thus, the positive 

effects of pretreatments on the biogas production 

efficiency were revealed. 

When compared to similar studies, the results of this 

study indicated that pretreatments increased water 

dissolution and biogas production. Given the positive 

effects of both chemical and thermal pretreatments on 

biogas production, applying these pretreatment conditions 

in biogas production plants will make a great contribution 

to production and provide economic benefits. 

In conclusion, biogas production from animal wastes 

provides both electricity and heat production, as well as 

providing many positive social, economic and 

environmental results. 
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 Depending on the growing population and the developing industry, wastewater is encountered 

with different characteristics and higher temperatures each passing day. For this reason, researches 

are under way for new treatment methods that will respond to needs in terms of cost and 

remediation. In this study, treatment of fruit juice concentrate wastewater has been examined by 

electrocoagulation (EC). For this purpose, the optimum conditions for the best COD removal were 

investigated. In the EC process, different electrodes (aluminum, iron and steel), pH (5.5,7, 8 and 

9) and current (0.6, 0.8 and 1.0 A) were studied, respectively. The results showed that the optimum 

COD and color removal were obtained as 66%, 98% respectively when the applied electrode pair 

were Al(+)/Fe(-), cell current was 0,8A and wastewater pH was 5.5 in 10 min. Also, the operating 

cost was calculated for the optimized treatment conditions of 1 m3 fruit juice wastewater as 2.69 

US$.  
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1. Introduction 

High amount of water is used in the juice industry thus 

it produces a high amount of wastewater [1]. These 

wastewater contain high concentrations of organics due to 

usage of fruits or sugar [2]. The typical juice industry 

produces 10 L wastewater per litter of juice. A wide range 

of fruits are used to manufacture juice. These include 

apple, apricot, rosehip, peach, cherry, oranges. So far, 

conventional treatment methods such as aerobic and 

anaerobic [3-5], combination of biological and chemical 

processes [6], membrane filtration [7], proton exchange 

membrane fuel cell [8], membrane bioreactor [9] have 

been applied for fruit juice wastewater. 

If it is considered that so many different fruits and more 

than one species of each fruit participate in production; it 

can be said that the wastewater contains chemicals in a 

very wide range of different structures. Also, it contains a 

lot of organic acids which were added as preservatives and 

additives during fruit juice production. Therefore, there is 

a need for alternative treatment methods that can treat 

different characteristic wastewaters. 

Recent studies have shown that electrochemical 

techniques can provide a good opportunity to prevent and 

remedy pollution problems due to strict environmental 

regulations. The use of electrochemical technologies for 

the treatment of organic pollutants contained in industrial 

wastewaters has received a great deal of attention in recent 

years [10]. Electrocoagulation (EC) is an emerging 

technology that combines the functions and advantages of 

conventional coagulation, flotation, and adsorption in 

wastewater treatment [11]. Studies show successful results 

in treatment of  textile wastewater [12-14], food and 

protein wastewater [15], landfill leachate wastewater [16], 

pulp and paper mill wastewater [17,18], arsenic in 

wastewater [19], pesticides in wastewater [20], tannery 

wastewater [21], oil refinery wastewater [22] by 

electrocoagulation process. According to literature, the EC 

process can be put forward as an advanced treatment 

method because of its efficiency, low energy requirement, 

and lower and more stable sludge production compared 

with conventional treatment methods [23]. 

The objective of this research was treatment of an actual 

industrial wastewater by electrocoagulation and determine 
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optimum operating conditions. Also, cost efficiency was 

calculated based on parameters such as electrode mass 

loss, voltage, current etc. and obtained results were 

compared with the conventional treatment methods in the 

literature. 

 

2. Materials and methods 

2.1 Wastewater characteristics 

The studies were carried out on the treatment of fruit-juice 

concentrate production wastewater with a low (1920 mg/L) 

COD content for this kind of industries. The wastewater used 

in this study was collected from a fruit juice factory which 

located in Mersin, Turkey. The wastewater characteristics 

are listed in Table 1. 

 

Table 1. Wastewater characteristics 
 

Parameter Unit Value 

pH - 5.53 

Alkalinity mg CaCO3/L 46 

Color Pt-Co 290 

Conductivity µS/cm 817  

TN mg/L 10.06 

COD mg/L 1920  

TS mg/L 2976 

VS mg/L 1666.60 

TSS mg/L 1334.10 

VSS mg/L 452.0 

 

2.2. Chemicals and analytical method 

Sodium hydroxide (NaOH; 98%) and sulphuric acid 

(H2SO4; 98%) used in the experiments were obtained from 

Merck. In addition, NaCl was used to adjust the conductivity 

value in the EC experiments. The pH value of the samples 

was adjusted with the WTW Multi 340i portable 

multiparameter meter. Velpa Multi Position magnetic stirrer 

was used for the EC experiments. AA Tech ADC 3303D 

power supply was used as the current and voltage regulating 

source and iron, aluminium, steel electrodes were used to 

perform the electrocoagulation experiments. A Hettich EBA 

20 centrifuge (6000 rpm, 5 min) was used to separate the 

sludge from the samples at the end of the EC experiments. 

The Hach Lange DR 3900 VIS spectrophotometer was used 

for the colour removal analysis of the EC experiments. All 

the chemical analyses were carried out in accordance with 

the Standard Methods for Examination of Water and 

Wastewater [24].  

2.3. Electrocoagulation (EC) experiments 

In order to determine the maximum removal efficiency 

of COD in EC process, various parameters such as pH (5.5, 

7-8-9), current (0.6-0.8-1.0 A) and electrode combinations 

(aluminium, iron and steel) were investigated in different 

time intervals (10-20-30-40-50-60 min). Each experiment 

was carried out in a 1000 mL glass reactor and 800 mL of 

wastewater was used for the experiments. The reactor 

contains two electrodes of the same dimensions of                                 

60 mm x 90 mm; one anode and one cathode electrode. The 

total effective anode electrode area was 54 cm2, and the 

distance between electrodes was 2 cm for the each EC reactor. 

All the experiments were repeated twice and the average 

values have been reported. The experimental setup is shown 

in Figure 1. 

 

Figure 1. The experimental setup 

3. Results and discussion 

3.1 Optimum electrode determination 

In the first stage of the EC process, the electrode pair that 

provides the best COD removal was determined. For this 

purpose, different electrode combinations such as 

Fe(+)/Al(-), Fe(+)/St(-), Al(+)/Al(-),  Al(+)/St(-),  

Fe(+)/Fe(-),  Al(+)/Fe(-) were investigated by keeping pH 

(5.5), conductivity (2000µS/cm) and current (0.8 A) constant.  

The best COD removal was achieved with a pair of 

Al(+)/Fe(-) electrodes at a rate of 66% in 10 min. Therefore, 

the next experimental step was continued with this electrode 

pair. The effect of electrode pairs on COD removal is 

presented in Figure 2. 

 

Figure 2. The effect of electrode pairs on COD removal 
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3.2 Effect of pH 

 pH is an important operating factor affecting the 

performance of the EC process also the pH of the medium is 

constantly changing during the wastewater treatment. In 

some studies, the desired yield is obtained at a wide pH range 

and no initial pH regulation is needed in the system [25]. In 

this study, neutral and basic pH values such as 7, 8 and 9 

have also been examined for the reason that the present 

wastewater sample is already at acidic pH (5.5). Initial pH 

values were adjusted with 0.1 M H2SO4 and 0.1 M NaOH 

solutions. Conductivity was set to 2000 μS/cm and the power 

supply is operated at 0.8A. It has been determined that the 

best COD removal (66%) occurs at the original pH of the 

wastewater in acidic conditions in 10 min.    Can (2014) also 

found a similar result for this kind of wastewater. The 

researcher reported that removal efficiency reached the 

highest value (52%) at pH 6 in 60 min[26]. The effect of 

initial pH value on COD removal is given in Figure 3. 

 

The amount of current density affects the production rate 

of metal ions dissolving in the anode, the bubble velocity and 

the size of the cathode. Accordingly, the quantity, structure 

and formation of the flocks are also affected. Also, the 

current density should be checked to avoid excessive oxygen 

and possible temperature increase [27]. Because of the 

formation of small bubbles at low current densities, 

sedimentation is more dominant than flocculation in the 

removal of contaminants [28].  

Experiments were carried out at 0.6 A, 0.8 A and 1.0 A in 

the study. Conductivity was set to 2000 μS/cm and the pH 

was 5.5. It has been determined that the best COD removal 

(66%) occurs at the 0.8 A in 10 min. The effect of current on 

COD removal is given in Figure 4. 

 

Figure 4. The effect of current on COD removal 

3.4. Operating cost 

Operating cost = a* Cencrgy + b*Celectrode                              (1) 

Where Cenergy and Celectrode, are consumption quantities per kg 

of COD removed, which are obtained experimentally. Unit 

prices, a and b, given for Turkey Market, September 2017, 

are as follows: 

(a) electrical energy price 0.06 US$/kWh. 

(b) electrode material price 4.57 US$/kg for aluminium 

(anode) 

Cost calculations showed that, in the case of aluminium 

electrode, operating cost is approximately 2.69 US$ per kg 

COD removed. 

4. Conclusion 

In this study, it has been tried to treat fruit juice wastewater 

by advanced treatment methods. Experiments were carried 

out using electrocoagulation process as the advanced 

treatment method. Chemical oxygen demand and colour 

were used as optimization parameters. Various operating 

parameters, such as current density, initial pH, and electrode 

type were evaluated to define optimum conditions. 

According to the obtained results; the most efficient 

combination was found as Al/Fe electrodes for removing 

COD and colour. The Optimum COD and colour removal 

were obtained as 66%, 98% respectively when reaction time 

was 10 minutes, cell current was 0.8 A and wastewater pH 

was 5.5. In experiments performed for electrode 

optimization, the increase in the time seemed to have no 

effect on removal efficiency. When we compared the results 

of 10th and 60th minutes, removal efficiencies were either 

stable or decreased. Meanwhile in the pH optimization 

studies, it has been determined that the best recovery 

The operating cost includes electrode cost, electrical 

energy cost, labor, maintenance and etc. In this study, energy 

and electrode material costs are taken into account as major 

cost items, in the calculation of the operating cost as kWh per 

m3 wastewater of COD removed. The calculations were 

made by using Equation (1); 

Figure 3. The effect of initial pH value on COD removal

3.3. Effect of current on electrocoagulation 



 

 
efficiency is at the original pH of the water. It has been found 

that the recovery efficiency increases as the current increases. 

Although the recovery efficiencies are close to each other, 

the cost is taken into consider and thus 0.8 A is used for 

optimization. The cost of treating 1 m3 fruit juice wastewater 

is calculated as 2.69 US$.  
When all these studies are examined, we have come to the 

conclusion that electrocoagulation can provide much more 

preliminary treatment than the final treatment of wastewater 

plants. 

 

Nomenclature 

A     : Ampere    

Al : Aluminium 

COD : Chemical Oxygen Demand 

EC : Electrocoagulation 

Fe : Iron 

St : Stainless Steel 

TN : Total Nitrogen 

TS : Total Solids 

TSS : Total Suspended Solids 

VS : Volatile Solids 

VSS : Volatile Suspended Solids 
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 Throughout history, mankind has made progress in social and technical areas by finding many 

energy sources and developing energy systems. For this reason, energy is a necessary and 

indispensable issue. Today, due to the increasing demands, the energy requirement has 

increased even more than in the past. In order to increase this energy capacity, researches and 

studies have been carried out on the use of energy systems more efficiently. They will be also 

carried out in the future. In the new global world, great progress has been made in the energy 

systems technology and very different systems have been found. It is clear that these systems 

provide high benefits in many sectors, especially in the industrial and transportation sectors. In 

order to use the energy for their internal consumption, and also export it, the developed 

countries have power plants with large production capacity. For this reason, the developed 

countries are competing with each other in energy issues. Producing mechanical and electrical 

energy, using underground energy sources and alternative energy sources are the major factor 

which keeping pace with the changing world. In this study, it has been tried to give technical 

and statistical information about the use of natural energy, natural gas, coal and nuclear energy 

sources and renewable energy systems such as wind, solar, hydro and biomass. We 

emphasized which energy system the world head toward for certain years. In addition, the 

advantages and disadvantages of these systems have been demonstrated.  
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1. Introduction 

Energy experts say that very soon, the major emphasis 

will be on the running out of fuel resources in the world. 

Petroleum, coal and natural gas have been taken out from 

the earth for million years. It is estimated that petroleum 

will be used up within 100 years and coal will run out 

approximately within 500 years. Ignoring the minor 

issues, today’s researchers examine the future supply-

demand changes related to energy systems in detail. 

(Debates and polemics about energy do not affect) The 

mechanical power is arisen from our energy reserves. The 

world loses its energy capital, and this situation does not 

raise enough concern in the society [1]. 

Planning energy systems depends on economical, 

environmental, constraints, and other factors. These 

factors are important challenge around the world. Natural 

energy resources are not infinitive and nowadays many 

countries need a lot of energy. To get expressive and 

much more energy, many experts have found new energy 

systems and developed new energy policies [2]. In the 

economic system of global energy market, first and last 

suppliers chain includes countries and companies 

generating energy and also countries and companies 

consuming it. Fiscal and income surveys are important 

for intermediate production and final consumption. In 

addition, these surveys are interdependent with certain 

agreements in using of the direct and indirect energy that 

involved in commercial activities in the economic system 

[3]. Depending on the energy system, the technology and 

the energy source, the economic factors of energy 

production vary. Energy resources have certain 

characteristics. There are definite statistical distributions. 

Depending on wells, minefields, river beds and 

mountains areas etc., these distributions may change. 
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Because of this change, productivity and economic 

factors are modified. Assessment of energy is elaborated 

for all (country and industrial) economies. [4, 5]. 

Environmental policies direct the designing of energy 

systems. For example, the global warming and climate 

changing are two of the most important environmental 

problems. They usually result because of the greenhouse 

gas (GHG). GHG is the most important factor affecting 

the amount of energy generation from different energy 

systems. According to the research conducted in the last 

two decades, energy production from the fossil sources 

has had negative impact on the environment. However, it 

can be thought that this issue may open the way for 

policies leading clean energy production. Energy experts 

emphasize that new technologies should be developed to 

fix the negative impacts of climate change, GHG and 

carbon emissions on the energy economy. Some 

researchers say that new energy presentation programs 

need to be developed for clean and efficient energy 

planning [6, 7]. 

Energy organizations and investors ought to get new or 

improved energy systems for efficient energy and in 

order to decrease environmental problems. In these 

studies, a new global energy system management may be 

found out. By using qualitative performance of the 

energy system, quantitative and qualitative assessments 

on the demand and production values can be achieved. In 

order to investigate structure of global energy systems, 

regional activities (economic and technical) and 

investment affair can be analyzed. They have key roles. 

Rebound effect can be thought in energy system issues. It 

can cause increasing of energy efficiency and 

diminishing GHG. So that, by using energy, the 

economic growth can be enhanced [8, 9, 10]. 

 The usage policies of energy systems lead to global 

energy scenarios. Most of these scenarios include 

focusing on renewable energy (RE). But, scope of energy 

sanctions is not definite and based on investigation in the 

present research. In addition, many energy scenarios 

usually do not reflect the real current demand and 

production values because economic factors and the 

amount of the demand change over the time [11, 12]. 

This situation relies on development of the world. 

Energy is used by different economic entities in global 

supply chains, including the exploiter, producer, 

consumer, intermediate trader and final trader. The chains 

of energy systems can be evaluated by many factors. The 

systems of input-output analysis method is adopted to 

trace the direct and indirect energy use associated with 

both intermediate production and final consumption 

activities in the economic system. In the world economy, 

15% of the energy use embodied in trade turns out to be 

induced by final consumption, and 85% is attributed to 

intermediate production [3]. 

Global energy expenditure has been swiftly increased 

in last 50 years, and it will be going on to expand over the 

next half century. Using of fossil fuels stimulated the 

increasing of industrialization in North America, Europe 

and Japan for cheap energy in the past. In addition to 

these countries, energy consumptions of the other 

countries also continue to increase. Thus, this 

consumption is going to effect the industrialization and 

energy planning of next 50 years. Technologies of China 

and India have improved rapidly due to the energy usage 

because they represent approximately a third of the 

world’s human population. The depletion of oil resources 

in the near future is an expected situation. The advantage 

factors of the RE technologies of wind biofuels, solar 

thermal, and photovoltaics (PV) have finally showed 

maturity and the ultimate promise of cost competitiveness 

[1]. 

According to International Energy Agency (IEA), total 

primary energy usage in North America and Europe has 

come down, and the increase in the global average energy 

use has arisen about 2.8 % during the last decades 

[13,14,15,16]. 

Even, with a 2% increase in energy usage per year, the 

primary energy demand of 12,271 MTOE in 2008 would 

double by 2043 and triple by 2063. Of course, the global 

energy usage cannot continue to increase at the same rate 

forever. It is estimated that the global energy usage will 

increase at an average annual rate of 1.2 until 2035. It 

may be even optimistically estimated that the growth rate 

will be 1.2 %. Reaching a value of 16.934 MTOE/year, 

the global energy usage will increase by 38% until 2035 

[13, 16]. World energy demand values are shown in 

Figure 1 and Table 1. 

 

 

 
Figure1. Changing in world energy demand for the last decades 

[17, 18, 19, 13, 14, 15, 16] 

 

 



 
        Bulbul et al., International Advanced Researches and Engineering Journal 02(01): 058-067, 2018 

 

60 

 
Table 1. Energy demand of the last decades in the world [17, 
18, 19, 13, 14, 15, 16] 
 

Energy Production (Mtoe) 

Year Coal Oil Gas Nuclear Hydro Bio Other 

1971 1407 2413 892 29 104 687 4 

2002 2389 3676 2190 892 224 1119 55 

2008 3315 4059 2596 712 276 1225 89 

2011 3773 4108 2787 674 300 1300 127 

2012 3879 4194 2844 642 316 1344 142 

2013 3929 4219 2901 646 326 1376 161 

2014 3926 4266 2893 662 335 1421 181 

 

In this paper, the production quantities of the world's 

energy systems over the years and the change in demand 

figures have been shown. In recent years, it has been 

attempted to explain to which energy systems the world 

give importance and why. They have been given up step 

by step. Energy production and demand distributions 

within the last ten years in major energy production 

regions around the world were examined in comparison 

with the numerical values for each energy system, and the 

energy systems selected by these regions. 

 

2. Global Energy Resource  

In order to meet the basic energy demands perfectly in 

next 40 years, besides identifying the targets, perfectly 

use of traditional energy sources (such as fossil and 

uranium) is also important.  The restriction fixed them for 

the reasons of environmental policies [1]. 

2.1 Natural Gas Energy  

Natural gas is a one of the fossil energy resource that can 

be found in nature reserves.  Although it occurs in a similar 

way with oil, it differs from oil. This energy resource is 

supposed to play an important role in the progression of a 

cleaner and more flexible fossil energy system [20]. Natural 

gas chemical composition is a mixture of light 

hydrocarbons, generally alkanes, which are normally 

gaseous at room temperature. It is the cleanest and the least 

carbon-intensive natural energy resource. Methane (CH4) is 

the most abundant gas, accounting for more than 85% of 

the natural gas. In addition to the other components of 

natural gas, they are light alkanes and hydrocarbon 

compounds such as ethane, propane, butane and others. 

Natural gas attracts the interest of many area (such as 

energy and environment). It contains a lot of methane that 

has been considered as an input in the production of other 

high value products (such as syngas and high purity 

hydrogen). Considering the environmental protection trend 

in the world, the usage of naturel gas is emphasized as a 

clean and sustainable energy generation. So, it can be said 

that the interest of researchers on natural gas will increase 

importantly in near future [21, 20]. In the last about 20 

years, GHG emissions have been rising continuously. These 

emissions value have been steady about 32 billion tons of 

carbon dioxide (CO2) equivalent and resulted due to fuel 

combustion (GtCO2-eq) since 2014. Because combination 

of mix natural gas and renewable energy intensity and 

changing are low ratio, separate energy generation should 

be assessed. Decreasing in energy intensity equaling to 77 

% of the impact on world emissions has been caused by 

global domestic product improvements since 2014. And, 

remaining ratio (23 %) is offset by changing fuel mix. As it 

can be understood from this, energy efficiency has a key 

role for steadying and reducing emissions [22]. For these 

reasons, not only positive environmental impact of natural 

gas has been considered but also the annual production of 

natural gas has been increased in some regions (Table 2). 

 

Table 2. World natural gas production [17, 18, 19, 13, 14, 15, 
16] 
 

Some Years of Energy Production (BCM) 

Region 2000 2002 2008 2011 2012 2013 2014 

North 

America 
788 759 815 869 901 924 941 

Europa 482 491 555 525 507 512 462 

Asia 

Oceania 
122 130 170 202 218 221 221 

Eurasia 609 635 701 703 692 691 657 

Asia 136 209 341 410 433 461 484 

Middle 

East 
201 219 335 399 404 420 441 

Africa 53 69 100 111 120 119 131 

Latin 

America 
105 102 131 149 156 159 165 

World 2527 2622 3149 3370 3432 3507 3502 

 

2.2 Coal Energy  

The usage of the coal utilized as a heating fuel for 

thousands of years has been increased after invention of 

steam machines in the 19th century. Even though 

environmental policies have been adopted in the energy 

sector today, it has become an indispensable energy source 

in many countries. Coal is one of the solid natural energy 

resource which is kind of fossil fuels. It has variety organic 

(Carbon) and inorganic (such as hydrogen and oxygen) 

materials in its structure [23, 24]. During geological ages, 

coal was formed like sedimentary rocks. And, quality of the 

coal was determined by geological activities, different 

chemical reactions and environmental conditions during 

those ages. In other words, these factors are very important 

for the heat generation capacity (energy) of coal [25, 23, 

26]. Regarding these factors, two different kinds of coals 

emerge underground. First hard coal (Anthracite and 

Bituminous) which has high calorific value. Second, Brown 

coal (Sub-bituminous coal and Lignite) that has lower 

calorific value than hard coal [26]. 

Coal is the most controversial fuel for good reasons. On 

the one hand, it provides almost 30% of global primary 

energy, and it is the world’s most popular fuel for 

generating electricity, producing steel and making cement. 

It is also relatively affordable and widely available. On the 

other hand, coal use is responsible for 45 % of energy-

related CO2 emissions, as well as over 40 % of SO2, around 

15% of NOx and emissions of fine particulate matter. As a 

result, analysis on coal too often tends to be one sided; 

highlighting either the negative environmental 

consequences or its positive contributions to economic 

growth.  It is critical that in order to understand the 



 

 

 
important role that coal plays in the global energy system, 

we should examine both sides of the coin. That is, while we 

are thinking about the implications of climate policies on 

the future of coal, we should also take in to account what 

coal is doing and will continue to do for energy security, 

economic growth and energy access in developing and 

emerging economies. In recent years, coal has been seen as 

a dying industry as a result of a greater awareness about 

climate change as well as growing competition of other 

energy sources like natural gas or renewables. In the last 

few years, global coal demand has stalled. However, there 

was a notable change showing a 4% annual growth from 

2000 to 2013. Therefore, it is too early to say that coal is 

dead. Sluggish economic growth and energy efficiency 

improvements are restraining the power demand around the 

world [27]. 

Combined with the deployment of wind and solar 

photovoltaic (PV), these global forces squeezes 

conventional generation -- including coal. At the same time, 

carbon prices and other policies make the gas increasingly 

attractive, particularly in the United States. In this 

environment defined by the United States and Western 

Europe, new coal power plants are rare and the existing 

fleet steadily disappear. But there is another picture to 

consider, that of emerging economies with growing 

populations and prospects of robust economic growth. 

Some of them are dealing with frequent blackouts. Others 

are unable to provide electric power for everyone. For these 

countries, (most of them are in South and Southeast Asia) 

coal can provide affordable and secure electricity. For 

instance, although more than one quarter of the world’s 

population are living in India, Indonesia, Pakistan and 

Bangladesh, , they have only 7 % of total global electric 

usage, and a large part of their population have no access to 

electricity. These four countries possess significant coal 

reserves. New coal power generation capacity could lock-in 

large amount of CO2 emissions for the next decades. Yet it 

could also help in bringing modern energy services to 

millions of people. This is the contradiction of coal. And 

this is why we need to find ways to make the use of coal 

more environmentally sustainable by ensuring that all 

countries decide to use coal-fired power plants only to build 

the latest ultra-supercritical technologies and plan for 

carbon capture and storage in the future [27]. Coal burning 

processes can cause various environmental problems. For 

instance, as a result of coal burning, GHG occurs. SOx in 

the burning coal gas reacts with water vapor in order to 

form acid rain [28]. Combustion of coal causes air pollutant 

particulate matter. Because of these environmental 

problems, many developed countries, such as England and 

France, have given up energy generated from coal. Because 

accepted environmental considering is formed by many 

countries, nowadays coal production and energy generation 

from coal are gradually diminished in comparison to the 

past years in the world (Table 3). 

 

2.3 Geothermal Energy  

Geothermal energy can be defined as boiling water 

stored underground in rocks and RE resource. It is a 

sustainable source of energy generation. Geothermal energy 

has been used for heating, cooking, bathing and other works 

for a long time in human history [29, 30]. First of all, 

geothermal was used for energy generation in 1904. And, 

this year was managed to start new geothermal energy 

epoch in the Lardarello area in Tuscany [31, 30]. Hence, 

geothermal energy took place in energy market. 

 

Table 3. World coal production [17, 18, 19 13, 14 15, 16] 
 

Some Years of Energy Production  

Region 2000 
(Mtoe) 

2002      

(Mt) 
2008 

(Mtce) 
2011 

(Mtce) 
2012 

(Mtce) 
2013 

(Mtce) 
2014 

(Mtce) 

North 

America 
579 1051 883 826 767 745 757 

Europa 319 822 258 248 246 294 225 

Asia 

Oceania 
184 364 337 323 348 382 412 

Eurasia 213 469 401 429 461 435 423 

Asia 1153 1864 2717 3377 3538 3623 3549 

Middle 

East 
7 15 2 1 1 1 1 

Africa 91 174 208 209 218 218 224 

Latin 

America 
23 30 79 85 88 85 88 

World 2355 4791 4880 5497 5667 5723 5680 

 

Very hot flow resources of geothermal energy occur as 

mantle and core activities in the earth. These flows are 

taken upward and outward from deep subsurface. They may 

contain radioactive materials (uranium and thorium etc.). 

But when precautions are taken, they are harmless for the 

environment. Geothermal energy systems cannot be 

affected by weather and climate. Principle of geothermal 

energy is independent from sun and other conditions [32, 

1]. Heat, permeability and water content features of 

geothermal resource are important factors in order to 

establish geothermal power plants generating energy by 

using geothermal systems. The most important of these 

properties is heat value. For the commercial energy 

generation purposes, heat value must be at least about 149 
oC (300 oF). While the temperature increases, energy 

generation also increases. [1]. Energy generation may be 

significant for investors if geothermal resource heat is 

above 300 oC. Yet, Energy generation may be insignificant 

for investors if geothermal resource heat is below 150 oC. 

Reason of this is that energy generation (kW/h) increases in 

direct proportion to the increase in temperature [1, 33]. 

Whole Earth geothermal resource provides 50000 times 

more energy than all oil and gas resource do, and 

geothermal energy systems will increasingly continue to 

develop [34, 35]. Energy generation from geothermal 

systems has many benefits. For example, it contributes to 

reducing the impact of global warming, stopping GHG 

releasing to atmosphere, decreasing the public health risks 

and getting energy independently from fossil energy 

resources [36, 37]. RE technologies can ideally provide 

energy demand without any problems. But, sometimes 

energy investors see many barriers and risks discouraging 

them to get into the sector. Governments of countries had 

better ensure a positive policy and regulatory environment 

for research, development and innovation, and they should 

provide activities needed to support the sector (installers, 

service companies, etc.). Successfully policy development 

61                   Bulbul et al., International Advanced Researches and Engineering Journal 02(01): 058-067, 2018 



 
        Bulbul et al., International Advanced Researches and Engineering Journal 02(01): 058-067, 2018 

 

 
provides not only the ability to assess which technologies 

have an important potential for the demanded energy, but 

also economic, sustainable energy and non-pollution. [19, 

38, 32, 37, 39]. 

Nowadays, geothermal power technology has been 

continuing to improve; in 2015, its energy generation 

capacity reached to 12.7 gigawatts (GW) and the generated 

electric was 80.9 terawatt-hours (TWh) all over the world. 

Costs of energy generated by geothermal power plants vary 

between 1870 USD and 5050 USD per kilowatt. Likewise, 

costs of electric generation in geothermal power plant vary 

between 0.04 USD to 0.14 USD per kilowatt-hour. This 

situations contribute to benefits for economic issues [40]. 

Electric generation from geothermal power is shown in 

Table 4. 

 

Table 4. World geothermal energy exploiting [18, 19, 13, 14, 
15, 16] 
 

Consumptions Value 

Years Electricity generation (TWh) 

1990 36 

2002 57 

2008 65 

2011 69 

2012 70 

2013 72 

2014 77 

 

2.4 Oil Energy  

Oil is a fossil energy resource which has been used since 

engine technology was invented in 19th century. Due to the 

development of engine technology and the advanced 

industrial activities (such as motor vehicle industry), 

importance of oil energy has boomed around the world. 

Depending on industrialization conditions, global oil 

companies have established and they have started to 

manage most of the energy market. Then, Complex oil 

transport systems have been established around the world 

for oil energy supply and oil companies and petroleum 

producing countries have gotten a great advantage for their 

economies [41]. Therefore, oil has taken part in the modern 

world. Oil has an important role in the modern world 

economy. It constitutes greatest energy trades of world. 

Approximately 33% of the world transportations depends 

on oil. Oil mainly provides cheap transportation goods and 

logistic to our world economies [41]. Oil demands have 

boomed three times in history. First, there was a great 

demand between 1859 and 1911; that period was called as 

Kerosene Era. Rapid industrialization and the need for raw 

materials caused an increase in demand in this period. 

Second period was named OPEC (Texas) Era (1973-2008). 

OPEC was established in 1960. And, the oil market grew 

more in this era. The global oil companies in central Texas 

wanted to erode price stability. In order to keep prices 

stable at high levels, oil regulators and global oil companies 

realized oil quotas, oil pooling arrangements, oil price 

formulas and market share agreements. Last era is called 

Bust Era (2009- ). When OPEC members met in September 

2008, they stated that the price of crude oil was dropped 

from $ 147 to $ 106 per barrel. But it has been never 

fulfilled. This incident caused disagreements among many 

OPEC members [42].  Primarily oil, coal and natural gas 

have been kept going as main energy resources. When 

fossil energy sources are compared to RE sources and 

nuclear energy resources, energy experts estimate that they 

will provide about 50 % of world energy source. Because of 

non-combusted transportation, oil demand rates have 

decreased step by step (Table 5). Yet, World oil demand 

continues to increase. And, world oil demand rating is not 

seen to be decline in the next years. [43, 16, 15, 14, 44, 45, 

46, 47]. 

Oil energy has notable debate and disagreement on the 

estimates of ultimate recoverable. In addition, it is appeared 

as a good compromise on the amount of oil reserves in the 

world energy sector.  However, concerns on the issues, such 

as GHG, global warming, climate change, air quality, and 

other environmental factors, affects the demand and 

generation of oil negatively. Some expert said that 

environmental changing (climate, air and water) will be 

inevitable in the future. But, eco-friendly activities have 

been made (production electrical cars, hybrid energy 

systems development and trending green energy-such as 

solar and wind systems- etc.). These activities are partially 

successful. The exploiting of oil will have been continued 

about the next two decades [43, 41, 48, 49, 42, 50, 51].  

 

Table 5. World oil energy source demand (mb/d) [52, 19, 14, 
15, 16] 
 

Region 1990  2000      2013  2014  2015  

North America 19.4 23.1 21.9 21.9 21.8 

Europa 12.6 13.9 12.7 12 11.5 

Asia Oceania 6.9 8.0 7.0 7.7 7.3 

Eurasia 9.3 4.1 4.6 4.9 4.9 

Asia 6.3 11.4 16.3 19.7 20.8 

Middle East 2.8 4.3 6.5 7.6 7.6 

Africa 1.9 2.2 3.0 3.6 3.7 

Latin America 3.1 4.2 5.3 5.7 5.9 

World 66.1 76.7 84.0 90.1 90.6 

 

2.5 Nuclear Energy  

New energy era has been launched for nuclear energy 

systems due to arising the GHG emissions from the use of 

fossil energy systems, sustainable energy planning and the 

concern about the reduction of fossil energy resources [53, 

54, 55]. Nuclear energy, which was first noticed in the 

1930s and 1940s, is a sustainable system. In those times, it 

was demonstrated that a large amount of energy could be 

obtained from a little material. Energy emerges from the 

nuclear energy materials as a result of fission and fusion 

reactions. These reactions are endless in the atom. So, 

limited energy resources are not problem. Nuclear energy 

systems are based on atomic fusion process due to more 

available enormous energy [56, 57]. Nuclear energy 

policies contribute to economic growth and reducing the 

dependency to the foreign countries energy resources [58]. 
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Nuclear energy has a major role in decreasing GHG 

emissions in energy sector. Resource investment and 

energy marginal production costs of nuclear energy systems 

are lower than other energy systems (natural gas and oil 

etc.). In addition, structure of nuclear energy cost is also 

stable. But Nuclear power plant investment cost is high. 

[54, 59, 60]. Nuclear energy systems may carry out some 

risks on environmental and public health. Almost all of the 

environment experts suggested that the possibility of a 

nuclear leak is high as a result of occurrence of an accident 

danger and malfunction or nuclear disaster under certain 

situations of production energy. Then, some amounts of 

radioactivity materials (Airborne radioactivity particle) and 

harmful radiation rays can release the environmental and 

public area. They may be carried by air movements far 

away. And then, they can cause a variety of chronic 

diseases on humans and devastation for nature [61, 56, 62]. 

Nuclear energy policies was greatly affected in 2011. The 

TEPCO Fukushima Daiichi nuclear power plant 

experienced a huge nuclear accident in March 2011. This 

accident was elaborated. Then, this event caused to 

modification of nuclear energy policies almost all over the 

world. [53, 54]. The idea of continuing electricity 

generation from green fossil energy was put forward. 

U.S.A. launched new nuclear programs which are safer and 

measured cautious. Germany shut down some nuclear 

plants and others brought new plan. As a result, 

electric/power generation from nuclear energy systems has 

been significantly changed after 2011. (Table 6) [63, 56]. 

 

 

Years Energy Demand Value (Mtoe) 

1971 29 

1990 526 

2000 674 

2002 692 

2004 714 

2007 709 

2008 712 

2011 674 

2012 642 

2013 646 

2014 662 

 

2.6 Hydro Power Energy  

Hydro Power is a RE system in which, energy generation 

is done by movement of water. To reduce GHG in the 

atmosphere and to provide green energy, this energy system 

has been used like other RE systems. Although quality and 

quantity of hydro energy systems are directly affected by 

climate change-conditions and rely on water flow, hydro 

energy systems will have been drastic energy systems [67, 

68, 69]. 

Hydro energy systems presents some advantages such as 

high reliability, proven technology, high efficiency, 

flexibility, large storage capacity, very low operating and 

maintenance costs [70]. Because of these advantages, these 

energy systems has widespread worldwide and the usage of 

it has continued to increase in the global energy market 

recent years (Table 7).  About 16 % of generated electric 

energy is gotten from hydro energy systems. Some 

countries produce a large part of their electricity energy 

needs through hydro power energy systems. For example, 

99 % of electric energy of Norway, 84 % of electric energy 

of Brazil and 58 % of electric energy of Canada are 

obtained from hydro energy systems [71]. 

 

 

Years Energy Demand Value (Mtoe) 

1971 104 

1990 184 

2000 228 

2002 224 

2004 242 

2007 265 

2008 276 

2011 300 

2012 316 

2013 326 

2014 335 

 

2.7 Wind Power Energy  

Wind power system first started in the early 1900s in 

North America. This early system was important in farms 

for supplying required electric during works. [72]. After 

World War II, improvement of wind energy systems 

occurred due to research and developments focusing on 

wind energy systems in most of Europa. Therefore, wind 

energy has taken part in RE worldwide [73]. The global 

warming is a big environmental problem for the whole 

world. In the 21st century, global temperature has increased 

approximately 2 oC. It is thought that the main reason of 

this is greenhouse gasses (GHG) originating from fossil 

energy systems. [74, 75]. In order to manage environmental 

costs, global use of a RE systems having technical, 

economical and environmental advantages must become 

widespread. This can be achieved by using wind energy 

systems. Many countries aim to improve wind energy 

systems so that it will became a main energy system in 

2050. Thus, wind energy systems will be a significant key 

in energy planning in the future [75, 76]. As a result of 

developing society and advanced technology, energy 

demand topics have gained importance in new strategic 

planning. Many countries trends to focus on new green 

energy systems. Wind energy system is one of these new 

green energy systems. Whereas wind energy carries out 

environmental noise, relying on wind features (wind speed 

continuity optimum-wind speed 10 m/s, number of blows), 

it may also cause possible fatalities of birds, bats, and etc.  

Especially it is preferred by developed countries. In these 
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countries, using of wind systems has increased in the last 

years (Table 8) because it is non-polluting, does not have 

negative effect on global warming and is widely used in 

many regions. [77, 78, 79, 80, 73]. 

 

 

Table 8. World wind power energy demand [17, 18, 64, 65, 66, 
19, 13, 14, 15, 16] 
 

Years Energy Demand Value (TWh) 

1990 4 

2000 31 

2002 48 

2004 77 

2007 173 

2008 219 

2011 434 

2012 521 

2013 635 

2014 717 

 

2.8 Solar Energy  

Buildings and other structures require eco-friendly, low 

cost and sustainable energy systems for heating, cooling 

and other needs requiring electricity. It is determined that 

the most suitable of these energy systems is solar energy 

system. Sun rays supplies almost all of the world’s energy 

and the energy of the sun rays in a year is more than other 

systems (fossil and wind etc.) have. Sun is the most 

powerful energy resource for world. It can be called as an 

infinite energy source [81, 82, 83]. A first solar cell was 

invented in 1954. That was made of silicon. It was a turning 

point for solar energy systems [84]. Solar energy system 

has gained importance step by step because of the increase 

in electricity energy prices, national policy factors and 

fluctuations in oil prices. Although solar energy systems are 

installed in nature, cities and towns, its installation cost is 

high. However, depending on daylight, it energy costs have 

declined significantly compared with many other energy 

systems [85, 86, 87]. There are large-scale installed solar 

power systems in about 60 countries. And this number is 

estimated to increase in other countries. [88, 89, 90]. Using 

of solar energy systems continue to rise worldwide (Table 

9). 

 

Table 9. World solar energy demand [65, 66, 19, 13, 14, 15, 16] 
 

Years Energy Demand Value (TWh) 

1990 0 

2004 2 

2007 5 

2008 12 

2011 61 

2012 97 

2013 139 

2014 190 

2.9 Biomass Energy  

Once, biomass was one of the major energy resources 

like sunshine worldwide.  During the industrial revolution, 

coal and oil were very necessary energy resource. Then, 

due to sustainable energy policies and other reasons 

(economical and environmental etc.), new energy systems 

have become as interest area. One of these new energy 

systems is nuclear. Due to emerging the Three Mile Island 

incident In U.S., nuclear energy have begun to look 

objectionable. Then, energy policies have focused on RE 

systems. After many debates about energy, removing the 

carbon tax from energy companies producing fossil energy 

was accepted. Hence, this issue has been a milestone for the 

use of biomass energy systems [91]. 

Biomass energy is supplied from organic materials which 

remain (decomposing and organic waste) from animals or 

plants, and then, biomass energy resource occur. [92, 93]. 

Bio materials (crop, herbaceous, woody, and waste 

materials etc.) that are the source of the biomass energy 

system are much more beneficial than fossil energy 

resources. It is one of the primary, domestic, clean and 

inexhaustible energy systems. It has a unique structure 

different from coal and oil. Biomass energy combustion 

systems are non-polluting and they contribute to protection 

of the environment and have increased world demand 

(Table 10) [94, 95, 93]. But they can cause dust pollution 

[96]. 

 

 

Years Energy Demand Value (Mtoe) 

1990 905 

2004 1176 

2007 1176 

2008 1225 

2011 1300 

2012 1344 

2013 1376 

2014 1421 

 

3. Conclusions 

The energy sector is significantly influenced by political, 

economical, social and environmental factors. Such as 

global warming, air pollutions, fluctuations of energy prices 

(especially in oil), global economic sector (energy bourse), 

national economic and energy resource situations, 

international and national industrial and eco-friendly 

policies, social planning stemming from emerge power 

plant accident (nuclear energy), and other issues relying on 

some energy system (oil, natural gas and coal)  lead the 

global energy systems.  

Although oil is considered as the most harmful energy 

source to environment (air, water and climate etc.), due to 

all types of transport systems requiring nearly half of the 

energy consumed in the world and the dependence of 
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Table 10. World biomass energy demand [65, 66, 19, 13, 14, 
15, 16] 



 

 

 
industries and activities of developing countries, global oil 

market demand rates have continued to increase for a long 

time. It is also estimated that it will continue to increase 

about next two decades. But the situation in nuclear energy 

is very different. Nuclear accident, radioactive leaks, 

nuclear danger and risk factors have directly affected 

generation of energy from nuclear systems.  

RE (wind, solar, geothermal, hydro, biomass, etc.) are 

attractive systems because of their sustainability, non-

polluting features and lower cost. Most of countries 

encourage energy investors to install renewable systems. 

For this reason, RE demand values continue to grow in 

large quantities. 

Coal energy used for thousands of years is an 

indispensable system for some countries although some 

other countries have given it up due to some reasons such 

as GHG emissions of coal mining which is harmful to 

workers. Needed energy from coal has been changing for 

years.  

In conclusions, Energy systems are important issue 

worldwide. No country and corporations can exist without 

energy. Whatever the obstacles to energy systems are, for 

development, they will leave their place to someone else 

which fills their time. 

 

Nomenclature 

Mtoe  : Million ton oil equivalent    

BCM       : Billion cubic meters 

Mtce  : Metric tons carbon equivalent   

Mt           : Megatons 

TWh : Terawatt Hour  
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 The major challenge for the production of the composites which are reinforced with nano and 

micro-sized particles is to obtain uniform distribution of reinforcement particles in 

microstructure. Powder metallurgy method can be used in order to obtain a homogeneous 

distribution of reinforcement particles. This method has three steps: 1) mixing and/or alloying of 

powders, 2) pressing, and 3) sintering. Mechanical alloying is a complex process which involves 

optimization of many parameters such as milling time, process control agent, particle size, ball to 

powder weight ratio, milling speed, milling atmosphere, mill types, etc. The main aim of the 

present study is to explain the roles of volume fraction and size of reinforcement particle on the 

microstructural properties and how these parameters affect the mechanical properties of 

aluminum based metal matrix composites with micro and nano-sized reinforcement particles 

produced by mechanical alloying. 
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1. Introduction 

Metal matrix composites (MMCs) are manufactured by 

adding reinforcement particles with different sizes from 

micro to nano and various shapes into a metal matrix. 

The ceramic particles such as SiC, Al2O3 are usually used 

as reinforcement in MMCs. The addition of 

reinforcement particles into matrix can improve the 

mechanical properties of MMCs such as hardness, 

ultimate tensile strength (UTS), yield strength (YS) and 

wear resistance. For instance, Mazahary and Shabani [1] 

produced nanocomposite with SiC (50 nm) in A356 

matrix. According to experimental results, strength values 

were increased by adding nano-sized SiC particles and 

this increment continued with the increasing of volume 

fraction of SiC particles until other mechanisms such as 

agglomeration and clustering took place. Many 

researchers have found similar results. For example, in a 

study [2] that the properties of Al-TiO2 nanocomposites 

manufactured by powder metallurgy method were 

investigated, the results showed that wear resistance and 

the tensile strength of composites increased with an 

increase in volume fraction of nano particles. 

There are several manufacturing methods in the 

production of metal matrix nanocomposites (MMNCs), 

which can be categorized into ex-situ and in-situ methods 

[3]. Ex-situ synthesis (for instance, powder metallurgy, 

mechanical milling, stir casting, etc.) consists of adding 

nano-sized reinforcement to a liquid or solid (powder) 

metal. On the other hand, in in-situ method, the 

reinforcements are synthesized in a metal matrix by 

chemical reactions among elements or between element 

and compound during the composite fabrication. Self-

propagating high temperature synthesis (SHS), direct 

reaction synthesis (DRS) and reaction milling (RM) can 

be given as examples. Each of method in MMNCs 

production has some advantages and drawbacks [4-7]. 

Distribution of reinforcement particles in a metal 

matrix has a huge challenge as aforementioned. 

Heterogeneous distribution of reinforcement particles has 

a negative influence on the mechanical properties of 
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metal matrix composites. Especially, when the size of 

reinforcement particles decreases from microscale to 

nanoscale, this drawback influence increases. On the 

other hand, it is possible to minimize the agglomeration 

of particles by means of mechanical alloying [8]. In this 

process, mixtures of powders are mechanically milled 

together. 

 

2. Mechanism of Mechanical Alloying 

Mechanical alloying is a useful technique for 

producing both microcomposites and nanocomposites 

[10]. Figures 1 and 2 show the schematic drawings of a 

high-energy planetary ball mill and a ball-powder-ball 

collision of powder mixture during mechanical alloying. 

In this method, there are three repeated steps following 

each other, which are deformation, cold welding and 

fracture. During the milling process, whenever balls 

collide with each other some of the powders are trapped 

in between them. This collision gives energy to system so 

that the particles transforms physically; in other words, 

they deform elastically and plastically. 

In the early stages of milling, collide mechanism 

creates flake and new surfaces because soft particles have 

tendency to weld together. As a result, particle size is 

larger than the starting particle [12] (Figure 3). 

The continuation of deformation leads to work 

hardening and fracture by a fatigue failure mechanism or 

by fragmentation of fragile flakes. In such a system, the 

tendency of fracture dominates over cold welding 

progressively when a balance is occurred (steady state 

condition) between welding and fracture. Average 

composite particle size decreases, and particles are 

steadily refined. Figures 4-6 show the effects of 

mechanical milling on the morphology [13]. 

 

Figure 1. Schematic drawing of a high-energy planetary ball mill 

[9] 

 

Figure 2. Ball-powder-ball collision of powder mixture 

during mechanical alloying [11] 

 

 

Figure 3. (a) The initial aluminum powders with particle size 

smaller than 63 μm in Al-Al2O3 nanocomposite system and (b) 

after 4h milling, flake like Al particles [12] 
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Figure 4. (a) Morphologies of the as received Al powder and (b) 

milled for 2 h [13] 

As can be seen in figure 4, at the beginning of the 

milling process, particles deform plastically and their 

shapes start to change; also, average size of particles 

diminishes slightly. As milling time progresses, particles 

flatten with high aspect ratio and flake-like particles form 

(Figure 5). Also, micro welding can be observed between 

the particles. 

 

Figure 5. Morphology of Al powder milled for 12 h [13]    

 

Figure 6. Morphology of Al powder milled for 18 h [13] 

After long milling time, cold welded particles (Figure 

6) start to fracture due to work hardening effect so 

particle size decreases and their shape converses from 

laminar to almost equiaxial. If welding and fracture are at 

equilibrium, the equiaxed particles are oriented randomly. 

It should be also noted that these stages of milling might 

occurs at the same time. All milling stages, namely, 

deformation, cold welding and fracture can be observed 

during manufacturing of ceramic reinforced metal matrix 

composite by mechanical alloying (Figure 7). 

 

Figure 7. The evolution of morphology during mechanical milling of Al–2.5wt.%SiC nanocomposite powder milled 

for: (a) 2 h, (b) 15 h, (c) 20 h and (d) 25 h [14] 



 

 

3. Effect of Particle Size 

Particle size and volume fraction affect the milling 

stages of production and the microstructure of 

composite material, which define the mechanical 

properties of metal matrix composites with 

reinforcement particles. At early stage of milling, there 

is no remarkable and clear effectiveness of hard ceramic 

particles on alloying mechanism; however, at longer 

milling time, comparing to unreinforced metal particles, 

hard particles act as a milling agent. They initiate 

premature welding and fracture; in other words, 

reinforcement particles accelerate the milling process. 

Acceleration in a microcomposite is relatively faster 

than that in a nanocomposite [13]. Since when balls 

collide with each other or particles they give their 

energy to the system. Some amount of energy is spent to 

break and to separate the agglomerated and clustered 

nano particles. 

Micro and nano scaled particles act as an obstacle 

against dislocation movement; furthermore, they can 

generate new dislocations. Comparing to 

microcomposites, dislocation density is higher for 

nanocomposites due to high interaction between 

reinforcement particles and matrix material. Decreasing 

of crystallite size depends on increasing dislocation 

density and work hardening. When dislocation density 

leads to work hardening, powders will be brittle, and 

finally, they will fracture. In others words, much more 

particles will fracture to smaller size. Also, it should be 

noted that Hall-Petch equation (1) defines to relation 

between mechanical properties and particle size. 

 

σy= σ0+kd-1/2   (1) 

 

Hall–Petch equation given where σ0 is the friction 

stress in the absence of grain boundaries, σy is the yield 

stress, k is a constant and d is the grain size. According 

to Hall-Petch equation, the yield stress increases as 

grain size decreases. 

However, if this size approaches threshold, inverse 

Hall-Petch will involve in this process [15]. After 

threshold value passes, particle size does not have 

positive effect on microstructure evolution and 

mechanical properties. Because, smaller particles have 

tendency for agglomeration which can deteriorate the 

uniform distribution of reinforcement particles and 

mechanical properties of composites reinforced with 

particles. 

In a study about particle size effect on mechanical 

properties [16], the researchers produced aluminum 

matrix composites reinforced with 30 µm and 50 nm 

B4C particles. The mixed powders were mechanically 

milled at 5, 10, 15 and 20 h (Figure 8). 

After the 20 h milling, the crystallize size of the 

micro and nano composite were 55 nm and 40 nm, 

respectively (Figure 9). Also, hardness values of micro 

and nano composites were 118 and 130 HV, 

respectively (Figure 10). 

As can be seen in figures 10 and 11, the hardness and 

strength values of nanocomposite are higher than 

microcomposite due to Orowan strengthening 

mechanism [17]. Orowan strengthening effect increases 

with decreasing particle size but there is a critical value 

and this effect drops suddenly below the critical 

threshold. 

 

 

 
 

Figure 8. Morphology of nano-composite powders after (a) 

and (b) 5 h, (c) and (d) 10 h, (e) and (f) 15 h, and (g) and      

(h) 20 h milling time [16] 

 

Figure 9. The change of the crystallite size for the 

microcomposite and nanocomposite [16] 
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Figure 10. The variation of Vickers hardness of the 

microcomposite and nanocomposite with the milling [16] 

 

 

Figure 11. The variation of flexural strength of the 

microcomposite and nanocomposite with the milling [16] 

 

4.  Effect of Volume Fraction 

The other parameter which affects microstructure, 

milling mechanism and mechanical properties is volume 

fraction of reinforcement particles. Firstly, increasing 

volume fraction of particles enhances grain refinement 

due to the fact that local plastic deformation increases. 

There are some reasons this increment. One of them is 

the formation of shear bands containing a high 

dislocation density depending on prevention of 

dislocation movement by particles. Also, formation of 

subgrains or cell conversing into grains and sliding 

these grains leads to increasing local plastic deformation 

[18]. This phenomenon is noticeable when nanometric 

particles are used because of Orowan strengthening 

mechanism. 

In a study [19], the effect of volume fracture on 

average particle size, density and compressive stress 

were investigated (Figures 12 and 13). According to 

results, finer particle size has a positive effect on 

mechanical properties. 

(a) 

    (b) 

Figure 12. Effect of SiC content on (a) the average 

particle size and (b) density of mechanically milled 

powders [19] 

Figure 13. Compressive curves of Al and Al-SiC composites 

prepared by mechanical alloying and sintering [19] 

 

Volume fraction has an influence on milling stages. 

Pakserethet A.H. et al. [14] examined the influence of 

different volume fractions (2.5, 5, 10, 15 and 20 vol.%) 

on microstructure and mechanical properties of Al-SiC 

nanocomposites. According to this study, when 2.5 

vol.% SiC compared to 10 vol.% SiC in matrix, steady 

state occurred in shorter milling time. This correlation  

was observed as 25 h in 2.5 vol.% and 20 h in 10 vol.% 
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SiC; furthermore, while cold welding mechanism was 

showing up after 2 h in 20 vol.%, 2.5 vol.% SiC powder 

mixture needed 15 h to achieve the same condition 

because of the fact that nano-sized SiC particles rise the 

energy induced, which accelerates process. 

Many researchers have found similar results. Amal 

and Nassar [2] studied the properties of Al-TiO2 nano 

composites manufactured by powder metallurgy method 

and the results showed that wear resistance (Figure 14) 

and the tensile strength of composites increased with an 

increase in volume fraction of nano particles. 

In a study found in literature, C. Suryanarayana [20] 

put forth how volume fraction and particle size affect 

the mechanical properties of Al metal matrix 

composites reinforced with Al2O3 particles of 50 and 

150 nm. For a constant particle size (50 nm), 

compressive yield strength was measured as 488 MPa 

for Al-Al2O3 composites with 5 vol.% while this value 

increased to 515 MPa for Al-Al2O3 composites with 10 

vol.%. As the volume fraction of reinforcement particles 

increased, the mechanical properties of composites 

improved. Also, it can be seen in Table 1 that the 

decreasing of particle size resulted in increasing 

strength. 

 

 
Figure 14. Effects of applied load on wear resistance [2] 

 

Table 1. Mechanical properties of Al–Al2O3 nanocomposites 

obtained by milling and subsequent consolidation by vacuum 

hot pressing and hot isostatic pressing [20] 

Particle size 

of Al2O3 

(nm) 

Volume 

fraction of 

Al2O3 (%) 

Compressive 

yield strength 

(MPa) 

Compressive 

strength 

(MPa) 

50 5 488 605 

50 10 515 628 

150 5 409 544 

150 10 461 600 
 

 

5. Conclusion 

The studies found in literature have shown that 

particle size and volume fraction have extremely 

significant influence on microstructure and mechanical 

properties of metal matrix composite reinforced with 

micro and nano-sized particles in production via 

mechanical alloying. 

The addition of reinforcement particles into the metal 

matrix increases dislocation density and work 

hardening, which leads to enhancement of mechanical 

properties of particle reinforced metal matrix 

composites. However, this increment for a 

nanocomposite is higher than that for a microcomposite 

due to Hall-Petch effect and Orowan strentghening 

mechanism. 

Comparing to unreinforced metal powders, hard 

particles act as a milling agent. They initiate premature 

welding and fracture mechanism. Reinforcement 

particles accelerate the milling process; therefore, 

acceleration in a microcomposite is relatively faster than 

that in a nanocomposite because of the fact that some 

amount of energy is spent to break and to separate the 

agglomerated and clustered nano particles. 

Grain refinement effect increases as volume fraction 

of reinforcement particles increases; moreover, milling 

stage occurs earlier. 

As a result, nano-sized reinforcement particle with 

increasing volume fraction has a stronger influence on 

microstructure and mechanical properties of metal 

matrix composites that are reinforced with particles and 

produced via mechanical alloying. 
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