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Abstract— Wireless Body Area Networks provide to measure 

various physiological and biological data and monitor human 

body functionalities. In this study, a cognitive radio based 

coordinator node is designed for Wireless Body Area Networks 

and a data priority queue structure is constructed in the 

coordinator node. Cognitive Radio is capable of connecting 

various wireless access points with perception and adaptation 

features. We have developed, modeled and simulated example 

network scenarios by using the Riverbed Modeler simulation 

software for this purpose. The prominent parameters user speed, 

access point delay, and connection cost are taken into account 

when selecting the wireless access point. In this way, the 

coordinator node provides to deliver data to the destination with 

priority and ensure to send data over optimum access point with 

minimum delay and cost.  

 

 
Index Terms—Wireless Body Area Networks, Cognitive Radio, 

Data Priority 

 

 

I. INTRODUCTION 

IRELESS Body Area Networks (WBAN) consist of 

devices which can measure and collect biological and 

physiological signals and send them a central unit with sensors 

located on wireless node.  

These wireless nodes can be located in/on human body. 
Every year many people die from cancer, Parkinson diseases, 
asthma, cardiovascular diseases, obesity, diabetes and many 
other chronic or terminal illnesses. Researches show that early 
diagnosis and early response by medical units decrease death 
rate [1]. Also, increasing world population and expensive health 
services cause to increase usage of WBANs [2].  

WBANs make patients to control their body functions while 
they’re doing their daily works. As it is shown in Figure 1, data 
from the sensor nodes located on/in patient can be sent to health 
units by coordinator node such as cell phone of the patient. 
WBANs having different data traffics (e.g. normal and urgent) 
increase the importance of determining the order of data process 
in the queue [3]. 
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Fig.1. Wireless Body Area Network Structure 

In our study, it is planned to send received data from 
coordinator rapidly according to order of priority. Therefore 
M/G/1 priority queue model is used for this purpose. With this 
model, when an urgent data is received it will be the first to be 
sent. Another part of this study is that coordinator node with 
M/G/1 priority queue sends data to medical center; it also has 
an ability to choose the most suitable access point by evaluating 
the parameters from all access points around. As choosing the 
access points coordinator node will be aware of all other access 
points around and will be able to send data these access points 
when it is requested. Because of that, our coordinator node is 
designed to have cognitive radio abilities in order to sense and 
connect the access points around [4]. In order to select the most 
suitable access point, the coordinator node should connect an 
access point by evaluating specific parameters of access points. 
Finally, the coordinator node will send data to a medical unit as 
a destination by using the chosen access point. 

Using only one metric for selecting access point is not 
efficient since existing access points overlap with each other. 
Considering more performance metrics, such as delay, 
connection cost, user’s speed etc., more realistic performance 
results can be achieved. For robustness of decision making in 
the coordinator node to connect to an optimum access point, 
several parameters are evaluated efficiently. Therefore, the 
important parameters user speed, access point delay, and 
connection cost are taken into account when choosing the 
wireless access point in this study. 

 

Priority Based Wireless Body Area Network 

with Cognitive Radio 
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Fig.2. The designed WBAN structure 

In the literature many protocols and algorithms for Wireless 
Sensor Networks are developed [5]. In our study Time Division 
Multiple Access (TDMA) protocol is used for communication 
of sensor nodes. Also multi-attribute decision making methods 
are used for choosing access points in the literature [6, 7]. In 
our study a data base is used in order to choose access points. 
Parameters coming from access points to coordinator node are 
evaluated by matching in the data base and the most suitable 
access point is chosen accordingly. By this way, as it is shown 
in Figure 2 the most suitable access point is chosen and patient 
data is sent to a medical unit. 

 

II. THEORETICAL GROUND 

In our study, Riverbed (OPNET) Modeler software is 
utilized to design the structure of WBAN. Wireless sensor 
nodes measure the vital and biological signals (i.e. 
electrocardiography, electroencephalography, and 
electromyography) and activities, such as respiratory, 
heartbeat, body temperature, and glucose level in blood and 
send them to the coordinator node. The designed WBAN has 
several wireless sensor nodes with 3 different data traffic and 
one coordinator node. Sensor nodes collect and send first, 
second and third priority data to coordinator node. The 
coordinator node sorts the received data according to priority 
order. In the proposed study, first priority data are cardiac 
rhythm, body temperature; second priority data are position of 
the patient; third priority data are biological data e.g. 
electroencephalography (EGG), electromyography (EMG) [8].  

Cognitive radio is a system which is aware of the wireless 
environment, can learn and can adjust itself as shown in Figure 
3. It senses the wireless environment for all possible access 
points and changes its transmission and reception features in 
order to get connection to an optimum wireless access point. In 
our study the coordinator node has cognitive radio capabilities, 
and in different cases cognitive radio has to change its many 
parameters. Radios used in this kind of applications should have 
not just learning ability but also improved learning and decision 
making abilities. The designed coordinator node can record 
features of access points and when required it can connect the 
most suitable access point as a serving access point.  

 

Fig.3. Cognitive radio cycle 

 

III. RESULTS OBTAINED AND DISCUSSION 

In the simulation scenarios, wireless body sensor nodes are 

assumed to continuously collect the vital and biological signals 

and activities of patient, such as respiratory, body temperature, 

and heartbeat. Sensor nodes each have a distinct time slot in a 

TDMA frame, and send their packets to the coordinator node 

in their own time slots. The coordinator node has to organize 

priority queue of data from body sensor nodes as can be seen 

in Figure 4. By this way data which have priority can be sent 

to medical centers according to an order.  

As data generated by sensors on the structure of WBAN 
increase, the data traffic on the network structure also increases. 
The aim of this study is to send data to medical centers with 
minimum delay. In order to show the performance evaluation 
of WBAN structure, two scenarios are executed in this study. 
Scenarios are designed according to frequencies of package 
production of sensor nodes. In the first scenario, the first node 
generates first priority data as 1 package/second, the second 
node generates second priority data as 2 packages/second, and 
the third node generates third priority data as 4 
packages/second. End to end delay results of this scenario is 
shown in Figure 5. In the second scenario all nodes generate 
priority data as 5 packages/second. End to end delay results of 
the second scenario is also shown in Figure 6. As it is seen in 
Figure 5 and 6; when package frequencies of nodes increase, 
end to end delays increase as well.  

 

Fig.4. Data priority order in the coordinator node 
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Fig.5. The end-to-end delay results of first scenario 

 

 

Fig.6. The end-to-end delay results of second scenario 

 

To illustrate the performance evaluation of the proposed 
WBAN model, the packet generation frequencies are changed 
in each scenario.  As can be seen in Figure 5 and Figure 6, the 
first priority data packets are sent to the destination with 
minimum delay than others. And also, the second priority data 
packets are sent to the destination in less time according to third 
priority data packets.  

The coordinator node with a priority queue has been 
constructed on the WBAN structure and also based on cognitive 
radio features and can be connected to an optimum access point. 

In order to make a connection to any access point, 
coordinator node can change some features such as working 
frequency, modulation technique and medium access method. 
The coordinator node chooses the optimum access point 
accordance with the features of WBAN. Some parameters are 
important for selecting process. In general, access point 
selection procedures need to consider many parameters 
including user profiles, application requirements and network 
conditions. While the optimum access point is selected as a 

serving access point, the coordinator node must evaluate speed 
of the user that has wireless body sensors, access point delay, 
and connection cost in this study. The coordinator node can 
select the preeminent access point for these three parameters. 

In our study, several scenarios are evaluated under an 
assumption of that there are three different access points around 
WBAN. The features of these three access points in the 
scenarios are given in table 1. 

TABLE I 

ACCESS POINTS PARAMETERS 

 

 Supported Speed Access Point 

Delay 

Connection 

Cost 

Access P-1 0-30 km/h 2-4 sec 0.1 

Access P-2 0-60 km/h 0.2-1 sec 0.8 

Access P-3 0-90 km/h 0-0.2sec 1.5 

 

 

TABLE II 

USER PARAMETERS AND SELECTED ACCESS POINTS 

 

 Moving speed Delay Selected 

Access Point 

User-1 10 km/h 3 sec Access P-1 

User-2 50 km/h 0.5 sec Access P-2 

User-3 80 km/h 0.1 sec Access P-3 

 

In the scenarios, the access point selection procedure is 
provided for sending the data of three WBAN users. And also 
it is given in the table 2 that chosen access points after 
parameter evaluation according to the requirements of those 
three users. For example, speed of User-1 is 10 km/h and 
estimated delay is 3 seconds. Under these conditions, User-1 
coordinator node will evaluate the parameters based on table 1 
and choose the best access point. 

As seen in the table 1, the best access point is Access P-1 
under the conditions of User-1 requirements and connection 
price. In this way, the best access point can be chosen for three 
users by favor of a data base which is stored in the coordinator 
node structure. 

 

IV. CONCLUSIONS 

In this study, a priority based wireless body area network 
with cognitive radio is proposed. There are three types of 
priority data in the network and the developed coordinator node 
sorts the data in its queue and sends them to the health center 
with minimum end to end delay. Also, the coordinator node in 
the proposed WBAN is designed with cognitive radio 
capabilities for adopting any access point around. A WBAN 
needs to stay connected to a local or a wide area network by 
using different wireless access points. Thus, the sorted data 
from body sensors in the coordinator node can be sent over 
optimum access point to the destination. As choosing the best 
serving access point has critical importance to provide quality 
of service support and cost efficient connections for WBAN 
users.  
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It can be seen from the analysis of the results that 
coordinator node can sort the data and choose the best access 
point for sending them to the destination within the best 
performance. It is also aimed to have an improvement for 
making a decision based on artificial intelligence of coordinator 
node structure for the next studies. 
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Abstract— Today, in countries across the world, operations 

such as the digitalization of critical infrastructure and public 

services, through the use of computer networks, has revealed the 

security problems of cyber space. Used for the transferring and 

storing of highly critical data, any weaknesses and vulnerabilities 

located on these computer systems have the potential to cause 

tangible and intangible costs and losses on the country 

concerned. With the concept of cyber security growing in 

importance globally, countries have developed strategies, 

launched awareness-raising activities, and organized campaigns 

to have maximum information security level. In what is an 

ongoing process, it has been revealed that countries are finding it 

necessary to create computer security incident response teams, in 

order to protect their national cyber security. Cyber incident 

response teams are for the early identification of threats to 

national security that may occur in cyberspace, and to reduce the 

effects of any attack that may be encountered. In this study, we 

examined in detail the policies being implemented for the 

creation of cyber incident response teams and the qualifications 

team members should have. In addition, the cyber incident 

response teams created in developed countries around the World, 

and the properties and activities of these teams, are investigated. 

The study is concluded by examining the development of cyber 

incident response teams in Turkey, and presenting 

recommendations for Turkey.   

 
 

Index Terms— CSIRT, Incident response teams, Information 

security, Strategy of national security. 

 

I. INTRODUCTION 

HE transition to digital infrastructures being conducted in 

various countries, with the aim of providing better and 

faster solutions for their organizations and institutions, as well 

as improved services for society, has led to the emergence of 

the concept of cyber-security. 
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Discussions on this new concept have also drawn attention 

to the protection of these critical infrastructures against 

potential threats, as well as the ability to respond to attacks.  

Many countries, in parallel to increasingly digitalizing their 

critical infrastructure, have also begun to draw and publish 

cyber-security strategies and action plans, taking concrete 

steps towards restructuring their organizations and forming 

cyber incident response teams - one of the most critical 

aspects of these strategies and plans. 

Around the world, cyber intervention teams are defined 

either as computer security incident response teams (CSIRTs) 

or computer emergency response teams (CERTs). Teams at 

cyber incident response centers focus on identifying threats to 

national security within the cyber environment; on reducing 

the impact of potential attacks; and on responding to actual 

attacks. Many countries have already formulated their own 

national cyber-security strategy, announcing their action plans 

and establishing their own cyber incident response centers.  

In the following sections of this study, we discuss the 

activities and tasks of cyber incident response centers, 

evaluate how cyber incident response teams are formed and 

what their skills should be based on examples from around the 

world. In this context, we will highlight what is being done 

and should be done in Turkey. 

II. CYBER INCIDENT RESPONSE TEAMS 

Cyber incident response teams (CIRTs) are institutional and 

sectorial organizations established to rapidly identify threats 

and potential attacks in the cyber environment, and to develop 

and share measures for solving the problems caused by these 

attacks. The goal of these teams is thus to provide cyber 

response skills to institutions and organizations. CIRTs are 

classified into three groups: national teams, institutional 

teams, and sectorial teams.  

National CIRTs are tasked with leading the formation of 

institutional response teams, and with providing support to 

both institutional and sectorial cyber incident response teams. 

Institutional CIRTs, on the other hand, are tasked with the 

formation of sectorial cyber incident response teams. To 

ensure a holistic approach to security, as well as rapid 

response and organization, the national, institutional and 

sectorial cyber incident response teams all work in 

coordination with one another [1]. 

Characteristics of Cyber Incident Response 

Teams in the World and Recommendations for 

Turkey 

Y. E. Karabulut, G. Boylu, E.U. Küçüksille and M.A. Yalçınkaya 
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III. THE FORMATION OF CYBER INCIDENT RESPONSE TEAMS 

When forming cyber incident response teams, it is 

important to define the teams’ parameters. From the outset, 

procedures should be formed and policies defined, so that the 

teams can readily adapt to the dynamic nature of cyberspace 

while also being able to respond rapidly to cyber threats.  

The general organizational and operational framework of 

CIRTs should be fully delineated. In this context, the scope of 

a CIRT, the institutions and organization with which it will 

cooperate and communicate, its aims and objectives, and the 

existing risks, should all be clearly laid out. It is necessary to 

define the elements, methods, and infrastructure of 

communication, while also developing a system that will 

prevent loss of time in emergencies and exceptional situations. 

When forming CIRTs, the existing national, institutional 

and sectorial communication and information networks should 

also be evaluated and taken into consideration. In addition to 

responding to cyber threats and events, CIRTs are also tasked 

with informing the public and raising awareness. Being newly 

established, CIRTs should come up with a strategy for 

fulfilling this requirement. 

The mission statement of a CIRT should clearly outline 

their aims and objectives. Aspects, such as how the team will 

respond to emergencies and exceptional situations, as well as 

the areas and description of the team’s reactions and reflexes, 

should all be clearly explained. The mission statement of a 

CIRT is also important for defining the scope of the team’s 

services, and for further improving the team’s quality. 

In addition to the mission statement, the intra-team 

hierarchy and the assignment of tasks should also be 

determined. Clearly describing the financial resources of a 

CIRT will also help prevent chaos and confusion during 

emergencies, or when steps are being to further expand the 

team. The purpose, the roles assumed within the country, and 

the areas of activities of CIRTs should all be clearly defined 

and announced to the public. 

IV. THE COMPETENCIES OF CYBER-SECURITY 

TEAMS 

The operational expectation of CIRTs is for them to avert 

cyber-attacks, and to prevent potential attacks by reinforcing 

the vulnerable points where attacks may occur.  

The critical service infrastructure (such as power, electronic 

communications, finance) of CIRTs should allow them to 

monitor digital systems, and to resolve cyber security-related 

issues and weaknesses, by predicting the possible damages 

that might be caused by cyber-attacks.  

Thus, CIRTs should possess certain skills and 

competencies, and as such, consist of individuals specializing 

in areas such as vulnerability analysis, log management, cyber 

response information security management [2]. 

 

A. Vulnerability Analysis 

Vulnerability analysis includes the structuring and 

monitoring of security activities, the execution of penetration 

tests, and the gathering of information on the techniques used 

in cyber-attacks. Within the scope of vulnerability analysis, 

CRTs focus on identifying major system vulnerabilities and 

risks before actual attacks take place, while also taking 

measures and coordinating activities concerning these 

vulnerabilities and risks. 

 

B. Log Management 

Log Management includes the ability to identify attacks and 

to effectively track and interpret records and trails left on a 

system, as well as centralized security monitoring and incident 

management. Enabling national and institutional CIRT 

personnel to track system records and raise awareness of 

systems and threats can also be considered, within the scope of 

Log Management. 

 

C. Response to Cyber Events 

This competency involves the formation of an effective 

institutional CIRT establishment and team member selection 

by national CIRT personnel, as well as a firm grasp of the 

details pertaining to information system forensic analyses, 

network forensic analyses, protection methods against 

Distributed Denial of Service (DDOS) attacks and information 

technology law. This competency provides CIRTs with the 

necessary management and coordination skills for dealing 

with cyber incidents and attacks. Furthermore, this 

competency also covers the proper implementation and 

execution of the measures and methods for preserving digital 

evidence. 

 

D. Information Security Management 

Information security management is an important skill for 

cultivating an understanding of cyber-security processes, and 

raising cyber-security awareness, both at an institutional and 

public level. Increasing the awareness of institutional and 

sectorial CIRT personnel, on information security 

management, enables them to execute rapid and coordinated 

incident management during negative incidents and cyber-

attacks. 

V. INCIDENT RESPONSE TEAMS INTERNATIONALLY 

In many countries, CIRTs can be found as either Computer 

Emergency Response Teams (CERTs) or Computer Security 

Incident Response Teams (CSIRTs).  

The launch of the first CIRTs in Turkey began towards the 

end of 2013, and was soon followed by the formation of the 

sub-teams (i.e. institutional and sectorial teams). The structure 

and organization of CIRTs tends to vary, depending on the 

social and governance structures of the different countries. In 

many countries, national CIRTs have additional teams and 

institutions working under them. 
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A. United Kingdom 

The United Kingdom’s (UK’s) national CIRT began its 

operations in March 2014 under the name CERT-UK. 

Infrastructure activities for the CERT-UK began soon after the 

publication of the national cyber-security strategy in 2011 by 

the British Government, and the institution became active and 

operational in 2014. In the UK, the CERT has been assigned 

with four main tasks: 

 

 National cyber-security incident management, 

 Support to companies and institutions providing 

national critical infrastructure services. 

 Conducting activities for promoting and raising 

awareness on cyber-security at an academic and 

sectorial level, 

 Contacting the cyber incident response teams of other 

countries to ensure coordination and cooperation. 

 

Furthermore, within CERT, a Cyber Security Information 

Sharing Partnership (CiSP) team has also been established. 

The purpose of this team is to ensure that all institutions and 

sectors are kept aware of cyber-security-related developments 

through a cyber-security information-sharing partnership, 

while also informing the participants about vulnerabilities, and 

raising their overall knowledge on the subject. CiSP is a joint 

project of the British government and industry. The CiSP 

project endeavors to develop a holistic cyber-security 

approach in the UK, and share real-time information on cyber-

attack news, methods and vulnerabilities with institutions and 

commercial sectors by closely adhering to confidentiality [3]. 

 

B. Germany 

The German cyber incident response team was established 

by the German government under the name of CERT-BUND 

(German abbreviation: BSI). Referred to as the Federal Office 

of Information Security, the BSI is tasked with promoting 

digital and communication security for the German 

government, and its areas of responsibility and specialization 

includes: 

 

 Protection of critical infrastructures (energy, 

communications, transportation) against cyber-

attacks, 

 Internet security, 

 Setting measures against and identifying wiretapping 

activities. 

 Developing security standards and certifications. 

 Giving accreditation to security test laboratories. 

 

BSI currently has over 600 personnel. It was established in 

1986 with the information technology security authorization. 

The cyber incident response team was established in 2009, and 

the scope of BSI’s authority and tasks was significantly 

broadened following the enactment of the most radical 

regulatory changes to date concerning its tasks and 

responsibilities [4]. 

 

C. Japan 

The Japanese cyber incident response team is known as 

Japan Computer Emergency Response Team (JPCERT). 

JPCERT is tasked with promoting the critical infrastructure 

security of national GSM operators, state institutions and 

organizations, and of industrial organizations against cyber 

attacks. In addition, JPCER also led and coordinated the 

establishment of the first Asia-Pacific Cyber Incident 

Response Team, APCERT. This team is also responsible for 

ensuring coordination and cooperation with other national 

teams.  

JPCERT organizes training activities on information 

security within the country, and also holds events, contests, 

and conferences for raising awareness on cyber incidents and 

information security. JPCERT acquired official status in 2003, 

becoming a non-profit organization working for the state [5]. 

 

D. United States of America 

The American cyber incident response team is known as 

US-CERT. This organization’s mission statement describes it 

as being tasked with ensuring the cyber security of the 

American people, that it enjoys a proactive management, and 

that its aim is to become the preeminent cyber incident 

response center in the world.  

The official website of US-CERT contains information and 

documents on current information security vulnerabilities and 

cyber-attacks being carried out across the world, by posting 

such information and documents online, the United States 

(US) aims to inform and raise the awareness of its people 

about information security, and to create a source and 

reference on cyber security. This organization, also called the 

National Cyber Awareness System (NCAS), relays 

information and updates through electronic mail, allowing 

subscribers to receive the latest updates on cyber-space 

incidents by e-mail [6]. 

 

E. Turkey 

The Cyber Security Institution of Turkey has developed, 

and shared with the public, a National Cyber Security 

Document of its first meeting. Following this, and the 

publication of the relevant regulations in the Turkish Official 

Gazette dated November 11, 2013, the National Cyber 

Incident Intervention (USOM) center was established. While 

this organization is called USOM in Turkey, it is 

internationally known as TR-CERT. 

Following the foundation of USOM, Turkey’s strategy 

document also considered the establishment of both 

institutional and sectorial Cyber Incident Response centers. 

The document envisages the formation of institutional CIRTs 

within Ministries, and in institutions and organizations 

affiliated with Ministries, and also emphasizes coordination 

and cooperation between these teams and USOM. 
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Sectorial CIRTs, on the other hand, will be established to 

promote measures for information, data, and system security, 

in companies providing industrial and critical infrastructure 

services. Sectorial CIRTs will be directly in contact with 

institutional CIRTs, while also engaging in information 

sharing and cooperation with USOM. 

VI. SUGGESTIONS FOR TURKEY 

The Turkish Cyber Incident Response Team USOM has 

closely followed the approach implemented by other 

countries, and has rapidly completed its organization 

accordingly. However, in addition to not yet being widely 

known by the public, at the present time USOM is also not 

assuming an active role. For this reason, public awareness 

raising activities should first be conduct to explain to the 

public what cyber space is, and to emphasize its importance 

for personal, company and national security. 

One option in this context would be to form, just as it is the 

case in the UK and US, an external team that will conduct 

public awareness raising activities, define specific actions for 

raising awareness, and organize activities that are compatible 

with Turkey social fabric. Measures could also be taken to 

ensure continuous communication and exchange of opinions 

between this team and the larger public. 

VII. CONCULUSION AND DISCUSSION 

By examining a number of examples and organizations 

from around the world, this study investigated how cyber 

incident response centers or teams are formed, what their 

competencies should be, and the main methods and 

mechanisms they employ. In addition, the study evaluated the 

cyber incident response teams of developed countries such as 

the UK, the US and Japan, as well as the activities of these 

teams, and in this context, by taking into account current 

developments and studies, made suggestions on what steps 

also need to be taken in Turkey. 
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Abstract—Photovoltaic panels (solar cells), they receive photon 

energy from sunlight, convert them to electrical energy by the 

semiconductor structural features. Photovoltaic panels produce a 

voltage, depending on the change of functional sunlight exposure. 

Produced voltage and determining of provided electrical power, 

must be dealt with the physical parameters that uses the concepts 

of light and temperature. In this study, usage of monocrystalline 

and polycrystalline structured photovoltaic panels electrical 

energy conversion for different atmospheric temperature and 

different sunlight intensity are studied. With the realization of the 

applications, photovoltaic panels' thermal change effects upon the 

energy production is discussed. With the conclusions obtained 

from the research applications and analyses, for heat exchange in 

photovoltaic panels to effects upon energy production, the 

obtained principles of functional changes are interpreted. 

Index Terms—Photovoltaic panel, solar energy, power 

 

I. INTRODUCTION 

S working structure, photovoltaic panels are to interact 
with sunlight.  Sun, as a result of events occurring as core 

fusion, inherently spread light energy to its surrounding.   
Because, our world is a part of the solar system, it is 
continuously exposed to this interaction of light. For that 
reason, solar energy does not require any resources for the 
production according to other energy production sources. As a 
result of above, they are intensely preferred [1].  

Crystalline and thin-film silicon solar cells are the state of 
art technology and they have a great potential for future energy 
production. They have many structure types [16]. This work 
includes monocrystalline and polycrystalline comparison 
within.  

In this study, samples of monocrystalline and 
polycrystalline photovoltaic panels, according to previous 
studies, positioned in a certain direction and angle; afterwards, 
applications were performed [2]. 

 

 

N. Imal, Electrical Electronic Engineering Department, University of Bilecik 

Seyh Edebali, Bilecik, Turkey, (e-mail: nazim.imal@bilecik.edu.tr).  
 

S. Hasar, Osmaneli Vocational High School, University of Bilecik Seyh 

Edebali, Bilecik, Turkey, (e-mail: sahabettin.hasar@bilecik.edu.tr). 
 

H. Çınar, University of Bilecik Seyh Edebali. Bilecik, Turkey, (e-mail: 

harun.cinar@bilecik.edu.tr). 
 

E. Sener, Electrical Electronic Engineering Department, University of Bilecik 

Seyh Edebali. Bilecik, Turkey, (e-mail: eralp.sener@bilecik.edu.tr). 

 

With the panels used in the applications; 

 For fixed temperature conditions, effects of energy 
conversion related to the changes in light parameters, 

 For the fixed light intensity, effects to energy 
conversion of the changes in temperature parameters, 

were studied [3-4]. 

In this study, for electrical energy generation in 
photovoltaic panels; depending the light intensity, by direct 
exposure of sun and absorption of the photon are considered to 
be effectively to what extent. Of which monocrystalline and 
polycrystalline panels is to have more electrical power 
generation capacity upon the parameters effecting the 
efficiency, investigations were carried out. In figure 1, it is seen 
photovoltaic panels used in the studies. 

 

 

Fig.1. Monocrystalline and polycrystalline PV panels 

 

In literature, a yearlong test has shown that the 
monocrystalline cells have higher efficiency than 
polycrystalline cells. It is shown that average module efficiency 
of 11.8% for monocrystalline and 11.5% for polycrystalline 
cells [14]. Also effects of irradiance and temperature can be 
calculated by formulas and using dark current values [15-16]. 

 

II. PHOTOVOLTAIC PANELS 

Photovoltaic energy production by light excitation to 
electronic semiconductor components are provided with a 
potential difference occurring in the electrical energy levels. In 
a photovoltaic panel that contains silicon crystal, the substrate 
is covered with the P-type material, the upper layer is covered 
with N-type material that emitting chemical alloys of free-
electron such as phosphorus, antimony or arsenic. The gaps 
between the photovoltaic cells, coated with a material as 
aluminum, gallium, indium; formation of traces between cells 
is provided. Thus, with light exposure of them, the passing of 
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electrons to the substrate of the “P” is provided. These 
electrons have the ability to move on serial and parallel roads 
obtained in photovoltaic panels. So, creating "I" current by "E" 
emf in photovoltaic panel, electrical energy production can be 
achieved. Although there are many photovoltaic panels that 
improved and being developed is present, here are the most 
widely known and used types are discussed. Moreover in figure 
2, visual images of which belong to these products are shared 
[5-6]. 

 Monocrystalline silicon photovoltaic panels:              
High purity parts of the silicon structure by means of 
subjecting "Czochralski pulling" and "floating zone" 
process, Mono crystalline silicon photovoltaic cells 
are made from very efficient, yield values can reach 
18%. 

 Polycrystalline silicon photovoltaic panels: Despite 
the high efficiency of the monocrystalline silicon solar 
panels, due to the difficulties and high costs of 
production, simple structure than single crystal silicon 
of "Czochralski", polycrystalline silicon structures 
have been developed. Although energy production 
efficiency of "Polycrystalline Silicon Structure" is low 
(8-10%), due to advantages of easier and lower cost of 
production they are preferred. 

 Amorphous - silicon photovoltaics panels: They are 
produced by placing the amorphous silicon vapor and 
window films on to the stainless steel that few 
micrometers thick. When compared to the mono and 
poly crystalline structures, much less silicon structure 
(as 1%) is required. Although, yields are low (as 4-
5%), because of have much lower cost per watt 
compared to other structures, it makes them 
advantageous. 

 

 

Fig.2. Photovoltaic panel types 

 

 Gallium arsenide photovoltaic panels: The highest 
yield (22%) owner of photovoltaic structures includes 
single-crystal gallium arsenide. Despite the high 
efficiency, also high costs lead to less preference. 

 Thin film photovoltaic panels: It can be produced on 
cross section of very thin, such as cadmium sulfide, 

amorphous silicon, copper-indium-diselenide and e.t.c 
are polycrystalline structures in large surface areas. 
Although it has approximately 10% efficiency, it has 
low cost, and if it can be developed in many buildings 
exposed to sunlight, they can be used as roofing 
materials. They are the major advantages. 

 Cadmium telluride photovoltaic panels: They are 
crystal structures that compound form of cadmium 
and tellurium. They are semiconductor structures that 
produced with layered superpose of cadmium sulfide 
and their efficiency approaches to 19%. 

 

III. APPLICATION ANALYSIS OF ELECTRICITY 

GENERATION IN MONOCRYSTALLINE AND 

POLYCRYSTALLINE PANELS  

In this performed study, according to the many operating 
conditions, the most preferred monocrystalline and 
polycrystalline photovoltaic panels are placed in order to more 
sun seeing places , fixed in most suitable position and electric 
power generation analyzes were performed. Prior to the 
application, reviewing of the literature on the subject in 
preparation, work planning had been done [7-8-9-10-11-12-
13]. 

In the study, using one polycrystalline panels and two 
monocrystalline panels which connected in series, applications 
were made. Specifications of used materials in practice in table 
1 and table 2.  For applications, the image of the products used 
in construction is shown in figure 3. 

 

TABLE I 
CHARACTERISTICS OF MONOCRYSTALLINE  

PHOTOVOLTAIC PANELS 

Panel Model 
ANALES 

OKDA - 18 

Maximum Power (Pmpp) 66,65W 

Tolerance of Power +/-5% 

Rated Voltage (Vmpp) 8,63V 

Rated Current (Impp) 7,72A 

Open Circuit Voltage 
(VOC) 

11,23V 

Short Circuit Current (ISC) 8,31A 

Max. System Voltage 1000V 

 

 

TABLE II 
CHARACTERISTICS OF POLYCRYSTALLINE 

PHOTOVOLTAIC PANELS 

Panel Model 
 

Conergy Q 30PA 
 

Maximum Power (Pmpp) 30W 

Tolerance of Power +/-5% 

Rated Voltage (Vmpp) 16,5V 

Rated Current (Impp) 1,83A 

Open Circuit Voltage (VOC) 20,0V 

Short Circuit Current (ISC) 2,0A 

Max. System Voltage 600V 
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Fig. 3. Application equipments 

 

At the graphics below between figure 4 and figure 15, for 
monocrystalline and polycrystalline photovoltaic panels, 
variance graphics of electrical energy production application 
analysis is shown. The nonlinearity seen in these measurements 
are caused by color spectrum of the light and momentarily 
deviation in photon distribution. 

 

A. ANALYSIS OF ELECTRICAL ENERGY GENERATION IN 
MONOCRYSTALLINE PANELS 

In figure 4, figure 5 and figure 6, for monocrystalline panel, 
power changes seen for fixed illumination and different 
temperature conditions.  In this variation graphics, it emerges 
that power decreases as long as temperature increases. This is 
caused by increasing resistance values of the semiconductor 
structure and resistance value of connection path according to 
temperature. 

 

 

Fig. 4. For mono crystalline panel: while Icd30.000 Cd, P=f (Tp) graph) 

 

Fig. 5. For monocrystalline panel: while Icd90.000 Cd, P=f (Tp) graph 

 

 

Fig. 6. For monocrystalline panel: while Icd130.000 Cd, P=f (Tp) graph 

   

 

Fig. 7. For monocrystalline panel: while Tp 15 °C, P=f (ICD) graph 
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In figure 7, figure 8 and figure 9, for monocrystalline panel, 
power changes seen for fixed temperature and different 
illumination conditions.  In this variation graphics, it emerges 
that power increases as long as temperature increases. This is 
caused by fixed resistance values of the semiconductor 
structure and resistance value of connection path according to 
fixed temperature and also increasing illumination provides 
more photons for energy conversion. In figure 7, the lesser 
energy production for low panel temperature is caused by lack 
of photons at the time of measurement. 

 

 

Fig. 8. For monocrystalline panel: while Tp 30 °C, P=f (ICD) graph 

 

 

Fig. 9. For monocrystalline panel: while Tp 45 °C, P=f (ICD) graph 

 

B. ANALYSIS OF ELECTRICAL ENERGY GENERATION IN 
POLYCRYSTALLINE PANEL 

In figure 10, figure 11 and figure 12, for polycrystalline 
panel, power changes seen for fixed illumination and different 
temperature conditions.  In this variation graphics, it emerges 
that power decreases as long as temperature increases. This is 
caused by increasing resistance values of the semiconductor 
structure and resistance value of connection path according to 
temperature. 

 

Fig. 10. For polycrystalline panel: while Icd30.000 Cd, P=f (Tp) graph 

 

Fig. 

11. For polycrystalline panel: while Icd90.000 Cd, P=f (Tp) graph 

 

 

Fig. 12. For polycrystalline panel: while Icd130.000 Cd, P=f (Tp) graph 
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In figure 13, figure 14 and figure 15, for polycrystalline 
panel, power changes seen for fixed temperature and different 
illumination conditions.  In this variation graphics, it emerges 
that power increases as long as temperature increases. This is 
caused by fixed resistance values of the semiconductor 
structure and resistance value of connection path according to 
fixed temperature and also increasing illumination provides 
more photons for energy conversion. In figure 13, the lesser 
energy production for low panel temperature is caused by lack 
of photons at the time of measurement. 

 

 

Fig. 13. For polycrystalline panel: while Tp15 °C, P=f (ICD) graph 

 

 

Fig. 14. For polycrystalline panel: while Tp 30 °C, P=f (ICD) graph 

 

Mathematical variance tables of the acquired data from the 
applications are shown in Table 3. The power values of the 
panels which are not tested for irradiation and temperature 
changes can be calculated using those functions. 

For example; for a monocrystalline panel, for fixed light 
intensity at 30000 Cd, using the power function related to 
temperature shown in table 3 the value of power at 30 degrees 
(P=0,0116*Tp2-1,143*Tp+44,333) can be calculated as 20,48 
watts, and at 60 degrees as 17,51 watts. 

 

Şekil 15. For poly cristalline panel: while Tp45 °C, P=f (ICD) graph 

 

TABLE III 
MATHEMATICAL EXPRESSION OF THE APPLICATION DATA 

Panel 
Type 

Sabit ve y=f(X) Değişim Fonksiyonu 

M
O

N
O

C
R

Y
S

T
A

L
L

IN
E

 
P

A
N

E
L

 
Icd30.000 Cd  

=> P=f (Tp) 
P=0,0116*Tp2-143*Tp+44,333 

Icd90.000 Cd 
 => P=f (Tp) 

P= -0,0074*Tp2-0,2292*Tp 
+94,878 

Icd130.000 Cd 
=> P=f (Tp) 

P= -0,0119*Tp2-0,0955 
*Tp+106,39 

Tp 15 °C 
 => P=f (ICD) 

P=0,00000003*ICD
2+0,0002*ICD -

0,9733 

Tp 30 °C  
=> P=f (ICD) 

P= -0,00000001*ICD
2+ 0,0021 

*ICD-26,099 

Tp 45 °C  
=> P=f (ICD) 

P= -0,000000005*ICD
2+ 0,0013 

*ICD-12,317 

P
O

L
Y

C
R

Y
S

T
A

L
L

IN
E

 
P

A
N

E
L

 

Icd30.000 Cd 
 => P=f (Tp) 

P= -0,002*Tp2-0,061*Tp +4,0271 

Icd90.000 Cd  
=> P=f (Tp) 

P= -0,0034*Tp2+0,1163*Tp 
+15,491 

Icd130.000 Cd  
=> P=f (Tp) 

P= 0,185*Tp2-16,342*Tp +377,29 

Tp 15 °C  
=> P=f (ICD) 

P= 5*10-10*ICD
2+0,0001 *ICD 

-1,1442 

Tp 30 °C  
=> P=f (ICD) 

P= 3*10-10*ICD 
2+0,0002*ICD  

-4,5996 

Tp 45 °C  
=> P=f (ICD) 

P= -10-9*ICD 2+0,0004*ICD 
-12,914 

 

  

IV. CONCLUSIONS 

As the result of the examination, about the electrical energy 
obtained from the photovoltaic panels; 

 Monocrystalline panels provide more electrical 
energy conversion than polycrystalline panels. 

 Fixed Icd values as shown above,   as seen in P=f(Tp) 
graphics, increased temperature causes power to 
decrease according to the semiconductor structure and 
resistance increment at the connection lines. 
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 Fixed Tp values as shown above,   as seen in P=f(ICD) 

graphics, increased irradiance causes power to 

increase. 

 As shown in Table 3, using P=f(Tp) function, for 
monocrystalline and polycrystalline panels, pre-
measured power values depending on temperature can 
be guessed. 

 As shown in Table 3, using P=f(ICD) function, for 
monocrystalline and polycrystalline panels, pre-
measured power values depending on illumination can 
be guessed. 

 Harvesting solar power is direcly related to photon 
absorbtion, 

 Indirect illuminated placement causes low electrical 
harvesting due to lack of photon. 

 In spite of photon absorptions positive effect on 
energy harvesting, increasing temperature of solar 
panel can effect the transformation efficiency 
negatively due to the semiconductor structure and 
resistance increment at the connection lines. 

 Providing natural heat transfer from the solar panel at 
the mounting process will increase the photovoltaic 
panel’s efficiency. 

 In architectural applications, increasing heat of the 
solar panels may cause high temperature, so that 
situation must be considered for fire safety.  

 Solar power plant establishments must be settled for 
the most vertical irradiated positions and not high 
temperature places.   
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DETERMINATION of GENERAL PARAMETERS 

of WSNs DESIGNED for 3-D CLOSED 

ENVIRONMENTS 

 

E. Gunduzalp,  G. Yildirim and  Y. Tatar
 

 

Abstract—Use of Wireless Sensor Networks (WSNs) has become 

widespread in many critical environments. For example, this 

technology has come into use in tunnels, mines and so on.  In this 

kind of environments, a WSN system design must be far away 

from randomness and be done systematically. Therefore 

simulators play a significant role in a WSN system design. Success 

of a simulator affects directly success of the system. In this paper, 

we preferred Castalia simulator which is a successful WSN 

simulator based on OMNET. Many parameters such as different 

data size, indoor environment features, and various transmission 

power levels etc., which have an effect on packet reception ratio 

(PRR), were examined by Castalia. Finally, we explain how to 

design a WSN system, and what should be considered in a WSN 

simulation. 

 Index Terms— Wireless Sensor Networks, Path loss model, 

simulator, Castalia 

I.  INTRODUCTION 

IRELESS Sensor Networks (WSNs) are network 

technologies used for measuring various physical 

phenomenon such as humidity, temperature, pressure etc. They 

communicate generally through radio frequency (RF). In RF 

propagation, some factors such as distance, reflection, 

absorption, scattering and other RF signals lead to three 

important effects; path loss, shadowing and multi-path effects. 

The three effects have to be taken into consideration in a 

wireless channel modelling. 

Today, we have seen many WSN systems that are deployed 

in closed critical environments like tunnels, mines. Technical 

features, locations of sensor nodes and environmental 

parameters of the area directly affect the performance of the 

system. Therefore simulations are of paramount importance to 

detect unanticipated results in a system design. There are some 

significant features in applications in which environment 

modelling is important. Some of these features are wireless 

channel model, radio model, MAC support, adoption and 

scalability. Naturally, a WSN simulator is supposed to have 

these models. 

     In this paper, we show some general steps to be 

considered in design of a WSN system, which is especially 

deployed in closed environments. For this, we used OMNET++ 

based Castalia simulator and different scenarios.  
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II. RELATED WORK 

Castalia is an effective simulator for analysis of various 

layers of WSNs. For example, the method presented in [1] hides 

location privacy of resources, and its effect on energy efficiency 

is observed by Castalia. In [2], a design of Collection Tree 

Protocol – CTP- and its performance are evaluated with the help 

of Castalia. In another study, [3], the energy performance of an 

algorithm that keeps track of mobile nodes is analyzed by it. On 

the other hand, analyses of various routing algorithms can be 

done by using the simulator. To give an example, in [4], the 

success of the RBR (Resource Biased Routing) algorithm is 

shown by Castalia. In another study, [6], the RPL algorithm, 

which has gotten famous through IPv6, and the LOADng 

algorithm are compared on Castalia simulations. A framework 

called PASES, which is designed to evaluate energy 

performances in WSNs, is run on Castalia in [7]. Castalia also 

claims to be successful in WBAN applications. A study [8] does 

a performance test for evaluating various WBAN MAC 

protocols. A comprehensive survey about some WSN simulators 

and their general features can be found in [5].        

III. CASTALIA 

OMNET++ is a discrete event network simulator, which is 

based on object oriented and modular as well. Many 

communication networks can be modeled by it. The C/C++ 

support provides programmers with a flexible design platform 

[9]. Castalia is based on OMNET++, and enable to make 

detailed simulations of WSNs, WBANs and networks consisting 

of embedded device with low-energy consumption. Researchers 

are able to test their own protocols and algorithms with a real-

like wireless channel, radio unit and node models in it [10]. A 

network in Castalia is composed of various sub-modules.  

 

 
 

 

The main modules are wireless channel module, node 

module and physical operation modules. The node module is a 

composite module and consists of different sub-modules shown 

in Fig.1. 

     The radio propagation model of Castalia is modelled in 

the wireless channel module. As known, in a radio propagation, 

W 

Figure1. The modules in Castalia 

mailto:emrullahg@dsi.gov.tr
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distance, reflection, absorption, scattering and other radio 

signals give rise to three important effects; path-loss, shadowing 

and multi-path effect. Since the effects have direct influence on 

radio signals, communication quality will be directly affected by 

them.  There are many approaches concerning modelling of 

radio propagation in literature. Therefore, success of simulators 

rests on the choice of an appropriate and real-like propagation 

model. Castalia, which uses the log-normal shadowing model as 

default, provides a successful wireless channel model. As 

known, absorption, scattering and multi-path effects make signal 

estimation quite difficult in a radio propagation model. In this 

field, the log-normal shadowing model has proven itself to be 

successful [13]. The model computes possible random losses of 

a signal according to Eq.1 [12]. In the equation, PL(d) is total 

reduction of the signal power at distance “d”, expressed as dBm. 

While PL(d0) represents “reference path loss” for a known 

distance “d0”, the second term represents “path loss” depending 

on the distance. The third terms is a Gaussian random variable 

modelling shadowing effect,the modelling of which is difficult.  

   

𝑃𝐿(𝑑) =  𝑃𝐿(𝑑0) +  10𝜂𝑙𝑜𝑔10 (
𝑑

𝑑0
) +  𝑋𝜎       (1) 

X is computed according to the Gaussian function in Eq.2 

[12-13].   

𝑋𝜎 =  
1

√2𝜋𝜎2
 𝑒

− 
(𝑋− 𝜇)2

2𝜎2                                             (2)

Where, µ is zero, and standard deviation -  and coefficient – η 

depend on environment conditions, which are calculated 

experimentally in many studies in literature [11]. 

Castalia includes many features to provide the radio model 

with low-energy consumption. In addition, Castalia allows users 

to define their own radio file in a standard format. 

A MAC layer is an important part of a WSN, which explains 

accesses of nodes to a communication media. Four well-known 

MAC modules are can be used in Castalia [10]. Those are; 

 Tunable MAC 

 TMAC and SMAC 

 IEEE 802.15.4 MAC 

 IEEE 802.15.6 MAC (Baseline BAN MAC) 

 

In comparison to the MAC and the physical modules, the 

routing module of Castalia is weaker [10]. On the other hand, 

Castalia allows users to design their own routing modules just 

like the other modules.  

IV. IMPLEMENTATION 

In the study, a 3D closed area whose dimension is (60, 16, 8) 

m was modelled for the simulations. Depending on scenarios 

selected, seven nodes whose interactions would be observed 

were placed in various coordinates in the area. Since the aim of 

the study was to show general steps of a WSN simulation, the 

environment conditions were considered ideal, and non-

interference model was used. In the scenarios, the nodes were 

placed in the area as shown Fig.2 a, and b. In the scenarios, the 

“Node 0”, broadcasting packet every second, sent totally 500 

packets to the others.    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

      

 

 

Figure 2. The deployment of the sensor nodes according to the scenarios 

a) Horizontal  

b) Random Positioning 
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     In the scenarios that used the CC2420 radio and the 

byPassMAC, PRR variations were observed for different Tx 

output powers, radio sensitivities, data payload sizes and log-

normal shadowing model parameters. At first, ƞ, the 

environment parameter, was selected as 2.4, representing default 

value for a closed area, but then the system was tried again for 

the other ƞ values shown in [11] to check the validation of the 

WSN. A collision-free model was preferred in the experiments. 

In addition, the Link Quality Indicators - LQIs - of the sensor 

were achieved and used as comparison values. The parameters 

of the CC2420 radio used in the simulations are given in Table 

I. 

TABLE I. THE PARAMETERS OF CC2420 

Data 
Rate 

(kbps) 

Modulation 
Type 

Bits Per 
Symbol 

Band 
width 
(MHz) 

Noise 
Bandwidth 

(MHz) 

Noise 
Floor 
(dBm) 

sensitivity 
(dBm) 

Power 
Consumed 

(mW) 

250 PSK 4 20 194 -100 -95 62 

 

A. PRR Variation for various Tx power levels 

 

The aim in this experiment is to find the optimum Tx power 

and an average node distance (d_av). For this, the sender Node 

0 broadcasted periodically with powers of 0 dBm, -3 dBm and -

7 dBm respectively. The PRR variation of the nodes for the Tx 

powers were obtained as in the Fig 3 a-f.

 
   a) Horizontal, Tx = 0 dBm      b) Random, Tx = 0 dBm

 
c) Horizontal, Tx = -3 dBm      d) Random, Tx = -3 dBm 
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e) Horizontal, Tx = -7 dBm     f) Random, Tx = -7 dBm 

 

Figure 3. The PRR Variations for various Tx power levels 

 

     Since WSNs are generally multi-hop applications, distance 

between sensors nodes is important. This will affect directly the 

energy efficiency and performance of the system.  As it is 

understood from the figures above, Tx= -3 dBm output power 

seems suitable for a distance of 20 m in both the horizontal and 

the random scenarios. Thus a gain of 3 dBm can be achieved 

compared to Tx=0 dBm, which provide an energy saving. 

B. PRR Variation for various radio sensitivities  

 

     Radios with receiver sensitivity of between -95 dBm and -

110 dBm have been frequently used in practical applications. In 

the experiments, the PRR variations were observed for the two 

sensitivity values in the both scenarios. The Tx powers used are 

0 dBm, -3dBm and -7 dBm. The PRR values of the experiments 

are shown in Fig.4 a-m. 

 

a) Horizontal, Tx = 0 dBm, sensitivity= -95 dBm   b) Horizontal, Tx = 0 dBm, sensitivity= -110 dBm 

 

 

 
c) Horizontal, Tx = -3 dBm, sensitivity= -95 dBm   d) Horizontal, Tx = -3 dBm, sensitivity= -110 dBm 
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e) Horizontal, Tx = -7 dBm, sensitivity= -95 dBm   f) Horizontal, Tx = -7 dBm, sensitivity= -110 dBm 

 

 
g) Random, Tx = 0 dBm, sensitivity= -95 dBm   h) Random, Tx = 0 dBm, sensitivity= -110 dBm 

 

 
j) Random, Tx = -3 dBm, sensitivity= -95 dBm   k) Random, Tx = -3 dBm, sensitivity= -110 dBm 
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l) Random, Tx = -7 dBm, sensitivity= -95 dBm   m) Random, Tx = -7 dBm, sensitivity= -110 dBm 

 

Figure 4. The PRR Variation for radios with various sensitivities 

 

     As it is seen in the Figures, there is not important difference 

in the PRR variations for the both receive sensitivities. 

Accordingly, a radio with sensitivity of -95 dBm is adequate for 

a WSN system, which has nodes with -3 dBm Tx power and a 

d_av of about 20 m. Thus, when it is considered that more 

sensitive radios are expensive, there is no need additional cost 

for the selected values aforementioned.  

 

 

C. PRR Variation for various data payload 

 

     Payload size is a performance criterion in a WSN system. 

For example, the 802.15.4 standard states that 1% PRR must be 

achieved in -85 dBm receiver sensitivity and 20 byte payload 

[10]. In the experiment, different payload (20, 50 and 

80 byte) was used for the given Tx, d_av values. The results 

obtained are given in the Fig.5 a-f. As it is seen from the 

Figures, increase in the payload doesn’t affect the performance 

a lot for the multi-hop system running with the given 

parameters.    

 

 

 
a) Horizontal, Tx = -3 dBm, payload = 20 byte     b) Horizontal, Tx = -3 dBm, payload = 20 byte 
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c) Horizontal, Tx = -3 dBm, payload = 50 byte     d) Horizontal, Tx = -3 dBm, payload = 50 byte 

 

 
e) Horizontal, Tx = -3 dBm, payload = 80 byte     f) Horizontal, Tx = -3 dBm, payload = 80 byte 

 

 

Figure 5. PRR Variation for various data payload 

 

D. PRR Variation for various ƞ values 

 

     The parameters ƞ and σ in Eq.2 are coefficients, and varies 

by environmental conditions. In literature, the ƞ parameter is 

between 1.6 (LoS) and 2.4 in free-space building. Since the 

environment was considered ideal and free space, the selected 

parameters were tried for ƞ=1.6, 2 and 2.4. The σ was selected 

between 0 and 13. The results are shown Fig.6 a-n. But it 

shouldn’t be forgotten that a system must be tested in a real-

like parameters, so the environmental features must be known 

in advance. As seen in the Figures, the system can run 

seamlessly for Tx=-3dBm, d_av=20 m and the ƞ – the σ values. 
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a) Horizontal, Tx = -3 dBm, ƞ = 1.6, sigma(σ) = 4      b) Random, Tx = -3 dBm, ƞ = 1.6, sigma(σ) = 4   

 
c) Horizontal, Tx = -3 dBm, ƞ = 2, sigma(σ) = 4            d) Random, Tx = -3 dBm, ƞ = 2, sigma(σ) = 7   

 

 
e) Horizontal, Tx = -3 dBm, ƞ = 2.4, sigma(σ) = 7      f) Random, Tx = -3 dBm, ƞ = 2.4, sigma(σ) = 10   

 

 
g) Horizontal, Tx = -3 dBm, ƞ = 1.6, sigma(σ) = 0     h) Random, Tx = -3 dBm, ƞ =1.6,  sigma(σ) = 0 
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i) Horizontal, Tx = -3 dBm, ƞ = 1.6, sigma(σ) = 7     j) Random, Tx = -3 dBm, ƞ =1.6,  sigma(σ) = 7 

 

 

 
k) Horizontal, Tx = -3 dBm, ƞ = 1.6, sigma(σ) = 10    l) Random, Tx = -3 dBm, ƞ =1.6,  sigma(σ) = 10 

 

 
m) Horizontal, Tx = -3 dBm, ƞ = 1.6, sigma(σ) = 13    n) Random, Tx = -3 dBm, ƞ =1.6,  sigma(σ) = 13 

 
Figure 6. PRR Variation for various  n and sigma(σ) values 
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TABLE II. THE LQI TABLE 

Receiver 

 

Transmitter 

node=0 

Sen1/Sen2 

node=1  

Sen1/Sen2 

node=2  

Sen1/Sen2 

node=3  

Sen1/Sen2 

node=4  

Sen1/Sen2 

node=5  

Sen1/Sen2 

node=6  

Sen1/Sen2 

index=0 0/0 100/100 99/99 99/99 100/100 69/64 100/100 

index=1 100/100 0/0 100/100 100/100 100/100 100/100 100/100 

index=2 100/100 100/100 0/0 100/100 100/100 100/100 100/100 

index=3 100/100 100/100 100/100 0/0 100/100 100/100 100/100 

index=4 100/100 100/100 100/100 100/100 0/0 100/100 100/100 

index=5 89/87 100/100 100/100 100/100 100/100 0/0 100/100 

index=6 100/100 100/100 100/100 100/100 100/100 100/100 0/0 

        

E. LQI Values 

 

     LQI tables can provide supplementary information about the 

performance evaluation. Accordingly, their analysis may be 

useful from technical point of view. In the scenarios, each node, 

positioned horizontal and random as in Fig2, sent 100 packets. 

In Castalia, each node has a table for recording LQI values. 

When a node receives a packet, the sender of which is known, 

it increases the counter of the sender. In the study, the LQI table 

obtained from the experiments is given in Table 2. As seen in 

the table, the LQI values validated the PRR values obtained 

according to the values chosen.   

 

V. CONCULUSION AND DISCUSSION 

     For a good performance pre-assessment, some main 

parameters of a WSN system designed must be chosen well. 

The parameters affect directly the life time of the WSN, the 

energy consumption, the network traffic, data loss and so on. 

Some of the parameters are the transmission power, the receiver 

sensitivity and the environments parameters. In the paper, 

simulation of a WSN system deployed in a 3D closed area and 

the selection of its parameters were carried out. For this, 

Castalia simulator and two different scenarios were used. In the 

study, the PRR variations were observed for different Tx 

powers, different payloads, different receiver sensitivities and 

various environment parameters. In addition, the LQI table of 

the experiment was presented for comparison. As a result, the 

optimum parameters of the WSN and the closed area were 

specified. Thus, a design model approach, far from randomness, 

and its steps were presented shortly. Also the effect of the main 

parameters on the result was shown. Although the used features 

are not all parameters to be considered for a WSN design, they 

must be always taken into account. With various combinations 

and interference models, these experiments can be diversified.  
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Abstract— The control of autonomous mobile robot motion are 

still a big challenge due to the uncertainties of the complex 

environment, noisy sensor signals on robot and failure of 

mechanical design.  Mobile robot needs to determine its location 

accurately for performing different task such as trajectory 

tracking and mapping. In this paper, we propose two different 

rule-based methods for reconstructing robot position and the 

direction during the motion. We initially introduce the four wheel 

mobile robot that we have developed for this study by giving the 

detail information about mechanical, electronic and software 

design steps and components.  The proposed methods are used to 

estimate position and direction error and then reconstruct its 

motion while moving in the forward direction.  The proposed 

methods are tested on a real mobile robot.  
 

Index Terms— Localization, Robot Path Planning, Mobile 

Robots. 
 

I. INTRODUCTION 

HERE have been so many types of mobile robots designed 

for achieving complex task such as search and rescue, mine 

dragging, shipping and mapping during the last decades [1,2]. 

While wheel based structured mobile robot are designed to 

move on a flat surface, leg based mobile robot are developed to 

demonstrate locomotion in non-deterministic environment. 

These robots are all equipped with some sensors such as sonar, 

infrared, laser, camera or Wifi. By the help of these sensors, 

robots can able to contact with an environment such that they 

can measure distance of any object or determine its location in 

a space and so on. Moreover, these mobile robot can be 

remotely controlled by computer via wireless communication 

protocols to perform autonomous movement.  

      In the literature, 3D mapping in complex environment, 

distributed multi agent system and autonomous swarm robotics 

have been studied mostly in the mobile robotics in the last 

decades [3-6]. To achieve autonomous movement of mobile 

robot, the initial step is to determine the location of robots 

accurately by using sensors mounted on robots. However, 

sensory data coming from the different sensor are so noisy. For 

instance, the encoder that measure the displacement of motor 

shaft reads unreliable data due to unexpected  
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changes on the ground and wheel rotation. Kalman filter and 

particle filter are well known algorithm to filter the noisy data 

that decreases error in controlling the motion [7].  The sensitive 

and precise component that are used in the while developing a 

robot is another important issue to decrease the noisy data, 

however in that case production cost increases. In addition to 

the sensor mounted on the mobile robot, the communication 

protocols between the controller and robots is another important 

issue that should be considered to design a mobile robot [8]. In 

spite of Bluetooth, infrared and RF that are commonly used to 

control mobile robots for indoor application, UDP and TCP 

protocols is more preferable that is because they are more safe 

and stable in short distance range applications [9], [13].  By the 

increasing the technological sophistication of the internet, cloud 

robotics are become popular in robotic research area [14]. The 

cloud system allows user to communicate with robots from all 

over the world. This approach is a new generation of robots that 

provide wireless networking, big data, artificial intelligence 

algorithms and wide range applications such as surgery, driving 

and shipping [10]-[12]. Despite these developments, in order to 

achieve autonomously control the mobile robot, there is still 

need to estimate the noisy data coming from the sensor to 

determine the direction and location of the robot accurately.  

In this study, we propose rule-based method to estimate and 

fix the error while moving in a forward direction, which leads 

to autonomous motion. The rest of the paper is organized as 

follows. In Section II, we represent the designing steps 

including mechanical, electronics, communication and 

software design. The problem definition is given in Section III. 

The detail information about the proposed method to estimate 

the direction and position deviation are given in Section IV. The 

real time experimental results are represented in Section V. We 

conclude and give the future direction of our research in the last 

section. 

II. MOBILE ROBOT DESIGN 

Our major goal to design such a 4 wheeled mobile robot 
is to achieve autonomous motion indoor area by fixing the 
positional and directional error. In this section, we represent 
three design stages consisting of mechanical, electronics and 
software design. 

A. Mechanical Design 

As shown from the Figure-1a, we initially manufactured the 

body of the robot using transparent board. The size of the body 

of the robot is about 15x25 cm that is enough to mount 4 dc 
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motors, electronic cards, sensors, wires and microcontroller. 

As shown on the right hand side of the Fig.1-a, there are screw 

holes on chassis to stabilize electronic modules, sensors and 

other components. Wheels are only allowed to move in a 

forward direction. The left and right rotational motion of robot 

is realized by adjusting the velocity of the wheels.  The final 

version of the robot at the end of the design process is shown 

in Fig.1-b.    

 
Fig.1. Mobile robot design (a) The basic chassis of mobile robot (b) Mobile robot design after assembling electronic and mechanical components on the robot 

 

Fig.2. Block Diagram of Electronic Circuit Design 

B. Electronic Design 

In this section, we describe the electronic design process 
to gather the electronic components. The schematic view of the 
electronic components including sensor, microcontroller digital 
compass, Wifi Module and motors are shown in Figure-2. In 
order to measure the direction of the motor, we use HMC588L3 
type 3 axis digital compass. Hc-SR04 type ultra-sonic sensor is 
used to measure the distance of the obstacle while moving in 
direction. Spark Core Wi-Fi module is used to communicate the 
robot with PC. Arduino Mega 2560 microcontroller is used to 
interface with the hardware component and implement PWM 
functions to control the motors. The robot is remotely 
controlled by PC via Wifi Network. 

We use serial communication protocols with 2 digital pins 
in same clock frequency as shown Figure-3. This protocol allow 
us to data transfer in 2Mbps.  

 

 

Fig.3. Serial communication protocols 

C. Software Design Software design process consists of three main stages. The 
first one is applied on microcontroller using C programming 
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language to control the motors and read the sensor signals. The 
second one is used for communication protocols between 
Arduino microcontroller and PC. The last one is designing 
interface to allow the user to control the motors and illustrating 
the sensor data. The Arduino IDE, which very simple and useful 
in designing and programming electronic circuit, is used to 
program the microcontroller. Wifi modules are used to 
communicate the PC and microcontroller. We developed 

communication techniques using serial ports that enable to 
control the motor in real time. The user interface is designed in 
MATLAB as shown Figure-4.  The user can set velocity and 
direction of the motors by sending commands on the interface. 
The position of the motor obtained from the encoder and 
direction of the motor obtained from the digital compass are 
also monitored on the interface.   

 
Fig.4. Interface Design 

III. PROBLEM DEFINITION 

In this section, we descried the problem definition by 
giving an example at first. Then, we will present details of the 
methods that we proposed for this study in the following 
sections. While the mobile robot autonomously moves through 
the environment, there would be some error measurement 
caused by the floor, wheel encoders and sensors. These error 
leads to directional and positional deviations of the robot. In this 
study, our goal is to estimate these errors at first and then 
develop a method to fix these undesirable errors. In order to 
clarify the problem, we consider the scenario shown in Figure 
5. As shown from the figure, robot starts its movement at the 
instant of t0 and intends to move through the line. After a while 
robot moving in a forward direction, there is a directional 
deviation from the path at the instant of t1 due to the external 
errors. Our first goal is to estimate the directional deviation and 
fix it as fast as possible. Then, at time t2, although the 
directional deviation is fixed, the position of the deviation 
cannot be fixed as shown from the Figure 5.  This is because 
the sensors and encoders is not enough to compensate the 
velocity of the motors. On the other hand, it is important to 
protect robots direction and position for achieving autonomous 
motion.  

Fig.5. Direction and Position Deviation 

IV. METHOD 

We propose two different methods to fix the directional 
and positional deviations while the robots move autonomously 
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in the indoor environment. Before representing the algorithms 
to fix these deviations, we first describe how to estimate the 

error caused by the sensors, mechanical components and 
environment factors.  

 

 

 
Fig.6. Mobile Robot’s initial  state without moving 

We assume that robot moves at a constant speed to the line 
in forward direction as shown in Figure-6. The rotational angle 
of the motors on the robot obtained from the encoder is 
vertically placed behind to each motors. The rotational angle is 
theoretically calculated by the following equation 

𝜃 =
𝑚×360

𝜋×𝐿
      (1) 

 

where m is the distance of wheel’s movement, L is the width of 

mobile robot, 𝜃 is rotation degree around the z axis. 

 
Fig.7. Rotation while the robot is moving in the forward direction 

After the robot just starts to move in a trajectory shown in 
Figure -7, the rotational angle of the motor on the wheel is 
calculate by, 

𝜃 =
(𝑚𝑏−𝑚𝑘)×180

𝜋×𝐿
      (2) 

where mb and mk is the distance of the inner and outer of the 
front wheel respectively. The equation (2) is recalculated as 
follows, 

(𝑚𝑏 − 𝑚𝑘) =
𝜃×𝜋×𝐿

180
     (3) 

 

The positional deviation along  x-y axis is estimated by 
the following equation, 

 
Fig.8. Fixing the deviation of direction 

𝐾𝐹𝑦 =  
[(𝑚𝑘×360)+(𝐿×𝜋×𝐴)]

2×𝜋×𝜃
 × (1 − cos 𝜃 )  (4) 

 

𝐾𝐹𝑥 =  
[(𝑚𝑘×360)+(𝐿×𝜋×𝜃)]

2×𝜋×𝜃
 × sin 𝜃    (5) 

 

where KFx and KFy is the amount of positional deviation along 
x- axis and y- axis respectively. 

The first method that we propose is aimed to detect and 
estimate the directional deviation. Digital compass is used to 
measure the directional deviations of robots while moving in 
forward directions. Figure-8 shows the directional deviations 
robot at the instant of time t1. The velocity of the motors on the 
wheels at different time step is calculated by the following 
equations, 

𝑉𝑘 = 𝑉𝑘 𝑡 = 𝑡0

𝑉𝑘 = 𝑉𝑘 + 𝑉𝑓𝑎𝑟𝑘 𝑡 = 𝑡1, 𝑡2
   (6) 

𝑉𝑏 = 𝑉𝑏 𝑡 = 𝑡0, 𝑡2

𝑉𝑏 = 𝑉𝑏 − 𝑉𝑓𝑎𝑟𝑘 𝑡 = 𝑡1
   (7)  

 

where Vk and Vb is the velocity of the left and right of the wheel. 
Vfark is the difference velocity that is calculated by the equation 
represented as, 

𝑉𝑓𝑎𝑟𝑘 = 𝑉𝑘 ∗ (
𝑚𝑏

𝑚𝑘
− 1)     (8) 

The second method that we propose is to fix the positional 
deviation. We assume that positional deviation consist of four 
stages at different time step shown in Figure-9. The directional 
deviation initially is estimated and fixed at t1 and t2. The 
velocity of the wheels at all-time step is calculated by the 
following equation,  

𝑉𝑘 = 𝑉𝑘 𝑡 = 𝑡0, 𝑡3

𝑉𝑘 = 𝑉𝑘 + 𝑉𝑓𝑎𝑟𝑘 𝑡 = 𝑡1, 𝑡2, 𝑡4
   (9) 
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𝑉𝑏 = 𝑉𝑏 𝑡 = 𝑡0, 𝑡3, 𝑡4

𝑉𝑏 = 𝑉𝑏 − 𝑉𝑓𝑎𝑟𝑘 𝑡 = 𝑡1, 𝑡2
   (10) 

 

The positional deviation is fixed by setting the inversion 
velocity of the both left and right front wheels at t3 and t4 time. 
Algorithm-1 represents how to protect the positional deviations. 

 
Fig.9. Fixing the Direction and Location Deviation 

 

Algoritm-1: Protection of Position Deviation 

WHILE (true) 

    speed=readcommand("speed"); 

    rightspeed= speed; 

    leftspeed= speed; 

    k_ direction = readcommand ("direction"); 

    g_ direction = control_direction(); 

    IF(k_ direction!= g_ direction & section == 0) 

        section =1; 

    END IF 

    IF (section!= 0) 

        rightspeed =calculate_ rightspeed (section); 

        leftspeed = calculate_ leftspeed (section); 

    END IF 

    move(leftspeed, rightspeed); 

END WHILE 

 

 

V. EXPERIMENTAL RESULTS 

The proposed methods are tested on real mobile robot which 
has four motors, digital compass, sonar sensors. Our major goal 
is to test the proposed algorithms with real data. We observe 
that even if the robot moves to line at constant speed on the flat 
surface, the directional deviation is increasing over time. The 
reason is for this deviation is caused by the mechanical and 
electronic components on the robot. For instance, we put some 
weight on the robot to investigate how positional deviation will 

change during the motion. We observe that robot moves more 
stably under the heavy weights.  

In order to show the performance of the algorithms, firstly the 
directional deviation is measured about 5 degree by using 
digital compass. The data is read every 0.6 seconds from the 
digital compass represented in Algorithm-1. When the mobile 
robot get out of the line, equation (9) and (10) is used to 
calculate the velocity of the motor that is being applied on 
motors for protecting the directions at t1 shown in Figure-9. If 
there is not any direction deviation, the velocities of the motor 
will not be changed. Table -1 shows the values of the velocity 
of motors, directions of the motion and compass sensor 
information during the motions. The first column represents the 
time, second column KD represents command direction value, 
GD represents running direction value of mobile robot. Left and 
right are the motor’s velocity, DH is angular velocity. The 
velocity of the right and left front wheel are set to 120 cm/s and 
136 cm/s at the instant of t4. Figure-10 shows the angular 
velocity values at different time step. Figure-11 illustrates the 
total trajectory of robot from t0 to t4. 

TABLE I 

Directions and Velocity Logs 

 

 

Fig.10. Velocity change of right (red) and left (blue) front wheels at different 
time step 

Time KD GD  
Left 

(cm/sn)  

Right 

(cm/sn) 
DH 

12:41:21.238 174 174 

t0 

120  120 150 

12:41:21.563 174 174 120 120 150 

12:41:21.874 174 174 120 120 150 

12:41:22.186 174 178 t1 104 136 150 

12:41:22.488 174 174 
t2 

104 136 150 

12:41:22.813 174 174 104 136 150 

12:41:23.749 174 170 
t3 

120 120 150 

12:41:24.055 174 170 120 120 150 

12:41:24.365 174 174 

t4 
120 136 150 

12:41:24.680 174 174 120 136 150 

12:41:24.994 174 174 120 136 150 
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Fig.11. The figure shows the forward direction of the robot’s movement at different time step. The deviation in the direction is formed at t=0.6 seconds, then 

robot fixed its direction at t=1.2 seconds. Robot starts to move to fix its the location about t=1.8 seconds and achieve to fix both location and direction at t=2.4 
seconds. 

VI. CONCLUSION AND DISCUSSION  

In this study, we present a ruled based method to estimate 
and fix the positional and directional deviations of mobile robot 
while moving autonomously indoor environment. At first, we 
described the mechanical and electronic design process of the 
mobile robot. Digital compass is used to measure the directional 
deviations. We observe that digital compass is not enough to 
accurately measure the directional deviation in real time 
application. There is another important result of the experiment 
is that robots cannot achieve simple task due to error caused by 
the mechanical and electronic components.  The proposed ruled 
based method is sufficient in some cases when the floor is flat 
and the velocity of the motors should be low enough to measure 
the sensor values. As a future work, we are planning to 
implement the mapping algorithms on the robot while it’s 
moving in the environment autonomously. 
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Abstract—Nowadays, electric vehicles have become an 

important area because of air pollution, increasing use of 

renewable energy sources and being exhausted of oil fuels. In our 

country even the usage of electrical vehicles is not widespread 

nowadays, but also very popular and it is thought that it will 

increase. In this area, new studies and projects appear 

continuously Real systems are moving systems and it is difficult 

and expensive to evaluate by electrical vehicles; therefore an 

experiment mechanism has been created. In this study two fixed 

magnet synchronous hub motors have been used as wheels and the 

other one as load. In order to find the speed of the wheel, load value 

and coefficient of friction related to sliding, Burckhardt model has 

been used and the results obtained with different speed and road 

conditions have been presented here. 
 

Index Terms— HUB Motor, Electric vehicles, Burckhardt 

model, Slip Ratio, Friction Coefficient 

 

I. INTRODUCTION 

OWADAYS, productivity and saving of energy subjects 
have become very important because of pollution, 

decreasing amount of petroleum and energy problems. Natural 
gas, water and oil are very important energy resources. If we 
consider our lands geographically, water is our most important 
energy resources. However, it is a fact that the earth is balance 
has been damaged because of global warming and if 
precautions have not been take earth will face to face with 
drought [1]. The most important problem is that oil is not an 
external energy resource and it will be exhausted in a short time 
[2]. The idea of moving reliable, effective and environment-
friendly electrical energy vehicles with electrical motors can be 
thought as the starting point of electrical vehicles [3].  

In the history, Improving first electrical vehicles have 
started in 1835 and electrical railway has been produced in 1835 
and electrical railway has been produced in 1835. Lead acid 
batteries have been improved in 1859 and then their usage at 
the electrical vehicles have been become an important transition 
point [4].  
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Worries about pollution and oil prices have caused the 
automotive industry is improving electrical vehicles rapidly. 

The structure of electrical vehicle is composed of inverter 
circuit which has been made up for power switching 
components, batteries group as energy storage part, control 
systems and mechanic power transmission system. Electrical 
vehicles have made advantages than classical cars, with 
internal-combustion engines because of not producing waste 
gases and not using motor oils, being environment friendly, not 
needing gearbox, winning back the energy at the time of 
braking and running silently. However, electrical vehicle 
cannot take place of a gasoline car because of having heavy, 
bulky car batteries, limited capacities, long time of filling and 
having bad proportions of power-weight and power/volume of 
electrical motors. Also control of electrical vehicles is a very 
important point of security. A complete modelling should be 
made for a wide control. Possible conditions should be taken 
into consideration. In this study, an experiment mechanism 
consisting by two hub motors has been designed in order to 
model electrical vehicles. One of the hub motors used at the 
mechanism has been chosen a wheel of the vehicle and the other 
one as the load. Because the road load, which has been applied 
according to the road conditions, has changed, in order to find 
wheel speed and load value, Burckhardt Model [5] has been 
used  for using the motors at the experimental mechanism, 
results reference values of the different speed and road 
condition have been shown. 

 

II. HUB MOTORS 

Hub motors are electrical motors assembled at the central 
of wheel of the vehicle and they can revolve the wheel directly. 
These motors have took place at the electrical bicycles, ATV’s 
and electrical vehicles mostly. Four wheels driving by an 
electrical motor is a widely used method at the hybrid vehicles. 
However, four wheels driving by an electrical motor has 
caused some advantages and disadvantages.  The most 
important advantage is increasing of energy productivity. 
There should be a lot of power train in order to transfer kinetic 
energy to the wheels by a central motor, on the other hand, 
wheel motors provides to avoid losses created by this power 
train. Because it is not necessary to have differential gear, drive 
shafts, provides decreasing of vehicle weight. Also having 
control of each motors independently provides the usage of 
algorithms easily as traction control system. On the other hand, 
because of motors fitted in the wheel causes increasing of 
weight of wheel, convenience of driving can be decreased. In 
such motors, wheel shaft is directly linked to the motor. 

Tire-Road  Friction Coefficient Estimation and 

Experimental Setup Design of Electric Vehicle 

C.Elmas, U.Güvenç, and M.U.Doğan 
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Because of there is not a physical mediator at the time of power 
transfer, productivity is high at this motors. The stable 
windings in the motor create a specific electromagnetic field. 
Wheel shaft starts to turn with the effect of this electromagnetic 
field [6]. Electric motors have their greatest torque at startup, 
making them ideal for vehicles as they need the most torque at 
startup too. 

Hub motor electromagnetic fields are supplied to the 

stationary windings of the motor. The outer part of the motor 

follows, or tries to follow, those fields, turning the attached 

wheel. In a brushed motor, energy is transferred by brushes 

contacting the rotating shaft of the motor. Energy is transferred 

in a brushless motor electronically, eliminating physical 

contact between stationary and moving parts. 

Although brushless motor technology is more expensive, most 

are more efficient and longer-lasting than brushed motor 

systems.  

Hub motor are typically brushless motors (sometimes 

called brushless direct current motors or BLDC), which 

replace the commutator and brushes with half-a-dozen or more 

separate coils and an electronic circuit. The circuit switches the 

power on and off in the coils in turn creating forces in each one 

that make the motor spin. Since the brushes press against the 

axle of a normal motor, they introduce friction, slow it down, 

make a certain amount of noise, and waste energy. That's why 

brushless motors are often more efficient, especially at low 

speeds 

 
The outer-rotation hub motor systems are type of motors 

that have capacity of producing high torque at the low speed 
space. Because the machine torque changed directly 
proportional according to the machine’s diameter’s square, 
need of high moment can be overcome by using high diameter.  
Permanent- magnet synchronous hub motor that we used at the 
system has 48V and the motors can produce 1kW of power. 

 

III. TRACTION CONTROL OF 

ELECTRICAL VEHICLES 

The most important and disadvantageous side of mechanic 

differential gear which take part at the cars using daily life  is 

surely that when one of the wheels cannot  hold the road and a 

result skidding and cannot transfer power to the other wheel.  

At the two motor vehicles, subject of this study, one of the 

wheel can produce power independently from the other one. 

So, one of the wheels has been on the ice or snow surface, 

doesn’t obstruct the vehicle’s moving. At the motors which are 

used, torque control can be done by current control [7]. 
Antislip control and slip ratio control in an electric 

vehicle have the benefit of improving the driving stability 

of a vehicle on a low road. However, problems arise in 
coordination with the accelerator, including difficulty in 
switching between traction control and torque control with 
the accelerator without creating abrupt changes in the driving 
force, and the inability to obtain an arbitrary driving 
torque even though a large driving force can be obtained by 
slip ratio control [8,9]. 

Maximum value of torque applied on the wheels at the low 
friction surfaces is not related to the power of motor but related 
to holding of the wheel to the surface. The main two factors are 
total vehicle weight of each wheel and friction coefficient of 
between the surface and the wheel [10, 11, 12, 13]. 

In order to create a force of wheel at the surface of the road 
and the moving direction, it should a bit slip. According to this, 
a wheel transferor and drive effort, it turns more than the needs 
of the road that go through. Similarly, it will turn less than the 
needs of the road that go through. Friction torque is connected 
to the condition of the wheel and the road as well as the load 
amount and drive force. In order to move of the vehicle, the 
power produced by motor should overcome the amount of road 
load. In a vehicle, Slip ratio is the proportion of the difference 
between the velocity of wheel and the actual velocity of vehicle 
to the velocity of wheel [14, 15]. 

The wheel slip ratio, which is defined as  

 

s =
ω. r − VX

ω. r
 ,         for driving                                          (1) 

 

s =
VX − ω. r

VX
,           for braking                                        (2) 

 

where r is the wheel radius, ω is the wheel angular velocity, 𝑉𝑋 
is the actual velocity of vehicle. 

As shown in Figure 1, a tire-road longitudinal friction 
coefficient µ is defined through the ratio between the traction 
force and the normal force.  

 µ =
Fx

Fn
                                                                                          (3)  

  

 Fx =  µ Fn                                                                                     (4) 

 

where Fx is the traction force and Fn is the the normal force as 
shown in figure 1, wheel model of  a vehicle has been shown. 
This friction coefficient depends on various factors, including 
the type of tire, the tire air pressure, the road condition, the 
normal forces [16]. In several works, the friction coefficient is 
modeled through semi-empirical formulas, which reproduce the 
steady-state wheel behavior.  Usually, vehicles travel through 
variable road conditions; therefore, the results of empirical 
formulas may not represent the physical model with sufficient 
fidelity [16,17].  

In traction control, it is necessary to consider the dynamic 
behavior of the friction coefficient to control the traction forces 
with a dynamic response that is fast enough to avoid the loss of 
traction (skidding). Wheel model of a vehicle is shown in 
Figure 2. 
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Fig.1.  One wheel model of a vehicle 

This friction coefficient depends on various factors, 
including the type of tire, the tire air pressure, the road 
condition, the normal forces.  

In order to calculate the force of the wheel transferred at the 
road, a tire model has been used. At the input of this model, 
normal force of the tire, torque of the axle shaft  and vehicle 
speed have been found, at the output, angular speed of the tire, 
torque and force applied on the road can be found. In order to 
calculate the force of the tires applied on the road, tires model 
is being used. Mostly used type models Magic Formula [18], 
Burckhardt models are used at modelling of tires. In this paper 
the Burckhardt model [5,19] will be used, as it is particularly 
suitable for analytical purpose while retaining a good degree of 
accuracy in the description of the friction coefficient. 

Based on Burckhardt model, the velocity dependent braking 
effort coefficient between the tire and the road has the following 
form 

 

µ ( 𝑠, 𝑣) = [𝐶1  (1 − 𝑒
−𝐶2𝑠

 ) − 𝐶3 𝑠]𝑒
−𝐶4𝑠𝑣

                              (4) 

 

Where C1 is the maximum value of friction curve; C2 is the 
friction curve shape; C3 is the friction curve difference between 
the maximum value and the value at λ = 1; and C4 is wetness 
characteristic value. By changing the values of parameters C1–
C4, many different tire-road friction conditions can be 
modeled. The parameters for different road surfaces are listed 
in Table 1 

TABLE I 
TIRE-ROAD FRICTION PARAMETERS. 

Surface Conditions C1 C2 C3 C4 

Dry asphalt 1.029 17.16 0.523 0.03 

Dry concrete 1.197 25.168 0.5373 0.03 

Snow 0.1946 94.129 0.0646 0.03 

Ice 0.05 306.39 0 0.03 

IV. EXPERIMENTAL SETUP DESIGN AND 

RESULTS 

  
In the systems, as the main metal is low carbonic structure 

steel at the quality of St 37.2, strap and two hub motors have 
been used. An experiment mechanism has been completed in 
order to transfer simulation works done at the computer 
environment to the practice. Longitudinal force of the tire 
applied on the road has been accepted as load. There are two 
hub motors at the experiment mechanism. Secondary hub 
motor will be used for load. Driving system of hub motor has 
been formed by inverter, digital signal processing and position 
sensor. According to the information of rotor position 
knowledge of location position, digital signal processing 
determines the phase for giving energy and switching are done.  
For stable torque production, these processes should be 
completed at the same time with the rotor position. Because 
real systems are moving systems and it is difficult and 
expensive to complete measurements at the electrical vehicles, 
experiment mechanism has been created for modelling 
electrical vehicles. Experimental setup is illustrated in Figure 
2. 

 

 

 
 

Fig 2. Experimental Setup 

 

In this study, graphics of the friction coefficient and slip 
ratio as depend on vehicle speed is shown following. When 
speed increases friction coefficient connected with slip ratio 
decreases. This simulation was conducted on four road surface 
states dry asphalt (green), dry concrete (blue), snow (red),  ice 
(turquois). In Figure 3, the shapes of slip ratio-friction 
coefficient for four different road conditions with a vehicle 
speed of 10 m/s are illustrated. 
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Fig 3. Slip ratio -friction coefficient graphics for different road conditions with 

a vehicle speed of 10 m/s 

 

In Figure 4, the shapes of slip ratio-friction coefficient for 
four different road conditions with a vehicle velocity of 30 m/s 
are illustrated. 

 

Fig 4. Slip ratio-friction coefficient graphics for different road conditions with 

a vehicle velocity of 30 m/s 
 

At the Figure 3 and Figure 4, Slip ratio-friction coefficients 
for different road conditions, at the speed of 10 m/s and 30 m/s, 
by using Burckhardt model have been displayed. As speed and 
slip ratio increases, friction coefficient decreases. When a tire 
is locked, the braking effort coefficient falls to its sliding value. 
As a result, the vehicle will lose directional control and stability. 

Slip ratio has been given as the shape of trapeze and change 
of wheel speed has been illustrated in Figure 5. 

 

Fig 5 Angular speed of the wheel graphics when slip in the shape of trapeze 
with vehicle speed of 10 m/s 

Slip ratio has been given as the shape of trapeze and change 
of wheel speed has been illustrated in Figure 6. 

 

Fig 6. Angular speed of the wheel graphics when slip in the shape of trapeze  
with vehicle speed of 20 m/s 

 

Fig 7.  Friction coefficient- Slip Ratio Curve of vehicle speed 10 m/s 
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The model between the friction coefficient µ and slip ratio at 
the vehicle speed of 10 m/s is shown in Figure 7. 

At figure 8 and figure 9, Slip has been given in the shape of 
trapeze and connected to the vehicle speed, wheel speed curves 
have been shown.  Wheel speed was estimated using the slip 
chances between -1 to 1.  

 

Fig 8.  Dry asphalt road’s coefficient of friction graphics when slip in the shape 
of trapeze at vehicle velocity of 10 m/s   

 

 

Fig 9.  Dry asphalt road’s coefficient of friction graphics when slip in the shape 
of trapeze at vehicle velocity of 20 m/s   

 

At figure 8 and figure 9, when slip changes between -1 and 1, 
in the shape of trapeze, at the dry asphalt road, speed of 10 m/s 
and 20 m/s, friction coefficients have been shown. This effects 
longitudinal force of wheel and as a result it effects load force. 

At the figure 10, when slip ratio changes in the shape of trapeze 
under different road conditions (dry asphalt, dry concrete, snow 
and ice). 

 

Fig 10.  Friction coefficient graphics for different road conditions of vehicle 
velocity of 10 m/s 

Simulation study of friction coefficients has been shown. 
The highest and the best result friction coefficient is dry asphalt 
and the lowest one is icy road. 

 

V. CONCLUSIONS AND  DISCUSSION 

Because the real systems are moving systems and it is 
difficult and expensive to complete measurements, an 
experiment mechanism has been created. Speed of hub motor 
used at the electrical vehicles, connected to slip has been 
calculated using simulation study with C language. 

There are also different vehicle traction systems; it is 
thought that directly tire drive systems will be used widespread 
in the future. By controlling each tire hub motors 
independently, breakdown of any motor can be prevented, so 
reliability of the vehicle’s drive systems increases. 

Because of increasing amount of pollution and decreasing 
amount of oil reserves, study of electrical vehicles should be 
speed up.  In order to produce cheaper driving systems of 
electrical vehicles, control systems, projects should be started 
about equipment’s of electrical vehicles. By modelling the 
precious studies, more productive, lighter, more intelligent and 
cheaper components should be produced.  Technical staff 
should be raised about power electronics and design of 
electronics circuit. It is not impossible to produce this 
technology be encouragement of the state, progress of the 
industrials and common projects groups of the universities. 
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Abstract—One of the alternatives to fossil fuels is the solar 

energy to produce electricity parallel with today's rapidly 

advancing technology. Solar energy is the most important and 

the cleanest energy source that it can be used in almost every 

field. Lighting systems come at the first of these areas. Almost 

%25 of produced electricity is being consumed for lighting in all 

over the world.  Therefore, using alternative energy for lighting 

systems has become inevitable. For example, usage of alternative 

energy for lighting in the local parks, gardens and streets, long-

distance highways and roads have become widespread quickly. 

Despite there is a transmission cost in addition to production cost 

in power plants, solar power systems have no transmission cost 

so usage of them are growing rapidly. However, it should be 

considered more seriously that component of solar power system 

must be chosen recyclable from production throughout 

operation. It is obvious that the usage of solar power system is 

inevitable when environmental effects of thermal power plant 

are being considered. Therefore usage of the solar energy should 

be expanded, especially in street, highway, park and garden 

lighting, traffic signals and remote area lighting system. 

Examples of these applications around the world should be 

encouraged to use in our country.  

In this sense, this study has provided information about solar 

lighting systems and their new technology. Furthermore, an 

example of the integration the solar energy within a city lighting 

system has been investigated.      

 

Index Terms—Solar Energy, Solar Lighting, Environmental 

Pollution, Renewable Energy 
 

I. INTRODUCTION 

N recent years, renewable energy sources draw attention 
because of environmental impact of fossil fuels and their 

ongoing depletion day by day [1]. Sun is the most important 
energy source for our planet. Solar energy is an alternative to 
fossil fuels due to its clean and environmental friendly 
characteristic.  
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The solar radiation energy falling on earth in a year is about 

160 times more than the earth's fossil fuels potential 

determined so far [2]. In addition, it is 15000 times more than 

fossil, nuclear and hydroelectric energy combined which are 

being produced on earth every year. From this point of view, 

maintaining of the solar energy is not a problem. The real 

problem is to convert the solar energy into an energy type that 

can be used for human activities in most effective way [3]. 

Production of electrical energy is mostly utilising the burning 

of fossil fuels like coal. However, the burning of fossil fuels 

emerges carbon dioxide, ash and some other waste. These 

wastes have several adverse impacts for the environment. 

Photovoltaic cells are leading alternative energy production 

method with no polluting effect [4-5]. 

It is necessary to extend the usage of solar energy as an 

alternative energy source to meet the growing energy demand 

all over the world [6-7]. Turkey is fortunate in the sense of 

solar energy potential with its geographical location 

compared to many other countries.  According to a study 

conducted by EIE, based on measurements of State 

Meteorology Affairs General Directorate between 1966 and 

1982, it has been found that annual sunshine duration of 

Turkey is 2640 hours (7,2 hours daily) and average total 

radiation intensity is 1311 kWh per square meter in a year. 

[8]. Electrical energy derived from solar energy can run all 

systems which are being powered by main grid with the help 

of appropriate hardware. The aim of this study is to emphasize 

the importance of solar energy as an alternative to fossil fuels 

for lighting systems in terms of environmental pollution.  

 

A. Integration of Lighting System and Solar Energy  

 

The most important method to obtain electricity from solar 

energy is solar cells; they are also known as photovoltaic 

systems. It requires higher technology and more money to 

obtain electricity from solar energy. However, increasing 

environmental awareness has intensified efforts to use this 

method. Many studies have been occurred to produce 

electricity more efficiently with the invention of photovoltaic 

cells in 1959. Photovoltaic technology has made great 

progress in the past 50 years [9]. Systems that can provide 

electricity for 15000 homes were produced in 1990.  

 

Importance of Solar Lighting Systems in Terms 

of Environmental Pollution  
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Photovoltaic cells are formed by combining two different 

semiconductor materials. These materials are usually made of 

silicone and they can generate electricity in each case of sun. 

So they can continue to generate electricity by emitting the 

radiation of sun in even cloudy weather. The most important 

features and advantages of photovoltaic cells are that they are 

reliable and they need little maintenance. They consist of four 

main parts as listed below. 

 

Parts of the Photovoltaic system:  

 

 Solar Panel: Consist of Mono-crystalline cells and it 

produces the electricity. 

 Battery: The unit that stores the energy. 

 Invertors: The part allows home appliances to use 

the electricity produced by solar panels. 

 Regulator: The part that secures the system [9]. 

 

LED (Light Emitting Diode) is a semi-conductor, light 

emitting electronic circuit element. LEDs have low energy 

consumption, long life, durability, small size, quick response 

and many other advantage compare to traditional light 

sources. Cost of LED units is dwindling in parallel to the 

technological development so they can be used in lighting 

applications widely. It is observed that they are being used in 

tunnels, facades, sport area, industry as much as traditional 

street illumination. Integration of LEDs within new 

application in European countries has reached 50%-70% 

beyond the optimistic estimations [10]. 

According to the data provided by Ministry of Energy and 

Natural Resources in 2014, there are about 17 million street 

lamps in Turkey. This number has a 2.5% share of total 

consumed electricity and cost an annual amount of 288 

million U.S. dollar. Again according to ministry's statistics, if 

these street lights replaced with LEDs, 75% saving would be 

achieve [11]. LEDs produce more light flux per watt than 

standard incandescent lamps produce. As we know the vast 

majority of energy used by standard bulbs is used as thermal 

effect. However, the thermal effect of the LEDs is greatly 

reduced and they have long uptime. Today, 3W power LEDs 

can produce 231 lm per watt theoretically. Different lamps 

used in photovoltaic lighting application are given in Table 1. 

The value of light in lumen per consumed watt shows the 

superiority of LEDs [10]. 

 
TABLE I 

 THE LAMPS USED IN PHOTOVOLTAIC LIGHTING APPLICATIONS 

 
Lamp Types Light per-watt 

 (Lumen/Watt) 

Tungsten lamps 6-10 

Halogen lamps 16-22 

Compact fluorescent lamps 30-60 

Fluorescent lamps 46-95 

Gas discharge lamps 55-125 

LED lamps 60-132 

 

Along with the raising environmental awareness, usage of 

solar powered for outdoor lighting systems is increasing while 

lighting systems are moving away from traditional methods. 

Solar lighting systems perform outstanding results for 

required parameters. They are also economic and efficient 

[12]. Solar panels are being used for these systems to produce 

individual electrical energy.  

Solar street lighting systems have a wide range of application 

area. They are not only used in the street but also airports, 

harbours, docks, parks, gardens, road and highways. They are 

both environmental friendly and cost-effective. A solar street 

illumination system is composed of a solar panel, a group of 

batteries, a charge controller, sensors and lighting units (LED 

lamps). There might be a wind turbine additionally.  

 
Fig 1. Basic parts of a solar street illumination system [13]. 

 

LED lighting armatures are optimized for thermal and 

photometric performance to achieve different illumination 

level. Thereby, the systems can be integrated to an automation 

system for different application and illumination levels. This 

can reduce the energy consumption between 50% and 80% 

[14]. All of these are the first and the most important step 

towards the concept of smart cities [15]. 

Typical applications that use Solar Lighting System are 

follows: 

 

 Park and gardens,  

 Urban streets and roads, 

 Intercity highway and roads, 

 Hotels, resorts and harbors,  

 Ambient lighting of homes that is away from 

residential areas, 

 Earthquakes and weather observation stations,   

 Warning Systems and the traffic lamps, 
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can be listed as application area of the solar lighting systems 

[16]. The followings specify the advantages of solar lighting 

system with power-LED: 

 

 It is environmental friendly, it has low heat and light 

pollution. 

 It has long lifetime and low cost. 

 It does not strain eyes with high density, brightness 

and contrast. 

 Consumes 10 times less energy than standard 

lighting systems. 

 It gets instant access to the actual brightness and it is 

efficient. 

 It is maintenance-free and it has a plug-and-play 

capability. 

 There is no need to wiring. 

 It has zero carbon dioxide emissions. 

 It has resistant to shocks and physical impacts. 

 It does not generate electromagnetic waves or 

interference signals and it does not contain heavy 

metal within [17]. 

 

II. THEORETICAL GROUND 

The aim of this study is to provide 1072 watts electrical 

energy for two laboratories from solar-wind hybrid power 

generation system in the climate condition of Afyonkarahisar. 

To achieve this, a hybrid power generation system, consisting 

of three 190W 24V mono-crystalline solar panels and 600W 

3 phase permanent magnet synchronous generator (PMSG) 

that can rotate 360º according to the direction of the wind, 

have been established. At the same time, six of 100Ah 12V 

deep cycle gel batteries have been installed to store unused 

electric energy for continuity of renewable energy system. 

The general view of the solar-wind hybrid power generation 

system with battery support is shown in Figure 2. The charge 

control unit is regulating the produced electrical energy to 

recharge the batteries. The amount of generated energy is 

being recoded through charging control unit with the help of 

a computer in every 10 second. The stored energy is being 

converted to A.C. by 3kW sine wave inverter for supplying 

our loads [18]. 

 

 
Fig 2. General view of the installed wind-solar hybrid power generation 

system [18] 

Another important part of a hybrid power generation system 

is the charge controller. The low-voltage feature is enabled at 

4V. That means, the systems goes on production when the 

wind turbine reaches the speed that can generate 4V if the 

batteries are below 28.2V. This feature allows the turbine to 

produce energy even at low wind speed. The charge control 

unit has two D.C. outputs. The first output enables or disables 

D.C. depending on the light intensity over solar panels. The 

second one does the same thing but it can be set up to be 

disabling at any desire time. These features prevent 

unnecessary energy consumption related to LED fixture on 

outdoor lighting.   

This is necessary to know the general consumption of 

illumination system in these two laboratories based on their 

weakly course schedule to analyze the efficiency of hybrid 

power generation system. Then it can be found how much of 

the electrical energy that is being produced by the hybrid 

power generation system. According to the obtained data, 

energy saving rate can be determined when the hybrid power 

generation system is in use. When we look at the entire 

months’ production and consumption data as shown in Figure 

3, it has been seen that production of power is greater than the 

consumption except June. Due to failures that have occurred 

in the system, data could not be obtained within 15 days of 

June [18]. 

 

 

Fig  3. The total energy productions and consumptions by the months [18] 

 

The difference between production and consumption can be 

determined by this comparison. The comparison in unit price 

which is $0.145 can be seen in Table 2. Calculations shows 

that the amount of consumed electricity for general 

illumination of laboratory was $33,42 for six months and the 

amount of produced electrical energy was $43,38. As it can 

be seen on Table 3, the production of the hybrid power 

generation system has met the electrical energy consumed by 

the general illumination system with $9,94 surplus. 
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TABLE II 

 THE AMOUNT OF ENERGY SAVING BY THE USE OF HYBRID 

POWER GENERATION SYSTEM [18] 

 

        Data 
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June 28.84 38.592 - 9.75 4.16 5.57 - 1.40 

July 54.47 38.592 15.88 7.87 5.57 2.29 

August 58.56 38.592 19.97 8.45 5.57 2.88 

September 55.40 38.592 16.81 8.02 5.57 2.43 

October 58.94 38.592 20.34 8.51 5.57 2.94 

November 44.13 38.592 5.545 6.37 5.57 0.8 

Total 300.3 231.55 68.81 43.3 33.42 9.94 

 

The result of 6 months data shows that the solar-wind hybrid 

power generation system can produce more than enough 

electrical energy to illuminate entire two electrical 

laboratories. The numerical data express it clearly that this 

contributes in providing alternative energy source for 

consumers and also provides economical contribution to the 

country. By all accounts, it is also estimated that the system 

will amortize its cost within 7 or 8 years. 
 

III. CONCLUSIONS 

The usage of fossil fuel-based energy is not promising method 

because of environmental pollution, greenhouse effect, 

adverse effects on human health and natural vegetation. In 

parallel with the technological development, usage of 

renewable energy sources which are environmental friendly 

and inexpensive will be widespread. Particularly, it is 

accepted that solar and wind power will provide opportunity 

for individual energy production to use in both cities and rural 

areas within high potential. In modern cities, it is possible that 

individual energy production based on solar and wind will 

change urban architecture and energy policy radically.      

In this context, solar and wind energy should be considered 

under subheading, researches and projects should be 

supported while environmental strategies are being 

determined. Primarily, streets and roads, parks and gardens, 

highways, traffic lamps, remote areas lighting systems should 

be expanded to use renewable alternative energies. It should 

be encouraged to use these systems in our country which have 

many examples all over the world.        
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Abstract— Space Launch Vehicle (SLV) is a system to 

transport and place the Payloads (PL) such as satellites, 

experimental tools, and observation robots into desired orbit. PL 

are transported in Payload Fairing (PLF) that is a part of SLV 

and protects PL from environmental effects exposed during 

SLV’s flight. PL capacity is the major criteria in design of SLVs. 

One option to increase PL capacity of SLV is to minimize PLF 

weight while protecting the volume allocated for PL. In this study, 

an Optimization System (OS) is developed to minimize PLF 

weight while maintaining the PLF structural design strong 

enough to protect PL from effects such as aerodynamic and 

inertial loads that emerged from flight conditions. Tabu Search is 

integrated to the OS to perform optimization. Structural analysis 

program is integrated to the OS to evaluate the structural 

strength. It is found that an optimized and structurally 

appropriate PLF configuration can be selected with Tabu Search 

integrated OS. 

 

Index Terms—Structural optimization, payload fairing, Tabu 

Search, heuristic methods. 

 

I. INTRODUCTION 

Space Launch Vehicle (SLV) is a system that is used to 
transport Payloads (PL) like satellites, experimental vehicles, 
and observation robots to outside of atmosphere and place them 
to the desired orbit. SLV is composed of stages which has 
propulsion generators and Head Module (HM) which transport 
PL inside it. When the propellants inside of stages run out of, 
the stages are separated from SLV. After the stages separated 
from SLV, next stage starts to operate and generates the 
propulsion needed to transport PL to the target orbit. PL is 
transported inside PLF which protects PL from environmental 
effects exposed during flight. 

Existing PLF design is given in Hata! Başvuru kaynağı 
bulunamadı.. Diameter of present design is 2500 mm. PLF is 
composed of cylindrical and conic section. PLF consists of 
longitudinal and transverse beams in it.  
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PLF consists of 20 pieces of longitudinal beam and 10 
pieces of transverse beam in cylindrical section and 20 pieces 
of longitudinal and 4 pieces of transverse beam in conic section. 
PLF nose is conic shaped. PLF material is aluminum. The shell 
thickness of PLF is 2 mm. The beams inside the PLF are I-
beam. 

There exists various studies in literature on structural 
optimization of PLF.  In the prior examples of PLF 
optimization, Analytical Hierarchy Process method was used. 
Different design and production criteria were considered while 
realizing this method. Best PLF composite material was chosen 
by scoring PLFs that produced from different composite 
materials according to the criteria [2]. Another method that used 
was hybrid heuristic method. Both Genetic Algorithm and 
Sequential Quadratic Programming were used in optimization 
system [11]. Also, HyperSizer program and finite element 
model were used to optimize Minotaur Launch Vehicle PLF 
design in relevant study [1]. MATLAB Genetic Algorithm Tool 
was used another study subjected structural optimization. In 
this study ANSYS analysis program was used to get structural 
analysis results [5, 8]. 2-D roof and tower cage systems were 
optimized using this method.   

In this study, the weight of a PLF is minimized while 
maintaining the PLF structural design strong enough under 
aerodynamic and inertial loads. Tabu Search is used to perform 
optimization, and a structural analysis program is integrated to 
optimization to evaluate the structural strength. 

II. THEORETICAL GROUND 

Firstly, mathematical model is constructed inside the PLF 

structural optimization study. Criteria which should be 

considered for optimization system is determined during this 

phase of study. Information related to mathematical model is 

given in Section A. 

Optimization System (OS) is established by using inputs 

gathered from mathematical model. PL structural design is 

optimized by using OS. Detailed information related OS is 

given in Section B. 

A. Mathematical Model 

Decision variables and parameters of the mathematical 
model used for the PLF structural design optimization is given 
in TABLE I and TABLE II, respectively. The upper and lower 
bounds of the design variables are provided in TABLE IV. 

Structural Optimization of Payload Fairing Used 

for Space Launch Vehicles 
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TABLE I 

DECISION VARIABLES OF PAYLOAD FAIRING STRUCTURAL 

DESIGN 

No 
Decision 

Variable 
Definition 

1 a 
Number of transverse beam in Cylindrical 

Part of PLF 

2 c 
Number of transverse beam in conical 

part of PLF 

3 materialType 
Material type used in PLF (Aluminum, 

Magnesium, Steel) 

4 shellThickness Shell thickness of PLF 

5 beamType 

Beam type of PLF ( I Beam, Z Beam, H 

Beam, R Beam, C Beam, T Beam, L 

Beam, W Beam) 

6 beamLength Beam length of PLF 

  

TABLE II.  

MATHEMATICAL MODEL PARAMETERS OF PAYLOAD FAIRING 

STRUCTURAL DESIGN 

No Parameter Definition 

1 beamAreai Beam section area for beam type i 

2 beamLength_a 
Beam length of beam used in cylindrical 

section 

3 beamLength_cl 
Beam length of beam used in conic 

section 

4 shellAreaj Section area of shell number j 

5 Smaxk 
Stress limit of material type k used in  

PLF 

6 Tmaxk 
Tip deflection limit of material type k 

used in PLF 

7 yogunlukm Density of material m used in PLF 

 

TABLE III.  

INITIAL VALUES AND LOWER-UPPER LIMIT OF VARIABLES 

Variable Unit 
Initial 

Value 

Upper 

Limit 

Lower 

Limit 

a piece 10 1 15 

c piece 4 1 6 

MaterialType N/A Al N/A N/A 

ShellThickness mm 2 1 2.5 

BeamType N/A I N/A N/A 

BeamLength mm 20 10 25 

N/A: Not Applicable 

 

. 

Mathematical model of the PLF structural 

optimization is given below; 

 

Objective Function 

 

  

min ∑ 𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙𝑇𝑦𝑝𝑒𝑚 ∗ 𝑑𝑒𝑛𝑠𝑖𝑡𝑦𝑚 

                               ∗ (∑ 𝑏𝑒𝑎𝑚𝐴𝑟𝑒𝑎𝑖 ∗ 𝑏𝑒𝑎𝑚𝐿𝑒𝑛𝑔𝑡ℎ𝑎 ∗ 𝑎

𝑖

∗ 𝑏𝑒𝑎𝑚𝑇𝑦𝑝𝑒𝑖  

+ ∑ ∑ 𝑏𝑒𝑎𝑚𝐴𝑟𝑒𝑎𝑖

𝑙𝑖

∗ 𝑏𝑒𝑎𝑚𝐿𝑒𝑛𝑔𝑡ℎ_𝑐𝑖 ∗ 𝑐 ∗ 𝑏𝑒𝑎𝑚𝑇𝑦𝑝𝑒𝑖

+ ∑ 𝑠ℎ𝑒𝑙𝑙𝐴𝑟𝑒𝑎𝑗 ∗ 𝑠ℎ𝑒𝑙𝑙𝑇ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠

𝑗

) 

(1) 

  

Constraints  

𝑆 < ∑ 𝑆𝑚𝑎𝑥𝑚 ∗  𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙𝑇𝑦𝑝𝑒𝑚

𝑚

 (2) 

  

𝑇 < ∑ 𝑇𝑚𝑎𝑥𝑚

𝑚

 (3) 

  

𝑎 > 1 (4) 

  

𝑐 > 1 (5) 

  

shellThickness ≥ 1 𝑚𝑚 (6) 

  

∑ materialType𝑚 = 1

𝑚

 (7) 

  

∑ beamType𝑖 = 1

𝑖

 (8) 

  

beamLength ≥ 10 𝑚𝑚 (9) 

  

a, c integer (10) 

 

Equation (1) is the objective function of the mathematical 
model. The aim of PLF structural design optimization problem 
is minimizing the mass, which is the summation of beam and 
shell masses. The mass values are obtained by multiplying the 

Fig 1. Payload Fairing (PLF) 
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densities and the volumes of the PLF cylindrical and conical 
section beams and PLF shell parts. 

Equations (2), (3), (4), (5), (6), (7), (8), (9) and 10 are the 
constraints of mathematical model. Equation (2) constrains the 
stresses developed at the structural parts. This constraint is used 
to make the PLF structural design strong enough against to the 
stress emerged during flight. The ‘S’ value used in this term 
denotes the stress and it is obtained from PLF structural 
analysis. Smax value in Equation (2) is the maximum allowable 
stress of material represented by materialTypem. 

Equation (3) constrains the deflections of the structural 
parts. This constraint is used to make the PLF structural design 
stiff enough. The ‘T’ value used in this term denotes the 
deflection is obtained from PLF structural analysis. Tmax value 
in Equation (3) is the maximum allowable deflection of PLF. 

Equation (4) constrains the number of transverse beam used 
in the cylindrical section of PLF. This constraint ensures the use 
of at least two transverse beams in cylindrical section. Equation 
(5) constraints the number of transverse beam used in the 
conical section of PLF. This constraint ensures the use of at 
least two transverse beams in conical section. 

Equation (6) constrains the thickness of shell. The minimum 
value of this shell thickness is determined as 1 mm (due to 
manufacturing limits).  

Equation (7) guarantees to choose at least and only one 
material type for PLF. There alternatives are evaluated during 
optimization. These alternatives are aluminum, steel and 
magnesium. Equation (8) guarantees to choose at least and only 
one beam type for PLF. The beam types evaluated in OS are ‘Z’ 
beam, ‘C’ beam, ‘T’ beam, ‘L’ beam, ‘W’ beam, ‘I’ beam and 
‘R’ beam. 

Equation (9) constrains the length of beam used for PLF 
design. The minimum value of this beam length is determined 
as 10 mm.  

Equation (10) defines that variables ‘a’ and ‘c’ can take only 
integer values. 

When the mathematical model is inspected, structural 
analysis program should integrated to the OS to obtain the stress 
‘S’ and deflection ‘T’ values. Details of the OS is explained 
next. 

i. Optimization System (OS) 

PLF structural optimization study contains a multi-
disciplinary engineering approach. The OS developed in this 
scope includes more than one subsystem that belongs to 
different engineering branches. 

OS basically contains the following three subsystems; 

- Heuristic Subsystem, 

- Design Subsystem, 

- Analysis Subsystem. 

The flow chart explaining the working principle of OS is 
given in Hata! Başvuru kaynağı bulunamadı.. 

 

 

Design, Analysis and Heuristic Subsystems work together 
and each subsystem gets the inputs, works over the inputs, 
creates the outputs and gives it to next subsystem. Each 
subsystem working principle is explained in the following 
sections. 

a. Heuristic Subsystem 

The inputs of Heuristic Subsystem are the existing PLF 
design and the performance indicators. The output of this 
subsystem is the design change of existing PLF design. This 
output is given to Design Subsystem to update the PLF design. 
All design variables describing the PLF design are evaluated as 
decision variables in Heuristic Subsystem. These decision 
variables are transformed into Heuristic Subsystem 
optimization moves and so objective function of PLF structural 
design is become optimized. Heuristic method used in Heuristic 
Subsystem is coded, and the whole logic and scanning 
operations of the heuristic method are realized using 
MATLAB. 

Tabu Search is determined as a suitable heuristic method for 
PLF structural optimization. Tabu Search is coded in MATLAB 
to be integrated to OS. Initial values, neighbors and lower/upper 
limits of decision (design) variables used in Tabu Search are 
given in  

. 

 

TABLE IV.  

 NEIGHBORS AND STEPS OF VARIABLES 

Variable Step Neighbors 

a Increasing and decreasing 1 a+1, a-1 

c Increasing and decreasing 1 c+1, c-1 

materialType Other all materials 

shellThickness Increasing and decreasing 0,1 
shellThickness+0.1, 

shellThickness -0.1 

beamType Other all beam types 

beamLength Increasing and decreasing 1 
beamLength+1, 

beamLength -1 

 

In the first part of Tabu Search, the moves on the existing 
PLF design decision variables given in TABLE IV are realized 
and new PLF designs are obtained. The APDL codes of the new 
PLF designs are written to the text document. The text 
documents created for all neighbors are given to the ANSYS 
analysis program as an input. ANSYS analysis program 
conducts the structural analysis and gives the results of 

MATLAB 

ANSYS Heuristic Subsystem 

- Heuristic Code 

Design Subsystem 

- APDL Code 

Analysis 

Subsystem 
Design Change 

Performance 

Indicators 

APDL Code 

Fig 2. Flow Chart of Optimization System 
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performance indicators in the form of a text document to the 
Heuristic Subsystem to be evaluated.  

If both maximum stress and maximum deflection values are 
smaller than the desired values, the PLF design is assessed as 
feasible and the move is realized on PLF design. The 
assessment process is completed for all neighbors. The 
objective function values are calculated for all feasible PLF 
neighbors and the neighbor having the best objective function 
value is determined as the selected neighbor.  

The move of selected neighbor is controlled whether it is in 
Tabu list or not in the next phase. In the continuation of this 
phase; 

 If the selected neighbor move is in the Tabu list, the 
selected neighbor is controlled whether it is better than the 
best solution or not. 

o If the selected neighbor has better objective function 
value than the best solution, the selected neighbor is 
accepted as the next solution and the best solution, and 
the iteration number is increased. 

o If the selected neighbor is not better than the best 
solution, the next better neighbor solution is accepted 
and this phase is repeated. 

 If the selected neighbor move is not in the Tabu list, the 
selected neighbor is controlled whether it is better than the 
best solution or not. 

o If the selected neighbor is better than the best solution, 
the selected neighbor is accepted as the next solution 
and the best solution, and the iteration number is 
increased. 

o If the selected neighbor is not better than the best 
solution, the selected neighbor is accepted as the next 
solution, and the iteration number is increased. 

Tabu list is updated in the next phase. The new move of the 
selected neighbor is added to Tabu list and the oldest move in 
the Tabu list is deleted. Neighbor moves are stored in the Tabu 
list to preserve repetition of the same move. Thus, different 
parts of the solution cluster can be searched and evaluated. This 
provides the diversification over the problem. In case the 
solution is better than the best solution despite it is in the Tabu 
list, this solution is set as next solution. This situation is called 
as aspiration criteria and this process provides intensification 
over the solution cluster. 

The flowchart of the process described above is given in Fig 
3. 

b. Design Subsystem 

This subsystem applies the design changes to the PLF 
structural design during the optimization iterations. Design 
changes include changing the dimensions of PLF mechanical 
components, the material of PLF and the configuration of PLF. 
These changes are reflected to the design by using ANSYS 
Parametric Design Language (APDL).  

APDL is coded by using MATLAB and shared with 
ANSYS. In each iteration of the OS, the design is updated 

automatically with APDL parametric definition. Design 
changes, which are the output of Heuristic Subsystem, become 
inputs of the Design Subsystem to update the design. Updated 
APDL, which is the output of Design Subsystem, is given to 
Analysis Subsystem as an input. 

c. Analysis Subsystem 

PLF structural analysis is realized to determine the 
performance indicators (e.g., stresses and deflections) of the 
existing or the updated PLF design. Performance indicators 
show the effectiveness of the design and they are evaluated to 
determine whether the design is feasible or not.  

PLF structural analysis is conducted using ANSYS. APDL 
code of the updated APDL design is transferred to the Analysis 
Subsystem from Design Subsystem. ANSYS computes the 
performance indicators of the updated design and these 
performance indicators are transferred to Heuristic Subsystem 
as an input. 

III. RESULTS AND DISCUSSION 

The optimization runs are conducted by using the OS. The 
runs are executed by using a workstation with Intel Core i7 
64bit processer and 8GB RAM. The results of the optimization 
runs are given in TABLE V. It is observed that the PLF mass 
can be reduced from 180.51 kg to 75.58 kg (reduced by 58.7%).  

 

TABLE V 

RUN RESULTS FOR DIFFERENT NUMBER OF ITERATIONS 

Numbe

r of 

Iteratio

n 

a c 
Materia

l Type 

Shell 

Thicknes

s 

Bea

m 

Type 

Beam 

Lengt

h 

(mm) 

Objectiv

e 

Function 

Value(kg

) 

0 
1

0 
4 1 2 1 20 180,51 

5 
1

0 
4 3 1,6 1 20 144,89 

10 
1

0 
4 3 1,1 1 20 100,03 

20 
1

0 
4 3 1 1 11 80,83 

50 7 6 Mg 1 3 10 75,58 

 
TABLE V also shows that the shell thickness is reduced to 

its lower limit of 1 mm. Another change observed for the PLF 
design is the material type. Magnesium is used instead of 
aluminum and this change decreases the PLF weight by 40%. 

It can be seen that the decision variables a and c are also 
design critical in terms of PLF flight loads.  It is found that the 
optimizer reduces the number of beams in the cylindrical part 
(a) and increases the number of beams in the conical part (c) to 
decrease the PLF weight while maintaining the stresses and 
deflections below the specified constraint values. 

Another criteria that can be used to evaluate the 
performance of OS is the run time of the system. The run times 
are listed in TABLE VI, which shows that the run time 
increases exponentially with respect to the iteration number. 
Therefore, it is required to keep the iteration number as low as 
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possible. The evolution of the objective function value through 
iterations are depicted in Fig 4, which shows that 30 iterations 
are enough for OS to get near optimal solutions. 
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No
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Yes

Yes

No

No

No
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Fig 3. Optimization Subsystem Flow Chart 
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TABLE VI.  

THE RUN TIMES FOR DİFFERENT ITERATION NUMBERS 

Iteration Number Run Time (second) 

5 503 

10 1086 

20 3174 

50 10573 

 

Fig 4. PLF Weight Change for Different Iteration Numbers 

IV. CONCLUSION 

In this study, Payload Fairing (PLF) used in Space Launch 
Vehicles was optimized using Tabu Search, which is a heuristic 
method. Optimization results showed that the optimum PLF 
design should have 1mm shell thickness, and that PLF material 
should be aluminum. PLF beam length should be 10 mm. The 
number of beams in the conical section should be six, and the 
number of beams in the cylindrical section should be seven. 
This design changes resulted in 58.7% weight reduction. It was 
also found that 30 iterations were enough for OS to get near 
optimal solutions and high performance from OS, and that Tabu 
Search can be used to optimize PLF design and to get the good 
solutions efficiently.  

Future study could focus on using other heuristic methods 
(e.g., Genetic algorithm, simulated annealing, etc.) and the most 
suitable method for PLF design could be determined. 
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Abstract—Today, technologies retrieving forward-looking 

information from the existing data are available. In this 

study, whether the clients would open a deposit account was 

estimated using the data in the marketing campaign of a bank 

in Portugal for its clients. The purpose of the study was to 

create a decision support system to determine the potential 

clients in future.  The data set collected from 4.512 subjects 

consists of 16 input attributes (job, age, balance, etc.) and 1 

output attribute (yes/no). In the study, the 6-fold cross 

validation method was used. The data obtained from 3.760 

people were used for the training process and the data 

obtained from 752 people were used for the testing process. 

As classifiers; Feed Forward Neural Networks (FFNN), 

Probabilistic Neural Network (PNN) and k Nearest Neighbor 

(kNN) were used. At the end of the study, success ratios of 

different algorithms were compared by Receiver Operating 

Characteristics (ROC) analysis method. Feed forward neural 

network yielded the best result with an accuracy rate of 

95.74%. 

Index Terms—Bank data, deposit, artificial neural 

network, k nearest neighbor algorithm. 

 

I. INTRODUCTION 

ODAY, data can be digitally collected and stored due 

to the rapid development of computer systems. 

Together with the high increase of data and the need for 

obtaining significant extractions, the concept of data 

mining emerged. The main objective of data mining is to 

find out information such as relationships between data, 

patterns, changes, deviations and trends and certain 

structures with the combinations of mathematical theories 

and computer algorithms and obtain valuable information 

through the interpretation of this information.  

Data mining is considered to consist of four main topics 

including classification, categorization, estimation and 

visualization.  Marketing campaigns occupy an important 

place for banking institutions. In this study, the marketing 

campaign is based on telephone conversations. 
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Telephone conversations have a significant impact on the 

decision-making process of clients. A classification was 

made using the client information obtained in the 

telemarketing campaign the employees of the Portugal 

Bank carried out for its clients and whether they would be 

deposit account clients was tried to be determined. 

 

In some studies carried out using bank data, whether the 

clients would be a deposit account subscriber or not was 

predicted using the information obtained from the clients 

and data mining techniques. For example; Moro et al. 

made analyses using data mining techniques in line with 

the information obtained as a result of telemarketing 

campaigns. They used support vector machine, decision 

tree and naive bayes classifier data mining models. In the 

study, the best results were obtained from the Support 

Vector Machine Model [1]. Moro et al. studied on the same 

topic in the study titled “A data mining approach for bank 

telemarketing using the rminer package and R tool” they 

carried out in 2013. They performed that study using the r 

tool extension of rapidMiner program [2]. In the study 

titled “Bank direct marketing based on neural network” 

carried out by Elsalamony Hany A. and Elsayad Alaa. M., 

the data obtained as a result of the marketing campaign 

were analyzed with MLPNN (Multi-Layer Perceptron 

Neural Network) and Decision Tree-DT models [3].  In the 

study titled “Evaluating marketing campaigns of banking 

using neural networks” carried out by Qeethara Kadhim 

Al-Shayea, the prediction about whether the clients would 

be a deposit account holder or not was made in line with 

the information obtained from them through ANN and DT 

techniques [4]. 

 

 

 

II. METHOD 

 

In the first stage, the data were preprocessed. Thus, it was 

aimed to obtain accurate results from the study. At this 

stage, data cleaning and data integration steps were 

applied. The missing data were deleted and the data were 

tried to be made consistent. In order to find out the 

relationships between the data and obtain information 

through the interpretation of them, ANN and as a different 

classifier apart from ANN; k nearest neighbor algorithm, 

which is simple and frequently used in the literature, were 

used. k nearest neighbor algorithm is abbreviated as kNN. 

In the stage of evaluation of the results, Receiver 

Operating Characteristic –ROC Formulas were used.  

Establishing the Potential Clients Using 

Artificial Neural Networks 

Z. Pamuk, Y. Yurtay, and O.Yavuzyilmaz 
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A. Pre-processing 

 

Pre-processing is quite important to obtain the most 

accurate result from the data. At this stage, first data 

cleaning, next data integration processes were carried out. 

In the final stage, data conversion process was performed. 

 

B. Data cleaning 

 

Approximately seventy thousand people were interviewed 

in the data recording process. However, not all these data 

were processable. In order to increase the usability of the 

data, the data including missing information and incorrect 

data were cleaned and 4.512 processable data were 

obtained. 

 

C. Data integration 

 

17 variables of the 4.512 data have different types such as 

symbolic, numeric and categorical. In the study, all 

variable types were digitized in order to facilitate the 

analyses on the data. The digitized values are indicated in 

Table 1 Input data and Table 2 Output data.  

 

D. Data Conversion 

 

The digitized data were normalized between -1 and +1 

with the help of Matlab © code. Thus, the speed of 

processing increased while the data were trained. 

 

E. Data Set 

 

The data set was obtained from the telephone 

conversations between the employees of the Portuguese 

bank and the bank clients. The study was carried out using 

the client information obtained from the telemarketing 

campaign of the bank and whether the clients would be 

deposit account subscriber or not was tired to be 

determined with the help of the information given by the 

clients. The data belonging to a total of 4.512 clients are 

given in Table 1 and Table 2.  

 

The data were divided into training and testing sets. The 

data were also divided into K=6 groups using the k fold 

cross validation technique. How the groups were 

determined is given in Table 4 in the Application section. 

F. Classification Methods 

 

ANN emerged as a result of the efforts to simulate the 

working system of human brain artificially. The first 

artificial neural network was realized by Warren 

McCulloch, a neurologist, and Walter Pitts, a 

mathematician, in 1943.  McCulloch and Pitts modelled a 

simple neural network with electrical circuits being 

inspired by the computing capacity of human brain. They 

are information processing systems which generally 

simulate the working principles of human brain or central 

nervous system [5]. 

 

 

ANN has a simple structure and a directed graph format. 

Each node is an nth degree nonlinear circuit called “cell”. 

These nodes are defined as processing elements in ANN. 

There are links connecting the nodes to each other and 

each of them functions as a simplex communication path. 

A single output can feed several cells, in other words; each 

communication element can receive a desired number of 

input connections and a single output connection. The 

output of the processing element can be in a desired 

mathematical type. Continuously working input elements 

produce an output signal. The input signals carry 

information to ANN and the result can be obtained from 

the output signals. ANN is composed of three layers 

including Input Layer, Interlayers (Hidden Layers) and 

Output Layer [6]. 

 

Feed Forward Network (FFN) and Probabilistic Neural 

Network (PNN) were used in the application as available 

network types in ANN. The accuracy results of the data 

sets were analyzed giving different values to the variables 

of the number of neurons, the number of layers, goal and 

lr determined in FNN Network. Goal value is a value 

indicating how much of the error can be minimized. 

Generally a value near zero is given instead of giving zero. 

In this study, the value of 0.01 was given. It continues 

training till the network error value is 0.01 or the desired 

epoch, i.e. “cycle number” is reached. The LR value, i.e. 

learning rate should not be selected as a very high or very 

low value. If a very high value is selected, the network 

memorizes the data. On the contrary, if a very low value is 

selected, then the network either learns the data too slowly 

and causes loss of time or cannot learn it.   

 

FFN includes a series of layers. The first layer has a 

connection from the network inputs. Each layer is 

connected with the previous layer. The final layer produces 

the network outputs. Feed Forward Networks can be used 

for output matching and any kind of input. A Feed Forward 

Network can be used in any finite input output matching 

problems with a hidden layer and sufficient neurons in the 

hidden layer [7]. 

 

PNN is a radial basis neural network. It is based on 

counselling learning. PNN is a neural network which uses 

Bayes Theorem in decision making. According to Bayes 

theorem, if an equality of vector x is accurate, it belongs to 

the 1st class, if not, it belongs to the 2nd class [8]. 

kNN method is one the learning methods which solves the 

classification problem. With this method, the similarities 

of the data to be classified to the data in the learning set is 

calculated, the average of the values of their k nearest 

neighbors is taken and they are assigned to a class 

according to their threshold value. In order to perform this 

assignment, the characteristics of each class should be 

clearly determined in advance.  
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TABLE 1.  

INPUT DATA 

 
id Variables Explanation Type Value (digitized value) 

1 Age Age when contacted numeric 18 + 

2 Occupation Occupation of the contact person  categorical 

unknown(1), administrator(2), 

unemployed(3), manager(4), 

servant(5), contractor(6) , 

student(7),  worker(8), self-

employed (9), retired(10), 

technician(11), service 

personnel(12) 

3 Marital status Marital status of the contact person 
categorical single(1) , divorced(0), 

married(-1) 

4 Education 
Educational status of the contact 

person 

categorical unknown(1),primary 

school(2), secondary 

school(3), undergraduate(4) 

5 
Non-performing 

loan 

Does the client have a non-

performing loan?  
categorical yes(1), no(-1) 

6 Avg balance 

Average annual balance of the 

client’s current accounts in Euro 

currency 

numeric -3313euro  < ; < 71188 euro 

7 Mortgage loan 
Does the client have a mortgage 

loan? 

symbolic 
yes(1), no(-1) 

8 Personal loan Does the client have a personal loan? symbolic yes(1), no(-1) 

9 
Communication 

type 

What was used as a means of 

communication? 
categorical 

unknown(1), telephone(0), 

mobile phone(-1) 

10 Last contact day 
Last contact day when the clients 

were interviewed for the campaign 
numeric 1<; <30 

11 
Last contact 

month 

Last contact month of the year when 

the clients were interviewed for the 

campaign 

categorical 
January(1), 

February(2)…..December(12) 

12 
Length of 

interview sec. 
Length of the interview (in seconds) 

numeric 
4 sec <  ;  <3025 sec 

13 

Number of 

contacts 

established in 

the campaign 

Number of contacts during the 

campaign  

numeric 

1 < ;  <50 

14 

How many days 

after the last 

campaign the 

interview was 

made 

How many days after the last 

campaign were the clients contacted? 

numeric 

1 < ; <871  ; 

15 

Number of pre-

campaign 

contacts  

Number of contacts before the 

campaign 

numeric 
0< ;<25 

 

16 
Previous 

campaign result 

Result of the previous marketing 

campaign  
categorical 

unknown(1), imperfect(2), 

other(3), successful(4) 

 

TABLE 2.  

OUTPUT DATA 

 

id Variables Explanation Type Value 

1 Y 
Has the client subscribed to a term deposit 

account? 
symbolic yes (1) , no (-1) 
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kNN is an instance-based learning algorithm and used for 

performing classifications over the available learning data 

when a new instance is encountered. The algorithm 

determines the class of the instance looking at its k nearest 

neighbor when a new instance is encountered [9]. 

Referring to the data whose classes are known, their 

distance to the data whose classes are unknown is 

calculated and it is based on the selection of k number of 

observations with the minimum distance.  

 

In the example in Figure 1, the number of nearest 

neighbors was taken as 5 and in which class the unknown 

data would be included was determined. As the number 

of neighbors in Class A was higher than the number of 

neighbors in Class B, the unknown data was included in 

Class A. The k value in the figure is not the value in the 

application, which is 511. 

 

 
 

Fig 1. kNN representation 

The steps of kNN algorithm are as follows. 

 

1- The newcomer individual is added into the class.  

2- k number of neighbors are looked at.  

3- The distance is calculated using various distance 

function (Euclidean distance function). 

4- The individual is assigned to the nearest place [10]. 

 

In equation 1, the Euclidean Distance Function formula, 

where d is the function of distance between two points, i 

and j are the indices of the points, x is the position of this 

point and the p value is 752, which is the test value, is 

given. 

 

       22

22

2

11, jpipjiji xxxxxxjid  
    (1) 

  

The distances of a point to all the other points are 

calculated separately, the rows are sorted and the smallest 

k number is selected. In which category the selected rows 

are is determined and the most repeated category is 

selected.  

 

 

 

G. Evaluation 

 

Receiver Operating Characteristic (ROC) was developed 

for the accurate identification of the signals detected on 

radar in Britain during the World War II and enabling the 

distinction between friend and foe. Lusted suggested the 

use of ROC analysis in decision making in medicine in 

1967 and led to the use of it in medical imaging devices 

in 1969. In the following years, the use of ROC analysis 

in the evaluation of the performance of diagnostic tests in 

medicine gradually became widespread. The 

developments emerging with ROC analysis are a natural 

consequence of the need for the evaluation and 

comparison of statistical results [11]. 

ROC analysis is defined as “the receiver operating 

characteristic” or simply “ROC curve” in signal detection 

theory.  The ROC curve is obtained with the ratio of 

sensitivity to specificity in cases where the distinction 

threshold value varies in binary classifier systems. In 

simpler terms, ROC can be expressed as the fraction of 

true positives to false positives [11].  

While performing a ROC analysis, a classification should 

primarily be made. Meanwhile, the threshold values are 

determined and divided into two classes. These classes 

are positive (P) and negative (N) values according to the 

threshold value. When subjected to this classification, the 

estimated and actual values are divided into four different 

classes. 

 

 If the estimated value is positive (P) and the actual 

value is also positive (P), it is called a true positive 

(TP).  

 If the estimated value is positive (P) and the actual 

value is negative (N), it is called a false positive 

(FP).  

 If the estimated value is negative (N) and the actual 

value is also negative (N), it is called a true negative 

(TN).  

 If the estimated value is negative (N) and the actual 

value is positive (P), it is called a false negative 

(FN).  

 

 
TABLE 3.  

ERROR MATRIX FOR THE ANSWER “NO” 

Error matrix 

Classifier 

Outcomes  

YES NO 

Actual 

Results 

YES TN FP 

NO FN TP 

 

Accuracy is the proximity of the measured value to the 

actual value. Error is the difference between the measured 

value and the actual value [12].  

 

                      
( )

  (2)
TP TN

Accuracy
TP TN FP FN




   
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III. APPLICATION 

All the data were divided into two groups as training and 

testing data to be given to the classifiers. While 

performing this division in the data set, the k-fold 

clustering algorithm was used. Firstly, a k value was 

selected to apply to the data set. For K=6, the data set 

including 4.512 data were divided into 6 equal parts 

(folds). The K-folds are illustrated in Table 4. 

During fold partition, the numbers of “yes” and “no” 

belonging to the outcome variable were also taken into 

consideration. Thus, the state of excess of “yes” or “no” 

in any of the folds, which is possible in a random 

distribution, was eliminated. In case of such a situation, 

the outcomes of the model will also be affected 

negatively.  

 
TABLE 4. 

 K-FOLDS 

id Yes No Total 

Fold 1 86 666 752 

Fold 2 86 666 752 

Fold 3 86 666 752 

Fold 4 86 666 752 

Fold 5 86 666 752 

Fold 6 86 666 752 

Total 516 3996 4512 

 

 

 As illustrated in Table 5 randomly chosen 5 folds 

constitute the training data (3.760 pieces) and 1 fold 

constitutes the testing data (752 pieces). In Table 5, how 

the k-folds were formed is clearly expressed (k=6). In the 

k-fold technique, the data were named as A-B-C-D-E-F 

and 6 different data sets were created. 

 
TABLE 3.  

DATA SETS 

Data 

set 

 

Training Folds 

Testing 

Folds 

A Fold1 - Fold 2 - Fold 3 - Fold 4 - Fold 5 Fold 6 

B Fold 1 - Fold 2 - Fold 3 – Fold 6 - Fold 5 Fold 4 

C Fold 2 – Fold 3 – Fold 4 – Fold 5 – Fold 6 Fold 1 

D Fold 1 – Fold 3 – Fold 4 – Fold 5 – Fold 6 Fold 2 

E Fold 1 – Fold 2 – Fold 4 – Fold 5 – Fold 6 Fold 3 

F Fold 1 - Fold 2 - Fold 3 - Fold 4 – Fold 6 Fold 5 

 

The classification techniques applied in this study were 

realized using the data sets in Table 5. In the evaluation 

stage, the data set which gave the most accurate result to 

determine whether the client would be a deposit account 

subscriber in the future or not was found to be the data set 

B.   

The numbers of the training and testing data sets used by 

ANN are shown in Table 6. 

 
TABLE 6.  

NUMBER OF DATA 

 Yes No  Total 

Training 430 3330 3760 

Testing  86 666 752 

Total 516 3996 4512 

The training set includes a total of 3.760 data records, 

whereas the testing set includes 752 data records. Each 

row in Table 1 corresponds to a record here.  

The accuracy results of the data sets were examined by 

giving different values to the variables of the number of 

neurons, the number of layers, goal and lr determined in 

FFN network structure. The values which gave the best 

result were identified as follows; the number of neurons 

= 80, the number of layers = 1, goal = 0.01, lr = 0.005. 

With this identified network, the best accuracy result 

determined with ROC was found.  

The vector state of the training output was found in PNN. 

The reason for the conversion of the training output into 

a vector matrix was that it would be used in creating a 

network. During the creation of the neural network, the 

training input, the training output vector and the 

distribution values were taken. Upon the creation of the 

network, the testing data were given to the network. As 

the training input values had been converted into the 

vector state initially, the results were produced in index 

format upon obtaining the testing output in vector state. 

The PNN model was experimented for the selected data 

set B, however the algorithm did not give a good result 

due to the excess number of data. 

In the data set B, the data were classified using the kNN 

algorithm. The algorithm was implemented in the selected 

data set B. 3.760 data of the data set B were separated for 

training and 752 data for testing. The training input, 

training output and testing input data were given to the 

algorithm. The testing output was taken from the result of 

the algorithm. The classes of the data in the training input 

given to the algorithm were known, whereas the data 

whose classes were unknown belonged to the testing input 

data. The distance of each data in the set whose classes 

are known to the observation values whose classes are 

unknown is calculated according to the kNN algorithm. 

In the calculation of the distance, Manhattan distance 

function, Minkowski distance function and Euclidian 

distance function are used. K number of data with the 

minimum distance according to the calculation is 

selected. In this study, Euclidian distance function was 

used. K number was taken as 511. 511 data with the 

minimum distances calculated according to the algorithm 

were selected. To measure the reliability of the results, the 

obtained results were evaluated with ROC.   

 

IV. CONCLUSIONS 

In this study, the probability of people to open a deposit 

account in the bank was estimated for marketing 

campaigns. 3.760 of the 4.512 data were used as the 

training data and 752 as the testing data.  The data were 

studied using ANN classification models; FFN and PNN 

networks and also kNN. As shown in Table 7. ROC 

Accuracy Results, the method which gave the best result 

was FNN.  For bank marketing campaigns, the probability 

of people to open a deposit account was estimated with 

the accuracy rate of 94.22% and the probability not to 

open a deposit account with the accuracy rate of 94.10%.  
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TABLE 7.   

ROC ACCURACY RESULTS 

Model 

Name 

YES (%) NO (%) 

FFN 94.22535 94.10071 

PNN 69.9468 69.9468 

KNN 88.56382 88.56382 

 

As a result of the study, the training process was 

completed with the training set and processes were 

performed with the testing set where whether the client 

became a deposit account subscriber or not was not 

known.  As a result of the testing set, the FFN classifier 

identified the outcome of “Yes” for “Has the client 

become a deposit account subscriber?” correctly with a 

rate of 94.22% and identified the outcome of  “No” for 

“Has the client become a deposit account subscriber?” 

correctly with a rate of 94.10.  

 

FNN achieved a better result compared to the other 

methods. This method is thought to be utilized by banks 

and all the institutions which conduct marketing 

activities. 
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 

Abstract—The time-series models which has an has an 

important place in the statistical forecasting methods are widely 

used in many disciplines such as economy, production 

management, and engineering in order to perform realistic 

estimates for the future. Produced results of these methods which 

are diversified in time, is variable for different data sets. A model 

that produces pretty good results for a dataset may not be realistic 

for the other dataset. The success of the time-series forecasting 

methods is directly related to the quantitative characteristic 

features of a dataset ranked through time. In this study, it is tried 

to identify the main principles for determining the correct method 

and suitably selecting the parameters within the framework of 

time-series forecasting models and quantitative characteristics of 

the data sets.  

 

 

Index Terms— Exponential smoothing, forecasting methods, 

time series, statistics.  
 

I. INTRODUCTION 

ODAY, forward-looking strategic planning is needed for a 

competitive free market economy. In this sense, monitoring 

of the balance between demands and manufactured products 

continually is critical to make accurate assessments. Time series 

methods which are classified in quantitative forecasting 

methods are used effectively quite a long time in particular to 

estimate short and medium-term data. Time-series forecasting 

models utilize historical data lined up at regular intervals. It is 

possible to encounter many different varieties such as simple 

moving averages, exponential smoothing methods, adaptive 

smoothing methods, and etc. Certainly, the reason for the 

emergence of many types of methods is due to the changing of 

success level according to different data characteristics. In this 

study, some of time-series forecasting models and the 

relationships among their performances with the series 

characteristics are examined. 
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II. THE TIME SERIES ANALYSIS 

The preferred time series models are differ from each other 

according to the data sets in various sectors. In the literature, 

the time series characteristics are described in principle 

generally [1-4]. The characteristics changes shown in Fig. 1 

may be involved individually or in combination in the time 

series. In such a case, the method to be used should be selected 

correctly in order to make accurate forecasts or time series 

analysis. 

 

Trend:  

It refers to the long term upward or downward changes. 

Linear, exponential or logarithmic may be. 
 

Seasonal changes:  

It refers to short-term and regular changes within a certain 

period. 
 

Conjectural changes:  

It refers to long-term and cyclical changes. 

 

Deviations:  

It refers to non-periodic unusual changes. 

 

Random changes:  

It refers to all changes except the other changes. 
 

From simple to complex, there are many time-series analysis 

methods. One of the most successful methods following the 

characteristic of time series is exponential smoothing method 

[5]. Brown and Holt's (1950) exponential smoothing method 

has been developed and many additions have been made on 

original method during this time [1,5-7]. In the literature first 

time, exponential smoothing method has been classified by 

Pegels (1969) for different combinations of trends and seasonal 

changes. And then, this classification has been extended by 

Gardner, McKenzie and Taylor [2,8]. As is apparent from Table 

1, trend and seasonal components are not a function of each 

other in additive model but these components varies in direct 

proportion to each other in the multiplicative model. 

Three different parameters α, β, and δ used in the Extended 

exponential smoothing method, refer to the level, the trend, and 

the seasonal components respectively. 

 

Time Series Analysis and Data Relationships 
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TABLE I 

EXTENDED EXPONENTIAL SMOOTHING STATEMENTS 
                                                                                              Seasonality 

None Additive Multiplicative 
Tr

e
n

d
 

 
None 
 

𝑆𝑡 = 𝛼𝑋𝑡 + (1 − 𝛼)𝑆𝑡−1 

�̂�𝑡(𝑚) = 𝑆𝑡 

 

 

𝑆𝑡 = 𝛼(𝑋𝑡 − 𝐼𝑡−𝑝) + (1 − 𝛼)𝑆𝑡−1 

𝐼𝑡 = 𝛿(𝑋𝑡 − 𝑆𝑡) + (1 − 𝛿)𝐼𝑡−𝑝 

�̂�𝑡(𝑚) = 𝑆𝑡 + 𝐼𝑡−𝑝+𝑚 

 

𝑆𝑡 = 𝛼(𝑋𝑡/𝐼𝑡−𝑝) + (1 − 𝛼)𝑆𝑡−1 

𝐼𝑡 = 𝛿(𝑋𝑡/𝑆𝑡) + (1 − 𝛿)𝐼𝑡−𝑝 

�̂�𝑡(𝑚) = 𝑆𝑡 𝐼𝑡−𝑝+𝑚 

Additive 

 

𝑆𝑡 = 𝛼𝑋𝑡 + (1 − 𝛼)(𝑆𝑡−1 + 𝑇𝑡−1) 

𝑇𝑡 = 𝛽(𝑆𝑡 − 𝑆𝑡−1) + (1 − 𝛽)𝑇𝑡−1 

�̂�𝑡(𝑚) = 𝑆𝑡 + 𝑚𝑇𝑡 

 

 

𝑆𝑡 = 𝛼(𝑋𝑡 − 𝐼𝑡−𝑝) + (1 − 𝛼)(𝑆𝑡−1 + 𝑇𝑡−1) 

𝑇𝑡 = 𝛽(𝑆𝑡 − 𝑆𝑡−1) + (1 − 𝛽)𝑇𝑡−1 

𝐼𝑡 = 𝛿(𝑋𝑡 − 𝑆𝑡) + (1 − 𝛿)𝐼𝑡−𝑝 

�̂�𝑡(𝑚) = 𝑆𝑡 + 𝑚𝑇𝑡 + 𝐼𝑡−𝑝+𝑚 

 

 

𝑆𝑡 = 𝛼(𝑋𝑡/𝐼𝑡−𝑝) + (1 − 𝛼)(𝑆𝑡−1 + 𝑇𝑡−1) 

𝑇𝑡 = 𝛽(𝑆𝑡 − 𝑆𝑡−1) + (1 − 𝛽)𝑇𝑡−1 

𝐼𝑡 = 𝛿(𝑋𝑡/𝑆𝑡) + (1 − 𝛿)𝐼𝑡−𝑝 

�̂�𝑡(𝑚) = (𝑆𝑡 + 𝑚𝑇𝑡)𝐼𝑡−𝑝+𝑚 

 

Multiplicative 

 

𝑆𝑡 = 𝛼𝑋𝑡 + (1 − 𝛼)(𝑆𝑡−1𝑅𝑡−1) 

𝑅𝑡 = 𝛽(𝑆𝑡/𝑆𝑡−1) + (1 − 𝛽)𝑅𝑡−1 

�̂�𝑡(𝑚) = 𝑆𝑡 𝑅𝑡
𝑚 

 

 

𝑆𝑡 = 𝛼(𝑋𝑡 − 𝐼𝑡−𝑝) + (1 − 𝛼)(𝑆𝑡−1𝑅𝑡−1) 

𝑅𝑡 = 𝛽(𝑆𝑡/𝑆𝑡−1) + (1 − 𝛽)𝑅𝑡−1 

𝐼𝑡 = 𝛿(𝑋𝑡 − 𝑆𝑡) + (1 − 𝛿)𝐼𝑡−𝑝 

�̂�𝑡(𝑚) = 𝑆𝑡 𝑅𝑡
𝑚 + 𝐼𝑡−𝑝+𝑚 

 

 

𝑆𝑡 = 𝛼(𝑋𝑡/𝐼𝑡−𝑝) + (1 − 𝛼)(𝑆𝑡−1𝑅𝑡−1) 

𝑅𝑡 = 𝛽(𝑆𝑡/𝑆𝑡−1) + (1 − 𝛽)𝑅𝑡−1 

𝐼𝑡 = 𝛿(𝑋𝑡/𝑆𝑡) + (1 − 𝛿)𝐼𝑡−𝑝 

�̂�𝑡(𝑚) = (𝑆𝑡 𝑅𝑡
𝑚)𝐼𝑡−𝑝+𝑚 

 

Additive 
damped 

𝑆𝑡

= 𝛼𝑋𝑡 + (1 − 𝛼)(𝑆𝑡−1 + ∅𝑇𝑡−1) 

𝑇𝑡

= 𝛽(𝑆𝑡 − 𝑆𝑡−1) + (1 − 𝛽)∅𝑇𝑡−1 

 

�̂�𝑡(𝑚) = 𝑆𝑡 + ∑ ∅𝑖𝑇𝑡

𝑚

𝑖=1

 

 

 

𝑆𝑡 = 𝛼(𝑋𝑡 − 𝐼𝑡−𝑝) + (1 − 𝛼)(𝑆𝑡−1 + ∅𝑇𝑡−1) 

𝑇𝑡 = 𝛽(𝑆𝑡 − 𝑆𝑡−1) + (1 − 𝛽)∅𝑇𝑡−1 

𝐼𝑡 = 𝛿(𝑋𝑡 − 𝑆𝑡) + (1 − 𝛿)𝐼𝑡−𝑝 

 

�̂�𝑡(𝑚) = 𝑆𝑡 + ∑ ∅𝑖𝑇𝑡

𝑚

𝑖=1

+ 𝐼𝑡−𝑝+𝑚 

 

 

𝑆𝑡 = 𝛼(𝑋𝑡/𝐼𝑡−𝑝) + (1 − 𝛼)(𝑆𝑡−1

+ ∅𝑇𝑡−1) 

𝑇𝑡 = 𝛽(𝑆𝑡 − 𝑆𝑡−1) + (1 − 𝛽)∅𝑇𝑡−1 

𝐼𝑡 = 𝛿(𝑋𝑡/𝑆𝑡) + (1 − 𝛿)𝐼𝑡−𝑝 

 

�̂�𝑡(𝑚) = (𝑆𝑡 + ∑ ∅𝑖𝑇𝑡

𝑚

𝑖=1

) 𝐼𝑡−𝑝+𝑚 

 

 
Multiplicative 

damped  

 

𝑆𝑡 = 𝛼𝑋𝑡 + (1 − 𝛼)(𝑆𝑡−1𝑅𝑡−1
∅ ) 

𝑅𝑡 = 𝛽(𝑆𝑡/𝑆𝑡−1) + (1 − 𝛽)𝑅𝑡−1
∅  

 

�̂�𝑡(𝑚) = 𝑆𝑡 𝑅𝑡

∑ ∅𝑖𝑚
𝑖=1  

 

 

𝑆𝑡 = 𝛼(𝑋𝑡 − 𝐼𝑡−𝑝) + (1 − 𝛼)(𝑆𝑡−1𝑅𝑡−1
∅ ) 

𝑅𝑡 = 𝛽(𝑆𝑡/𝑆𝑡−1) + (1 − 𝛽)𝑅𝑡−1
∅  

𝐼𝑡 = 𝛿(𝑋𝑡 − 𝑆𝑡) + (1 − 𝛿)𝐼𝑡−𝑝 

 

�̂�𝑡(𝑚) = 𝑆𝑡 𝑅𝑡

∑ ∅𝑖𝑚
𝑖=1 + 𝐼𝑡−𝑝+𝑚 

 

 

𝑆𝑡 = 𝛼(𝑋𝑡/𝐼𝑡−𝑝) + (1 − 𝛼)(𝑆𝑡−1𝑅𝑡−1
∅ ) 

𝑅𝑡 = 𝛽(𝑆𝑡/𝑆𝑡−1) + (1 − 𝛽)𝑅𝑡−1
∅  

𝐼𝑡 = 𝛿(𝑋𝑡/𝑆𝑡) + (1 − 𝛿)𝐼𝑡−𝑝 

 

�̂�𝑡(𝑚) = (𝑆𝑡 𝑅𝑡

∑ ∅𝑖𝑚
𝑖=1 ) 𝐼𝑡−𝑝+𝑚 

 

 

α 

β 

δ 

ϕ 

m 

p 

𝑆𝑡  

𝑋𝑡 

�̂�𝑡(𝑚) 

𝑇𝑡 

𝑅𝑡 

𝐼𝑡 

 

 

Smoothing parameter for the level of the series 

Smoothing parameter for the trend  

Smoothing parameter for seasonal indices  

Damping parameter  

Number forecast period 

Number of periods in the seasonal cycle 

Smoothed level of the series in period(t) 

Observed value of the time series in period(t) 

Forecast for m periods ahead from (t) 

Smoothed additive trend in period(t) 

Smoothed multiplicative trend in period(t) 

Smoothed seasonal index in period(t) 
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Fig. 1.  The characteristics of the time series 

 

Each one is selected independently according to the 

characteristics of the time series. Except for some studies, these 

parameters are chosen between 0 and +1 value as a general rule. 

Selecting of each parameter close to the value 0, it means 

reduced sensitivity to noise on the related components. But in 

this case, it becomes difficult to catch the changes of the related 

components. If the parameters are selected close to the value 

+1, the changes of the related components may be quickly 

caught. But in this case, noise will be effective on the estimates. 

If there are non-uniform or step changes of the time series, the 

error rates increase. Therefore, a different approach emerged 

that the smoothing factor should be changed sensitive to current 

changes of the time series. There are many methods introduced 

within the scope adaptive smoothing title but the most well-

known method is Trigg and Leach version in the literature [5, 

9]. This method is based on simple exponential smoothing 

method and only α parameter is adjusted. 

 

𝑆𝑡+1 = 𝛼𝑡𝑋𝑡 + (1 − 𝛼𝑡)𝑆𝑡                   (1) 

 

𝑎𝑡 = |
𝐸𝑡

𝐴𝑡
|                          (2) 

 

𝐸𝑡 = 𝛾𝑒𝑡 + (1 − 𝛾)𝐸𝑡−1                   (3) 

 

𝐴𝑡 = 𝛾|𝑒𝑡| + (1 − 𝛾)𝐴𝑡−1                  (4) 
 

Where, αt  refers to the smoothing factor in period (t), Et refers 

to the smoothed forecast error, At refers to the smoothed 

absolute error, γ refers to the arbitrarily selected constant, and 

et refers to the forecast error (et = Xt − St) in period (t). 

Although the Trigg and Leach method is one of the pioneer 

studies in adaptive smoothing methods, some cases it produces 

unstable forecast results [1,5]. Moreover, there are many studies 

used fixed smoothing factor that give better results than the 

adaptive version [1, 10, 11]. Regarding the adaptive smoothing 

approach, newly and promising studies continue for different 

time series characteristics [5, 12-17]. 

III. QUANTITATIVE ANALYSIS 

Simple Exponential smoothing (SES) and weighted moving 

average (WMA) methods are very similar mathematically. In 

both methods, it is important to choose right parameters 

according to the data set in order to reduce error rates. As shown 

in Fig. 2, the parameters are chosen (n=3; 0.5, 0.3, 0.2) for 

WMA method and (α=0.8) for ES method. ES method has two 

advantages compared to WMA method. The first, the forecast 

could start from the second iteration and secondly, the equation 

is simpler.  

The objective function that minimizes the mean squared error 

can be used for the selection of the optimal smoothing factor. 

The changes of the time series are shown in Fig. 3 for large, 

small, and optimal values of the smoothing parameters. Mean 

square errors are found 1164 for α = 0.8, 1118 for α = 0.55, and 

1215 for α = 0.2, respectively. Optimal value of α contained 

herein is calculated considering the whole time series. 

Therefore, using optimal factor will not be eligible for the next 

estimates, if there are the major changes that have occurred in 

the recent period of the series. In such cases, adaptive 

smoothing method is advisable. 

The extended models of exponential smoothing, trends and 

seasonality components can be incorporated into the series; it 

enables to make more accurate estimates. Trends and 

seasonality components in the expanded exponential smoothing 

methodology presented in Table 1 can be analyzed as additive 

or multiplicative in the series. However, the choice of 

multiplicative model gives better results for the time series 

which includes linear and nonlinear trend. This situation may 

be understood from time series analysis in Fig. 4 and the rate of 

errors in Table 2. The time series including trend and 

seasonality, in the process of determination of the factors   α, β 

and δ, it can be monitored which component is more effective 

Trend Conjectural changes Seasonal changes 

Deviations Random 

changes 

Long time Very long time Short time 

Very short 

time 
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on the series. Here, the objective function that minimizes the 

mean squared error mentioned above can be used in 

determining the appropriate factors. 

 

 
Fig. 2.  The comparative forecast changes 

 

 
Fig. 3. The forecast changes for different α factors  

 

 
Fig. 4. The forecast changes for extended exponential smoothing methods 
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TABLE 2 

STATISTICAL EVALUATION (FOR FIGURE 4)  

Method  Errors 

MAD MSE MAPE 

Multiplicative (ES) 3.06 16.57 2.55% 

Additive (ES) 3.29 17.24 2.74% 

IV. RESULTS AND DISCUSSION 

The characteristic of time series has a major importance to 

determine the methods and to select the smoothing factors used 

in the related method. Some suggestions should be considered 

in the choice of the factors for simple or expanded exponential 

smoothing methods: 

 

For simple exponential smoothing; 

 If the time series are unidirectional and stable, α can be 

selected close to 1, 

 If the series changes character and continuous as the long-

term stable, α can be selected close to 1, 

 If there are short-term and continuing fluctuations in series, 

α can be selected close to 0, 

 

For extended exponential smoothing; 

 If the series contains a non-linear trend, in other words a 

change in the trend observed, the trend component β should 

be considered, 

 The coefficient β can be determined in proportional to the 

trend changes rate in the real,  

 If there are more or less repeated changes at regular intervals 

in the series, seasonality component δ should be considered, 

 Some waveforms in the time series move by sliding in the 

periods and this situation should be kept out of the 

seasonality. Otherwise the error rate can increase depending 

on the width of the slide, 

 

For adaptive smoothing;  

 If major and permanent changes (steps, shifts, unidirectional 

and quick rises etc.) reveals on the series in non-periodic 

intervals, adaptive smoothing method may be preferred, 

 If the changes happen on the very short-term as unstable 

fluctuations, using classic adaptive smoothing method may 

not be a solution. Because the error rates may increase. 

However, improved adaptive smoothing methods can offer 

solutions to this problem because it contains certain 

constraints. 
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Abstract— Weibull probability density function used to 

determine the wind energy potential commonly. In this paper, 

wind energy potential of Bilecik region is analyzed statistically by 

using the Turkish State Meteorological Service’s hourly wind 

speed data between 2010-2014 measured in Bilecik 

meteorological station. It is used the two- parameter Weibull to 

determine wind energy potential of the region. The parameters of 

the Weibull distributions used for finding the estimation of 

average speed, standard deviation, and power density is found by 

using the Maximum likelihood method. All analysis is carried out 

by Matrix Laboratory (MATLAB) programming language. 

Monthly and yearly wind speeds are modeled by Weibull 

distribution statistically. Accuracy of the modeling is evaluated in 

terms of Root Mean Square Error (RMSE). 

 

Index Terms— Weibull Distribution, Wind Speed, Energy. 

 

I. INTRODUCTION 

LOBALLY fossil resources have very wide application 
area. The reason that fossil fuels used for meeting the 

energy need shall run short together with the fact that they are 
harmful for the environment leaded the path for a search of new 
energy sources worldwide and renewable energy sources have 
gained importance in this respect. 

One of the renewable energy resources is wind energy. 
Actually wind energy which is the oldest source has been used 
since BC 2800 by humankind. Until recent year this energy has 
been used for water pumping and power generation in rural 
areas. Today it is used as an alternative source of energy 
production. Wind energy systems operate depend on wind 
regime, wind shaft position and size of power generation 
system [1,2]. 

Wind energy conversion systems are chosen based on wind 
speed potential analysis of a region. Frequency distribution of 
wind speed can be displayed different distributions such as 
Gamma, lognormal, Rayleigh and Weibull. Two parameter 
Weibull distribution is used to model of many regions of the 
world wind speed in recent year. The reason of using this 
method is very good fit wind distribution [3].  

 

E. Dokur, Electrical and Electronics Engineering Department , Bilecik S.E. 

University, Bilecik, Turkey, (e-mail: emrah.dokur@bilecik.edu.tr). 

 

M. Kurban, Electrical and Electronics Engineering Department , Bilecik S.E. 
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Two Weibull parameters are estimated using both the 
graphical and maximum likelihood methods. Genc et al [4]. 
Wind energy potential of Nigde region is studied statistically by 
using the Turkish State Meteorological Service’s hourly wind 
speed data between 2008 and 2009 measured in Nigde 
meteorological station by Yıldırım et al [5]. On the side, there 
is novel method about Weibull distribution in literature [6]. 

In this paper, wind energy potential is modelled based on 
two parameter Weibull distribution statistically for Bilecik ,city 
in Turkey,  by using the Turkish State Meteorological Service’s 
hourly wind speed data between 2010 and 2014 measured. 
Scale and shape parameters are determined by maximum 
likelihood method. Matlab © (Matrix Laboratory) software is 
used for all analyses. Performance criteria of model is shown 
that RMSE (Root Mean Square Error). 

II. WEIBULL DISTRIBUTION  

There are different methods for determining the wind speed 
distributions. In the literature, the two parameters Weibull 
distribution is often used in the statistical analysis of data. The 
Weibull distribution function is given by formula (1) : 

1 ( )

(v) ( )
k

k
v

c
k v

f e
c c

 

                                                       (1) 

Where f(v) is the frequency or probability of occurrence of 
wind speed V, c is the Weibull scale parameter with unit equals 
to the wind speed unit and k is the unitless Weibull shape 
parameter. The higher value of c indicates that the wind speed 
is higher, while the value of k shows the wind stability.  k shape 
parameters are between 1.2 and 2.75 in the literature. The 
cumulative Weibull distribution function F(V) gives the 
probability of the wind speed exceeding the value V. It is 
expressed by formula (2): 

( )

F(v) 1
kv

ce


                                                                           (2) 

Maximum frequency of wind speed is determined by 
formula (3):  

1/

mod

1
(1 ) kv c

k
                                                                         (3) 

Maximum wind speed can be calculated formula (4) [7] : 

Wind Speed Potential Analysis Based on 

Weibull Distribution 
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1/

maks

2
( ) kk

v c
k


                                                    (4) 

Wind power is found commonly by formula (5) : 

31

2
P Av                                                     (5) 

Where  (kg/m3) is air density, A (m2)  is swept area. Mean 

power density for Weibull distribution is given by formula (6): 

31 3
(1 )

2
wP c

k
                                          (6) 

Where   is gamma function. Here, taking into account, the 

density of the air at sea level, 1 atmosphere pressure and 16.6. 

Celsius degree 0 =1.225 kg/m3 value; the corrected air 

density in reference to the height of the sea level (Hm) and other 

location information can be found according to formula (7) [8]. 

4

0 1.194.10 mH                                                            (7) 

As is seen that the most important input is wind speed data 
for determining of power potential. Wind direction is important 
for position of installation wind energy conversion systems. 

III. MAXIMUM LIKELIHOOD METHOD  

Several methods are available in order to determine the two 
parameters of Weibull distribution. One of these methods is 
maximum likelihood method that is proposed by Steven and 
Smulders [9]. Maximum likelihood method requires large scale 
numerical iterations. Shape parameter and scale parameter are 
calculated by formula (8) and formula (9): 

11 1

1

ln(v ) ln(v )
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n n
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                                                                  (9) 

Where vi is wind speed and n is number of wind speeds. 

Performance criteria of analysis is shown Root Mean 

Square Error (RMSE) by formula (10).  

2

1

1
(y x )

n

i i

i

RMSE
n 

                                                   (10) 

Where, yi is the actual wind speed probability value, xi is the 

probability value calculated from Weibull distribution and n is 

the number of observations. 

IV. WIND SPEED POTENTIAL ANALYSIS  

Future and available wind potential is very important to 

build of wind energy conversion system. For this reason 

estimation parameter results of distribution are studied 

monthly. Optimum model can be chosen according to 

performance criteria. In this paper, estimation of monthly and 

annual parameters for Bilecik region are implemented in table 

1 by using hourly wind speed data between 2010 and 2014. The 

maximum likelihood method was used for determining Weibull 

parameters. 

It can be seen from the Figure 1 that Weibull distribution 

function and cumulative distribution function of sample data, 

April 2010, was shown.  

 

Fig.1. Probability density and cumulative probability density function for 
sample months  
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TABLE 1 

WEIBULL PARAMETERS AND ERROR VALUES 

 

 

Wind data, consisting of hourly wind speed records 

over a 5-year period, 2010-2014, were measured in the 

Turkish State Meteorological Service in Bilecik. In Bilecik 

region by using wind speed measured for 4 years between 

2010 and 2014, the conformity of wind speed blowing hours 

with Weibull function has been examined. Distribution of 

Wind speed is shown by Weibull functions. Scale and shape 

parameters are calculated 

1.8535,2.0053,1.8976,1.9156,2.0466 and  2.4775, 2.3580, 

2.4743, 2.3089, 2.1061 (m/s) for years, respectively. 

Table 1 shows scale and shape parameters for each 
months of five years and error values. 

Other values of 2013 and 2014 years are illustrated in 
Table 2. σ is standard deviation of wind speed in formula 
(11). Other formulas of wind speed parameters were given 
in section 2.  

2 22 2
[ (1 ) (1 )]c

k k
                                  (11) 

Probability density and cumulative probability density 

functions of wind speed are illustrated in Figure 2 and 3, 

respectively for 2010-2014 years.   

 

Fig.2. Probability density functions of Weibull distributions 

 

 

 

 

 

 

 2010 2011 2012 2013 2014 

Months k c RMSE k c RMSE k c RMSE k c RMSE k c RMSE 

January 1.8139 2.4980 0.0254 2.0186 2.1777 0.0232 1.8901 2.4506 0.0367 2.2400 2.4860 0.0284 2.1885 2.0545 0.0328 

February 1.8435 2.4785 0.0250 2.0939 2.0817 0.0281 1.9126 3.1130 0.0338 2.1236 2.2914 0.0387 1.9435 1.8455 0.0406 

March 1.8592 2.4059 0.0228 1.8042 2.4342 0.0311 1.8626 2.2839 0.0304 2.0730 1.2524 0.0364 2.2748 2.1660 0.0261 

April 1.9416 2.5110 0.0172 1.7541 2.4472 0.0301 1.7668 2.6074 0.0318 2.3111 2.3331 0.0267 2.0241 2.0614 0.0320 

May 1.7574 2.3265 0.0292 2.0714 2.2945 0.0197 1.9938 2.1983 0.0317 1.9387 2.3502 0.0322 2.0202 2.0965 0.0258 

June  1.9759 2.5162 0.0267 2.1847 2.3154 0.0177 1.9064 2.4906 0.0287 1.9435 2.6441 0.0322 2.1401 2.3132 0.0294 

July 2.2358 2.9342 0.0158 2.1570 2.6608 0.0220 2.1363 2.9130 0.0231 2.3567 3.1580 0.0247 2.2348 2.5420 0.0301 

August 1.9625 2.7771 0.0177 2.2373 2.9908 0.0246 2.0782 2.8532 0.0287 2.1287 2.8553 0.0362 2.0093 2.5030 0.0324 

September 2.0343 2.4339 0.0204 2.2018 2.4763 0.0186 1.9479 2.3917 0.0280 2.0093 2.3163 0.0291 2.1629 2.1439 0.0353 

October 1.7729 2.0780 0.0393 2.1314 2.1950 0.0222 2.1143 2.0224 0.0353 1.8692 2.0347 0.0367 2.2758 1.8371 0.0390 

November 1.7828 2.1033 0.0341 2.2821 1.9283 0.0297 2.3329 2.1829 0.0259 2.2285 1.7290 0.0391 2.1381 1.8864 0.0371 

December 1.9091 2.4441 0.0339 1.8086 2.2769 0.0437 1.8765 2.2167 0.0413 2.1275 2.2904 0.0321 1.9591 1.7732 0.0347 

Yearly 1.8535 2.4775 0.0204 2.0053 2.3580 0.0203 1.8976 2.4743 0.0263 1.9156 2.3089 0.0268 2.0466 2.1061 0.0284 
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TABLE II

WIND VALUES AND POWER DENSITY  

 2013 2014  

Months vm σ vmod vmaks Pw vm σ vmod vmaks Pw 

January 2.2018 1.0396 1.9091 3.3053 10.31 1.8195 0.8772 1.5544 2.7639 5.93 

February 2.0294 1.0051 1.6980 3.1320 8.46 1.6365 0.8778 1.2724 2.6559 4.84 

March 1.1094 0.5615 0.9115 1.7348 1.41 1.9186 0.8934 1.6791 2.8582 6.73 

April 2.0671 0.9490 1.8256 3.0557 8.31 1.8265 0.9445 1.4723 2.8948 6.46 

May 2.0842 1.1225 1.6167 3.3876 10.02 1.9368 1.0050 1.8425 3.1246 8.50 

June  2.3448 1.2577 1.8230 3.8054 14.24 2.0486 1.0076 1.7236 3.1487 8.64 

July 2.7986 1.2625 2.4983 4.0986 20.31 2.2514 1.0652 1.9494 3.3837 11.04 

August 2.5287 1.2497 2.1194 3.8976 16.34 2.2180 1.1546 1.7768 3.5300 11.65 

September 2.0526 1.0685 1.6443 3.2668 9.23 1.8987 0.9250 1.6092 2.9019 6.81 

October 1.8065 1.0037 1.3508 3.0029 6.79 1.6273 0.7575 1.4246 2.4237 4.10 

November 1.5313 0.7263 1.3235 2.3047 3.48 1.6706 0.8224 1.4046 2.5690 4.69 

December 2.0285 1.0030 1.6994 3.1275 8.43 1.5722 0.8373 1.2315 2.5394 4.25 

Yearly 2.0483 1.1131 1.5705 3.3535 9.63 1.8658 0.9553 1.5177 2.9396 6.81 

 

Fig.3. Cumulative probability density function 

 

V. CONCLUSIONS 

It is necessary to establish determine wind speed 

distribution for establishing a region of wind energy 

potential. Wind power density distribution is determined 

according to the definition of wind speed.  

The wind energy potential in Bilecik is statistically 

analyzed based on wind speed data which measured hourly 

in 2010-2014.  

It is used the Weibull distribution to determine wind 

energy potential of the region. Determination of Weibull 

parameters was used maximum likelihood method. Weibul 

shape parameter, k and scale parameter, c are found yearly, 

1.8535,2.0053,1.8976,1.9156, 2.0466 and 2.4775, 2.3580, 

2.4743, 2.3089, 2.1061 (m/s) , respectively. 
The lowest power density is observed in winter and 

autumn for Bilecik region in 2010-2014. Generally, average 
wind speed and power density  values are high  in summer. 
However average wind speed and power density is not only 
important but also data distribution is significant  for energy 
production. 

The studies should continue and the measurements 
should be done in different regions and at different heights 
and for long periods of time. The whole region should be 
examined thoroughly, the characteristics of the region 
should be identified and cost analysis should be carried 
out. As a result it is possible to make more accurate and true 
assessments. Our work about identification and evaluation 
of renewable energy potential of this region will be 
continued.  

Such studies which are determined to speed up the use of 
these energy sources and its production in our country is very 
important for our future.  
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Abstract—A great number of methods are used in order to 

increase the speed of decision units in epileptic analysis of the 

multi-channel EEG signals. Channel selection is one of the main 

methods used for the reduction of the processing load. By 

eliminating the non-distinct channels, the performance of the 

system can be improved. In this study, the seizure detection 

performances of EEG signals obtained by 21 different channels 

were evaluated. This study was carried out patient-specifically for 

each six patients. The feature set is generated via calculating 26 

features from EEG signals. The dimension of feature set for each 

channel is reduced using Principal Component Analysis. The 

reduced feature sets were divided as training and testing data 

using cross-validation method. With Linear Discriminant 

Analysis, the classification was done for each channel and 

performances of channel were compared. Depending on the 

channel selection, almost 9% differences in the classification 

accuracies have been observed.  

 

Index Terms—Epilepsy, seizure detection, channel selection, 

classification. 

 

I. INTRODUCTION 

PILEPSY is a disease that  is characterized by recurrent 
seizures. It occurs without impulse and causes disturbance 

in the nervous system. Seizures, can be detected with clinical 
symptoms, are the temporary anomalies of the electrical 
activities caused by a group cell in brain. EEG signal has been 
widely used in the study and diagnosis of epilepsy. The EEG 
signals can be obtained by placing necessary electrode from 
different centers and direct measures [1,2,3]. Electrode 
placement, used the most widely for Multi-channel EEG 
measurement, is the 10-20 system. Electrode placement for 
extended 10-20 system is shown in the Figure 1. 

Getting started to use the high-performance processors has 
caused to raise the interest to the issues such as the emergence 
of seizure phase, detection, and prediction [4]. For the purpose 
of getting the most meaningful performance in EEG analysis, it 
is necessary to get the desired signal among multi-channel  
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measurements. In addition, the signals containing unnecessary 
information and noise have decrease the performance. 
Moreover, they cause to lower the reaction speed of the system 
[5]. 

Fig.1. Extended 10/20 system on the cap  

Qaraqe et al., have suggested a new architecture to develop 
the performance of seizure detector. In their studies carried out 
for patient-specific, they have improved the system sensitivity 
at 7 % higher than the current ones by utilizing channel 
selection and feature enhancement. They also have decreased 
the number of the fault detection appeared per hour [6].  

Duun-Henriksen et al., have examined the effects of 
different channel selection methods on the performance of 
seizure detection. In their study where they extracted features 
by using wavelet transform, they used support vector machines 
as classifier. They reached to the best achievement by the 
method of maximum variance based channel selection instead 
of focal channels used extensively. Using only 3 channels, they 
performed seizure detection without performance reduction [7]. 

Faul and Marnane have developed dynamic electrode 
selection method to decrease power consumption in seizure 
detection. They have provided power saving at 47 % without 
any decrease in detection performance in the study where they 
evaluated power consumption and detector performance by 
using different number of electrodes [8]. 

Tekgul et al., have performed seizure detection via EEG 
records taken from newborns with the 10-20 electrode system. 

The Investigation of Channel Selection Effects 

on Epileptic Analysis of EEG Signals 

M. Yıldız, and   E. Bergil 
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As a result of the classification performed by using all the 
electrodes, they have detected the all 31 seizures. They repeated 
the all processes by using only 9 electrodes. Although they 
couldn’t detect only one patient’s seizure for the reduced 
montage, they reached 100 % specificity and 96,8 % sensitivity 
respectively comparing with the results taken by using all 
electrodes [9]. 

Channel selection process was frequently used to decrease 
the load of the processor especially in real time applications. 
With the channel selection process, it was aimed to eliminate 
the channels not including distinguishing information. By this 
way, it is possible to design high-speed detectors without losing 
performance in the process of seizure detection. In this study, 
the effects of EEG signals taken from different channels on 
epileptic analysis have been evaluated. The multi-channel EEG 
signals taken from 6 epilepsy patients have been analyzed. 
Since the characteristics of epilepsy differs patient specifically, 
the analysis have been done in accordance to the patient 
specifically. At the beginning, feature sets from normal and 
seizure stage EEG signals for each channel have been 
generated. In the following step, the dimension of these feature 
sets has been decreased via Principal Component Analysis 
(PCA). 26 features were reduced to 8 features. The feature set 
for each channel has been divided into 2 parts as testing and 
training data by the method of cross-validation. Via Linear 
Discriminant Analysis (LDA), classification process has been 
carried out for 21 different channels and their classification 
accuracies have been compared. In consequences of the 
analysis, it is aimed to contribute to the design and production 
studies of portable seizure detection systems by determining the 
effects of channel on epileptic analysis. 

 

II. MATERIAL AND METHOD 

In this study, the process consists of pre-processing, feature 
extraction, dimension reduction, PCA distribution and 
classification stages. First of all, pre-processing where the EEG 
signals taken from normal and seizure phases divided into 5 
second parts has been performed. In the second stage, feature 
set has been obtained by calculating 26 features for each EEG 
period.  Feature set has been calculated for different 21 
channels. Then, the number of the features has been decreased 
to 8 by PCA method. With cross-validation method, testing and 
training data have been obtained and by this way the 
classification process has been performed. LDA method has 
been used for classifier. The classification process has been 
performed by using 1000 different testing and training data. The 
classification results and data of testing and training have been 
registered for the highest classification performance. In order to 
observe the effect of channels on classification performance, 
PCA projection has been used. The testing data of channels 
having the highest and lowest accuracy which belongs to the 
patient 4 has been reflected to the plane consisting of the highest 
weight first two principal components and the principal 
component distribution has been obtained. The block schema 
of this process has been illustrated in the Figure 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2. Block diagram of the process  

 

EEG signals were taken from PhysioNet database [10]. The 
scalp EEG signals were obtained using 10-20 electrode system 
and sampled in 256 Hz. The starting points and total durations 
of seizures in EEG records were remarked by the specialists. 
Data, taken from seizure and seizure-free stages, were divided 
into 5 second periods. This study was done for 6 epilepsy 
patients. The demographic information of patients is given in 
the Table I. 

 

TABLE I 

DEMOGRAPHIC INFORMATION  

Patient Sex Age 

Patient 1 Female 11 

Patient 2 Female 14 

Patient 3 Female 15 

Patient 4 Male 3.5 

Patient 5 Male 3 

Patient 6 Female 6 

 

The numbers of sample belong to normal and seizure stage 
for all patient are given in the Table II. 

 

EEG Signals 

Classification (LDA) 

(for each channel) 

Pre-processing  

(Segmentation) 

Dimension Reduction (PCA) 

(from 26 to 8) 

Feature Extraction  

(26 features) 

PCA Projection 

 (for Patient 4) 

normal 

seizure 
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TABLE II 

THE SAMPLE NUMBERS FOR EACH PATIENT  

Patient Normal Stage Seizure Stage 

Patient 1 192 88 

Patient 2 192 78 

Patient 3 192 108 

Patient 4 192 182 

Patient 5 192 88 

Patient 6 192 84 

 

 

Feature Extraction: 26 features widely used in epilepsy studies 
are selected. These features, based on time-domain, frequency-
domain and power spectrum, are given in the Table III. 

TABLE III 

FEATURES  

No Feature No Feature 

1 Mean 11 Hjorth Activity 

2 Standard Deviation 12 Hjhort Mobility 

3 Variance 13 Hjhort Complexity 

4 Total Power 14 Renyi Entropy 

5 
Power of Delta Band 

(0.5-2 Hz) 
15 Entropy 

6 
Power of Delta Band  

(2-4 Hz) 
16 Maximum 

7 Power of Theta Band 17 Minimum 

8 Power of Alpha Band 18 Zero Cross Rate 

9 Power of Beta Band 19-26 
Auto-Regressive 

Coefficients (Burg Method) 

10 Mod   

 

Dimension Reduction:26 features generated from EEG signals 
have been decreased to 8 with the method of Principal 
Component Analysis. The studies of principal component 
analysis started with Karl Pearson in 1901 were developed by 
Hotelling in 1933. It is a transform technique which uses to 
convert a data set of correlated variables into a set of linearly 
uncorrelated variables. This method can be used for dimension 
reduction. The variables after the transformation are called as 
principal components of first variables. The first principal 
component has the highest variance value and the other 
principal components are in the decreasing variance values 
order. Low sensitivity towards noise, the decrease of the 
memory and capacity needs can be mentioned among its main 
advantages [11,12]. 

Classification: In classification stage of this study, Linear 
Discrimination Analysis has been performed. The feature set 

has been divided into testing and training data by cross-
validation method for each patient. At the end of this 
classification process, it was aimed to detect the normal and 
seizure stage of the testing data. 

Linear Discriminant Analysis is one of the classification 
methods that is commonly used in the fields of machine 
learning and statistics. LDA is a method of which features can 
be used as linear classifiers to separate the samples of two or 
more classes and which tries to find the linear combination. In 
other words, LDA is a method, tries in order to get vectors 
belong to the space, which are able to separate each classes [13-
17].  

This approach generates a new variable which is the 
combination of the available data. This variable closers to data 
points in the same class each other, and pushes apart the data 
points belonging to different classes [14,16,17]. 

 

III. RESULTS OBTAINED AND DISCUSSION 

The all feature sets have been divided into training and 
testing data with the cross-validation method. Afterwards, 
classification has been performed by using LDA. This process 
was repeated 1000 times for 21 channels, the training and 
testing data that have the highest accuracy classification 
performance was registered. As a result of this processes, the 
best classification performances belonging to 6 patients for 21 
different channels have been shown in the tables 
IV,V,VI,VII,VIII and IX. In the tables, the channels showing 
the worst classification performances have been highlighted. 

 

TABLE IV 

THE CLASSIFICATION RESULTS FOR PATIENT 1 

Channel 
normal stage seizure stage 

Accuracy 
normal seizure normal seizure 

Fp1-F7 64 0 0 29 100 

F7-T7 64 0 0 29 100 

T7-P7 64 0 0 30 100 

P7-O1 64 0 0 29 100 

Fp1-F3 64 0 0 29 100 

F3-C3 64 0 0 30 100 

C3-P3 64 0 0 29 100 

P3-O1 64 0 0 29 100 

Fp2-F4 64 0 0 29 100 

F4-C4 64 0 0 29 100 

C4-P4 64 0 0 29 100 

P4-O2 64 0 0 30 100 

Fp2-F8 64 0 0 29 100 

F8-T8 64 0 0 30 100 

T8-P8 64 0 0 29 100 

P8-O2 64 0 1 28 98,92 

Fz-Cz 64 0 0 30 100 

Cz-Pz 64 0 0 29 100 

T7-Ft9 64 0 0 30 100 

Ft9-Ft10 64 0 0 29 100 

Ft10-T8 63 1 0 29 98,92 

 

 



BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,                 DOI: 10.17694/bajece.22796  

 

Copyright © BAJECE                          ISSN: 2147-284X                    Special Issue  2015       Vol.3   No.4                    http://www.bajece.com 
 

239 

TABLE V 

THE CLASSIFICATION RESULTS FOR PATIENT 2 

Channel 
normal stage seizure stage 

Accuracy 
normal seizure normal seizure 

Fp1-F7 64 0 0 26 100 

F7-T7 64 0 0 26 100 

T7-P7 64 0 0 26 100 

P7-O1 64 0 0 26 100 

Fp1-F3 64 0 0 26 100 

F3-C3 64 0 0 26 100 

C3-P3 64 0 0 26 100 

P3-O1 64 0 0 26 100 

Fp2-F4 64 0 0 26 100 

F4-C4 64 0 0 26 100 

C4-P4 64 0 0 26 100 

P4-O2 64 0 0 26 100 

Fp2-F8 64 0 0 26 100 

F8-T8 63 1 0 26 98,89 

T8-P8 64 0 0 26 100 

P8-O2 64 0 0 26 100 

Fz-Cz 64 0 0 26 100 

Cz-Pz 64 0 0 26 100 

T7-Ft9 64 0 0 26 100 

Ft9-Ft10 64 0 0 26 100 

Ft10-T8 64 0 0 26 100 

 

 

 

TABLE VI 

THE CLASSIFICATION RESULTS FOR PATIENT 3 

Channel 
normal stage seizure stage 

Accuracy 
normal seizure normal seizure 

Fp1-F7 62 2 0 36 98 

F7-T7 63 1 2 34 97 

T7-P7 63 1 3 33 96 

P7-O1 64 0 2 34 98 

Fp1-F3 63 1 2 34 97 

F3-C3 64 0 0 36 100 

C3-P3 64 0 0 36 100 

P3-O1 64 0 0 36 100 

Fp2-F4 63 1 2 34 97 

F4-C4 64 0 1 35 99 

C4-P4 64 0 0 36 100 

P4-O2 64 0 0 36 100 

Fp2-F8 64 0 0 36 100 

F8-T8 64 0 3 33 97 

T8-P8 61 3 0 36 97 

P8-O2 63 1 0 36 99 

Fz-Cz 64 0 0 36 100 

Cz-Pz 64 0 0 36 100 

T7-Ft9 64 0 2 34 98 

Ft9-Ft10 64 0 0 36 100 

Ft10-T8 64 0 2 34 98 

 

 

 

TABLE VII 

THE CLASSIFICATION RESULTS FOR PATIENT 4 

Channel 
normal stage seizure stage 

Accuracy 
normal seizure normal seizure 

Fp1-F7 61 3 3 58 95,2 

F7-T7 61 3 0 61 97,6 

T7-P7 62 2 1 60 97,6 

P7-O1 64 0 1 60 99,2 

Fp1-F3 60 4 7 54 91,2 

F3-C3 61 3 7 53 91,94 

C3-P3 63 1 6 55 94,4 

P3-O1 61 3 0 61 97,6 

Fp2-F4 63 1 4 57 96 

F4-C4 63 1 0 61 99,2 

C4-P4 61 3 0 61 97,6 

P4-O2 64 0 0 61 100 

Fp2-F8 60 4 0 61 96,8 

F8-T8 64 0 0 60 100 

T8-P8 64 0 0 60 100 

P8-O2 63 1 0 60 99,19 

Fz-Cz 63 1 1 59 98,39 

Cz-Pz 64 0 2 59 98,4 

T7-Ft9 64 0 3 58 97,6 

Ft9-Ft10 61 3 2 59 96 

Ft10-T8 64 0 2 59 98,4 

 

 

 

TABLE VIII 

THE CLASSIFICATION RESULTS FOR PATIENT 5 

Channel 
normal stage seizure stage 

Accuracy 
normal seizure normal seizure 

Fp1-F7 64 0 2 27 97,85 

F7-T7 64 0 1 29 98,94 

T7-P7 64 0 0 29 100 

P7-O1 64 0 0 29 100 

Fp1-F3 63 1 1 28 97,85 

F3-C3 64 0 3 27 96,81 

C3-P3 64 0 1 29 98,94 

P3-O1 64 0 0 30 100 

Fp2-F4 64 0 3 26 96,77 

F4-C4 64 0 1 28 98,92 

C4-P4 64 0 0 29 100 

P4-O2 64 0 0 30 100 

Fp2-F8 63 1 3 27 95,74 

F8-T8 64 0 0 29 100 

T8-P8 64 0 2 28 97,87 

P8-O2 64 0 0 29 100 

Fz-Cz 63 1 1 29 97,87 

Cz-Pz 64 0 2 28 97,87 

T7-Ft9 62 2 1 28 96,77 

Ft9-Ft10 61 3 3 27 93,62 

Ft10-T8 63 1 2 27 96,77 
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TABLE IX 

THE CLASSIFICATION RESULTS FOR PATIENT 6 

Channel 
normal stage seizure stage 

Accuracy 
normal seizure normal seizure 

Fp1-F7 64 0 0 28 100 

F7-T7 64 0 0 28 100 

T7-P7 64 0 0 28 100 

P7-O1 64 0 0 28 100 

Fp1-F3 64 0 0 28 100 

F3-C3 64 0 0 28 100 

C3-P3 64 0 0 28 100 

P3-O1 64 0 0 28 100 

Fp2-F4 63 1 1 27 97,83 

F4-C4 64 0 0 28 100 

C4-P4 64 0 0 28 100 

P4-O2 64 0 0 28 100 

Fp2-F8 62 2 0 28 97,83 

F8-T8 62 2 0 28 97,83 

T8-P8 63 1 1 27 97,83 

P8-O2 64 0 0 28 100 

Fz-Cz 63 1 2 26 96,74 

Cz-Pz 64 0 2 26 97,83 

T7-Ft9 64 0 0 28 100 

Ft9-Ft10 64 0 0 28 100 

Ft10-T8 61 3 1 27 95,65 

 

The classification results show that The LDA classifier was 
able to perform seizure detection with error-free at least three 
channels for each patient. Especially for the first two patients, 
the classification process has been implemented without error 
in almost all channels. The seizure detection process affected at 
least level for these patients. According to the classification 
accuracy for patient 4 the worst performance was obtained at 
Fp1-F3 channel. For patient 4, the difference between accuracy 
of channels reached the highest level. 

The first two major principal components were used to 
visualize the variation in performances of the classifier. In this 
stage, for patient 4 who would be able to affected mostly from 
the channel selection, P4-O2 channel's testing data with highest 
classification performance has been reflected to the plane which 
consist of first two major principal components. The PCA 
projection of this channel has been illustrated in the Figure 3. 

 

 

 

 

 

 

 

 

 

Fig.3. The projection of PCA for Channel P4-O2 

These processes has been repeated for the Fp1-F3 channel 
that has the lowest classification accuracy. The PCA projection 
for this channel has been illustrated in the Figure 4. 

 

 

 

 

 

 

 

 

 

Fig.4. The projection of PCA for Channel Fp1-F3 

According to Figure 3 and Figure 4, it is seen that normal 
and seizure stages largely separated from each other in the 
reflection for P4-O2 channel. Classification results also support 
the PCA projection. For this channel classification process has 
been performed without error. For Fp1-F3 channel, it is also 
seen that normal and seizure stages didn't separate clearly. 
These stages interfered each other. In the classification result 
for this channel, four normal samples detected as seizure and 
seven seizure samples detected as normal. Receiver Operating 
Characteristic curves of the classification process for these two 
channels are shown in the Figure 5. 

 

 

 

 

 

 

 

Fig.5. ROC curves for Patient 4 

The area values under the ROC curve (Area Under the 
Curve: AUC), respectively, are calculated as 1 and 0.9133.  

 

IV. CONCLUSIONS 

Developments in computer, electronics, and signal 
processing methods began to be used widely in the medical 
electronics field recently. Researchers propose systems which 
capable of analyzing of EEG effectively. Designers have been 
developing portable seizure detection prototypes. A lot of 
processing load in the real time applications affects negatively 
the response speed of the seizure detector. Designers use 
various methods to reduce the process load to a reasonable 
level. In this study, it is aimed to evaluate channel selection 
effects on seizure detector performance by analyzing effects of 
EEG signals obtained from different channel on seizure 
detection process. 

Analysis have been implemented patient-specifically for six 
patient. The differences between the best and worst channel 
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accuracies and number of  channel, is able to detect seizure with 
error-free, in the classification process using 21 channels for 
each patient are given in the Table X. 

TABLE X 

THE MAXIMUM RIPPLE OF CHANNEL CLASSIFICATION ACCURACIES AND THE 

NUMBER OF CHANNEL WHICH IS CAPABLE OF THE ERROR-FREE 

CLASSIFICATION FOR EACH PATIENT 

 P1 P2 P3 P4 P5 P6 

Maximum ripple of Channel 

Accuracies 
1,08 1,11 4,00 8,80 6,38 4,35 

Number of channel capable of 

seizure detection error-free 
19 20 9 3 7 14 

 

Table V shows that channel selection can affect the 
classification results up to % 8.80 level. Patient 1 and Patient 2 
are the most immune to channel selection. For these patients, it 
can be said that channel selection hasn't affected scarcely in 
seizure detection process. The most affected patient by channel 
selection was patient 4. For this patient, classification process 
was performed error-free for only three channels. According to 
the analysis results, depending on the channel selection, a ripple 
at the classifier accuracy can occur about 9%. These results 
show that Designers must choose more distinctive channels to 
obtain the most useful data in the channel selection processes. 
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Abstract—The term of single board computer is used for 

computers which has built on a single circuit board with 

microprocessor, memory, input/output and other required units. 

In this study, control of a mobile robot in real time using 

Raspberry Pi which is a type of single board computer is 

performed via internet. In the developed system, all of the units 

in the mobile robot are controlled directly by Raspberry Pi, an 

additional microcontroller system is not used. Thus, without 

additional control equipment, a low cost and open source mobile 

robot design has been carried out. 

 

Index Terms—raspberry pi, mobile robot, remote control, 

websocket 

 

INTRODUCTION 

obots are considered as an essential part of modern life. 
Besides having been used in industry for a long time, they 

have become a part of end users’ lives as a consequence of 
technological developments and cost reductions. In conjunction 
with increased use of mobile devices, remotely controlled 
implications have found a broader scope for themselves, which 
have enabled easy and fast control of such electronic devices 
remotely through mobile phone, tablet, or computer over 
internet. 

There is a broad literature in remote device control, which 
might be distinguished according to control board and 
communication protocol used. Şahin and Yalvaç developed a 
wireless mobile robot prototype in their research [1]. Control 
board of the robot was designed using PIC16F877A, for the 
wireless control ARX-34S receiver and ATX-34S transmitter 
were used. Moreover, movements of the mobile robot was 
recorded by a wireless camera and transferred to a computer. 
Çayıroğlu and Şimşir controlled a camera installed-mobile 
robot car remotely using radio frequency signals [2]. Fong and 
Yusoff conducted research on a monitoring robot using Wi-Fi 
to control it real-time [3]. Robot’s direction control was 
performed through internet connection with a wireless router on 
the mobile robot, taking the commands through Arduino and 
ethernet shield linked to it. Din and Lim suggested home 
automation system with a computer-controlled mobile robot 
[4]. Mobile robot is controlled through computer with XBee 
modules, and image transfer is done with a wireless camera. 
There is also wireless   keys 
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by 433MHz radio frequency modules, controlled by mobile 
robot. Kuo et al gave a cleaning robot wireless features with 
Arduino [5]. Wang et al introduced a feasible and affordable 
mobile vehicle [6]. Abid Al-Sahib and Azeez in their research 
created a mobile robot with a robotic arm and camera on it [7]. 
The robot can be controlled through internet. Raspberry Pi was 
used to get internet connection, while Arduino Mega board was 
used for direction control or the robot, and the movements of 
robotic arm. Espeset al. developed an affordable, web-
controlled mobile robot for home monitoring [8]. Internet 
connection was attained through an Android smart phone on the 
mobile robot, while the information gathered was transferred to 
Arduino board over bluetooth, which control the robot. Prabha 
et al. recorded in a cloud system environmental factors such as 
heat and moisture with the Raspberry Pi-based mobile robot 
they developed [9]. 

In this research, an internet controlled-open source mobile 
robot design and application has been created. Mobile robot can 
be controlled through a web page, and immediate image 
transfer can be done by a camera on the robot. All these 
operations are controlled by Raspberry Pi, which is installed on 
the mobile robot. Second chapter will focus on hardware and 
software features of the mobile robot, while third chapter is a 
general review and suggestions about the research. 

 

 METHOD 

A. Raspberry Pi 

Various affordable computers have been developed in 
recent years, to expand the market. These computers mainly 
contain a processor, RAM, and input-output units, which are 
generally called single board computers. Received a great 
attention with their cheap prices from the users, these 
computers are mostly used at schools for computer learning. 

The first of this trend, which became very popular was 
Mini2440’dır.  Produced by Friendly ARM Company, this 
computer contains ARM9-based 400MHz Samsung processor, 
64MB RAM, 1GB FLASH memory, and 34-pin GPIO [10]. 
Another board in this spectrum is BeagleBone, produced 
BeagleBoard.org establishment. BeagleBone computer 
contains 720MHz ARM Cortex-A8 processor, 256MB RAM, 
2x46-pin GPIO [11]. 

Open Source Mobile Robot with Raspberry Pi 
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Fig. 1. Raspberry Pi Model B 

 

Raspberry Pi board was introduced by Raspberry Pi 
establishment in 2011 [12]. Came out as the first model, 
Raspberry Pi Model B landed a sale over 2 million. Raspberry 
Pi Model B computer has 700MHz ARM-based Broadcom 
processor, 512MB RAM, 2 USB2.0 ports, 26-pin GPIO. 35$ 
price is the greatest factor in this computer’s sale chart. 

Many researchers conducted their research with the 
tendency to make more use of the advantages of Raspberry Pi 
computer. Dave Akerman and his friends connected Raspberry 
Pi to a meteorology balloon, and took Earth pictures up from 40 
km. Prof. Simon Cox and his team composed 64 Raspberry Pi 
boards in order to create an experimental super computer [13].  

Despite being a strong computer considering its price, 
Raspberry Pi also has limits. It can be used as a desktop, 
whereas its performance is almost the same as a mobile device 
(such as a tablet). Raspberry Pi establishment stated that the 
general performance of Model B is as much as the performance 
of a 300MHz Pentium 2 processor PC. Although its graphical 
performance is better, it is equal to the first version of Xbox 
game console [13]. 

Raspberry Pi’s operating system is Linux. There is various 
Linux distribution is available for Raspberry Pi, which might be 
downloaded on www.raspberrypi.org webpage. The official 
and suggested distribution is Raspbian, which was developed 
by Mike Thompson and Peter Green. Operating system should 
be copied on an SD card after downloading. Raspberry Pi does 
not have an embedded memory, which only works through an 
SD card [13].  

It is possible to use Raspberry Pi as a desktop when it is 
connected with peripherals such as screen, keyboard, and 
mouse, however, what distinguishes Raspberry Pi from other 
desktops is its GPIO, namely its general-purpose input/output 
pins which can be controlled by software (Figure 2). Therefore, 
units such as buttons, LED, engine might be controlled using 
Raspberry Pi board as in a micro controller, nevertheless it 
should be considered that Raspberry Pi’s operating voltage is 
3.3V [13]. 

 

 

Fig. 2. Raspberry Pi GPIO pin outs 

 

There are different methods to control Raspberry Pi’s GPIO 
pins. In this research, input/output pins have been controlled 
using node.jsrpi-gpio library. Primarily, the library for software 
updating mode was downloaded. setup() method is used to read 
or write a pin [14]. 

 

A pin was set as input in the sample codes given above, and 
the output value was recorded [14]. 
“gpio.setup(7, gpio.DIR_IN, readInput);” code line with GPIO 
pin number 7 was set as input. Afterwards a function was 
created with the name “readInput()” and the pin was recorded 
by using “gpio.read()” command.  

 

B. Motor Controller 

Gear set-assembled DC engine kit was used to mobilize the 
designed mobile robot. L293D H-bridge drive was preferred in 
order to control DC engines’ back-and-forth direction (Figure 
3). 

 

 

Figure 3. L293D motor driver circuit 

 

var gpio = require('rpi-gpio'); 
gpio.setup(7, gpio.DIR_IN, readInput); 
function readInput() { 
    gpio.read(7, function(err, value) { 
        console.log('The value is ' + value); 
    }); 
} 

http://www.raspberrypi.org/
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Integrated L293D has a wide feed pitch (4.5V – 36V). 
Inputs of the integrated L293D are TTL-structured, and 
maximum output current is 600mA. Input of the circuit is 
controlled with GPIO pins number 19, 21, 23 and 16, 18, 22. 

 

C. Camera 

There are special camera modules that use GPIO pins for 
Raspberry Pi board, however, an oem webcam to work over 
USB port was preferred in order to reduce the cost (Figure 4). 
Camera uses 1.3MP CMOS sensor. A PanTilt module including 
two servo engines was added to make the camera move right-
left and up-down. Direction control is possible directly through 
Raspberry Pi on the webpage. 

 

         

Fig. 4. USB camera and Wi-Fi adapter 

 

D. Wireless Adapter 

Raspberry Pi might also be connected to wireless networks 
through its Ethernet input. The simplest and cheapest way to 
connect to wireless networks is to use a proper USB Wi-Fi 
adaptor (Figure 4). After the wireless adaptor is connected to 
Raspberry Pi, the system needs to be restarted in order for the 
system to recognize the new hardware, followed by network 
adjustment over operating system. 

 

E. WebSocket and HTTP 

Using an interface that works over web browser to control 
the mobile robot over cloud, without any other configuration 
enables the system to be available from everywhere. 
Connection between the server on the robot and a remote client 
over HTTP protocol might be a solution, however, some 
problems need to be solved in order to use HTTP protocol. 
HTTP was developed as a protocol to display constant HTML 
pages, but with technological developments it gained an 
expandable structure along with sessions and cookie software 
on the server side. Moreover, the connection was secured by the 
security features of HTTPS protocol [8].  

HTTP protocol is based on a client starting a session on 
server, making a request, server replying, and ending the 
session. In this case, if HTTP protocol is used with a server 
working on robot, a secure connection is not possible, and the 
outcome will be a system which works independently from 
client. This is the reason why WebSocket technology is needed 
[8]. 

WebSocket protocol became standard in 2011 [15]. 
Connection in WebSocket is possible using servers and port 80. 
This sort of client is responsible for providing connection 
through URL. 

The reason for using WebSocket in this research is a more 
secure and fast connection than HTTP protocol only by a single 
connection. At the same time a standard web browser is 
considered to be enough to monitor status of the robot, and to 
have an intercommunication. 

 

 

Fig. 5. Client – Mobil Robot connection 

 

After having the connection as in the structure in Figure 5, 
client sends a request to WebSocket which works on the robot, 
and WebSocket transfers the request to robot controllers 
without waiting. In the meanwhile it returns the feedback from 
robot to client. WebSocket transfers cookies periodically from 
server to client and vice versa which allows the connection open 
during all the operations performed by robot, which prevents 
unintentional verbs in case of a disconnection between server 
and client by stopping all the operations, or by waiting for 
reconnection after putting all the operations on hold [8]. 

 

F. Mobile Robot Implementation 

There are DC engines, a USB camera to extract footage, a 
wireless adaptor enabling connection, and two servo engine 
PanTilt unit controlling the direction of camera on the designed 
mobile robot (Figure 6). DC engines used on the robot are 
standard engines that work with 3-4.5V voltage, and they are 
fed by a separate resource not to influence the working of 
Raspberry Pi. All the other units are fed by Raspberry Pi. 

In this research, NodeJs structure was used in order to 
manage both WebSocket protocol and engines through 
Raspberry Pi [16]. On the server side web service connection, 
DC and servo engines control, and webcam adjustments were 
made. To arrange these adjustments, necessary libraries were 
downloaded on server side, pre-adjustments were made and 
also GPIO pins were adjusted. Afterwards server application 
started recording pre-specified port of WebSocket, and waited 
for a client connection. 
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Fig. 6. Block diagram of the Mobil Robot  

 

In the sample codes given below, the information is given 
that WebSocket to be working through port 8085 and the port 
number is specified, needed libraries are downloaded, and 
GPIO pins are adjusted as output port to be used by Raspberry 
Pi over initpins command. In conclusion, a function for run was 
identified, and preparations were concluded to make all the 
commands work on Raspberry Pi’s console side. 

 

After getting pre-adjustments done, a client was expected to 
connect to server. When a client sends a socket with the name 
of ‘connection’ to port 8085 of server, the function below runs 
and connection occurs. 

 

After this step, connection starts working, and getting 
commands that would be sent from server client. In case of any 
data response, the command would be turned into an operation. 
Webpage designed to remotely control the mobile robot is seen 
in Figure 7. Control bars on right and left sides of the page 
enable controlling the right and left engines of the mobile robot 
separately, so robot’s back and forth movements as well as its 
turning to right and left can be controlled. In the middle section 
of the page, snapshot from the camera can be displayed. Right 
below camera footage, there is a control bar enabling to change 
the direction of camera. Webpage also enables touch control on 
mobile devices. 

 

Below there are some of the codes that are received when 
user moves the left bar. 

 

leftThrottle information transfers information between [0-1] 
range. If the incoming information is less than 0.5 value, left 
engine will work backwards, if it is more than 0.5 value it will 
work forward, and if it is equal to 0.5 left engine will stop 
sensing that control bar was released. Same operation was 
written as rightThrottle for the right engine. 

 

 

Fig. 7. Snapshot of the web site 

 

There are two servo engines to move camera to right-left 
and up-down. Horizontal servo (yawServo) moves through 
information entered by ‘servoblaster’ application [17]. The 
information for vertical servo is written as “pitchServo”. 
“mjpg_streamer” application was used to get footage from 
camera. [18]. 

 

vario = equire('socket.io').listen(8085) 

var sys = require('sys'), 

exec = require('child_process').exec 

var path = '/sys/class/gpio/', 

pins = [23, 24, 25, 10, 9, 11]; 

initPins() 

functioncalistir(command) { 

exec(command, function (error, stdout, stderr) 

{ 

if (error !== null) 

console.log('exec error: ' + error) 

    }) 

} 

io.sockets.on('connection', function (socket) { 

console.log('connection established'); 

}) 

socket.on('leftThrottle', function (data) { 

if (data < 0.5) { 

command = 'echo 1 > ' + path + 'gpio23/value'; 

calistir(command); 

command = 'echo 1 > ' + path + 'gpio24/value'; 

calistir(command); 

} 

else if (data > 0.5) 

{ 

command = 'echo 1 > ' + path + 'gpio23/value'; 

calistir(command); 

command = 'echo 1 > ' + path + 'gpio25/value'; 

calistir(command); 

} 

else 

{ 

command = 'echo 0 > ' + path + 'gpio23/value'; 

calistir(command); 

command = 'echo 0 > ' + path + 'gpio24/value'; 

calistir(command); 

command = 'echo 0 > ' + path + 'gpio25/value'; 

calistir(command); 

} 

}); 
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On client side, a JavaScript supported HTML page was 
created to connect to server and get the required data from user, 
and at the same time transfer camera footage coming from 
server to user. To execute these operations, jquery library and 
open source joystick library for the user to control robot easily 
[19,20]. Below there are sample codes used to connect to server. 

 

 

Fig. 8. Designed mobile robot 

 

CONCULUSION AND PROPOSALS 

In this research, a mobile robot design is offered using 
Raspberry Pi (Figure 8). Peripheral monitoring was performed 
by USB camera on the mobile robot. Mobile robot can be 
controlled real-time over a webpage, and can be monitored 
using a camera. During design process, all of the units on the 
robot were checked directly by Raspberry Pi, so an additional 

microcontroller system was not used, which enabled an 
affordable and open source mobile robot design without 
additional control hardware. 

This study is a step to improve mobile robots especially on 
rough fields, using tracked system instead of wheel system. 
Various sensors installed on robot might be used to receive and 
process information. Moreover, this design might be improved 
more by adding a robot arm system. 
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// yaw servo movement 

socket.on('yawServo', function (data) { 

// data is normalized in 60-240 

var sonuc = (servoBuyuk - servoKucuk) * data + 

servoKucuk; 

command= 'echo 0=' + sonuc + ' > 

/dev/servoblaster'; 

calistir(command); 

}); 

try { 

var socket = 

io.connect('http://192.168.2.6:8085') 

} 

catch (error) { } 

$(document).ready(function () {   

try { 

socket.on('connect', function ()  

{ 

$("#statusValue").html(connection 

established); 

}) 

}  

catch (error) { 

$("#statusValue").html('can’t connect to 

robot!'); 

} 

}); 
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Abstract—With the growing use of frequency based services 

and devices, the cognitive radio network has become an 

important technology for the future of wireless networks. 

However, the number of frequency based network applications 

for fixed and mobile devices both in licensed, and unlicensed 

networks also shows a significant increase. In addition to 

frequency based applications; for efficient use of spectrum in 

cognitive radio networks, characteristics of medium access 

techniques is utilized. Among these medium access techniques, 

slotted Aloha technique is among the most preferred. In our 

study, simulation of a cognitive radio network environment that 

consists of primary and secondary users utilizing slotted Aloha 

medium access technique is performed. The simulation of 

designed network environment is carried out by using Riverbed 

software. Upon making end to end delay analysis of the designed 

network, the results of maximum number of users that could be 

supported in cognitive radio networks utilizing slotted Aloha 

technique is observed. 

 

Index Terms—Cognitive radio, delay analysis, slotted Aloha. 

 

I. INTRODUCTION 

OGNITIVE radio network is an important technology for 
the future of wireless networks [1-2]. The use of frequency 

based services and devices is increasing day by day. However, 
the number of frequency based applications on licensed and 
unlicensed networks for both fixed and mobile devices are 
increasing [2-3]. Similarly, there is growing need for the ISM 
(Industrial Science Medical) band. Despite constantly growing 
number of wireless services and devices, the provision of 
frequency spectrum is known to be a limited resource. 
Therefore, it is necessary to use the available spectrum band in 
a flexible and efficient manner [4]. According to the researches, 
it is seen that the majority of frequency spectrum is allocated to 
the primary users as fixed. In addition, a small portion of the 
spectrum is used for urgent applications. However, although 
some parts of the spectrum at given time intervals is used by 
primary users, there is some available part of the spectrum that 
is used partly and rarely [5]. One way to reduce these 
restrictions is to update the existing license allocation methods. 
By providing flexible access to frequency bands without 
harming primary users, spectrum 
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access can be provided to secondary users in an opportunistic 
way. Thus, productivity and efficiency of the frequency 
spectrum can be well increased [2]. 

 

Fig.1. Cognitive radio environment 

According to the current communication system policies, 
there are no flexibility advantages of frequency channels 
because they work in an allocated way. In contrast, flexible use 
of frequency channels is provided with cognitive radio 
technology [3]. Cognitive radio technology is a new technology 
which aims to be the solution for the future wireless 
communication technology by ensuring use of the spectrum 
more efficiently. Cognitive radio is a radio technology that can 
change the transmission parameters by interacting with its 
environment. The main tasks of cognitive radio are spectrum 
detection, spectrum management spectrum mobility and 
spectrum sharing [2]. The main goal of cognitive radio is to 
provide the flexibility of the wireless transmission systems with 
dynamic spectrum access in order to increase spectral 
efficiency and to optimize transmission performance. The 
components of the architecture of cognitive radio networks are 
divided into two separate groups, namely primary and 
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secondary networks [5]. Primary networks are licensed 
networks and they are authorized to use a particular frequency 
spectrum band. Secondary networks are unlicensed networks, 
so they can access to the spectrum only through access points 
opportunistically. Fig. 1 shows a network structure of the 
primary and secondary users that are located in the same 
environment. 

In our study, a cognitive radio network environment where 
the primary and secondary users use slotted Aloha technique is 
considered. Simulation of the designed network environment 
was carried out using Riverbed software. Delay analysis of the 
designed network is expressed analytically with mathematical 
terms and analytical results are seen to be consistent with the 
simulation results. 

 

II. SYSTEM MODEL OF THE NETWORK 

In this study, end to end delay analysis of slotted Aloha 
medium access technique in cognitive radio networks is 
performed. End to end delay analysis is carried out with 
simulation scenarios involving different number of primary and 
secondary users. In the network environment scenarios 
developed; primary users, secondary users and access points 
that are serving to these users are existed together. 

In Equation (1), analytical model of Slotted Aloha expected 
delay, D is given [1-3]. 

 

𝐷 = 1 +
1 − (1 −

𝐺
𝑀

)𝑀−1

𝐺
𝑀

(1 −
𝐺
𝑀

)𝑀−1
  ,               (1) 

 

where G is total load, and M is number of users [1-3]. 

 

Fig.2. Aloha and slotted Aloha techniques 

Slotted Aloha medium access technique is a kind of Aloha 
protocol that is divided into time periods to reduce the 
possibility of collisions [6-7]. In the Aloha protocol, direct 
packet transmission is performed regardless of whether another 
transmission is present in the environment. The worst part of 
this protocol is that the collision probability is much higher [8-
9]. In Slotted Aloha medium access technique, when a packet 

is ready to be transmitted, the process of transmission is 
performed at the beginning of time periods after waiting until 
the beginning of the time periods. In this way, packet collisions 
that may be in the middle of the packet transmissions in Aloha 
protocol are prevented [10-11]. End to end delay of Slotted 
Aloha protocol is equal to the elapsed time from the time a 
packet is produced until reaching the destination. 

In Fig. 2, packet transmission of Aloha and slotted Aloha 
techniques is observed. Here; packet collisions of packets 1, 2, 
and 3 in Aloha technique is seen. The packets 4, and 5 are 
transmitted at the beginning of the time period for which they 
are transmitted according to the characteristics of slotted Aloha 
techniques. 

 

Fig.3. Primary network simulation environment 

Fig. 3 shows simulation scenarios designed for primary 
users performed on Riverbed software. In Fig. 4, combination 
of cognitive radio network environment where primary and 
secondary users exist together is seen. Code of each designed 
node and access point are written in Riverbed simulation 
software. 

Our network model consists of secondary users and base 
stations in the same communication area with the primary users. 
Slotted Aloha is exploited as random access scheme by the 
secondary users. The process of a secondary user in our network 
is as follows. Each secondary user makes a decision about the 
time slot usage at the beginning of each time slot. If the time 
slot is utilized by a primary user, then the secondary user waits 
for the availability of next time slots. If the time slot is idle, then 
the secondary user transmits its packet. 

In our secondary network model, it is presumed that each 
secondary user generates packets according to Poisson process. 
Moreover, the packet length of secondary users is shorter than 
packet length of primary users because of the spectrum sensing 
time. 
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Fig.4. Secondary network simulation environment 

 

III. SIMULATION RESULTS OF PRIMARY AND 

SECONDARY NETWORKS 

This section is devoted to the results obtained concerning 
the end to end delay and graphics. The obtained numerical 
results were obtained with the scenarios including different 
number of users. 

 
Fig.5. Simulation results of primary network containing 5, 10, and 20 primary 

users 

Fig. 5, and Fig. 6 shows the simulation results for primary 
networks including only different number of primary users. As 
seen from the results in Fig. 5, end to end delay results of the 
primary network including 5, 10 or 20 users are pretty close to 
each other. Here, slotted Aloha technique appears to give very 
good results up to 20 users. However, the results for the 
scenarios with 50, and 100 users in Figure 6 is seen to be rather 
inconsistent. This shows that slotted Aloha technique is not 

suitable for network environments containing more than 25 
users. Besides, overall network performance rather decreases 
when number of users exceeds 25 because of the collisions. 

The Riverbed Modeler software offers some tools such as 
designing, simulation, and data aggregation [12]. Riverbed 
Modeler simulation software supports an extensive 
development environment containing the design of wireless 
communication networks, and distributed network systems as 
well [12]. In Riverbed Modeler, performance analysis of a 
simulation model is evaluated by means of discrete event 
simulations [12]. Configuration of the network is made in three 
stage; i.e. network level, node level, and process level. In the 
network stage, topology of the network is produced. The node 
stage defines the actions of the node and controls the data 
flowing in different part of the node. The process stage is 
characterized by state machines that are formed with states and 
transitions among them. The source code of Riverbed Modeler 
simulation software is written on C programming language 
[12]. 

 
Fig.6. Simulation results of primary network containing 25, 50, and 100 

primary users 

 
Fig.7. Simulation results of 10 users’ secondary network containing 25, 50, 

and 100 primary users 
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In Fig. 7, the simulation results of the secondary network 
with 10 primary users for different number of secondary users 
is seen. The graph gives consistent end to end delay results 
when there are 10 primary users and 10 secondary users in the 
network structure. End to end delay results of the primary 
networks including 25, and 50 users are found to be 
inconsistent. Here, it is seen that cognitive radio networks 
utilizing slotted Aloha technique with maximum number of 10 
primary users and 10 secondary users give appropriate results. 

 

IV. CONCLUSIONS 

In this study, simulation of a cognitive radio network 
environment which primary and secondary users use slotted 
Aloha medium access technique that is optimized format of 
Aloha protocol is carried out. Riverbed software is utilized to 
perform a simulation of the designed network. Making end to 
end delay analysis of the designed network, maximum number 
of users utilizing slotted Aloha technique that is supported in 
cognitive radio networks has been observed. According to the 
obtained results, a network structure consisting of the primary 
users that utilize slotted Aloha technique has been shown to 
give good results for up to 20 users. In cognitive radio network 
environment, network infrastructure that includes 10 primary 
users and 10 secondary users give good results. In subsequent 
studies, the performance of the secondary users in cognitive 
radio networks using different medium access techniques are 
expected to be analyzed. 
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Abstract— In this paper, Shimizu-Morioka Chaotic System 

(SMCS) is modelled using Feed Forward Artificial Neural 

Network. In the realized network model, Log-Sigmoid and Purelin 

transfer functions have been used for hidden and output layer, 

respectively. 3-10-3 network structure is created using MATLAB. 

The model inputs are the state variables of SMCS. Outputs 

represent not only the outputs of SMCS but also iterative versions 

of these inputs. For the equations’ numeric solutions of describing 

SMCS, Runge Kutta 5 Butcher (RK-5-B) algorithm which is one 

of the differential equation solution methods, is used. Samples in 

the structure of described network, the created different numbers 

of samples using RK-5-B have been used as input data and 

performance analysis have been performed for these data. As a 

result, the paper shows that when the sample data numbers 

increase, network modeling performance gives more successful 

results. 

 
Index Terms—Artificial Neural Networks, Chaotic System, 

Numerical Algorithm, Modeling. 

 

I. INTRODUCTION 

HAOS has attracted the attention of scientists who work on 

nonlinear systems in recent years. Communication systems 

have become one of the most commonly used areas of chaos in 

engineering applications. Chaotic oscillators have frequently 

been used for the construction of such systems. There has been 

many researches exploiting chaotic oscillators in the areas of 

control, prediction, optimization, energy, cryptology and 

nanotechnology. 

Artificial Neural Network (ANN) is a complex system in 

Artificial Intelligence (AI) that simulates human brain 

capabilities such as learning and generalization. It is possible to 

use ANN in function estimation, classification, pattern 

recognition, signal processing and system modeling.  
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ANN have recently been used in many fields like prediction 

[1, 2], classification [3, 4], control [5, 6], optimization [7, 8], 

the analysis of complex problems and modeling of nonlinear 

systems [9, 10]. The usage of ANN in modeling of nonlinear 

systems has an important role in modeling chaotic oscillators 

using ANN. In the present work, the modeling of Shimizu-

Morioka Chaotic System (SMCS) using Feed Forward Neural 

Network (FFNN) is presented [11-13].  For the numeric 

solution of the system, Runge Kutta 5 Butcher (RK-5-B) 

algorithm which is one of the differential equation solution 

methods is used [14].  A detailed analysis of the modeling 

related to sample number is carried out and obtained results 

have been explained.  

II. BACKGROUND INFORMATION 

A. Artificial Neural Networks  

Nowadays, Fuzzy-Logic, Genetic Algorithms and ANN are 

among the AI technics that have been used in various areas [10, 

15]. ANN can be used not only in system identification but also 

in modeling of system. Artificial Neuron system can be 

performed in modeling and analyzing of chaotic systems with a 

great success [9]. Model structure of feed-forward ANN for 

SMCS was shown in Fig.  1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Model structure of Feed-Forward ANN for SMCS. 

  

ANN consists of inter-connected neurons which are 

organized in the form of layers [9]. The basic processing 

element of ANN is called artificial neuron (AN) as shown in 

Fig. 2. The ANN given in this figure has an input, denoted as p. 

The line connecting this input to the neuron is assigned a 

weight, denoted as w.  
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The neuron also includes an externally applied bias, denoted by 

bk. The activation, f, determines whether the neuron is to be 

fired or not [16].  
 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Simple Neuron Structure [15]. 

 

This neuron has 3 functional operations. Firstly, p is 

multiplied with w to produce weighted input, denoted as wp in 

(1).  

 

                                  wp=w.p                  (1) 

 
Then, weighted input is summed with bias, denoted by b to 

produce net input, denoted by n in (2). 

 

                                  n=w.p+b                (2) 
 

Finally, the net output, denoted by a is obtained by applying 

transfer function to n. These three steps are called weight 

function, net input function and transfer function [10, 17]. 

There are various transfer functions used in neuron structure in 

literature [18]. The neuron output, a is given in (3) 

 

                                  a=f(wp +b) (3)

  

B. Shimizu-Morioka Chaotic System 

Shimizu-Morioka Chaotic System is defined by the simple 

three-dimensional autonomous system in (4) [11]. T. Shimizu 

and N. Morioka have found out this system by computer 

simulations in 1980. 

 

                            

2

x = y 

y = x - a y - x z

z = - b z + x

 



             (4) 

 

a = 0.85  and  b = 0.5  are the system pparameters of the 

SMCS.  x0=0.1, y0=0.1, and  z0=0.1  are the initial conditions of 

SMCS. The chaotic attractors obtained from these conditions 

using MATLAB software were given in Fig. 3.   

 
    (a) 

 

 
(b) 

 

 

(c) 
 

Fig. 3. The chaotic attractors of the Shimizu-Morioka Chaotic System for initial 

conditions x0=0.1, y0=0.1, z0=0.1 and system parameters a=085 and b=0.5,  

 a) x-y chaotic attractors,   b) x-z chaotic attractors and c) y-z chaotic attractor. 

III. MODELING OF THE SHIMIZU-MORIOKA CHAOTIC 

SYSTEM  

In this paper, Shimizu-Morioka Chaotic System has been 

modeled using FFNN having different data sets of 100, 1000 

and 10000 sample numbers. In the structure of modeled 

network, inputs represent the state variables and outputs 

represent the iterative versions of these inputs. As can be seen 

in Fig.  4, input layer has 3 inputs and output layer has 3 outputs. 

There are 10 neurons in hidden layer. LoSig (Logistic Sigmoid) 

transfer function has been used in hidden layer and Purelin 

transfer function has been used in output layer.  

 

Input 

b 

∑ 

 
f 

p 
w n a 

Simple Neuron 
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Fig. 4. View of ANN-based Shimizu-Morioka Chaotic System in MATLAB. 

 

The parameters related to ANN-based Shimizu-Morioka 

Chaotic System has been given in Table I.  

 
TABLE I 

MODEL PARAMETERS 

 

 

IV. PERFORMANCE RESULTS OF FFNN BASED SMCS  

In this work, it is clear to see that the SMCS has been 

successfully modeled for three different data sets. The 

performance results related to training have been presented in 

Fig.  5, Fig.  6 and Fig. 7.  

 

 

 

Fig. 5. Network performance results for data set of 100 samples. 

 

 

Fig. 6. Network performance results for data set of 1000 samples. 

 

 

TABLE II 

ANALYSIS OF MEAN SQUARE ERROR 

 

Mean Square Error (MSE) has been decreasing collaterally for 

each of training, validation and test data. Furthermore, the 

analysis results of MSE has been given in Table II.    

 

 

Fig. 7. Network performance results for data set of 10000 samples. 

 

V. CONCLUSIONS 

This paper presents the analysis of modeling performance effect 

of the network with respect to ANN model and sample data 

number to be used for modeling the dynamics of Shimizu-

Morioka Chaotic System. The numeric solutions of the 

equations describing the SMCS have been performed with RK-

5-B algorithm.  The obtained data sets having sample numbers 

of 100, 1000 and 10000 have been modeled by FFNN 

separately for the network parameters. The performance results 

have been presented for each of the data sets. As a result, it is 

seen that the increment of sample number has a positive effect 

on the modelling performance. In other words, when the sample 

number increases, the Mean Square Error will decrease.  
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