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Abstract— This paper presents one approach for parallel 

algorithms representation. The proposed model is practice 

oriented and its name is AMPA (Agenda Model for Parallel 

Algorithms) due to basic blocks organization like a schedule. The 

model uses classical Master/Slave paradigm. One parallel merge 

sorting algorithm based on quick sort is presented with the 

discussed AMPA model and also three known representation 

approaches (description with natural language, pseudo code and 

PRAM). A survey of professional opinion about AMPA and other 

approaches is conducted. The results show that most of the 

interviewed people choose AMPA as the best way to understand 

the algorithm. 

 
Index Terms— Master-slave, Merge sort, Parallel algorithms, 

PRAM, Programming model, Pseudo code, Quicksort. 

 

 

I. INTRODUCTION 

URING THE LAST YEARS the parallel programming becomes 

one of the most popular techniques in application 

development. Development of processors architectures (SoC 

and Multi-core architectures) leads to significant advancement 

in software technologies. The possibilities lot of us to have 

multi processors on a small chip leads to the development of 

parallel applications which could effectively use these hardware 

resources. The scientific evolution also needs of computational 

resources and effective parallel programs. The complexity of 

software also increases and this is the reason that new usage 

models for program design are wanted. Some new parallel 

programming models for specific multi-thread architectures 

were designed to last year’s [1,2,3]. They are useful for 

designing parallel algorithms for specific architectures like 

NVidia GPU. 

The main idea behind this research is to be proposed a 

practice oriented high-level model for parallel algorithms 

representation. The proposed model uses well known 

Master/Slave paradigm. 
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II. AGENDA MODEL FOR PARALLEL ALGORITHMS 

(AMPA) 

AMPA is a simple to practice oriented model for parallel 

algorithm representation. The name is Agenda Model for 

Parallel Algorithms due to its structure. According to this 

model, there are 6 basic elements and traditional Master/Slave 

code organization logic. The Master/Slave code organization 

logic is a variant of SPMD (Single Program Multiple Data) 

models which are successfully applied in parallel algorithms 

developing [4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16]. The 

operations are located in their exact positions depends on 

parallel execution. This organization is like a schedule and that 

is the reason for the name Agenda in AMPA. 

The AMPA defines two types of processes- Master and 

Slave. Master is always one but Slaves are many. The model 

consists of six graphical elements: 

1) Process block (Master or Slave). If the algorithm contains 

only Master process this is not a parallel algorithm; 

2) Operation block – this block contains some operations: 

calculations or data exchanging; 

3) Vertical arrow – this is a line which presents execution’s 

flow in one process; 

4) Horizontal arrow – this is a line which presents 

communications among processes; 

5) Execution type block – this is block which groups other 

blocks to point sequential or parallel execution part; 

6) Parallel steps block – this block groups other blocks whose 

parallel execution has to be repeated and it shows how many 

times the execution will be repeated. 

The blocks of Master and Slave processes are situated in 

parallel lines. If two blocks of Master and Slave processes are 

at the same level, this means that these operations could be 

executed simultaneously. I.e. the position of every block shows 

when the block could be executed. Figure 1 shows an example 

of the parallel algorithm presented with AMPA. 

Execution type blocks and Parallel steps block are drawn 

with dashed line. The AMPA model could be applied for multi-

thread application. In this case: 

- the Master process is “Process” but “Slave” processes are 

implemented as threads; 

- horizontal arrows will be replaced with “read/write global 

data” (i.e. threads will work with data of its own process). 
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Fig.1. Sample algorithm presented with AMPA 

III. APPLICATION OF AMPA 

Parallel merge sort uses a “divide and conquers” approach 

and data distribution maps into a binary tree [6]. Data are 

divided into sub-lists and the process continues while lists reach 

size one. The proposed model is used for the representation of 

one modification of parallel merge sort algorithm. This 

modification uses quicksort algorithm [17] to sort sub-lists. The 

number of sub-lists is equal to the number of parallel processes 

(processors). The sub-lists are the same size. After their sorting 

with quicksort sub-lists are merged. The next figures (fig. 2, fig. 

3, fig. 4 and fig. 5) present this algorithm using respectively a 

description of the natural language, pseudo code, PRAM model 

[18] and proposed AMPA model. 

 

 

 

Fig.2. Parallel merge sort – described by natural language 

Fig.3. Parallel merge sort – described by pseudo code 

Fig.4. Parallel merge sort – described by PRAM 

 
 

Fig.5. Parallel merge sort – AMPA described 
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The numbers that need to be sorted are distributed 

equally to the parallel processes (processors). Each 

process sorts its part of the numbers using the 

quicksort algorithm. Finally, the sorted parts are 

merged. 

for i=1 to M-1 do in parallel 

    myarr <= P0 (arr[i*n/m]) 

qsort(myarr) 

    merge (myarr => P0 (arr[i*n/m])) 

end parallel 

begin 

 global read(arr[i*n/m], myarr); 

 qsort(myarr); 

 merge (global write(myarr, arr[i*n/m])) 

end 

http://www.bajece.com/
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The variables and operations which are used in fig. 3 and fig. 

4 are: 

M – number of parallel processes (processors); 

N – size of the array for sorting (count of all numbers); 

arr – array for sorting; 

myarr – local array for sub-list; 

global read() – operation for global memory reading; 

global write() – operation for global memory writing; 

=> and <= - operations for data reading/writing. 

The main assumption for pseudo code description is that 

unsorted array belongs to process (processor) P0. The main 

assumption for PRAM description is that unsorted array is 

allocated into global memory. 

The number of merge operations is equal to log2P, where P 

is a number of parallel processes, i.e. the number of sub-lists. 

This means that after first merge operation the number of 

processors which execute merge operation will decrease twice. 

For example: 

P = 8, number of parallel merge operations = 3 

1 parallel merge operation: 4 processes will receive sorted 

sub-lists of other 4 processes and will execute merge operation; 

2 parallel merge operation: 2 processes will receive sorted 

sub-lists of other 2 processes and will execute merge operation; 

3 parallel merge operation: 1 process will receive sorted sub-

lists of other process and will execute merge operation. After 

this step, a final sorted list will be reached. 

IV. RESULTS 

Discussed parallel sorting algorithm and its four 

representations are used for the short survey of opinion among: 

- students which study course Supercomputers, part of 

Computer Systems and Technologies speciality at University of 

Food Technologies, Plovdiv (Bulgaria); 

Centre for Supercomputing Applications) in assistance with 

- participants of training school “Practical Programming 

Models and Skills on INTEL Xeon Phi for Scientific Research 

Engineers”. This course was organized by NCSA (National 

Science and Technology Facilities Council (STFC) and 

Bayncore (U.K.). 

More than fourteen people were included in the survey. The 

questions listed in current survey are: 

 

1) Which of the four representations of the parallel algorithm 

helps you best to understand its idea? 

(a) Description with natural language 

(b) pseudo code 

(c) PRAM 

(d) AMPA 

2) Which of the models for presentation of the parallel 

algorithm would you use if you need to implement it? Why? 

 

The figures six and seven present results of the survey. Some 

of the answers to question “Why?” of question 2 (Which of the 

models for presentation of the parallel algorithm would you use 

if you need to implement it? Why?) are presented in Table 1. 

 

 

Fig.6 Results for question 1 of conducted survey 

 

 
TABLE I. 

 PREFERRED MODEL FOR IMPLEMENTATION 

Preferred model for 

implementation 

Reasons 

Natural language This representation tells me just what needs to be done. 

pseudo code This representation is most understandable for me. 

This representation is “universal” code and could be used as a basic for a parallel program. 

This representation is shortest and clearly described. 

PRAM The source code in this representation could be used for the skeleton of a program. 

This representation is short. 

AMPA This representation is the best for idea understanding. 

The detailed description of the parallel algorithm is suitable for its precise implementation. 

This model gives a good visual idea and thus it will decrease the count of the logical errors 

in implementation. 

28%

19%
6%

47%

Which of the four ways to represent parallel 
algorithm helps you best to understand its idea?

natural language

pseudo code

PRAM

AMPA
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Fig.7. Results for question 2 of conducted survey 

 

V. CONCLUSIONS AND FUTURE WORK 

A novel approach for parallel algorithms representation with 

graphical elements is presented in this paper. One parallel 

merge sort algorithm is described using natural language, 

pseudo code, PRAM and AMPA. These four presentations were 

evaluated by students and participants of professional course 

for parallel programming. The results show that: 

- Preferred model is AMPA because it gives is good visual 

idea about algorithm (47% of interviewed people choose 

AMPA as the best way to understand the algorithm); 

- When the algorithm has to be implemented the AMPA and 

pseudo code models are most preferred (44%- AMPA and 26%- 

pseudo code). 

In the future, the research will continue with developing a 

software tool for AMPA modelling. This tool will facilitate the 

use of the model. 
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Abstract—Non-invasive rapid diagnostic tests (RDT) are 

commonly used to detect some kind of viruses or bacteria instead 

of invasive methods. Helicobacter pylori (H. Pylori) which causes 

gastric cancer, peptic ulcer, gastritis, mucosa-associated lymphoid 

tissue lymphoma diseases can be detected easily with lateral flow 

strip (LFS) that is one of the RDT types. The tests are evaluated 

whether there are control line and test line at the region of interest 

(ROI) by users or microbiology technicians manually. Once the 

test line is tentative, despite the test must be reported positive, it 

can be resulted as negative incorrectly. This incorrect diagnose 

causes incorrect treatment planning. In this work, to mitigate this 

problem which will be able to occur by human based, an automatic 

LFS-RDT reading system is developed. The computer laptop 

based system firstly takes image utilizing the holders that are 

designed with 3D printer. Whether the test have the control-test 

lines or not are carried out by image processing techniques 

straightforwardly. After feature extraction from line areas, k-NN 

classification method is used to evaluate the test results 

automatically. 100 LFS-RDTs are tested and observed that all 

results are correct. The system is found quite useful and approved 

as a second reader by medical technicians  

 

Index Terms—Rapid diagnostic test reader, image processing, 

classification, k-NN. 

I. INTRODUCTION 

DTs are easy to use and fast methods to detect HIV, H. 

pylori, adeno virus, rota virus, malaria in a microbiology 

laboratories as non-invasive. Additionally, some physiological 

conditions such as pregnancy, blood glucose level, drugs of 

abuse, cholesterol, food poisoning are easily diagnosed by user 

themselves [1]. There are different types RDTs such as 

microfluidic Chip immunoassay [2], dipstick [3], pads [4], 

cassette test [5], and LFS [6-8]. Especially, RDTs are 

implemented in any developing countries even bad and 

inadequate conditions easily [9, 10] 

To diagnose H. Pylori, LFS-RDT is used routinely.  H. Pylori 

is a type of gram-negative bacteria and causes peptic ulcer, 

gastric cancer, gastritis, mucosa-associated lymphoid tissue 

lymphoma diseases [11-13]. Gaita, urea-breath or urine samples 

are used to detect H. pylori [14]. While urea-breath samples are 

being used at the test process with high sensitivity, urea-breath 

and gaita tests can be implemented together at the same time. 

However, gaita test is just the most economic methods among 

them. So it is preferred to use routinely [15].  
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Besides the improving of fast and practical medical test 

technologies, computer or smartphone based automatic 

diagnostic systems have been progressing expeditiously. These 

systems help physicians for evaluating the tests with accurate 

and certain results by saving time. This situation increases the 

quality of health systems positively. Routinely, RDTs are 

evaluated with visual inspections by medical technicians or 

users manually. Human based or illumination based incorrect 

evaluations can be encountered. To mitigate these problems, 

nowadays automatic reading systems have been developed by 

researchers. Generally, quantity tests are realized by checking 

whether there are control and test lines and reported the result 

with cell phone based RDT readers [1, 16, 17]. Also, the smart 

phone or Google Glass based RDTs, which can be done 

quantity tests, report the amount of the sample that is tested [18-

20]. The mentioned cell phone based RDT readers have such 

electronic component for illumination. This condition is 

advantage for them but the components increase the cost and 

disinfection is not easy after the testing due to the external 

components. Also motion artefact on the captured images can 

arise because of shaking of hand. So we developed a laptop or 

tablet based RDT reader in our previous work [21]. There is no 

motion artefact since the system is stable on the table. Beside 

the designed RDT holder does not have any external component 

for illumination, disinfection is very easy. However, it is a 

disadvantage that there is no external illumination tools because 

the image quality can change with different illumination. So, in 

our previous work all images were captured with fixed indoor 

illumination 

In this work, newly different system is developed to mitigate 

the illumination problem. New offered computer based system 

can work under different illumination conditions without 

external electronic illumination tools. First of all, using the 

RDT holders that are created from 3D printer, different images 

are captured under indoor illumination and sun light conditions. 

The images of each conditions different than each other in terms 

of background or brightness. After segmenting of ROI from 

taken image, each ROIs randomly are enhanced with the new 

preferred system. The control and test lines are segmented from 

the ROI. Then features are extracted from the line areas. Using 

k-NN classification method the tests are read as invalid, positive 

or negative. 100 LFS-RDT are tested to diagnose H. pylori and 

it is observed that all results under every condition are correct.   

II. MATERIAL AND METHOD  

In this study, dataset was taken from Medical school of 

Istanbul University, microbiology laboratory. In the laboratory, 

to detect H. Pylori LFS-RDTs are used. While the  
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test is preparing the gaita samples are used.  Small samples from 

gaita are picked by touching a pin of extraction tube. The gaita 

samples are injected to the extraction tube and the tube is 

shaken to achieve homogony solution. The tube is waited 

during a few minutes vertically. So, solid particles fall down. A 

few drop of homogeny solution is instilled to the LFS-RDT. 

There are two lines area on the ROI of LFS-RDT: control and 

test lines. In case test line is appeared the result is positive 

otherwise the test is negative. Appearing the test line means that 

the sample has H. pylori. In the ROI, to signalize the test line, a 

monoclonal antibody is fixed to the membrane of ROI of LFS-

RDT. If there is H. pylori antigen, a complex structure 

comprises by combining the antigen with the fixed antibody and 

a line appears. Otherwise, if there is no H. pylori the test line 

does not appear since the complex structure does not comprise. 

In the ROI, second antibody is used for control line. So, during 

the test, control line appears for any condition whether there is 

H. pylori or not. The control line has to appear for any 

condition, otherwise the test is invalid.  

In this work 100 LFS-RDTs are used. 25 of them, which have 

tentative test line, are positive, 15 of them, that seem well test 

and control line, are positive, 53 are negative, and 7 are invalid. 

In Fig. 1., the tested LFS-RDTs are given. All of them are valid 

because they have control lines explicitly. Fig. 1.a. is reported 

as negative easily by medical technicians since there is no test 

line. Fig. 1.b is read as positive because there are both lines. But 

in Fig. 1.c., there is a tentative test line. The tentative test line 

sometimes is not noticed by technicians or users and they report 

the test as negative although it is positive. This incorrect 

diagnose follows incorrect treatment. In this work, to overcome 

the human based incorrect evaluation, a new automatic RDT 

reading system is preferred. 

 

 
 

Fig. 1. LFS-RDTs that are used to diagnose H. Pylori a) The test which have 
negative result b-c) The tests which have positive results 

 

This study is basically performed at three steps which are 

imaging, image processing, and classification. The detailed 

flow chard is shown in Fig. 2. 

 

 
 

Fig. 2. The steps of proposed system 

 

The designed RDT holders consist of two parts. First one is 

to hold LFS-RDT and looks like cassette RDT. Second one is 

to fix LFS-RDT in front of camera of PC (Fig. 3.) [21, 22].  

 

 

 
Fig. 3. LFS-RDT holders 

 

 

After fixing the holders to the PC, The LFS-RDT is put to the 

holder as seen in Fig. 4. While the holders are designing, the 

ROI is arranged to be stable in front of the laptop camera 
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Fig 4. Fixing the LFS-RDT and holder to the PC laptop 
 

After stabling the LFS-RDT and holders, image is captured. 

For every tests, all images have been taken both under daily 

light and indoor illumination. Then, image processing 

techniques using MATLAB are applied to the images to 

evaluate the tests with high accuracy.  

First of all, ROI area are easily segmented since every LFS-

RDT stand same position via fixed holders during the all test 

processes. In Fig. 5, different images of ROIs that have the 

results from negative to positive are given respectively. Each 

background of ROI is different than others as the images are 

captured under different illumination conditions. Some of them 

have white background, some of them have grey and the others 

have yellow. 

  

 
 

Fig. 5. ROI images that are taken in different illumination conditions a-b 

negative, c-d-e positive that have tentative test lines, f-g-h-i-j positive that 

have distinct test lines. 

 

In Fig. 5.a.-b., ROIs have just control line, test lines does not 

appear. So, their test results are negative. Medical technicians 

or self-users can evaluate them as negative easily with visual 

inspections. However, in Fig. 5.c-d-e, despite control lines 

appear clearly, test lines are not seen obviously. Essentially, 

there are test lines on them but they are tentative. Users can 

report the test as negative incorrectly. They all are positive 

actually. In Fig. 5. f-g-h-i-j, the ROIs have both control and test 

lines that seem clearly. So their reporting process is quite easy. 

The problem is to report incorrectly the tests which have 

tentative test lines. By enhancing the tentative test lines to see 

clearly is quite important to have more accurate results. 

RGB images are converted to gray scale images to use 8-bit 

image instead of 24-bit image. In Fig. 6, all gray level ROIs can 

be seen which are converted from Fig. 5. respectively. 

 

 
 

Fig. 6. The ROIs images that are converted gray images from RGB images of 

Fig. 5 

To enhance the images, the histograms of ROIs are carried 

out. A histogram shows frequencies of intensity values in an 

image. In Fig. 7, the histogram of Fig. 6.d. is shown. Horizontal 

axis gives intensity values; vertical axis shows frequencies of 

any intensity values. As it can be seen clearly the image is low 

contrast image since intensity values are just sorted between 

180 to 225. So, the test line looks like grey and nearly white 

colour but actually it should be seen nearly black. 

 

 
Fig. 7. The histogram of Fig. 6.d. image 

To increase the contrast, histogram equalization technique is 

implemented. It is proposed that the intensity levels scatter 

between 0 to 255. To equalize the histogram firstly probability 

of any intensity level has to be calculated with Equation 1. 

 

𝑝𝑟(𝑟𝑘) =
𝑛𝑘

𝑀𝑁
,    𝑘 = 0,1,2, … … 𝐿 − 1        (1) 

 

Where rk is intensity value, pr probability, nk the number of 

pixel that has rk intensity value, L maximum intensity level, MN 

total number of pixel. Then Equation 2. or 3. are used for 

intensity transformation 

 

𝑠𝑘 = 𝑇(𝑟𝑘) = (𝐿 − 1) ∑ 𝑝𝑟(𝑟𝑗)𝑘
𝑗=0          (2) 

 

𝑠𝑘 =
(𝐿−1)

𝑀𝑁
∑ 𝑛𝑗

𝑘
𝑗=0                (3) 
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All probabilities are gathered cumulatively and they are 

multiplied with one mines maximum intensity level. After 

transformation, decimally numbers are achieved and they are 

rounded. The obtained sk, that are integer numbers, are assigned 

to a new intensity values and the histogram distributes equally 

between 0 to 255. The new histogram of Fig. 6.d. after 

histogram equalization can be seen in Fig. 8. 

 

 
Fig. 8 The high contrast histogram of Fig. 6.d. that is carried out after 

histogram equalization technique 

When Fig. 7 and Fig. 8. are compared, it is obviously seen 

that the low contrast histogram turns the high contrast 

histogram. In Fig. 9, the histogram equalized ROIs of Fig. 6 are 

given from a. to j. respectively. 

 

 
Fig. 9. The ROIs that are acquired after histogram equalization process from 

ROIs of Fig. 6 

In Fig 5. a. and 6. a., the given RGB and gray level images are 

evaluated as negative since the test line does not appear. After 

histogram equalization, the result is verified (Fig. 9.a). 

Although The ROIs in Fig. 5.b. and 6.b does not have test line, 

In Fig. 9.b, there is small quantities in the test line area but it is 

not found enough to decide as positive by medical technicians. 

Especially, in Fig. 5. c-d-e. and 6. c-d-e. the nonvisible test 

lines, after histogram equalization, appear as visible as it can be 

seen in Fig. 9. c-d-e. So, they are easily resulted as positive. The 

ROIs in Fig 9. from f. to j. can be evaluated positive since all 

the test lines appear clearly. In Fig. 10. The zoomed ROIs are 

shown. In Fig. 10.a. has zoomed ROIs of Fig. 5.a, 6.a. and 9.a. 

In Fig. 10.b. shows zoomed ROIs of Fig. 5.d, 6.d. and 9.d. In 

Fig. 10.c. indicates zoomed ROIs of Fig 5.i, 6.i. and 9.i. It can 

be seen that tentative test line can be clearly read with the  

 

improved reading system. Besides, it is observed that the 

system can work with different illumination conditions. 

 

 
Fig. 10. a) Zoomed ROIs of Fig. 5.a, 6.a. and 9.a. b) zoomed ROIs of Fig. 

5.d, 6.d. and 9.d. c) zoomed ROIs of Fig 5.i, 6.i. and 9.i 

 

Before feature extraction, median filter is implemented the 

histogram equalized ROIs to remove noise. The coordinates of 

control and test lines are stable during the test, they are 

segmented from ROIs. Six different features are extracted from 

both test and control lines in Table 1. 

 
TABLE I. 

THE EXTRACTED FEATURES  

Features   
Average intensity value 

Maximum intensity value 

Minimum intensity value 

Difference between minimum and maximum intensity value  

Standard deviation 

Entropy 

 

 

Using the k-NN classification method with two steps, firstly 

control line is classified to report the test valid or not and then 

the test line is classified to report the test positive or negative. 

If the first classification result is valid, then the second step 

starts. Otherwise, the system reports the test result as invalid. 5 

neighbours are used for k-NN classification. It is observed that 

all classification results are correct with the highest accuracy as 

100%. 

a) 

b) 

c) 
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III. CONCLUSION AND DISCUSSION  

In this study, an automatic LFS-RDT reading system is 

developed. The images are captured from RDTs and image 

processing techniques are implemented to the ROIs for 

enhancing the image, features are extracted from control and 

test lines and the tests are classified with k-NN method firstly 

the test is evaluated in terms of valid or invalid, and if the 

system valid secondly the test is resulted as positive or negative. 

If the test is invalid, the result is reported and second step does 

not continue.  

To verify the accuracy of the result, first of all, the test results 

have been read by medical technicians’ with visual inspection 

and they have been compared with the results that have been 

taken from the designed LFS-RDT reader platform. It has been 

observed that the system is run efficiently having all correct 

results as 100% accuracy. The designed LFS-RDT reader 

platform has been evaluated and validated by testing the total 

of 100 H. pylori RDT tests. 25 of 100 are tentative positive, 15 

of 100 are positive, 53 of 100 are negative and the rest (7) are 

invalid.  

 In the literature, some cell phone based RDT reader platforms 

[1, 16, 17, 18, 19] and a Google Glass based RDT reader 

platform [20] are designed by researchers. Carrio et al. have 

classified their tests with multilayer perceptron artificial neural 

network technique and declared 96% accuracy [1]. Mudanyalı 

et al. have used colour intensity level of test and control line to 

analyse the RDT automatically and reported 100% accuracy 

[16]. Dell et. al. reported approximately 97% accuracy by using 

threshold based decision system in their RDT reader platform 

[17]. You et al. have measured intensity level of test end control 

line and classify their reading system having 97% accuracy 

[18]. Mudanyalı et al. Carrio et al., and You et al. designed an 

external illumination platform on their cell phones including 

some LEDs, batteries to decrease environmental light effect [1, 

16, 18]. The illumination platform provides good benefit to 

increase the image quality but it also increases the cost of reader 

system. Our RDT reader platform does not have an external 

illumination source this situation was disadvantage for our 

earlier study. However, in this work, this mentioned 

disadvantage is extinguished with improving new image 

processing technique. In our earlier study, Gaussian filter was 

used to smooth the image and then sigmoid function is used to 

release the lines for taken image under just indoor illumination 

[21]. However, in this work, low contrast images are converted 

to high contrast images with histogram equalization technique 

and noises are removed with median filter for images that are 

captured with different illumination conditions such as sun light 

or indoor illumination. This result provides us to have low cost 

RDT reader platform since having holder without external 

illumination source. Shen et al. have quantified the colours by 

using colorimetric diagnostic assays. They have not declared 

specific number of their system accuracy but they reported that 

they have high accuracy [19]. Feng et al. have had 100% 

accuracy using their Google Glass based platform. They have 

designed QR code to crop ROI and used SVM for classifying 

the RDT. Their RDT platform need to have internet connection 

since their reader platform sends the captured image to a server 

and gets the result back to the Google Glass from the server 

[20]. Our platform runs real time on the computer without 

internet connection as an advantage of the designed RDT reader 

platform. Another advantage of our RDT reader platform is not 

to have motion artefacts on the capturing image since computer 

laptop is stand as fixedly. On the other hand, cell phone and 

Google Glass based RDT reader platforms can have motion 

artefacts since they are held by user hand or head that can be 

shaken. Besides, the cell phone or Google Glass based RDT 

reader platforms can be used point of care tools but cannot be 

adapted to a hospital computer network system. However, the 

designed RDT reader platform in this work both can be easily 

used as a point of care diagnostic tool or connected to an 

existing hospital computer network systems and used routinely 

in the hospital. When all these advantages are considered, the 

medical technicians declared that the designed new automatic 

LFS-RDT reader platform can be used as a second reader. 
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Abstract—In this paper, a battery-supported hybrid wind-solar 

energy generation system with switching power flow control is 

presented to supply stable electrical power to two laboratories at 

the Electric & Electronic Engineering Department. For this 

purpose, 600W 3-phase permanent magnet synchronous generator 

(PMSG) based on the wind power generation system (WPGS) and 

the solar power generation system (SPGS) consisting of 190W 3 

pieces mono crystal solar panel were combined to build a 1170W 

hybrid wind-solar power generation system (HWSPGS). The solar 

and wind power generation systems were used as the main energy 

sources while 100 Ah 12V 6 pieces gel jeep cycle accumulator 

groups were used as the energy storage device to ensure continuity 

of energy. Also dynamic modeling and switching power flow 

control of the battery supported the HWSPGS were performed 

using Matlab/Simulink in this study. Determining the switching 

positions of the charge control unit according to loading and 

battery charge situations of the HWSPGS, power flow control 

between the generation unit and consumer was made in planned 

manner. When the curves of electrical magnitudes obtained from 

simulation results were examined, it was determined that no big 

difference existed in electrical and mechanical magnitudes in 

parallel to dynamic behavior of the installed hybrid power 

generation system. 

 

Index Terms—Wind power generation, solar power generation, 

hybrid power generation, battery storage, switching power flow 

control.  

I. INTRODUCTION 

OWADAYS, electrical energy from day to day is known 

more as needed.  Additionally, the amount of energy 

needed for generation and consumption and whether it is 

economic, productive and environmental friendly are the 

elements that increase the countries level development [1]. 
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The energy need of the world has been met mostly by fossil 

base fuels. For this reason, countries increasingly depend on 

such fuels. However, as the negative effects of fossil base fuels 

on environment have reached the peak levels, reserves are 

almost consumed, and foreign-source dependency of countries 

increases, researches on new energy sources have been 

inevitable. In this process, the most important researches have 

been on renewable energy sources that do not have negative 

effects on environment and renew themselves permanently [2]. 

In general, the renewable energy sources comprise mainly 

wind and solar energies, and also the non-fossil base energy 

sources such as hydroelectric, geothermal, biomass (wood, 

solid wastes, ethanol, etc). 

The biggest share in renewable energy sources and electric 

energy generation of Turkey belongs to hydroelectric and wind 

energy. Though the share of wind and solar energies in electric 

generation is very small when compared to other world 

countries, it is expected that these shares will increase in the 

future. However, other countries have made contribution to 

electric energy generation using the wind turbine and solar cell 

together or separately since 1970s. In general, hybrid power 

generation systems installed using the renewable energy 

sources are used to meet the electric energy demand of 

residential areas in far distance from electric distribution 

network. There are some hindrances for electric energy 

generation existing separately from wind turbine or solar cell. 

The most important hindrances are that the generated electric 

energy is interrupted, and the first installation costs are high and 

the sufficient technological knowledge lacks [3-6]. 

While the electric energy can only be generated from the sun 

in daytime, the load remains without energy in the rest of the 

day.  The wind energy does not have definite limits like solar 

energy, while the electric energy can be generated in some 

hours of day. The load may remain without energy in the rest of 

the day. As for the power cut during the day, the consumption 

surplus of energy generated in time zones when the energy 

generation can be made is stored in the battery and in time zones 

when the generation is insufficient; the load is fed from the 

battery to meet the energy need.  

Electric energy that will be obtainable from the wind and 

solar energy differs depending on seasons. In winter months, 

electric energy generation from the sun may not be possible for 
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day’s time. Similarly, electric energy generation from wind in 

spring and summer months remains very low [4-8]. 

Solving the seasonal electric energy generation interruption 

problem by increasing battery capacity will increase the cost but 

may not be possible in many areas. Such interruptions may be 

removed to a great extent with the installation of hybrid power 

generation system by using the wind turbine and solar panel 

together depending on characteristics of the region [5]. 

The hybrid power generation systems are installed through 

parallel connection of two or more conventional and renewable 

energy generation systems to each other. The hybrid power 

generation systems are one of the best solution methods to meet 

the electric energy need of mini or micro networks far distance 

from energy generation and distribution centers and of small 

settlement units. Most commonly, the wind-solar hybrid power 

generation system is used [9-12]. 

For electric generation systems in various structures, 

recently, hybrid energy generation systems are realized by 

combining mainly the wind and the solar energy and fuel cells 

and soon. However, as more staff will be used for hybrid energy 

generation systems installed with more than one renewable 

energy source, the cost and installation area need will increase 

and structure and inspection of the system will become 

complicated [13].  

In this paper, teaching the topic will start with the description 

of a battery-supported hybrid wind-solar energy generation 

system with some general background about how the system 

works with solar energy, wind energy, load and energy storage.  

This portion is theoretical and can be explained by the instructor 

in the class. After that, three steps of planning and building the 

hybrid system involving renewable energy and load 

forecasting, renewable energy farm scale optimization, power 

flow control will be studied by using SimPowerSystems 

toolboxes in MATLAB. This portion would need the use of a 

computer lab or it can be in the form of assignments to students 

depending on their knowledge about power systems. 

 

By considering the stated reasons above, a battery supported 

with 1170W wind-solar hybrid power generation system was 

installed to meet the electric energy required for small power 

receivers in two electric laboratories in the department of 

Electrical-Electronics Engineering at Afyon Kocatepe 

University. A hybrid power generation system related to 

dynamic behaviors of system components was modelled and 

simulated thanks to SimPowerSystems in the Matlab/Simulink 

program. The data obtained from the simulation block diagram 

of the system almost expressed the real-time electric and 

mechanical output magnitudes of the installed hybrid power 

generation system. By comparing the data from the real system 

to data obtained from the simulation study, the accuracy 

analysis and power flow control of the simulation study related 

to hybrid power generation system was realized in the planned 

manner. 
 

II. BATTERY-SUPPORTED WIND-SOLAR HYBRID POWER 

GENERATION SYSTEM AND MODELING 

General view of the installed battery supported wind-solar 

hybrid power generation system is given in Fig. 1. The installed 

hybrid power generation system consists of a 600W wind 

turbine, 190W 3 pieces’ solar panels, battery group, and 1200W 

hybrid charge control unit that enables the operation of these 

units in harmony and 3kW full sinus wave inverter for 

consumers fed with alternative current. 

Furthermore, the data related to the energy generated by the 

hybrid power generation system can be followed via the charge 

control unit in 10 second intervals and by means of the 

winpowernet interface program; it can be followed via 

computer and be recorded in a Microsoft Excel file 

The dynamic modeling of each unit of the installed hybrid 

system in conformity to its real-time behaviors was realized 

using the SimPowerSystems in the Matlab/Simulink program. 

Then, each modeled unit was combined in the DC bus bar, and 

simulation model of the hybrid power generation system shown 

in Fig. 2 was established. 

 

Wind turbine

Inverter

Solar panels

Battery group

Laboratory

Battery

charger

 
Fig. 1 General view of the installed battery powered wind-solar hybrid power 

generation system 

 

Fig. 2 Block diagram of the battery powered wind-solar power generation 

system 
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Our first generation unit is the PMSG wind generation 

system. Some factors are important to determine the installation 

place of a wind turbine. Some of them are continuous and high 

wind speed and absence of elevations around the turbine that 

may obstruct the air flow. The simple operation of a wind 

turbine is as follows; when air flow hits to turbine wings, it 

causes the turbine wings to turn and as a result of this, the shaft 

where the turbine wings are connected turns. In small power 

wind turbines, this shaft is generally connected to generator 

directly but in huge power wind turbines, it is generally 

connected to generator by means of a gear box [11-15]. 

Generators convert mechanic energy to electric energy. 

While permanent magnet generators are used mostly in lower 

power wind turbines, in high power turbines, synchronous and 

asynchronous generators are used [16-18].  

The wind turbine in the installed system has three wings and 

a two meter wing diameter.  The turbine was directly coupled 

to the permanent magnet synchronous generator without using 

of gear box.  The permanent magnet synchronous generator has 

3-phase 36V output voltage and 600W power. The wind power 

generation system starts to make a generation in speed of 2.5 

m/s and its maximum power generation value is 12 m/s. At 

60m/s speeds, rotor is stopped mechanically.  

Additionally, it may be stopped magnetically by making 

manual control on the charge control unit. According to the 

specifications given above, a wind power generation system 

model was established using the SimPowerSystems in the 

Matlab/Simulink program.  

The simulation block diagram of the wind power generation 

system with constant speed PM synchronous generator 

established is shown in Fig. 3. The parameters and values that 

belong to the wind turbine and PMSG are given in Table 1. 

TABLE.1 WIND TURBINE AND PMSG PARAMETERS 

Performance parameters 

Measured power (W) 
12 V 400W – 24V 600W 

3 phase AC 

Wind speed measured 12 

Start-up wind speed 2.5 

Maximum wind speed Max.25 

Wind speed to Disarm 60 

Motion parameters 

Gear box Unavailable 

Generator Direct permenant magnet 

Rotor blades 
3 – carbon fiber 

reinforced plastic 

Diameter of the rotor blade (m) 2 

Rotor speed control mechanical method 

Speed 750 

PMSG Electrical parameters 

Stator phase resistance Rs (Ω) 0.12 

Inductances [Ld (H) Lq(H)] 8.5e-3 

Flux linkage established by magnets 

(V.s) 
0.055133 

Voltage constant (Vpeak L-L/krpm) 36 

Torque constant (N.m/A-peak) 0.3308 

Inertia, friction factor, pole pairs  
[J(kg.m^2) F(N.m.s) p()] 

[0.002, 0.02, 4] 

Initial conditions [wm(rad/s) thetam 

(deg) ia,ib(A)] 
[60 ,0 ,0 ,0] 

 

 
Fig. 3 Simulation Block Diagram of constant speed PMSG wind power generation system 
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Our second generation unit is the solar power generation 

system established with parallel connection of solar panels.  

Solar panels convert the sun light to direct current electric 

energy. Sufficient light level is quite important in electric 

generation. Operational expenses of these generation systems 

are very low and its reliability is very high. In today’s 

technology, solar panels in various sizes from a few watts to 

300W are manufactured. The biggest disadvantage of solar cells 

is their high cost. Usage period of solar panels varies between 

10-25 years depending on their manufacturing technologies 

[19-22]. 

The solar power generation system in the installed hybrid 

system is in power of 570W and established with parallel 

connection of 3 pieces of mono crystal solar panels in power of 

190W. The photovoltaic panels used have the same features and 

consist of 72 cells, and their efficiency is 18%. The electrical 

equivalent circuit of the photovoltaic cell is given in Fig. 4. This 

equivalent circuit is expressed with a mathematical formula in 

equation (1).The simulation block diagram of the solar panel 

was established in accordance with this formula. Then, a 

simulation block diagram of the solar power generation system 

was established with the parallel connection of 3 panels as 

shown in Fig. 5.  

 

 0 exp 1
pil s pil

pil FV pil s pil

pil SH

V R xIe
I I I V R xI

kT R

   
       

   

             (1) 

 
Fig. 4 Electrical equivalent circuit of a photovoltaic cell [8] 

 

The electrical parameters and values of the solar panels used 

in this study are given in Table 2. 

 
TABLE II. PARAMETERS OF PHOTOVOLTAIC PARAMETERS 

 
Parameters Variables Value 

Nominal Power (W) Pmax 190 W 

Maximum Power Voltage (V) Vmax 37.08V 

Maximum Power Current(A) Imax 5.12 A 

Open-Circuit Voltage (V) Voc 44.48 V 

Short-Circuit Current(A) Isc 5.54 A 

 

 

 
Fig. 5 Simulation Block Diagram of the Solar Power Generation System 

 

The third unit is the battery group consisting of 6 pieces of 

100Ah-12V gel deep cycle accumulators that are used to store 

the consumer’s surplus electric energy or to ensure 

continuousness of energy through renewable energy system in 

times when no generation is made. Batteries are 

electrochemical elements that store electric energy in chemical 

form. The battery types used together with renewable energy 

sources are lead- acid, nickel-cadmium, nickel-iron, iron-air 

batteries, and soon. Life of batteries varies between 1-10 years 

depending on operating conditions. Though the first investment 

costs of such batteries are low, their maintenance and renewal 

costs are very high. Today, gel accumulators are used in higher 

rates. Though their first investment costs are high, they do not 

have any maintenance costs. The battery capacities are 

expressed in kWh that is the multiple of Ah and nominal 

voltages [23-25]. 

Six pieces of 100Ah-12V gel accumulators in the installed 

hybrid power generation system were connected in series in two 

groups and so three groups in 24 V 100 Ah were established. 

Then, these groups by being connected as parallel among them 

power capacities in value of 24 V 300 Ah were obtained.  

Our last unit is the charge unit, the brain of the hybrid power 

generation system that is used to connect the power generation 

units to each other as parallel on a bus bar, charge the 

accumulator group, and feed the receiver in a controlled 

manner. Electric energy coming from the PMGS wind power 

generation system and solar panels to the control unit may come 

from both when the weather is windy and sunny or only from 

one of them when the wind or sun is effective.  

It is completely depending on whether the weather is sunny 

and windy at the moment of operation. Additionally, in PM 

generator of the wind turbine, a 3-phase alternative voltage is 

generated and in the solar panel, a direct voltage is generated. 

For parallel connection of these two systems, their energy forms 

and magnitudes must be the same. This is provided by the 

hybrid charge control unit as shown in Fig. 6. The charge 

controller converts 3-phase AC voltage coming from the PM 

generator to the desired DC form and magnitude with AC/DC 

converter, and the DC voltage coming from solar panels to the 

desired magnitude with DC/DC converter; and, it transfers them 
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to outside as battery charge voltage by combining the converter 

outputs. 

 
Fig. 6 The connection schema of the installed hybrid power generation 

system’s charge control unit 

 

The battery group is charged with the energy sent from the 

hybrid charge control unit. For this reason, voltage of the 

battery group varies depending on the energy amount coming 

from the system. LCD on the hybrid charge controller indicates 

current, voltage and power information of the electric energy 

generated from the wind and solar energy, accumulator and DC 

outputs. The data can be monitored from the computer display 

with the Winpowernet interface program via RS-232 and be 

saved as a Microsoft Excel file whenever it is desired.  

Moreover, the operational security of the system is ensured 

through this controller with the new magnetic brake assembly 

designed in conformity to the characteristic of the generator.  

A simulation block diagram that reflects the explanation of 

working features, functions and characteristics of the hybrid 

charge control unit above in the real time was also established. 

Additionally, a controller was developed to make the energy 

flow control and coupled inside of the charge control unit. In 

this way, the hybrid charge controller with a switching method 

was obtained which is shown in Fig. 7. 

Fig. 7. Simulation block diagram of the hybrid charge controller 

III. CONTROL STRATEGY FOR ENERGY MANAGEMENT AND 

POWER FLOW IN HYBRID POWER GENERATION SYSTEM 

At this part, the negative conditions in real-time energy flow 

of the installed and simulated hybrid energy generation system 

were observed. Upon this, a switched power flow controller was 

designed to ensure effective use of power from the hybrid 

power generation system, increase its efficiency, and conserve 

the system more effectively; and energy flow control of the 

system was realized. 

 

 

 

The working strategy of the switched controller is within the 

framework of 6 rules as it can be understood from the flow 

diagram in Fig. 8, and it shows the energy management strategy 

of the charge control unit in detail depending on the system 

loading, generation and battery charge conditions.  
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Fig. 8 Flow diagram of energy management strategy 

The six rules determined for efficient and effective use of 

energy are given below in detail.  

a) If the battery charge rate is more than 95% and 

consumed power is smaller than the total generated 

power, receiver is powered directly through the wind-

solar hybrid power generation system after the battery is 

deactivated. 

b) If the battery charge rate is more than 95%, and the 

consumed power is higher than the total generated 

power but smaller than the total power generated with 

battery, receiver is powered with battery power after all 

the system is activated.  

c) If the battery charge rate is more than 95%, and 

consumed power is higher than the total generated 

power and power stored in the battery, this means that 

excessive load is connected. All the systems must be 

deactivated. 

d) If the battery charge rate is less than 95%, and consumed 

power is smaller than the total generated power, the 

receiver is powered by being activated and surplus 

power is stored in the battery.  

e) If the battery charge rate is less than 95%, and consumed 

power is higher than the total generated power but 

smaller than the total power generated with battery 

power, the battery must be passed to discharge position 

by activating the receiver.  

f) If the battery charge rate is less than 95%, and consumed 

power is higher than the total generated power and the 

total power stored in the battery, this means that 

excessive load is connected. The load must be 

deactivated, and it must be charged by activating the 

battery as it is not full charged.  

 

The main reasons why such a control strategy for the hybrid 

power generation system has been developed are to increase the 

efficiency of system by making energy flow control, prevent 

shortening of battery life and protect the system and receiver 

against the excessive loading conditions. As a matter of fact, the 

power generally generated in small power hybrid power 

generation systems is directly sent to the battery group, and 

receivers are powered on battery group. However, this 

condition increases the risk for the battery to be excessively 

charged or discharged, and it also decreases its lifetime. 

Unfortunately, energy generated in the installed real-time 

system is directly sent to the storing units and receivers are 

powered on them. The cost of batteries constitutes an important 

part of the system cost. Additionally, when an excessive load is 

connected to the system, the system elements may be damaged 

because of the excessive discharge and excessive current drawn 

from the battery group. In an ideal system, the power needed by 

the receiver must be directly sent to the receiver to power it up, 

and if there is surplus generated power, it must be stored in the 

battery depending on its charge condition.  

A switched power flow controller design was made in a 

manner eliminating the negative conditions expressed above. A 

simulation study was realized by applying the switched power 

flow controller to the battery powered hybrid power generation 

system. 
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IV. THE SIMULATION RESULTS AND DISCUSSION 

Energy production does not prove that the system is efficient 

because the transferring of energy generated in installed 

systems to the receiver in a controlled manner, the storing of 

energy in absence of a receiver, and the most importantly, 

making of power flow controls are also very important for 

efficiency and productivity of the system. For this reason, 

recently, a quite many studies have been made for the energy 

control and these works have still been going on. In general, 

sending of generated energy directly to the storing units and 

powering up receivers from there has been emphasized. 

However, that the storing units are continuously in active 

position results in decreasing in their lifetime. It should not be 

forgotten that costs of storing units are very important for the 

system. In other words, the uncontrolled use of energy 

decreases the lifetime of system elements and increases the risk 

for receivers to remain without energy.   

In this paper, the simulation results of generation, and 

consumption powers of the installed and simulated 1170W 

hybrid power generation system were given separately 

depending on their various loading conditions, and their 

analyses were made. 

TABLE III. SYSTEM LOADING PARAMETERS 
 

System 

Loading 

Wind Power 

System 
Solar Power system 

Battery 

Group 
Load 

Wind 

Speed 

(m/s) 

Pitch 

Angel 

(deg) 

Current 
(A) 

Insolation 
SOC 
(%) 

Power 
(W) 

1.Loading 

situation 
12 0 5.12 1000 95 480 

2.Loading 

situation 
12 0 5.12 1000 95 950 

3.Loading 

situation 
12 0 5.12 1000 95 1550 

4.Loading 

situation 
9 0 5.12 950 95 1550 

 

The dynamic behavior of electrical magnitudes (current, 

voltage and power) was observed by connecting the receivers 

in different powers to the system. As it can be understood from 

Table 3, in the first three loading conditions, maximum input 

values were applied to the wind-solar hybrid power generation 

system by assuming that the battery group was full charged 

during full power generation (1170W). In the fourth loading 

condition, wind input values of the wind power generation 

system and radiation input values of the solar power generation 

system were reduced and connected to the receiver power 

system in the third loading condition. Generation reaction of the 

hybrid power generation system and reaction of the system 

against the receiver were observed.  

 

 

 

 

 

As it can be understood from the simulation curves given 

below;  

In the first loading condition, a 480W receiver is connected 

to the system. In that loading condition, as the consumed power 

is smaller than the total generated power and the battery group 

is in full charged condition, the hybrid charge controller 

deactivates the battery group. Because the hybrid power 

generation system can feed the consumer without battery 

support. The power required by the consumer can be met with 

a generation system that has lower power. The simulation 

results are shown in Fig. 9. 

In the second loading condition, a receiver in power of 950W 

is connected to the system. In this loading condition, as the 

consumed power is smaller than the total generated power, and 

the battery group is in full charged condition, the hybrid charge 

controller deactivates the battery group. However, the power 

consumed in that loading condition is bigger than the individual 

generation power capacities of the generation units (wind-

solar). For this reason, the power requirement of the consumer 

must be met through operation of the wind-solar power 

generation unit together. The simulation results are given in Fig. 

10. Principally, 570W of the power consumed by the consumer 

is provided from the solar power generation system and 380W 

from the wind power generation system. 

In the third loading condition, the hybrid power generation 

system is loaded by increasing the consumer power, 1550W. As 

the consumed power is higher than the total generated power in 

that loading condition, generation power of the hybrid power 

generation system will be insufficient. In that situation, the 

needed power requirement must be supported by battery group. 

According to the simulation results in Fig. 11, the battery group 

is activated by the hybrid charge controller. In this manner, the 

consumer is fed from the hybrid power generation with battery 

support. 600W of the power consumed by the consumer is met 

from the wind power generation system and 570W from the 

solar power generation system; 1170W is provided from the 

hybrid power generation system and 380W from the battery 

group. 

In the fourth loading condition, the wind speed of the system 

is decreased to 9m/s, and solar radiation level is decreased to 

950. Then reaction of the system is observed. Power generation 

of the hybrid system decreases due to diminishing wind speed 

and solar radiation. In that case, the total generated power will 

decrease below 1170W. To meet the power needed by the 

consumer, the battery group must give more power than the 

third loading condition. As it can be seen from the simulation 

results given in Fig. 12, the power consumed by the consumer 

is provided by 414 W wind power generation system, 495 W 

the solar power generation system and 640 W the battery group. 
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Fig. 9 First loading situation 

 

 

 

Fig. 10 Second loading situation 

 

 

 
 

Fig. 11 Third loading situation 

 

 

 
Fig. 12 Fourth loading situation 
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V. CONCLUSIONS 

 The application of studies made for energy control directly 

on real systems may cause occurrence of various unfavorable 

conditions. Mainly, conditions that give damage to the system 

elements and the most importantly to the human life have 

occurred. For this reason, making of exact simulation model of 

the system to be controlled and then applying control on the 

simulation primarily will conserve the system elements and 

human life first and foremost.  

 In this study, by considering such negative conditions, a 

real-time modeling of the installed wind-solar hybrid power 

generation system and energy flow controller to eliminate the 

troubles in systems were designed. When dealt with the curves 

obtained from the simulation results, it is seen that there are not 

big differences in the electrical and mechanical magnitudes in 

parallel to dynamic behavior of the installed hybrid power 

generation system. Besides, by exactly comparing the data 

obtained from the real system with the data obtained from the 

simulation study, it has been reached the conclusion that 

accuracy rating of the simulation study realized related to the 

hybrid power generation system is correct. As a matter of fact, 

it is seen from the simulation results that the controller designed 

for energy flow control operates with a very good performance. 

According to the simulation results, troubles that might occur 

in energy flow have been eliminated with the switched 

controller developed. The battery group is activated and 

deactivated according to behaviors of the system in loading 

condition. In this manner, decrease in lifetime of the battery is 

prevented. This decreases the maintenance cost of the system. 

Moreover, the system is protected against the excessive loading 

conditions.  

On the other hand, students learn to understand how a hybrid 

power generation system works, the characters of renewable 

energy sources such as wind energy and solar energy, and how 

to utilize renewable energy sources efficiently in this study. 

Moreover, the simulation and experimental environments used 

to develop and verify the developed hybrid system can be a very 

effective tool to increase students’ knowledge and interests 

about those subjects. 

In the future, thanks to the installed hybrid power generation 

system, students at electric department will be able to carry out 

studies on the simulation model instead of studying on the real-

time system by taking risk on subjects such as electric 

generation with renewable energy systems, system control and 

efficiency of generated energy and soon. In this way, they will 

develop the new energy control methods and test the controllers 

they develop on the simulation without any risk so that, will be 

able to make their applications safely on a real system. 
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Abstract—Nowadays electrical appliances have been becoming 

more and more popular every day in our life, and the systems that 

have more power density and that use energy efficiently and that 

improve the quality of the energy are required more. Especially 

with the decisions and regulation changes of the United States and 

the European Union in recent years, it has become compulsory to 

replace low efficiency electric motor drive systems with high 

efficiency permanent magnet electric motors and drivers, and as a 

result permanent magnet motors that have high efficient field 

orientation control algorithms technologies have begun to be 

chosen. Low cost uncontrolled rectifiers that have high power 

factor have become a necessity with the need for DC bus. In such 

systems with inherently nonlinear characteristics, the need for 

Power Factor Correction (PFC) circuit has been increasing, and 

Boost PFC (BPFC) which increase the input voltage are widely 

preferred for low/medium power applications. Therefore, 

distortion harmonics and high frequency noises are reduced 

according to standards such as CSRIP Class B – TS EN 61000-3-2 

and also output voltage remains constant, becoming more than 

peak amount of the input grid voltage. In that study, it is designed 

that BPFC that has 1,150W output power level by increasing 

system's power density and efficiency. The system cost is reduced 

by decreasing the requirement of EMI filters and heatsink size, 

since using SiC (Silicon Carbide) diode and optimizing the system 

contribute increasing efficiency and power density. The most 

efficient Boost PFC design is realized at the lowest cost by 

performing detailed design, loss and cost analysis for each 

component used. The Boost PFC with full system efficiency of 

95.5% at full load is obtained by model validation done by 

comparing the simulation results with the experimental results 

obtained by hardware implementation. 

Index Terms—Active filter, harmonic, efficiency, power density, 

power factor correction, SiC diode. 

I. INTRODUCTION 

NVIRONMENTAL problems are emerging day by day 

with increasing energy demand and therefore the 

importance of more efficient use of energy is increasing. 

Without considering the effects on the economy and the 
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environment, the use of all kinds of energy and systems distorts 

the ecological balance and causes global warming. In this 

context, energy resources in the country's economy should be 

evaluated with sustainable development approach, and efficient 

production and saving of energy should be taken into 

consideration. For this reason, it has come to the agenda to 

replace the inefficient drive systems with more efficient 

systems with the regulations and restrictions introduced.  

Permanent magnet synchronous motors are the most efficient 

motors and have high power densities, which require voltage-

fed driver. This type of conventional voltage-fed drive systems, 

which have disadvantages such as high cost, a large number of 

semiconductor switch elements, and complex control 

algorithms, require DC bus voltage, except for the matrix 

converters and they also produce harmonics and noise. 

Electrical systems that transmit high frequency components 

(harmonics and noises) to the grid can cause electronic devices 

that do not have enough immunity to electromagnetic 

interference (EMI) to be adversely affected or distorted. For this 

reason, the expected noise level from a device conforming to 

electromagnetic compatibility (EMC) standards is that does not 

transmit noise to the grid, and that it is resistant to external 

noise, and that the elements inside the device do not interfere or 

distort each other. For these reasons, energy quality and 

efficiency are very critical in electric energy systems and 

precautions must be taken [1]. 

Passive filters consisting of elements such as inductance, 

capacity and resistance can be used to suppress reactive 

components at higher frequency values. The reactive power 

suppressing capacitive compensation systems in the 

fundamental frequency components are the most commonly 

used passive filter systems. These filters are not able to act on 

reactive components outside of the previously targeted 

frequencies and carry the risk of resonance with the capacitive 

or inductive components in the grid and the capacitive or 

inductive load that the system feeds. In this case, the 

overcurrent generated at the resonance frequency can damage 

the system [2]. With the BPFC used as an active filter, the phase 

difference between the current that grid feeds and the grid 

voltage, the reactive power and grid harmonics are reduced to 

zero and the power factor converges to one. In power electronic 

circuits, the power factor (PF) cannot be measured only by the 

phase difference between current and voltage (cosφ). Because 

the expression of cosφ is only a measure of the fundamental 

frequency components. In fact, as can be seen in Equation (1), 

the power factor is the ratio between average value of the 

product of the input current and input voltage and the effective 
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value of the product of the input current and input voltage. In 

other words, the PF calculation is calculated by concept of Total 

Harmonic Distortion (THD), which is seen in Equation (2), 

where high frequency currents are also considered. 
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BPFC can keep the output voltage constant even when the 

input voltage increases or decreases. In this way, even if the 

voltage drops, the motor input voltage does not change and the 

motor operation is not affected. Since the output voltage is 

higher than the peak value of the input voltage, there is also a 

minimum value for the output voltage. For a single-phase 

system in Turkey, this value cannot be less than 381 V because 

the effective value of the mains voltage in Turkey can rise to 

265V. The average value of the output voltage can be selected 

as at least 385V since it is necessary to work somewhat away 

from the limit value. The BPFC elements have a maximum 

voltage level due to their internal resistance. If the output 

voltage is close the input voltage in the BPFC, the converter can 

work more efficiently [3]. The input current of the medium 

power motors (1 - 3 kW) operating with 400V input voltage is 

low, so copper losses are reduced and these motors can operate 

at wider speed and torque range depending on the input voltage. 

Therefore, the fact that the BPFC with 400V output voltage is 

able to run with very high efficiency, which provides a great 

advantage in electric motor applications. For higher power 

systems, bridgeless PFC or interleaved PFC circuits should be 

used [4]. 

For the design of a high-efficient and power-intensive BPFC, 

detailed loss analysis must be performed by selecting the 

appropriate elements [5]. Each element is sized according to 

current and voltages and the selection of elements has been 

made with detailed designs in which losses and cost are taken 

into consideration. While SiC diode and system optimization 

result in increase in total efficiency and power density, and EMI 

filter and heatsink requirement are reduced and total system 

cost is reduced. The simulation results are compared with the 

hardware implementation results, and a BPFC with 1,150W 

output power is realized by increasing the power density and 

efficiency at low cost.  

II. BPFC 

There are three modes in the BPFC depending on the 

inductance current continuity: 1. Continuous conduction mode 

(CCM), 2. Discontinuous conduction mode, 3. Critical 

conduction mode. In the context of this work, CCM with less 

switching losses has inductance current which closer to the 

sinusoidal than other modes, and therefore has smaller EMI 

filters [6]. Figure 1 shows the BPFC and the control block 

diagram for this circuit. From the point of view of cost and loss 

analysis, it can be said that five main system components should 

be concentrated. These are uncontrolled bridge rectifier, 

inductance, output capacitor, MOSFET and diode. In the scope 

of the study, electronic card design and hardware system have 

been implemented by analyzing every system element, 

designing and making the necessary calculations accordingly. 

 
Fig.1. BPFC and its control block diagram 
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A. BPFC Controller Design 

The output dc bara voltage will be oscillated in a certain 

range as the average value is 390V, Vo, and the voltage divider 

is used in the circuit so that it reduces the output DC bus voltage 

to 2.5V. The oscillations on the output voltage may lead to 

system instability. For this reason, as shown in Figure 2, the 

system stability is increased by connecting a parallel 470pF 

capacitor (Co1) to resistance. In order to keep the output voltage 

constant, compensation is done by using PI controller. The 

difference between the reference output voltage and the 

measured output voltage is compensated by the PI controller, 

which gives the current amplitude reference value. 

 
Fig.2. Output voltage sense circuit and PI controller 

The FAN6982 IC is used in the study and the variables given 

by the IC for the PI controller account are given below. In 

Equation (3), Kmax is the ratio between the maximum allowed 

output power and the nominal output power, which is 1.3 for 

this study. The output current (Io) is 2.95A and the output 

capacitance (Co) is selected as 420μF as will be discussed in the 

next sections. The cut-off frequencies of PI controller are 20Hz 

and 50Hz. GMV is an error amplifier, which is constant and 

70∙106. According to, Equation (4), (5) and (6), Cop1, Rop1 and 

Cop2 are calculated 47nF, 170 kΩ and 18nF, respectively. 
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A sense resistance whose value does not change importantly 

with temperature (<100 ppm, temperature coefficient) should 

be chosen to read the inductance current. The sense resistance 

is one of the most critical points in the reliability of the system 

and the power rating of it should be chosen appropriately. With 

Equation (7), the effective value of the current passing through 

the inductance for the lowest input voltage of 185V is 

calculated as 6.5A, and for the 66mΩ sense resistance, 2.77W 

power loss will be according to Equation (8). η is efficiency of 

system. 
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As shown in Figure 3, diodes connected in reverse parallel to 

the sense resistance are added to protect it from overcurrent 

(lightning, etc.). Because the voltage drop across this diode is 

greater than the voltage drops across the sense resistor, the 

diode will not switch on - (up to 1,150W output power, Po) 

during normal operation. Due to the sense current that has a 

noise, it is necessary to use a low-pass filter to suppress these 

noises. This filter is extremely critical, as the time constant of 

the filter increases, the system stability increases but the 

capacitive increases and cosφ goes away from 1. 

 
Fig.3. Current sense filter 

The output voltage error is compensated by the PI controller 

as described in the previous section and the reference current 

value waveform is obtained by multiplying the input voltage 

shape by the current amplitude value given by PI controller. The 

difference between the sense current and the reference current 

is compensated again by the PI controller and the obtained 

signal is compared with the sawtooth wave to obtain the pulse 

width modulation signal to be applied to the MOSFET. fIC is 

cut-off frequency of the PI controller, which should be selected 

times less than the switching frequency, so it is 6600Hz and, fIP 

60kHz in this study.  GMI is error amplifier, whose value is 

88∙10-6. According to Equation (9), (10), (11) and (12), Rapi, 

Capi1 and Capi2 seen in Figure 3 are selected 220Ω, 330nF and 

12nF, respectively. 
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B. BPFC Inductance Calculation and Design 

Because the dimensions such as size, loss and price are the 

determining factors for the inductance design, a core material 

selection must be made first. The use of ferrite cores is not 

preferred due to the fact that the fringing flux occurring in the 

air-gap is due to the noise propagation to other elements.  In 

addition, the ferrite material core will lose its inductance 

function when it reaches the critical magnetic field density. For 

this reason, instead of a ferrite material, a powder core material 

is used.  Since the saturation point of the powder core is higher 

than the saturation point of the ferrite core, smaller volume and 

mass inductances can be made by the powder core and emitted 

noise is lowered when the powder core is used. With a toroidal 

core, the inductance with high inductance value can be designed 

in unit volume.  As the load increases, the air spaces in the 

powder core nest get irregularly saturated and inductances with 

the powder core do not have a constant magnetic permeability. 

As the saturation air particles increase, the magnetic reactivity 

and hence the inductance are reduced [7]. Because of these 

properties, Magnetics Company’s "KoolMu" powder core is 

chosen and used in design. If the current on the inductance is 

chosen to have a fluctuation of 50%, the inductance value of 

Equation (13) will be set to 300μH. At the input voltage of 

185V, the peak value of the inductance current will be 13.75A 

and the current ripple will be 5.5A. 

The inductance design using Magnetics-KoolMu 77439 

coded powder core is achieved with this inductance to obtain an 

inductance of 135nH in one turn wire wound, with an 

inductance value of 486H with 60 turns. This is valid when no 

current flows through the inductance value and the inductance 

value will decrease with loading. Using the company's 

"Magnetics Curve Calculation Tool", an inductance value of 

296μH is obtained with 60 turns full load KoolMu 77439, 

which gives the value determined from Equation 13 [8], T is 

period of switching. 

2

(min) (min)21
1

%
L

in in

I o o

V V
L T

Dalgalılık P V

 
     

 
   

(13

) 

 

,max

max

4

1000

L

e

I N
H

l

 
   (14

) 

,min

min

4

1000

L

e

I N
H

l

 
   (15

) 

The maximum value of the magnetic field strength, Hmax, is 

calculated to be 96.53 Oersted according to Equation (14), 

minimum value of the magnetic field strength, Hmin, is 

calculated to be 57,91 Oersted according to Equation (15). Bmax 

4,800 Gauss corresponding to Hmax and Bmin 3,300 Gauss 

corresponding to Hmin are designated as "normal magnetization 

curves" in the magnetics catalog [6]. The flux and frequency-

dependent core loss given by the manufacturer Magnetics is 

given in Equation (16) and is calculated to be 5.433W, f is 

frequency of switching and Vcore is volume of the core. 

 
2

max min 1.46
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4

loss core core

B B
P f V


    (16) 

Depending on the current density of the windings, 1.5 mm 

diameter wire copper coil is used and a cross section area of 

1.76 mm2 is provided and the total length of copper wire used 

is approximately 6.23 meters. The conductor wire resistance is 

calculated as Equation (17) based on the specific resistance of 

the length and the copper at 100°C, and is determined as 71mΩ. 

Coil losses are calculated using the effective value of the coil 

current according to Equation (18), ρ is resistivity of copper. 

The effective value of the coil current for the input voltage of 

185V will be 6.5A, resulting in a loss of 3W. In total, a power 

loss of 8.432 watts was determined. 
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C. MOSFET Selection and Losses Analysis 

In the case of BPFC, the body diode parallel to the MOSFET 

never switches on, so it is only necessary to focus on the 

MOSFET. The current value of the MOSFET should be 

selected according to the lowest value of the input voltage, 

considering the highest junction temperature. The low value of 

Coss and the transmission resistance of the MOSFET to be 

selected and the fast switching is very important in terms of 

efficiency. 

The effective value of the current passing through the 

MOSFET can be calculated using Equation (19) and the 

maximum current value of the MOSFET is 13.75A. This 

current value must be met by the MOSFET even at a 

temperature of 100°C. The effective value of the MOSFET 

current according to Equation (19) is calculated as 4.08A. 

Conduction loss can be calculated by Equation (20), 

considering the relation of the conduction resistance with 

temperature. The equations (21), (22) and (23) are used for the 

turn-off losses in the case of equations (24) and (25). The 

parameters seen in Equation (20), (21), (22), (24) and (25) can 

be found from used MOSFET datasheet. 
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Calculation of turn-off switching losses by conventional 

methods is given in Equation (25). In addition, Coss behaves like 

a non-linear capacitive snubber, so the turn-off switching losses 

will be lower than the calculated value. Equations (26) where 

MOSFET is not in conduction, equation (27) gate losses are 

calculated. The sum of the losses calculated in Equation (23), 

(25), (26) and (27) is calculated as seen in Equation (28), and 

the total losses are obtained. 
 

,S OFF OSSP E f 
 

(26) 

,S Gate g gP V Q f  
 

(27) 

, , , , ,S Total S cond S ON S OFF S GateP P P P P   
 

(28) 

D. Diode Selection 

The diode is one of the most critical elements as the diodes 

in BPFCs produce high values of reverse current (Irrm) as they 

go (depending on the slope of the current during turn-on time). 

Since the reverse current Irrm passes through the MOSFET at 

the time of turn-on (ton) of the MOSFET, it causes both the loss 

of switching and the problems of electromagnetic interference 

(EMI). Diode reverse recovery times (ton, ta, tb), Irrm and 

MOSFET current are shown in Fig. 4. As can be seen, the Irrm 

current increases the MOSFET current. Using the totem pole 

structure, the MOSFET's ton duration can be increased, so that 

the EMI generated by the reverse current Irrm is reduced, but the 

switching losses are also increased in the same way [9]. 

The maximum value of the inverse recovery current is 

obtained by the Equation (29) and the decreasing curve of the 

diode current is obtained by the Equation (30). The duration of 

change from the zero current to – Irrm by the Equation (31) is 

calculated again. The values of Qrr and trr are obtained from the 

manufacturer's diode information book and Id, peak is equal to the 

peak value of the inductance current, of course. As the Qrr value 

increases, the turn-on switching loss of the MOSFET appears 

to increase significantly. 
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Figure 4: Diode inverse recovery current, MOSFET current and invertals 

durations 

The average value of the diode current according to the 

BPFC structure is equal to the average of the load current. The 

average of the diode current with Equation (33), the diode 

conduction losses with Equation (34), the switching losses with 

Equation (35) and the diode total losses with Equation (36) are 

obtained. Vf is voltage drop of used diode, it can be found from 

used diode datasheet. 

It has been observed both theoretically and experimentally 

that the problems mentioned above are not able to be solved by 

the use of conventional silicon diodes in the system. For this 

reason, Silicon Carbide (SiC) diodes with very low reverse 

recovery times and currents are preferred in the BPFC. The 

recovery charge of SiC diodes is small enough not to be 

compared with the reverse recovery charge of silicon diodes. 

SiC diodes have other reasons to be used. For instance, these 

diodes fall in reasonable prices in recent years, their reliability 

is high, their switching behavior is independent of temperature 

and they can withstand high temperature values. These superior 

features make it possible to increase the switching frequency 

and reduce the EMI level significantly while achieving a circuit 

with increased efficiency, reduced size and increased power 

density. 

In Table I, loss analysis is performed for 5 different 

MOSFET elements and in Table II, loss analysis is performed 

for 6 diode elements, 2 silicon diodes and 4 SiC diodes. 

Assuming that Ron and Roff resistances are 15Ω and 30Ω, 

respectively, the turn-on time for the MOSFET and the turn-off 

time are calculated using Equation (21) and Equation (24). Irrm 

with Equation (29), diode switching losses using Irrm with 

Equation (35) and diode conduction losses with Equation (34) 

are calculated for each diode element in Table II. After the loss 

- price optimization is made; it is decided to use ST STC606 

SiC diode. It is predicted that this diode will produce 0.37A Irrm 

when going to turn-off. This current value is added to the 

MOSFET turn-on current as shown in Table I and as shown in 
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Figure 4, and the total loss is calculated by using Equation (28) 

for each MOSFET element. After the loss - price optimization, 

Fairchild decided to use the FCH125N60E MOSFET element. 

According to the analysis result, it is estimated that the 

MOSFET element has 21.12W loss during operation and the 

junction temperature is 59°C. The SiC diode is expected to 

operate at 7.66W loss. 

It is thought that two paradigms should be emphasized. The 

first is that the resistance values of Ron and Roff are actually 

determined after the tests made after the Test Setup is 

established. In the determination of Ron and Roff gate resistances, 

the role of the equations given for MOSFET loss analysis is 

only in the stage of initial value assignment. The most accurate 

gate resistance values can only be found by empirical methods 

because the MOSFET element is a nonlinear element since it 

has the parasitic capacitances, inductances and resistances of 

the structure which changes with the operating frequency, the 

gate voltage, the noise level at the gate voltage, the junction 

temperature, the Drain - Source Voltage and the quality of the 

printed electronic board drawn. For this reason, there is still no 

exact model in the literature that compares the turn-off and turn-

on characteristics of the MOSFET. The second paradigm is 

related to the diode reverse recovery current model. Before a 

real reverse current Irrm is recovered and settled zero, it 

fluctuates around the zero point with decreasing amplitude in 

the MHz range. This oscillation affects both EMI and increases 

losses. For this reason, there is no doubt that the reverse 

recovery current model is also an incomplete model. 

It should be preferable to use the TO220 package as much as 

possible because the parasitic inductance of the TO220 package 

is less than the parasitic inductance of the TO247 package. On 

the other hand, the heat dissipation performance of the TO247 

package is higher than that of the TO220 package. For this 

reason, the TO224 package is chosen because the MOSFET 

losses are greater than 10W and the diode losses are smaller 

than 10W. 

 

 
TABLE I 

MOSFET LOSSES ANALYSIS (Ron=15Ω and Roff =30Ω) 
 

MOSFET 

ton  

[ns] 

toff  

[ns] 

Ps,con 

[W] 

Ps,on 

[W] 

Ps,off 

[W] 

Pg 

[W] 

Ptotal 

[W] 

Irrm  

[A] ΔT 

INFINEON 1 74.931 29.31 1.53 11.40 4.32 0.07 17.32 0.37 7.79 

INFINEON 2 34.155 13.06 1.76 5.19 1.93 0.03 8.91 0.37 12.09 

INFINEON 3 166.310 22.83 2.07 25.29 3.37 0.10 30.83 0.37 17.57 

FAIRCHILD 1 
107.019 

21.29 1.61 16.28 3.14 0.10 21.12 0.37 9.50 

FAIRCHILD 2 
115.328 

32.40 1.60 17.54 4.78 0.10 24.03 0.37 10.81 

 

TABLE II 

DIODE LOSSES ANALYSIS 

 

Diode 
Qrr (nQ) 

(130A/nS) 
Pcon 
[W] 

trr  
[ns] 

dIf/dt 
[A/ns] 

Irrm 

[A] 
ta  

[ns] 
tb  

[ns] 
Pswitch 
[W] 

Ptotal 
[W] 

Silicium 

Diodes 

INFINEON 120.00 6.38 65.0 129 3.24 17.45 47.55 1.57 7.95 

FAIRCHILD 62.00 9.86 17.0 129 2.16 9.02 7.98 0.81 10.67 

SiC 

Diodes 

WOLFSPEED 15.00 4.93 8.00 129 0.28 2.18 5.82 0.20 5.13 

INFINEON 10.00 5.80 5.00 129 0.19 1.45 3.55 0.13 5.93 

ROHM 9.00 4.50 12.0 129 0.17 1.31 10.69 0.12 4.61 

ST 20.00 7.40 23.0 129 0.37 2.91 20.09 0.26 7.66 

 

E. BPFC Capacitor Selection 

In the BPFC, the value of the Co capacitor is determined by 

the amount of oscillation of the output voltage. The average of 

the output voltage is 390V, and according to Equation (37), a 

voltage swing of about 24V with a capacity of 420µF will 

occur. In spite of ΔVo = 6%, it is decided to use 420µF capacitor 

considering cost and volume optimization. The serial parasitic 

resistance value for DC link capacitor according to Equation 

(38) is obtained as 1.136 Ω. The ambient temperature of this 

capacitor is 85°C, the loss factor (DF) value is 0.15, the 

maximum effective value of the current to pass is 1.55 A and 

the tolerance is 20%. fgrid is frequency of grid. 

2

o
o

grid o o

P
C

f V V


   
 (37) 

2 grid o

DF
ESR

f C


  
 (38) 

The riskiest component of the life cycle of BPFCs is the DC 

bus capacitor, which determines the circuit life. For this reason, 

the lifetime of the capacitor must be calculated appropriately 

and the selection must be made accordingly. In practice, the 

system will be placed in the basement so that the BPFC will 

work in a water booster. In summer the basement can have an 

ambient temperature of 50°C (T0). The information booklet of 

the capacitor to be used is provided with a working guarantee 
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of 85 hours (Tmax) ambient temperature of 3000 hours 

(LIFETIME0). When calculated according to Equation. (39), 

this capacitor has been determined to have a life of 33,000 hours 

(approximately 7.5 years) [10]. 

max 0

10
0 2

T T

LIFETIME LIFETIME



   (39) 

The effective current of the capacitor is obtained by using 

Equation (40), and the effective value of the current to pass 

through the capacitor when the input voltage is 185V is 

determined as 3.8A. According to Equation (41), the amount of 

power loss in the capacitor is calculated. 

,

2 2

2

(min)

8 2

3O RMS

o o
C

in o o

P P
I

V V V

 
 

  
 

(40) 

,

2

o O RMSC CP I ESR 
 

(41) 

It is important to choose a capacitor that will guarantee the 

effective value of the current to pass through the capacitor, 

otherwise the life of the capacitor will decrease rapidly. 

According to the datasheet of the selected capacitor, 1.55 A is 

guaranteed for a frequency of 120Hz and an ambient 

temperature of 85°C. Because the application system will 

operate at approximately 50°C, this capacitor can withstand 

currents greater than 1.55A in the datasheet. When the 

information from the manufacturer is multiplied by the 

temperature coefficient of 2.42 at 1.55A, this capacity is 

calculated to be at most 3.75A at 50°C ambient temperature. 

The capacitor current is obtained at the full load and the 

lowest input voltage value in the PSIM simulation program, 

then this capacitor current is separated to components in 

accordance with frequency by using Fourier Transform. These 

current components regard to frequency are given in Table III. 

The capacitor current components are multiplied by frequency 

coefficients received from manufacturer, these frequency 

coefficients are given in Table III. After the multiplications, the 

products are summed, and the result shown in Table III is 

calculated as 3.418A. Since the value of 3.418A is lower than 

the previously calculated value of 3.75A, it is estimated that this 

capacitor is within safe limits. 

TABLE III 

FREQUENCY AND CAPACITOR CURRENT RIPPLE RELATION 

Frequency 
Current  

[A] 

Frequency 

Coefficients 

Frequency coefficient times current 

[A] 

100 Hz 1.944 1.041 2.023 

10 kHz 1.698 0.709 1.205 

50 kHz and over  0.272 0.699 0.19 

TOTAL 3.418 

 

F. Bridge Rectifier Selection 

In BPFC, one-phase line voltage is rectified by full-wave 

(bridge) uncontrolled rectifier. Two diodes always conduct 

during period. For this reason, the power loss is as much as the 

products of the voltage drop across the two diodes and the 

average current. The average current of the bridge rectifier with 

Equation (42) and power loss with Equation (43) are calculated. 

Although the amount of loss in the bridge rectifier and the 

number of semiconductors can be decreased by using bridgeless 

power factor correcting circuit, but this circuit structure causes 

EMI to increase. In higher power applications, the bridgeless-

interleaved power factor correction circuits can be used to 

increase the efficiency, they also reduce the magnitude of the 

input current harmonics and the capacitor voltage fluctuation, 

but this type of circuitry results in a complex build with the 

increase the number of components [11]. 

,min

22 o
average

in

P
I

V


   (42) 

2bridge average dropP I V  
 

(43) 

G. MOSFET Gate Driver Design 

The maximum gate current value that the FAN6982 IC used 

in the operation can provide is 500mA. This is not a value that 

is large enough to allow the gate current of the MOSFET to 

turn-on and turn-off at the desired speeds. Therefore, the 

maximum turn-on and turn-off currents are increased by 

installing the Totem Pole structure shown in Fig. 5. As the 

maximum current of NPN and PNP BJTs is 1,500mA, the 

maximum transmission and cutting current is increased to 

1500mA. 

In Figure 5, the Rg1 resistance limits and protects the PWM 

source, the Rg2 resistance provides high impedance between 

base and collector, and the Rg5 termination resistance limits 

oscillations in the gate circuit of totem pole. Following the 

experiments, the Rg3 (Ron) resistance that determines the ton time 

is set to 15Ω, and the Rg4 (Roff) resistance that sets the toff time is 

set to 30Ω. 

H. Design of Printed Circuit Board and Hardware 

Implementation 

PCB design is done using Altium Designer drawing program. 

First of all, all the elements are added to the drawing program 

with their actual dimensions. This avoids unnecessary gaps 

between elements, avoiding extra PCB lead inductance and 

copper resistances as much as possible. Double-layer PCB 

drawing is done; the necessary jumpers are passed from the 

second surface. With the use of a mask and an inner casing, the 

lifetime of the circuit is increased and the soldering problem 

that can occur during the building is minimized. 
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Figure 5: Totem pole gate circuit 

One of the factors to be considered in the design and drawing 

of the PCB is the determination of cycles with high current 

change (di/dt) and points with high voltage change (dv/dt). The 

high di/dt current loop is as shown in Figure 6 (a). The parasitic 

inductances in this cycle are the ones that induce parasitic 

voltage. For this reason, a capacitor of 100 nF should be added 

to suppress high frequency components parallel to the output 

capacitance. Thus, the MOSFET, SiC diode and 100nF 

capacitances can be designed as close to each other as possible 

and the parasitic inductance value is reduced as much as 

possible. The high dv/dt area is shown in Figure 6 (b), where 

the parasitic capacitances in this region cause noise currents to 

be generated. PCB design should be made to prevent these areas 

from forming capacities with ground, earth or other elements. 

Another factor to note is that the FAN6982 IC’s ground used 

and BPFC's ground must be separated from each other and 

connected to each other only at one point. In this way, the IC 

which produces the switching signal will be affected at least 

from the ground's voltage collapse or voltage rise. In addition, 

remarkable effects have also been observed when the ground 

point and the heatsink are connected each other in the design 

[12]. 
 

  
(a) (b) 

 

Figure 6: (a) High di/dt loop  (b) High dv/dt node 

III. HARDWARE IMPLEMENTATION AND 

EXPERIMENTAL RESULTS  

The PCB electronic circuit designed with Altium Designer 

program has been printed. The figure of the experimental setup 

which is realized by hardware is shown in Figure 7. 

Measurements are performed using Tektronix 2024 as 

oscilloscope and Fluke 80i as current probe. Figure 8 shows the 

inductance current and input voltage waveforms when the input 

voltage is 185V. As can be seen, the effective value of the 

inductance current is 6.5A as expected. The peak value exceeds 

the value of 13A and the inductance fluctuation is around 45%, 

which agrees with the values obtained by analytical 

calculations. Figure 9 shows the input voltage and input current 

waveforms when the input voltage is 164V. As can be seen, 

there is no phase difference between the input current and the 

input voltage and the noises on the input current is suppressed. 

The effective value of the input current is about 7.4A and the 

input power is about 1.213kW. Figure 10 shows the output 

voltage and output current obtained experimentally. The output 

voltage fluctuation is around 22V and the calculated value is 

very close. Similar to the output voltage, the output current has 

also ripple at 100Hz. The output voltage average is 400V and 

the output current average is 2.88A, and the output power in this 

case is 1.152kW. 
 

 
 

Figure 7: Experimental setup 
 

 
 

Figure 8: 185V-1,150W – Input voltage (Yellow Line) - inductance current 

waveforms (Green Line) 

Experimental results and simulation results obtained in 

LTSpice are compared and similarities are observed. Using the 

LTSpice program, the non-ideal behavior of the switching 

elements is observed in obtaining the simulation results. In 

Figure 11, the relationship between input voltage variation and 

efficiency is measured and compared both in simulation 

environment and in experimental results. When the results are 

examined, it is seen that the efficiency is released at 95.5% 

levels. As the input voltage increases, the required input current 

value decreases and the efficiency increases at marginal 

amount. 
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Figure 9: 164V-1,150W – Input voltage (Yellow Line) - input current 

waveforms (Green Line) 

 

 
 

Figure 10: Output voltage (Yellow Line) - current waveforms (Green Line) 

 

The difference of 1.7% between the simulation results and 

the experimental results can be explained by the lack of the 

switching loss models in the LTSpice and the modeling of the 

inductance iron losses with a constant parasitic resistance in the 

LTSpice program. In Figure 12, the relationship between 

loading rate and efficiency obtained both experimentally and in 

LTSpice environment. Even at low load levels, the efficiency is 

not lower than the 93% level. Thus, it is shown that there is no 

significant change in efficiency even at low power 

requirements. 
 

 
 

Figure 11: Simulation and experimental efficiency results according to 

input voltage RMS value 

 

In Figure 13, the total loss analysis is given when the input 

voltage is 230V. According to this analysis, it is seen that 

MOSFET is the most lost element with power loss of 21.3W. 

Then, 9.22W bridge rectifier, 6.05W inductance, 7.6W SiC 

diode and 10,22W loss capacitor are listed as other important 

loss components. The total loss amount is around 56W. 
 

 
 

Figure 12: Simulation and experimental efficiency results according to 

loading rate 

 
 

Figure 13: Components losses analysis  

IV. CONCLUSION 

Cost and efficiency optimization with BPFC has been carried 

out to design an active filter with increased power density. A 

detailed loss analysis is performed for each element and the SiC 

diode reverse recovery current is included in the loss analysis. 

By using the SiC diode, the reverse recovery current is limited 

and the efficiency increase is ensured. The analytical equations 

are given for the maximum current flowing through the 

elements and the maximum amount of voltage and verified with 

the model created in the PSIM simulation environment. In order 

to do losses analysis in the most accurate way, the LTSpice 

model is constructed. The Fourier analysis of the capacitor 

current is found in the PSIM environment. The printed circuit 

board is performed with the Altium Designer program and the 

experimental results obtained by hardware implementation are 

compared with the simulation results and verified by checking 

their compatibility with each other. According to simulation 

and experiments, it is observed that the system operates 

between 95% and 95.5% efficiency. The following 

http://www.bajece.com/


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 5, No. 2, September 2017                                               

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                                http://www.bajece.com 

59 

recommendations can be applied so that the system to operate 

at higher total efficiency can be obtained. In the later stages of 

the design work will be carried out and analyzed. 

 BPFC can be changed with the topology that are able to do 

soft switching during turn-on time so as to eliminate Ps,on  

losses that are 16W in this study [13]. 

 A MOSFET that has lower conduction resistance can be 

selected so as to reduce Ps,on losses that is 1.61W in this 

study and also this MOSFET can be parallelled even if less 

conduction losses are desired.  

 A new capacitor that has more capacitance can be replaced 

with the used 420V, 420μF capacitor that has 10.22W 

losses, thus voltage ripple and ESR can be decreased. 

Moreover, this capacitor can be parallelled in order to have 

less capacitor losses, but this also reduces the power density 

of system. 

 To get rid of the bridge rectifier losses which are 9.22W, 

bridgeless PFC topology can be used, but this leads to 

increase in the EMI level and thus volume of EMI filters. 
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Abstract— Nowadays, there is an increasing demand for indoor 

positioning systems as services based on location are very 

important in mobile applications. Since Global Positioning System 

(GPS) makes only outdoor positioning successful, there is a need 

of new approaches for indoor positioning systems.  Some 

techniques on indoor positioning systems have been proposed in 

this scope, but they have not reached to the success of outdoor 

systems in terms of speed, consistency and power management. 

The aim of this study is to develop an indoor positioning system 

using latest Bluetooth Low Energy (BLE) technology. This system 

consists of BLE sensor nodes, a mobile device and a mobile 

application that calculates indoor position by measuring the signal 

levels of the sensor nodes designed. BLE sensor nodes have low 

power consumption and can be powered by a coin battery. Since 

most consumers have a mobile phone today, the system can be used 

easily by installing a mobile application. 

 
Index Terms— Indoor positioning, BLE, CC254x, Bluetooth 

Stack, RSSI.  

I. INTRODUCTION 

N RECENT YEARS, the focus of navigation systems has 

shifted to indoor venues where people spend almost all of 

their free time. These systems can identify people and track 

their indoor position. The scope of these systems notably 

oriented for use in hospitals, malls, museums to monitor people 

and their behavior, to enhance their satisfaction, and to provide 

navigation ability. These systems should provide information 

about location economically and just in time like classical GPS 

navigation. For instance, an intelligent navigation system 

guides patients in hospitals or mobile applications make blind 

people freely discover indoor activities. In other words, an 

indoor positioning system should provide location-awareness 

for mobile device users everywhere. Therefore, this study aims 

to develop accurate and reliable indoor positioning system with 

power consumption. 

This paper is organized as follows: In section 2, the concept 

of indoor positioning system is presented. In section 3, the 

newest Bluetooth technology and its properties are described. 

The developed system is presented in section 4. The 

experimental results for the proposed system are given in 

section 5. Finally, section 6 summarizes the study and presents 

future works.  
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II. INDOOR POSITIONING 

The goal of an indoor positioning system is to make indoor 

locations to be identified by using sensor nodes. This system 

uses specific location information gathered from sensor nodes 

for navigation support. This system could find a possible usage 

in hospitals, universities, museums and shopping malls. Indoor 

location information can be used for navigation, giving 

information about a specific place, collecting customers 

behaves, helping people with limited vision to navigate and 

connecting people who are in close proximity.  

For this purpose, several systems have been developed over 

the last decade. One of them is based on Wi-Fi technology, 

which requires many access points and has lack of accuracy [1]. 

The other developed systems are based on optical, 

electromagnetic and sound waves [2-6]. They have weak 

capabilities and drawbacks [7]. Some of these systems can be 

combined to improve accuracy, which will make the system 

more expensive [8]. 

Since Wi-Fi, infrared and ultra-sound based systems are 

costly and have complex components to be installed, they can 

be considered as unpractical to commercialize [9, 10]. 

Bluetooth Low Energy (BLE) is a new technology that can 

be used for many applications including positioning. BLE has 

basically focused on lowering the battery use and making the 

battery usage up to 10 times lesser than that of the classic 

Bluetooth devices. This specification of BLE gives it a good 

chance to develop a device, which run on a battery without 

charging for years like watches, remote control, and health 

devices. In addition, systems designed based on BLE are 

economical for commercial applications. These systems use 

same key components with classic Bluetooth technology except 

new BLE chipset. This chipset prices are as low as $2 if they 

are bought in quantities of thousands.  There is also an 

assumption that the BLE will be available in 90% of the smart 

phones by 2018. All these factors make the BLE to be a good 

choice for indoor positioning system. 

 

III. BLUETOOTH TECHNOLOGY 

Bluetooth technology gives electronic devices an ability to 

communicate with each other without wires. Bluetooth 

communication uses radio waves within the 2.4 GHz license-

free ISM (Industrial, scientific and medical) band. Classic 

Bluetooth is used for short-range wireless communication 
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between devices in networks where nodes are all mobile. It uses 

79 channels on the 2.4 GHz ISM band with a pseudo-random 

frequency hopping sequence so a master device can establish 

connection with 7 slave devices simultaneously. Although it is 

based on low-cost transceiver microchips and designed for low 

power consumption, its usage and popularity is decreasing 

against Wi-Fi enabled devices. Note that Wi-Fi enabled devices 

have wider range, large list of supported security protocols, 

user-friendly applications and a larger bandwidth. 

Bluetooth Special Interest Group (SIG) who manages the 

Bluetooth specification, lately concerned about these problems 

and gives this technology a fresh direction by introducing BLE. 

BLE differs significantly from others classes. While all wired 

and wireless communications technologies increase their 

speeds, BLE lowers classical Bluetooth 54 Mbps transfer rate 

to 0.3 Mbps. Since Wi-Fi and cable based connection solutions 

are already proved themselves as stabilized and easy to operate 

for mobile devices, Bluetooth class 4 is designed to achieve 

another concept. As its name implies, it uses more less power 

than other Bluetooth standards since peak current not exceeding 

15 mA according to the Bluetooth Core Specification. Small 

amount of data can be transmitted to the host devices without a 

physical master-slave connection. This means low data rates 

can be reached by this technology while a small battery lasts for 

a year [11]. This technology also aims “internet of things” 

concept. Its main objective is to work for a very long time with 

a small battery and to enable devices to work with the internet 

technology where traditionally they have not been able to do in 

so an efficient way.  

 

IV. OVERVIEV OF BLE ARCHITECTURE 

Similar to the older Bluetooth technologies, the latest 

Bluetooth class operates in the 2.4 GHz ISM band but divides 

it into 40 channels. Three of these channels are located between 

the commonly used data channels and used for advertising and 

service discovery. Except within these advertising channels, 

there are also 37 channels for transferring data (Figure 1). 

 

Fig.1. BLE channels, 37 for data transfer (blue), 3 for advertising (green) 
 

According to the Bluetooth Core Specification V4.1, BLE 

implements an entirely new protocol stack along with new 

profiles and applications. As shown in Figure 2, this protocol 

stack consists of two sections. 

 

 
Fig.2. BLE protocol stack architecture 

 

In BLE protocol stack architecture, the controller part is on 

the lowest layer of the stack and responsible of handling 

physical hardware signals. This part captures the physical 

packets in the air band, manages the timing of incoming and 

outgoing packets and controls the physical level data flow. 

The host part of stack consists of application, attribute 

protocol, security manager and L2CAP properties. L2CAP 

provides a communication channel for data services between 

host and controller parts. The L2CAP encapsulates data for the 

upper service layers. The generic access profile (GAP) is 

responsible for handling device discovery and connection 

related services. It gives the ability of implementing different 

Bluetooth modes like advertising, scanning, etc. to the 

application layer. The security manager (SM) provides AES 

(Advanced Encryption Standard) 128-bit encryption engine to 

be used in authentication, pairing and key distribution. The 

attribute protocol (ATT) makes a decision about the role of the 

device. These roles can be master/slave or server/client. 

Another component is the generic attribute profile (GATT) 

which is a service framework and responsible for describing the 

sub-procedures of ATT. It interfaces the application layer to the 

application profiles. Each attribute profile directly 

communicates with the specific application and provides data 

formatting for this application. 

In this study, we focus on Texas Instruments’ CC254x BLE 

stack that offers different system design options to the 

developer. In this evolution platform, a system application can 

be combined with Bluetooth stack or the application can run in 

the separate processor called network processor (Figure 3). In 

the first option single chip is used for application and BLE stack 

operations. In the second option, a network processor chip is 

used in addition to BLE stack chip. These separate units 

communicate with each other using their serial interfaces. The 

single device configuration has advantages like hardware cost 

and energy efficiency. This design concept uses only one chip 

for Bluetooth radio and application layer. While this method 

does not have additional communication procedures, system 

performance is better than previous one. It also consumes less 

power than the network processor configuration since the 
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system can support sleep mode and does not require additional 

processor. 

 
Fig.3. BLE protocol layers of the TI CC254x, left: single device 

configuration, right: network processor configuration 
 

V. DEVELOPED SYSTEM 

Generally, developers use different type of BLE stacks for 

different types of applications. However, in this study, Texas 

Instruments’ CC254x BLE stack is used because it uses less 

energy and has lower system cost due to single device 

configuration. Since it has build-in 8051 processor for 

applications, our system is more efficient and reliable than 

network processor based ones. Several Texas Instruments 

CC2540 BLE chipset based nodes are placed indoor locations 

for covering entire test area and embedded software is 

developed to use them in these nodes. This software simply 

makes chip to advertise its identification information by using 

BLE’s advertising channels. Also, there is a mobile application 

developed to for mobile phones. This software identifies nodes 

and calculates mobile phone’s absolute indoor position by using 

this information. 

 

A. BLE advertiser node 

BLE advertiser node’s hardware does not contain expensive 

active parts. Leading role belongs to Texas Instruments’ 

CC2540 SOC (System On Chip). Some antenna logic and 

passive components are used to complete the circuit. While 

SOC responds to voltage range 2V to 3.6V, there is no need for 

power circuitry except decoupling capacitors.  

This design consists of two crystals (XTAL1: 32 MHz and 

XTAL2: 32kHz) as clock source while 32kHZ is used only 

when device is sleeping. This is also a key point for making 

device more energy efficient (Figure 4, Figure 5). 

A BLE device can operate in 4 basic modes. These modes 

are master device mode, slave device mode, advertising mode 

and scanning mode. Master and slave device modes need 

pairing each other and a connection link has to be done before 

the communication between two devices. 

 

 
Fig.4. Ble advertiser node prototype 

 

 

 
 

Fig.5. BLE advertiser node prototype 
 

While using master/slave modes requires more time to 

communicate, our developed nodes use advertising mode, 

which does not need to be connected. To give periodically 

identification information of device by using BLE advertising 

channels, developers should use advertising mode. The devices 

that are in scanning mode can gather this information. While 

using master/slave modes requires more time to communicate, 

our nodes use advertising mode and not connected. Developed 

software uses the BLE software development kit that is 

supported by manufacturer’s BLE stack. The entire BLE 

protocol stack that is provided by Texas Instruments used as is. 

All software structure is build around Operating System 

Abstraction Layer (OSAL). The OSAL is not an actual 

operating system (OS) in the traditional sense, but rather a 

control loop that allows software to setup the execution of 

events. In every loop a list of tasks is executed. These tasks are 

grouped as The Hardware Abstraction Layer (HAL), Human–

computer Interaction (HCI), Generic Access Profile (GAP) and 

application. HAL tasks can be checking push buttons, turning 

on/off LED’s, performing communication routines. We use 

HAL tasks for only checking battery level of device. HCI tasks 

are used as given by the BLE Protocol Stack. GAP task is 

responsible of setting device’s role, preparing advertising data, 

setting initial advertising value, setting advertisement type and 

setting advertising interval. The functionality of the GAP layer 

is designed to make our node work as non-connectable 

broadcaster. We use application tasks for only packaging 

advertisement data and updating it periodically. 
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Fig.6. BLE advertiser node embedded software flow chart 

 

HAL of the CC254x provides an interface of abstraction 

between the physical hardware and software. This development 

layer is like kernel drivers in Linux operating system and makes 

developed code more flexible and versatile. If a hardware 

change is done, only HAL code modification is enough to 

handle this; protocol stack or application code modification is 

no longer needed (Figure 6). 

We also prepared a special advertisement packet format for 

this work. This advertisement data format consists of five 

pieces: data length application signature, software revision, 

battery level and a unique ID. Unique ID is also divided into 

four two-byte long pieces: Building ID, Floor ID, Region ID 

and Sensor ID. Data length is always “0E” since our data packet 

is 15 bytes long. Application signature is 4 bytes long and is 

selected as “22, DE, 05, 37”. And a byte is reserved for each 

software revision and battery level fields. Software revision is 

constant value and determined by the developed firmware. 

Battery level is a living value and updated periodically during 

advertisement. Unique ID field is prepared specifically for this 

application and consists of Building ID, Floor ID, Region ID 

and Sensor ID sub fields (Figure 7). Firmware has to specify all 

the nodes unique. This is important for identifying each node 

separately and calculating indoor location. 

 
Fig.7. Format of BLE advertisement data 

 

B. Mobile application program 

Scanning mode is used in our mobile application program to 

capture advertisement packets, which are seeded by our BLE 

advertiser node. The BLE advertiser node starts in Advertise 

Mode and sends advertisement packet. 

As shown in Figure 9, all BLE advertiser nodes have a unique 

AdvData value.  Captured packet structure consists of Access 

Address, which is always 0x8E89BED6 and 4 bytes long. 

Advertisement PDU Type is ADV_NON_CONN_IND and 

Advertisement PDU Header shows that PDU-Length is 21 

bytes long. Advertisement unique MAC address and 

Advertisement Data are 6 bytes and 15 bytes long, respectively.  

Advertisement data can be used for identifying sensor node. It 

can identify (28)8 unique nodes. CRC value, 3 bytes long, is 

calculated by using previous fields. Calculated RSSI level is 

also added to packet by BLE stack.  

Application program uses a background scan engine that 

extends AsyncTask class. Scan engine captures advertising 

packets from nearby nodes and stores their UID, RSSI, MAC 

information in local storage with a timestamp as shown in 

Table. 

Then, another background engine calculates mobile phone’s 

latest location by using Trilateration method. The basic 

principle of Trilateration method is that an unknown location 

(E1) is calculated by using known locations (A, B, C) and signal 

strength (R1, R2, R3) as shown in Figure 8 [12]. 

 

 
Fig.8. Trilateration method 
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Fig.9. Scan dump of BLE advertiser node 

 

Sensor node positions (X1,Y1), (X2,Y2) and (X3,Y3) are 

known values and radius values of circles R1, R2, R3 are 

represented RSSI values. Then, approximate position of E1 

point can be calculated by using these parameters [13, 14]. This 

location information is shown by the application interface in a 

preloaded indoor map. Since there are building, floor and region 

information in UID field, these UID fields can be associated 

with discrete floor plans. 

C. Reliability of the measurements 

The measured signal level values, like all radio-enabled 

systems, vary over time depending on the crowd and device’s 

antenna position.  
 

 
a) Test point X1=600cm Y1=600 

 

 
b) Test point X2=400cm Y2=400cm 

 
c) Test point X3=600cm Y3=400cm  

Fig.10. Test results 

 

 

In general, the highest RSSI value that could be measured by 

the scanner engine is –20dB. This value is gathered by placing 

a node as close to mobile phone as possible. The lowest RSSI 

value that could be read is –96dB. The scanner engine ignores 

the values that are out of these bounds. 

To get better results a field study was conducted. Almost two 

thousand measurements were taken for each test points to 

calculate the indoor positions by using the RSSI values and 

trilateration method. The data set for three test points each on 

different floor of building are shown in Figure 10.  

VI. CONCLUSION 

In this paper, an indoor positioning system is proposed that 

consists of BLE advertising nodes and a mobile application 

program. The program has three parts as scan engine, 

trilateration processor and a graphical user interface. The 

advertising nodes are developed with Texas Instruments’ 

CC2540 Bluetooth Low Energy chip. These nodes are battery 

powered and act standalone. There is no physical connection 

between mobile phone and BLE nodes. RSSI signals are used 

to calculate estimated location of mobile phone. Since BLE 

nodes are designed to act as an advertiser, there is no need for 

master-slave connection or link. This also makes this system 

usable by unlimited mobile phone users simultaneously.  

Distributed BLE advertiser nodes (at least three nodes), 

which can be identified by the application, are placed in a 

building for the concept of the designed system. By using the 

designed system, several measurements were done. The number 

of nodes can be increased to improve the sensitivity of the 

system. Also, triangulation formula can be extended for this 

purpose.  

We have not offered a calibration scheme for this system 

since BLE advertisement nodes are identical. However not all 

mobile phones are the same. A calibration can be performed for 

all mobile phone brands and these calibration parameters can be 

used by the mobile application for specific brand. 
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Abstract— In the world of massive uploaded videos, to be able 

to cover the content of a video at a glance becomes a necessity since 

there is no enough time to watch the whole video for an individual. 

Looking at frames of different scenes in a video gives a brief idea 

of the content, when each different scene images are listed to be 

checked by the user. In this study, an approach using various color 

palettes is proposed to be able to detect the different scenes of a 

video. In the proposed method, color histogram values of 

sequential frames firstly are calculated. If the difference in the 

histogram values of the pair frames in sequence is over a threshold 

value (percentage of change), scene change is detected. In the 

experimental studies, 3-Bit RGB (Red Green Blue), 6-Bit RGB, 8-

Bit RGB, 9-Bit RGB, 1-Bit Binary, 4-Bit Gray, and 8-Bit Gray 

palettes are implemented over a list of video files and compared. 

In the comparisons of palettes, accuracy, precision, recall, and F1-

Score performance metrics are used. In the performance accuracy 

controls, 6-Bit RGB color pallet with a threshold level value of 

35% has been experimented as the best of all.  

 

Index Terms— Scene change detection, RGB and gray palettes, 

histogram. 

I. INTRODUCTION 

N the recent world of technology, electronic devices and 

social media are able to store huge sized video files where it 

makes searching and finding the required videos harder and 

time consuming. In this case, understanding the content of a 

video just by looking at its name is not considered as a correct 

and efficient way. Also, the meta information of a video might 

be irrelevant with the real content of the video. However, 

tagging method has been initially released as a sole solution. 

But this method brings out two more critical issues. First, if the 

irrelevant tag names were given mistakenly or knowingly, then 

the whole search process would be negatively affected. Second, 

it can be more time consuming. 

 Previously researchers have concluded static and dynamic 

video summarizations under the same field while stationary 

image summarizations provided a small collection of photos 

achieved from video sources.  

Dynamic video summarizations have constructed from 

relatively queued photos and original video’s audio. 
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These two summarization techniques are very different from 

each other, stationary image summarizations dealt only with 

images no need for audio, where dynamic image 

summarizations dealt with images along with audio which 

made it to worked very slowly. 

As it is known video files are made from consecutive static 

images, named as frames. One second of a video file contains a 

certain amount of sequential frames, called as frame per second 

(FPS). The primitive TV broadcasting system releases 24 FPS 

[1] whereas this value is 30 FPS, in so many other video 

formats. In the HDTV it is 50 FPS. The value of FPS with 

interpolation techniques in HEVC (High Efficiency Video 

Coding) types of industries is rising up to 300 and with the 

resolution 8192x4320 pixels [2]. 

Scene change detection using histogram and color palettes is 

an answer to so many questions and challenges which are faced 

in world’s many different sectors such as education sector, 

filming sector and most importantly security sector.  

Internet offers free learning resources but its hectic to find 

the desired video tutorials in seconds. For finding the desired 

video the user is supposed to keep on searching and playing 

each and every video in order to get sure of its content not only 

this method is time consuming but sometimes it ends up without 

a positive result.  

While scene change detection using histograms and color 

pallets allows users to find the desired video in lesser than a 

minute, as the user entered the required information the system 

gives as output the most important frames of the video, so the 

user can check the content and decide. 

Also, scene change detection with histogram and color 

pallets brings an ease in security sector. As an example, let’s 

suppose a 24-hour static camera in front of a grocery shop, in 

case if a thief enters, the camera records it. In a similar case 

finding out the true period of the theft is time consuming.  

In contrast the other scene change detection techniques, here 

the proposed system allows the users to input their recorded file, 

provides the required information as an output the system and 

gives the most important frames. Therefore, the information 

about the incident can be found easily. 

Meanwhile, by using scene change detection with histograms 

and color pallets algorithm many intelligent systems can be 

built. For example, an intelligent camera with static position, 

where if the camera changes its position by any outside factor 

it should be able to compare the initial position’s information 

with the current and turn back to its initial position. 

 This paper contains four more sections. In the second one, 

there is a survey including the related studies. In the third 

section, the details of suggested method will be explained. 

Scene Change Detection using Different Color 

Pallets and Performance Comparison 
F. Bulut, and S. Osmani 
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Before the conclusion section, there are some experimental 

results and performance comparisons of the proposed methods 

II. RELATED STUDIES 

Since video summarization is one of the big questions in this 

field, some previous researches have already proposed some 

methods. Some valuable methods are selected and listed 

chronologically below. 

In 1996, Wolf released a solution for video summarization 

technique, identifying the main frame shots from the video [3]. 

It is preferred to use optical flow computations in order to 

identify local minimum of motion in a shot-stillness. This 

technique allows to discover both gestures and camera motions. 

Results of the effectively summarized shots have showed that 

this algorithm is successfully select many key frames from a 

single complex shot. 

Defaux in 1996 explained an algorithm for summarization in 

which the image is identified in terms of the primitives of the 

scene [4]. In this technique representing of the video dataset in 

fewer bits, compression of files plays a great role. The proposed 

system utilizes a specific decoder to interpolate the frames in 

order to provide a reliable system. 

Hong Zhang and his friends in 1997 released a solution for 

video summarization techniques as its system provided 

methods for temporal segmentation of video sequences into 

individual camera shots, using a novel twin comparison method 

[5]. This method was capable of detecting both camera shots 

implemented by sharp break and gradual transitions 

implemented by special editing techniques, including dissolve, 

wipe, fade-in and fade-out; and content based key frame 

selection of individual shots by examining their temporal 

variation of video contents and selecting a key frame after the 

differences of contents between the current frame and a 

preceding selected key frame exceeds a set of preselected 

thresholds. 

Huang and his friends in 1999 released another solution in 

this filed. They proposed a new technique that aggregates 

motion information and intensity in order to discover scene 

changes in both sudden scene changes and gradual scene 

changes. Two major attributes are taken as the basic 

dissimilarity measures, and self Additionally, they propose a 

new intensity statistics model in order to find gradual scene 

changes. Their experimental studies proved that the proposed 

method had outperformed the previous approaches up to 1999. 

The other researchers, Lee and his friends in 2003 explained 

that video summaries allow condensed representations of a 

video content through a combination of continuous images, 

graphical representations, video segments, and textual 

descriptors [7]. Their framework distinguishes between video 

summaries and video summarization techniques.  

In 2014, in large video collections with clusters of categories, 

Daniela Potapov wrote an article using machine learning 

techniques. He explained that category-specific video 

summarization can produce more accurate video summaries 

than unsupervised learning methods that are blind to the video 

categories [7]. Their approach firstly performed a temporal 

segmentation into semantically-consistent segments providing 

a video from a known category. Then, equipped with a Support 

Vector Machine classifier, this approach assigned some scores 

to each of the segments. The resulting video assembles the 

segment sequences with the bigger scores. Therefore, the 

gained short video summary is highly informative. 

Experimental studies over a list of video files proves that the 

technique gives relevant video summaries. 

Zhang and his friend in 2015 released another technique as 

Multi-video summarization. In this research, the proposal is a 

new summarization method that implements preserves well-

aesthetic frames and video stability. Particularly, a multi-task 

attribute selection is used in order to efficiently detect the 

semantically important attributes. Then, the key frames are 

selected based on their contributions in order to rebuild the 

video semantics. Then, a probabilistic model is suggested to fit 

the key frames dynamically into the video summary [9]. 

Lately in 2017, Wu and his friends has newly proposed a 

scene change detection method especially focused on between 

multi-temporal image scenes. In their research, a novel scene 

change detection method via Kernel Slow Feature Analysis 

(KSFA) is proposed. With the help of post-classification fusion, 

KSFA is used to extract the nonlinear temporally invariant 

attributes for better measure between corresponding multi-

temporal image scenes. The post-classification fusion methods 

are based on Bayesian theory. They have experimented that the 

proposed method increases the accuracy of scene change 

detection, scene transition identification, and scene 

classification. 

In this scene change detection field, different methods with 

their variations are proposed in the literature in the last decades. 

Most of the academic publications in this area stands on the 

empirical studies engineering field whereas few of the studies 

include novel approaches. 

III. PROPOSED METHOD 

Experimental study is performed on a list of selected videos. 

Collected video files which have different types and 

specifications are listed in Table 1. In the list, there are four 

video files whose attributes are as resolution, type, color type, 

aspect ratio (ration in dimensions), FPS (Frame Per Second), 

number of total frames, number of total different scene, 

duration in seconds, and lastly the source which comes from. 

As it is seen, these collected videos which have discrete features 

crate a rich experimental area where different types of pallets 

can be compared. Each video file has different frame per second 

rate. 

In the RGB true color system, the capacity of each of color 

is 8 bits. The combination of the colors represents the picture 

Additionally, in Table 1, the total number of different scenes 

in each video can be seen at the last column. The list has been 

prepared by a human in order to check the performance of the 

implemented methods in the experiments. 

 All the experiments are performed in the MATLAB 

environment [11] on MACOS operating system. The process 

firstly starts step by step with the decomposition of the frames 

in each video files. 

The original resolutions, color system, and the FPS rates of 

the video files in the test list are bigger than normal for a digital 

image video processing operation. 
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TABLE I  
FEATURES OF VIDEO FILES 

 

 

Those given numerical values in the list increase both the 

time complexity and the computational complexity. Hence, 

both the size of the videos and the color bits should be decreased 

for a fast execution. In the empirical studies, some quantization 

techniques are implemented. As it is known, quantization can 

be called as summarization of videos.   

In Table 2, there are 7 different color pallets used for 

quantization techniques. As it is known, color palettes are the 

range of colors used in a visual medium. Also, a quantization 

(summarization) technique is done in bit values of the RGB 

color values [12]. For example, 8-bit value of a color in RGB 

transforms into 2-bit value by deleting the rest of first 2 bits. In 

8 bit colors, the coming numbers after the initial numbers are 

the details and tones of the specific color. The most important 

color codes are accepted as the initial bits in image processing. 

The resolutions of the videos and the FPS rates have 

remained the same throughout the process. It is certain that to 

reduce those values will also decrease the computational time. 

Since this study focuses on the color pallets, these things have 

not changed in the experiments. Probably in further studies, 

these variations can be tested. 

 

TABLE II 

COLOR PALETTES FOR QUANTIZATION TECHNIQUES 

Videos ID Palette name R G B Gray Color Bits Color Status Order Status 

1 3-bit RGB 1 1 1 - 23  = 8 colored order 

2 6-bit RGB 2 2 2 - 26 = 64 colored order 

3 8-bit RGB 3 3 2 - 28 = 256 colored Not-order 

4 9-bit RGB 3 3 3 - 29 = 512 colored order 

5 1-Bit Binary - - - 1 21 = 2 black-white order 

6 4-Bit Gray - - - 4 24 = 16 gray order 

7 8-bit Gray - - - 8 28 = 256 gray order 

 

RGB stands for red-green-blue on a computer display. These 

three basic colors can be combined in various proportions in 

order to obtain any color in the visible spectrum for a human. 

In the combination, each levels of red, green and blue can vary 

from 0 to 100 percent of full intensity. If the total bit capacity 

is 24 of the RGB type, each level is represented by the range of 

decimal numbers from 0 to 255 since 28 = 256. 

A histogram is a specific statistical information that displays 

the frequency of color bits in successive numerical intervals of 

equal size. In common forms of histogram, the dependent 

variable is shown along the vertical axis and the independent 

variable is shown along the horizontal axis. 

The proposed system captures each frame when processing 

on a selected video file. In each frame, the color histogram 

values for Red, Green and Blue are calculated. As an example, 

red, green, blue and RGB histogram values can be seen using 

the Lena picture in Fig. 1, Fig. 2, Fig. 3, and Fig. 4 sequentially. 

Video ID Resolution Category 
Color  

Type 

Aspect 

Ratio FPS Duration 
# of total 

frames 

# of total 

different scene 

1 640×480 VGA 24-bits RGB 4:3 24 32 sec. 24×30=720 5 

2 1280×720 HD Ready 24-bits RGB 16:9 25 60 sec. 25×60=1508 9 

3 1920×1080 Full HD 24-bits RGB 16:9 30 125 sec. 30×120=3602 17 

4 3840×2160 4K 24-bits RGB 16:9 50 58 sec.  50×50=2500 11 

    Total 275 sec. 8330 
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Fig. 1. Red color histogram 

 

 
Fig. 2. Green color histogram 

 

  
Fig. 3. Blue color histogram 

 

 
Fig. 4. Red Green and Blue color histograms 
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B 

Those histogram values of the colors are different from each 

other. But in this example this values are taken from a static 

picture, Lena [13]. In video processing, these calculations are 

done for each frame. It should be emphasized that the histogram 

values continuously change in each frame during the video.  

Basically the algorithm focuses on the changes of color 

histogram values on sequential frames. While the system 

generates histogram chart for each captured frame, the changes 

should be checked in a sequential pair of frames in order to 

detect the scene changes. For example, in a pair of frames, if 

there is a small change in the Blue histogram, it might be that a 

small blue colored ball has newly entered the current scene. If 

there is big change in the histogram rates, that means the 

previous scene has changed.  

How can be the “small” and the “big” changes defined in the 

histogram values? The answer of the question affects the 

accuracy and the performance of the proposed system. The 

answer is the threshold value that compares the differences of 

histogram frequencies between each continuous frame. If the 

total histogram change is bigger than the specified threshold 

value, it means a new scene occurs. If not, it is the same 

repeating scene. 

IV. EXPERIMENTAL RESULTS AND PERFORMANCE 

COMPARISON 

In order to evaluate the accuracy, the system should use some 

basic performance metrics such as True Positive (TP), True 

Negative (TN), False Positive (FP) and False Negative (FN). 

These basic metrics are the basis of other well-known criterions 

such as accuracy, precision, recall, and confusion matrix table 

[14]. 

The proposed software mechanism sometimes detects the 

real scene change. This is called as TP detection. Sometimes the 

system detects a scene change when actually it is not. This is 

called as FP. If the system cannot detect the scene change, it is 

called as FN. And lastly if the system detects any change when 

there is no change, it is called as TN. TN value in this 

application cannot be realized. Because of this, TN will always 

be 0 throughout the experiments. These performance criterions 

of TP, TN, FP, and FN here are newly adapted to this study. 

The TP, TN, FP and FN values are manually calculated by 

watching the whole videos in the list. The TP, TN, FP and FN 

rates are as shown in Table 3. 

 
TABLE III 

TP, TN, FP AND FN VALUES OF PALLESTS OVER VIDEOS 

 Video 1 Video 2 Video 3 Video 4 

 TP TN FP FN TP TN FP FN TP TN FP FN TP TN FP FN 

3-Bit RGB 2 - 4 3 5 - 5 4 10 - 14 7 5 - 4 6 

6-Bit RGB 3 - 2 2 7 - 4 2 15 - 9 2 9 - 3 2 

8-Bit RGB 5 - 1 0 8 - 1 0 17 - 2 0 11 - 1 0 

9-Bit RGB 5 - 1 0 8 - 2 0 17 - 1 0 11 - 0 0 

1-Bit Binary 2 - 3 3 4 - 5 6 5 - 11 12 6 - 4 5 

4-Bit Gray 3 - 3 2 5 - 4 6 10 - 9 7 8 - 3 3 

8-Bit Gray 3 - 4 2 5 - 4 5 11 - 8 6 9 - 3 2 

 

In the experiments, different threshold levels such as 10%, 

20%, 30%, 35%, 40%, and 50% have been tested for better 

performance. 35% level has been experimented as the best of 

all. 

The other performance criterions are accuracy, precision, 

recall, F1-Score, and recall are as follows.  

Accuracy (Acc), more commonly, is a description of 

systematic errors, a measure of statistical bias. The accuracy 

formula is in the Eq. (1). 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝐶𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑎𝑡𝑎

=
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

(1) 

Precision, also called as positive predictive value, is the 

fraction of retrieved instances that are relevant. Precision can 

be calculated using the formula in the Eq. (2). 

𝑃𝑟𝑒𝑠𝑖𝑐𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
=

𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

       

(2) 

Recall, also known as sensitivity, is the fraction of relevant 

instances that are retrieved. Recall formula can be seen in the 

Eq. (3). 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑣𝑎𝑙𝑢𝑒

𝑅𝑒𝑎𝑙 𝑣𝑎𝑙𝑢𝑒
=

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (3) 

F1 Score is the harmonic mean of precision and recall both. 

F1 gives more accurate results than precision or recall because 

it contains these metrics. F1-Score formula is in the Eq. (4). 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =
2

1
𝑃

+
1
𝑅

= 2 ×
𝑃 × 𝑅

𝑃 + 𝑅
 (4) 
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TABLE IV 
ACCURACY, PRECISION, RECALL AND F1 VALUES OVER FOUR VIDEOS 

 

  Video 1 Video 2 Video 3 Video 4 

  Acc P R F1 Acc P R F1 Acc P R F1 Acc P R F1 

3-Bit RGB 0.22 0.33 0.40 0.36 0.36 0.50 0.56 0.53 0.32 0.42 0.59 0.49 0.33 0.56 0.45 0.50 

6-Bit RGB 0.43 0.60 0.60 0.60 0.54 0.64 0.78 0.70 0.58 0.63 0.88 0.73 0.64 0.75 0.82 0.78 

8-Bit RGB 0.83 0.83 1.00 0.91 0.89 0.89 1.00 0.94 0.89 0.89 1.00 0.94 0.92 0.92 1.00 0.96 

9-Bit RGB 0.83 0.83 1.00 0.91 0.80 0.80 1.00 0.89 0.94 0.94 1.00 0.97 1.00 1.00 1.00 1.00 

1-Bit Binary 0.25 0.40 0.40 0.40 0.27 0.44 0.40 0.42 0.18 0.31 0.29 0.30 0.40 0.60 0.55 0.57 

4-Bit Gray 0.38 0.50 0.60 0.55 0.33 0.56 0.45 0.50 0.38 0.53 0.59 0.56 0.57 0.73 0.73 0.73 

8-Bit Gray 0.33 0.43 0.60 0.50 0.36 0.56 0.50 0.53 0.44 0.58 0.65 0.61 0.64 0.75 0.82 0.78 

 

In Table 4, Accuracy and F1 scores are calculated and the 

results are listed using the corresponding formulas over each 

video file. 

Accuracy and F1 score rates are illustrated in bar charts in 

Figure 5 and Figure 6 respectively. In both Accuracy and F1 

metrics, the performance of each color pallets can be examined 

at a glance. 8-Bir RGB and 9-Bit RGB color pallets outperform 

when compared with the others. 

1-Bit Binary image is the worst one, of all. The main reason 

of the failure is the loss of image details. As it is known, the 

binary image contains just black and white information. There 

is not any other color. Hence, the details are disappeared in the 

quantization phase.  

The similar situation to the 1-Bit Binary image exists in the 

gray color pallets. The unsuccessful performance of 4-Bit and 

8-Bit gray level pallets can be seen in Figure 5 and Figure 6. 

According the experimental results increasing the bit number of 

a gray colored pallet will not rise the accuracy level. Thus, it 

can be inferred that red, green and blue color values are very 

important in the scene change detection. 

When compared all the color pallets, the 8-Bit and 9-Bit RGB 

methods give the best performance in detection of scenes. 

Maybe 8-Bit method can be preferred to 9-Bit one because of 

less computational and space complexity. 

 

 

Fig. 5. Accuracy values over videos. 
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Fig. 6. F1-Score values over videos. 

 

V. CONCLUSIONS 

In this project we aim to develop a system which will 

summarize and give content of any lengthy video. This system 

will provide so many efficiencies for the user its aimed to 

improve the performance of searching the content of any video 

with less time consumptions. This proposed mechanism is 

composed of some techniques in order to do the summarization 

and give the content as the system uses color reduction, color 

pallets slow motion detection and the histogram charts. 

Proposed model of summarization can be concluded as the fact 

that best scene change detection can be performed using 8-RGB 

color pallet. The current concern is about saved static videos but 

in further studies this concern might be to develop a real time 

system which summarizes online social media videos. 

Summarization has been an important issue in world of image 

processing so the research field has been worldwide and many 

solutions has been implemented. 
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Abstract— The one of the features of mobile robot control is to 

detect and to identify objects in workspace. Especially, 

autonomous systems must detect obstacles and then revise actual 

trajectories according to new conditions. Hence, many solutions 

and approaches can be found in literature. Different sensors and 

cameras are used to solve problem by many researchers. Different 

type sensors usage can affect not only system performance but also 

operational cost. In this study, single camera based obstacle 

detection and identification algorithm was developed to control 

omni-drive mobile robot systems. Objects and obstacles, which are 

in robot view, are detected and identified their coordinates by 

using developed algorithms dynamically. Developed algorithm 

was tested on Festo Robotino mobile robot. Proposed approach 

offers not only cost efficiency but also short process time.  

 
 

Index Terms—Mobile robot control, object detection, robotino.  

 

I. INTRODUCTION 

ODAY, different kinds of mobile robots are used in many 

application areas  such as defense systems, coastal safety, 

environmental control systems, search and rescue systems, 

space studies, industry applications, ocean research, service 

robotics, and etc[1]. They will have a common usage area and 

be a part of our daily life after Industry 4.0 revolution. In recent 

years, the studies in service robotics have become very popular 

[2]. Service robots can be examined in three subsystems which 

are mobile robotic base, manipulator and sensor systems [1-3]. 

Sensing and identifying objects in dynamic environment are 

very important to develop control algorithms for service robots. 

On this topic, there are many researches in the literature [1-14]. 

There are many studies and researches in the literature on this 

topic [1-14]. Besides, manufacturers keep focusing on to 

develop low-cost solutions. 

Different types of sensors are used for obstacle detection [1-

14]. Especially, LiDAR (Light Detection and Ranging) is used 

extensively in both indoor and outdoor applications [7]. And, it 

is the most suitable sensor for indoor and outdoor applications. 

solutions to decrease the cost for cost-effective applications. 

Another common method for object detection and identification  
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However, using LiDAR in mobile robots increases the cost 

considerably. Manufacturers must find and develop new is 

image processing. In this kind of systems, images captured from 

one or more cameras are processed by a computer (or 

microprocessor-based controller) which is located inside or 

outside of the mobile robot [1]. Various operations are 

performed on processed images to detect objects and according 

to results robot trajectory is re-determined and calculated by 

controller [7-14]. In general, this technique which uses a single 

camera provides significant cost advantages. However, it is 

difficult to process streaming images from camera by using low 

capacity microprocessors [10]. In this study, an object detection 

and identification algorithm is developed using a low-cost 

camera to re-determine and planning of mobile robot trajectory. 

The developed algorithm is tested on the simulation software of 

Festo Robotino mobile robot and the results are examined. The 

paper is organized as follows. In section II, brief information is 

presented for Festo Robotino Mobile Robot (Robotino). In 

section 3, the structure of the developed object detection and 

identification system 2 is presented. The case studies and results 

are presented in section 4. In the last section, the obtained 

experimental results are discussed. 

 

II. FESTO ROBOTINO MOBILE ROBOT 

Robotino is an omni-drive mobile robot platform which is 

produced by Festo [15-16]. It is shown in Fig. 1. Technical 

properties of the Robotino are listed in Table 1. The embedded 

micro-controller of Robotino has ROS (Robotic Operating 

System) and controls wireless communication, sensors, speed 

mode [15-16]. By using the encoder which is inside of 1.72AP 

version embedded software, x-y position and z-orientation can 

be easily obtained. Using the IEEE 802.11g standard, x-y 

coordinates and angular velocity information can be easily 

transmitted to Robotino [15-16]. 

 

 
Fig. 1. Festo Robotino mobile robot platform 
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TABLE 1 

TECHNICAL PROPERTIES OF THE ROBOTINO 

 

Properties Description 

Dimesions 
Radius: 370mm, height:  210mm,  

weight: 11 kg, payload capacity: 5 kg 

Sensors 

9 x Sharp GD2D120 infrared distance 

sensor, 1 x analog inductive sensor, sensor 

integrated bumper, 2 x optical sensors, USB 

web cam 

Embeded 

Controller 

PC104 MOPSlcdVE processor (300MHz, 

SDRAM 64MB, 128MB Compact external 

memory), C++ library, .Net and Matlab 

support, wireless LAN, ethernet, 2 x USB, 

2 x RS-232 

I/O 

3 x output port for omni-drive, 10 x analog 

input (0−10V, 50 Hz), 2 x analog output,  

16 x digital I/O, 3 x relay 

 
RobotinoSim and RobotinoView software which are 

developed by Festo offer simulation environment for Robotino. 

Algorithms, which are validated in the simulation environment, 

can be integrated into the real system. And also, developers can 

develop their own simulation tool and/or control software by 

using Matlab, Visual Studio, Java or C/C++. Robotino support 

these programming platforms. In order to execute the 

commands on the robot, the connection between the robot and 

the computer must be activated firstly. For this, the following 

pseudo-code command lines which is shown in below must be 

run on Matlab and Visual Studio platforms to load and initialize 

the robot-computer and computer-robot data communication 

protocol [17]. “robotinoAPI” and “robotinoIP” parameters can 

be various from Robotino versions [17]. Detailed information 

about Robotino can be found in [15-17]. 
 

bool InitilizeRobotConnection() 

{ bool connection = false; 

 bool l = LoadRobotLibrary(); 

 if (l == true) 

 { describeRobotPath(); 

  loadlibrary( 'robotinoAPI); 

  describeRobotParameters(); 

  CID = SetCommunicationID(); 

 } 

 CID.setAddress(CID, ‘robotinoIP'); 

 if (Connect2Robot(CID)) return true; 

 else return false; 

} 

 

III. OBJECT DETECTION 

Object detection algorithm which is consist of six steps was 

developed by using Matlab. The flow chart of developed 

algorithm is shown in Fig.2. In first step, images which is 

captured from video stream by camera are classified and labeled 

by colors. In the labeling process, each object is expressed as a 

matrix consisting of three main colors as shown in equation (1). 

 

𝑂𝑛 = [𝑅𝑛 𝐺𝑛 𝐵𝑛] (1) 

 

 

((oH > 15) &&  (oW >15))

((oW < 70) && (oH <70 ))

SHOW/TRACK Object

No

No

CAPTURE original view from camera

LABEL Pixels

CONVERT (RGB»GRAY)

BLOB Analysis

DETECT Object

STORE BLOB Position

Start

Stop
 

 
Fig. 2. Flow chart of object detection 

 

In (1), Rn is 80x80 red color matrix, Gn is 80x80 green color 

matrix and Bn is 80x80 blue color matrices, respectively. In the 

next step, the colors of the objects with 16 essential colors in 

the RobotinoSim tool are defined according to the RGB codes 

to be used in the BLOB analysis 18]. RGB → GRAY color 

conversion is performed on the detected image before this 

operation. And then, BLOB analysis is performed on labeled 

sections [18]. The BLOB analysis provides the coordinates, 

width and height information of the objects in the live video 

stream which is separated by sections at first step. The detected 

objects on the live video stream are marked by using "Bounding 

Box" method. This method produces B matrix which is shown 

in equation (2).  

 

𝐵𝑛 = [
𝑥1 𝑦1
𝑥2 𝑦2

𝑤1 ℎ1
𝑤2 ℎ2

] (2) 

 

In (2), where Bn represents an object in bounding box, n is 

the number of detected objects. x1, x2, y1 and y2 represent 

coordinates of the objects on live video stream. h1, h2, w1 and w2 

represent height and weight of the object. The matrix which is 
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shown in equation 3 is obtained from the BLOB analysis.  

𝐵𝑂𝑛 = [0 𝐵𝑛] (3) 

 

BOn is a 4xn matrix where n is the number of detected 

objects. In this way, coordinates, height and width information 

of detected objects are obtained. If the dimensions of the objects 

are in limits which are between 15 and 70 pixels for this study, 

On matrix which is shown in (1) is obtained for each object. On 

matrix is necessary to classify each object by color.  

In the next section, results of experimental studies which are 

performed in simulation are presented. 

 

IV. CASE STUDIES 

Test environment is created by using RobotinoSim 

simulation tool [17] for testing proposed algorithm. The codes 

which is written in Matlab are compiled on RobotinoSim. 

Views of the object detection experiments are shown in Fig.3-

7. For each experiment, robot - computer connection is set and 

tested at the beginning. 

 

 
 

Fig. 3. Detection of yellow object from far position. 

 

 

 
 

Fig. 4. Detection of yellow object from near position. 

In Robotino Sim, basic 16 colors are used to create objects. 

Basic colors are preferred because of using any color filters for 

filtering color tones. Different shapes have been created as 

objects such as cylinder, cube, rectangular parallelepiped etc. It 

is assumed that the test setup is in constant light intensity. 

Figures 3-7 show detection of different objects. Figure 3 shows 

the process of detecting a yellow cylindrical object in the range 

of 15-70 pixels width and 15-70 pixels height in live video 

stream. 

Fig.4 shows the process of detecting a yellow cylindrical 

object when robot is approaching to the object. The choice of 

the range of 15-70 pixels is to limit the reasons for objects to a 

certain size. In this view, changes over and under a certain size 

are automatically filtered. These dimensions can be changed if 

desired. 

 

 
 

Fig. 5. Detection of red object from far position. 

 

 
 

Fig. 6. Detection of red object from near position. 

 

Fig.5 shows the process of detecting a rectangular prismatic 

object with a width size of 15-70 pixels and a height size of 15-

70 pixels in real time. Fig.6 shows the detection of a red square 

prismatic object when robot is approaching to the object. 
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Fig. 7. Detection of green object. 

 

Fig. 7 shows the process of detecting the green cylindrical 

object in the range of 15-70 pixels width and 15-70 pixels 

height during live video stream in the real-time. 

V. CONCLUSION 

In this study, detection and identification of objects in the real 

environment, which is one of the most important topics in 

mobile robot control, have been performed. By using the 

developed algorithm, images which are obtained from a low-

cost single camera are captured and the objects which have 

different colors and shapes in the work space of the robot are 

detected and identified. The main aim of the proposed approach 

is to detect any kind of objects which are in work space of robot 

by using only low-cost single camera without an extra 

equipment. According to experimental results, proposed 

approach provides detection of all objects which are fit in 

determined dimension range in robot work space. And, all 

detected objects are labeled and marked on live video stream. 

By using these steps, robot can easily calculate coordinate of 

each object. Performance of the proposed approach is observed 

during experimental studies. According to our observation 

results, proposed approach is performed with high success rate 

and low calculation time. As a future work, classification of 

detected objects will be done by artificial neural network for 

developing autonomous behavior. 
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Abstract— Ferroresonance is a complex phenomenon that 

involves the association of nonlinear magnetizing inductances and 

capacitances. This nonlinear phenomenon can be initiated in many 

different ways, which makes its characterization very difficult. 

Some recent works have shown how bifurcation diagrams can be 

advantageously used for predicting the phenomenon at its 

different stages and finding safety zones for parameter selection. 

The present work expands the scope of some tools originally 

developed for assessing ferroresonance behavior by means of 3D 

bifurcation diagrams. The main goal of this work is to propose the 

application of parallel computing to speed up the generation of 

bifurcation diagrams. 

 
Index Terms—Bifurcation Diagram, EMTP, Ferroresonance, 

MATLAB, Modeling, Non-linear dynamics, Parallel computing, 

Parametric study. 

I. INTRODUCTION 

ERRORESONANCE normally refers to a series resonance 

that typically involves the interaction of a saturable 

transformer and a capacitive distribution cable or transmission 

line [1]. Due to the involved nonlinearities and the various 

situations that can lead to ferroresonance, it is difficult to predict 

whether it will occur or not, and the severity with which it can 

occur [1]. Traditionally, the analysis of ferroresonance has been 

difficult due to its unpredictability and the lack of an overall 

understanding.  

A roadmap for ferroresonance analysis, going from a system 

modeling to a ferroresonance behavior analysis and prediction 

using bifurcation diagrams was presented in [2].  
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Reference [2] proposed the application of 3D bifurcation 

diagrams for complementing ferroresonance characterization, 

mainly when more than one parameter can significantly affect 

the behavior of the ferroresonant nonlinear circuit.  

The generation of bifurcation diagrams is however a very 

tedious task since a high number of simulations has to be run in 

order to obtain a rigorous representation of the whole 

phenomenon; that is, a complete parametric study of a 

ferroresonant scenario can require thousands of runs. In 

addition, a rather short time step (i.e. less than 10 micro-

seconds) has usually to be considered due to the nonlinearities 

involved in this phenomenon. This means that for a rather small 

system model several days of computer time can be necessary 

for completing the parametric study.  

A simple solution to this problem is the application of parallel 

computing. Indeed, several parametric studies can be 

simultaneously run using a multicore installation to cover the 

whole range of parameter values that are of concern.  

The approach followed in this work is basically that 

presented in [2]; it is based on a MATLAB procedure that uses 

the ATP version of the EMTP to carry out the transient 

simulations: the MATLAB procedure drives ATP within a 

multicore installation and collect the generated information to 

obtain the bifurcation diagram that will characterize the 

behavior of the test system. 

This document has been organized as follows. A short 

summary on ferroresonance characterization is first presented 

in Section 2. The tools developed for parametric studies using a 

multicore installation and the postprocessing tasks that will 

generate bifurcation diagrams are detailed in Section 3. The 

remaining sections are dedicated to present some test cases that 

will illustrate the way in which bifurcation diagrams are 

generated and their usefulness for ferroresonance analysis. 

II. CHARACTERIZATION AND SIMULATION OF 

FERRORESONANCE 

In many scenarios, more than one ferroresonant state is 

possible, and the operation may jump in and out of 

ferroresonance modes depending on switching angle or 

nonlinear circuit parameters. Recorded waveforms 

corresponding to actual events and results from numerical 

simulations have led to the classification of ferroresonance 

states into four different modes [10]: 

 Fundamental mode: Voltages and currents are periodic 
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with a period T equal to the power frequency period. 

 Subharmonic mode: The signals are periodic with a 

period nT that is a multiple of the source period.  

 Quasi-periodic mode: This mode is not periodic and 

exhibits a discontinuous spectrum.  

 Chaotic mode: The signals show an irregular and 

unpredictable behavior.  

Given the difficulties for distinguishing the normal transient 

state from the ferroresonant transient state in a ferroresonant 

circuit, this classification corresponds to the steady state 

 

condition, once the initial transient state is over. 

Ferroresonance can be characterized by using either a 

spectral study method based on Fourier’s analysis or a 

stroboscopic analysis obtained by measuring current i and 

voltage v at a given point of the system and plotting in plane v-

i the instantaneous values at instants separated by a system 

period. The stroboscopic method, also known as Poincaré Map 

[11], can be used to differentiate between ferroresonance states 

(i.e., a quasi-periodic state from a chaotic state). A bifurcation 

diagram records the locations of all the abrupt changes in a 

system signal (e.g., voltage) when a system parameter is quasi-

statically varied.  

The bifurcation diagram is an alternative to traditional 

parametric and sensitivity methods for understanding system 

behavior in ferroresonance analysis. Techniques applied to the 

calculation of a bifurcation diagram may be based on the 

principle of continuation [3], [7], experimentation, or time-

domain simulation [4], [6]. Reference [2] used time-domain 

simulation and an ATP–MATLAB link to obtain both 2D and 

3D bifurcation diagrams. 

If time-domain simulation is used to analyze and predict 

ferroresonance, it is important to keep in mind that simulation 

results have a great sensitivity to models and errors in the 

parameters of nonlinear components. The transformer model is 

probably the most critical part of any ferroresonance study. 

Different models and different means of determining the 

parameters are required for each type of core. Several topology 

transformer models based on the principle of duality have been 

presented in the literature [12] - [16]. By default, the 

transformer model must have an accurate representation of all 

nonlinear inductances of the core, including hysteresis effects 

[17] - [19]. Internal capacitances of the transformer might be 

also considered since they could be crucial in the final 

development of a ferroresonant process.  

Since no standard model is available in any simulation 

package, tests suggested in the literature cannot be always 

performed and no standard test has been developed for 

determining the parameters specified in some models [13], [15], 

so their use is presently rather limited. Although much effort 

has been made on refining models for transformers and 

performing simulations using transient circuit analysis 

programs such as EMTP and like [20], determining nonlinear 

parameters is still a challenge. 

Other components to be considered, besides the transformer, 

are the study zone that must be represented in the model, the 

source impedance, the transmission or distribution 

line(s)/cable(s), and any other capacitance not already included 

from the previous components.  

Source representation is not generally critical; if the source 

does not contain nonlinearities, it is sufficient to use the steady-

state Thevenin impedance and the open-circuit voltage. Lines 

and cables may be represented as RLC coupled pi equivalents, 

cascaded for longer lines/cables. Shunt or series capacitors may 

be represented as a standard capacitance, paralleled with the 

appropriate resistance. Transformer stray capacitances may also 

be incorporated either at the corners of an open-circuited delta 

transformer winding or midway along each winding. 

Since ferroresonance is a nonlinear phenomenon, the 

conditions with which the phenomenon is initiated will have a 

significant impact; therefore, residual fluxes, initial capacitance 

voltages, angles of sources and switches cannot be neglected, 

see [21], [22]. The latter aspect was analyzed in [2] by varying 

the switch angle and the phase shift of the source. Both values 

play a very important role and can decide the final state of the 

ferroresonance and the length of the transient between the 

normal operation and the ferroresonant final state [23]. 

III. PARAMETRIC STUDIES USING A MULTICORE 

INSTALLATION 

A 2D bifurcation diagram records on a plane the locations of 

all abrupt changes experienced by the final operating state of 

the test system while one or more system parameters are quasi-

statically varied [24]. The 3D bifurcation diagram is based on 

the variation of two system parameters, stacking as many 2D 

planes as values given to the second parameter range. The 

implementation of 3D bifurcation diagrams applies the brute-

force method, which consists of repeating time-domain 

simulations followed by frequency-domain sampling of the 

same output to determine its periodicity. The procedures for 

obtaining 2D and 3D bifurcation diagrams were presented in 

[2]. 

Parametric studies required to obtain a bifurcation diagram 

may involve thousands of simulations and take a significant 

amount of computer time. This time can be significantly 

reduced by distributing the tasks among several cores. Fig. 1 

presents a schematic diagram of the procedure implemented in 

MATLAB to run ATP in a multicore environment.  

A template of the input file corresponding to the test case is 

firstly elaborated. This template includes the ATP feature 

Pocket Calculator Varies Parameters (PCVP), normally used to 

perform parametric studies. By means of the MATLAB 

procedure, the PCVP section is varied as many times as required 

to cover the whole range of the first parameter; PCVP is also 

used to vary the second parameter while the first one remains 

constant. The user has to specify the range of values and the 

number of runs for each parameter. 

The diagram presented in Fig. 1 shows a procedure with three 

main parts: (1) data input preparation (aimed at editing input 

files); (2) data handling and generation of plots; (3) conversion 

of simulation results produced by ATP (i.e. the so-called PL4 

files) to MATLAB format (i.e. MAT files). Note the directions 
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in which the information is flowing: the MATLAB code 

generates the final input files, distributes them between cores, 

controls the ATP runs and the data conversion, reads and 

manipulates simulation results once they have been translated 

into in MATLAB code, and finally takes care of the generation 

of bifurcation diagrams. Data conversion and further post-

processing steps of this procedure take advantage of the 

previous developments, used for the work presented in 

reference [2]. For this expanded version, additional MATLAB 

code was needed to edit ATP input files and distribute them 

among cores.   

 

Fig. 1.  Flow chart for a 3D plot implementation.

Another important aspect was the size of the files generated 

by ATP when using PCVP. Since a PL4 file for each 

combination of the two parameters that are varied to obtain the 

3D diagram is needed, the size of the information that has to be 

manipulated is huge (e.g. if every parameter is varied 200 times, 

up to 40000 PL4 files will have to be manipulated). To avoid 

the storage and manipulation of such a quantity of files, the 

simulations are progressively made; for instance, if 200 runs are 

to be controlled from PCVP, the same file is run 4 times and the 

parameter is varied only 50 times within each run. Remember 

that the ultimate goal is to obtain both 2D and 3D bifurcation 

diagrams for ferroresonance characterization. 

IV. 4. CASE STUDIES 

A. Case 1: An Illustrative Example 

The basic circuit of this example is shown in Fig. 2a. The 

circuit is composed of a 25 kV, 50 Hz ideal voltage source, a 

capacitance of 0.1 µF and a saturable inductance (see Fig. 2b) 

paralleled with a resistance of 40 Ω [25]. The shifting angle of 

the voltage source is -90º, being zero both the initial capacitance 

voltage and the residual flux in the saturable inductance. The 

simulation is carried out without introducing any switching 

event. 

Using the above parameters, the resulting voltage in the 

inductor is that shown in Fig. 3a; it can be easily identified as a 

periodic ferroresonant signal. 

Consider now that the value of the resistance is infinite; that 

is, assume a lossless circuit. Fig. 3b shows the new time-domain 

response. Notice, however, that the ferroresonant signal in Fig. 

3b cannot be easily characterized, since it is not possible to 

distinguish between a chaotic and a quasi-periodic mode. 

The 3D diagram elaborated according to the procedure 

proposed in [2] and created by slowly varying Cs (parameter 

K1), from 0 to 1 µF, and Rm (parameter K2), from 0 to 40 kΩ, 

is shown in Fig. 4.  

Cs

+
SRC Lm Rm

 

a)  Diagram of the test circuit 

 

b)  Non-linear inductance characteristic 

Fig. 2.  Case 1: Test circuit. 

 

This plot is basically the same that was previously presented 

in [2]. 

Note that even though ferroresonance is present in almost any 

match Cs-Rm, there are two intervals (i.e., Cs = 0 ÷ 0.2 µF and 

Rm ≤ 10 kΩ) in which the signal is completely damped. Notice 

also that the surrounded light blue area remains below the 

nominal voltage. 

The 3D bifurcation diagram summarizes a parametric study 

and can be used to select design parameters for newer systems 
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and predict beforehand whether in a ferroresonant event the 

values will remain or not in a non-destructive zone. Besides, the 

diagram can be easily applied for analyzing the impact on given 

equipment by indicating in a chosen color (e.g., red color) the 

range of values for which equipment failure could occur. 

 

a) Ferroresonant signal – Lossy circuit, Rm=40 kΩ and Cs=0.1 µF 

 

b) Ferroresonant signal – Lossless circuit, Rm=∞ and Cs=0.1 µF 

Fig. 3.  Ferroresonance (lossless) test circuit. Simulation results. 

 

Fig. 4.  Case 1: 3D bifurcation diagram. 

B. Case 2: Ferroresonant Behavior of a Voltage Transformer 

This study is based on a work presented in [8], and deals with 

a ferroresonance case that involves inductive voltage 

transformers (VTs) in a substation equipped with circuit 

breaker grading capacitors. 

Fig. 5a shows the diagram of the model implemented in 

ATPDraw, based on the BCTRAN model; Fig. 5b shows some 

relevant information for ferroresonant studies. 

The system consists on a 400 kV busline and a branch 

feeding a transformer bank with no residual flux. The cable 

lengths and the grading capacitance of the circuit breaker CB 

are shown in the figure. More information about the test system 

is provided in the Appendix. 

All capacitances are initially discharged, the phase angle of 

the source is 0º and the closing of the switch is performed at t = 

0.3 s. 

A catastrophic incident was reported when the three phase 

breaker (CB) was opened [8]. 

 

a) Diagram of the test circuit 

 

b) Saturation curve of the voltage transformer (VT-S, VT-R, VT-T) 

Fig. 5.  Case 2: Test system. 

The operation left the grading capacitance connected in 

series to the nonlinear inductance of a transformer bank 

connected to the same line. The ferroresonant signal is 

presented in Fig. 6a. After a study aimed at analyzing the 

influence of the value Cs, it was discovered that for a range of 

values the result could be much different, see Fig. 6b. The stray 

capacitance Cs and the grading capacitance Cg are recognized 

as major influence parameters in the ferroresonant system. In 

this example, the values of Cs and Cg are respectively 490 pF 

and 600 pF [8]. 

The 3D diagram depicted in Fig. 7 was again constructed 

following the procedure presented in [2] using Cs and Cg as 

parameters. The z axis gives the per-unit value of the voltage at 

node KZ (phase B), and referred to the source voltage. One can 

easily note that with most combinations of Cs and Cg, the 

resulting mode of ferroresonance will not exceed the 1 p.u. 

value, except for those values of Cs lower than 200 pF, an 

interval that can unfold chaotic mode with voltage values of up 

to 4 p.u. This plot is again the same that was presented in [2]. 

C. Case 3: Ferroresonance in a Five-Legged Transformer 

This case is based on a series of studies conducted in the early 

1990’s and aimed at synthesizing experimental work and 

modeling of five-legged core transformers driven to a 

ferroresonance condition. Originally, the National Rural 

Electric Cooperative Association (NRECA) funded a study in 
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1986 and 1987 to assess the problem on rural electric 

cooperative systems. 

 

a) Cs=490 pF and Cg=600 pF 

 

b) Cs=2590 pF and Cg=600 pF 

Fig. 6.  Case 2: Simulation results. 

 

Fig. 7.  Case 2: 3D bifurcation diagram. 

 

Several reports were released describing overvoltage 

condition problems related to five-legged core transformers 

operating with the grounded-wye connection [26]. This 

situation induced the need to develop a transformer model that 

would efficiently analyze the causes of the phenomenon [27]. 

After some validation work, the problem under study could be 

categorized as a ferroresonance phenomenon [28]. An ATP 

model of a five-legged core transformer was later proposed in 

[29]. That study was aimed at analyzing the ferroresonant 

response of the transformer to changes in the capacitance of the 

cable between the transformer and the source. 

Fig. 8 shows the model implemented in ATPDraw and the 

characteristics of the saturable inductances. More information 

about the test system is provided in the Appendix.  

This case analyzes the effects in the ferroresonance final 

stage provoked by the cable capacitance and the source voltage 

regulation (±10%). Some simulation results showing the 

ferroresonance state in phase A are presented in Fig. 9.  

Since the ferroresonant situation starts along with the 

simulation, the switch between the source and the phase A is 

left open (see Fig. 8), and the initial capacitance voltage and the 

residual flux are set to zero. After running a series of 

simulations it was possible to understand how the capacitance 

value, the switching angle and the source voltage were directly 

affecting the final state of the ferroresonance. Thus, the 

capacitance has been varied from 0 to 30 µF, while the source 

voltage has been varied from 432 to 528 V. All tests were 

carried out assuming a no load condition (represented by means 

of a very high resistance). 

An extensive parametric study has been again resumed using 

the 3D bifurcation diagram; the diagram has been obtained from 

90000 runs. Fig. 10 show the resulting 3D diagram for the 

source voltage variation. From this plot it is possible to easily 

locate those potentially destructive zones as well as zones 

where the oscillation peaks are harmless for equipment and 

protections (i.e. they are not higher than 0.5 p.u.). 

V. AN EXTENSION OF BIFURCATION DIAGRAMS 

An extension of the bifurcation diagram can be made by 

introducing the idea of a 4D diagram, which may consist of 

varying three individual parameters and collecting the voltage 

peaks resulting of the induced ferroresonance. The peaks 

selected are then colored according to its severity; this may 

enhance the map by avoiding the use of an axis representing the 

peaks. The example selected to illustrate the advantage of a 4D 

diagram is based on the first case study presented in Section 

IV.A. The parameters to be evaluated are: resistance Rm, 

capacitance Cs, and the power source variation (±10%).  

The “fourth axis” is the colored range given to the output 

voltage. Fig. 11 shows the resulting map. Dark red areas 

represent zones with ferroresonance peaks above twice the 

rated value. 

 

a) Diagram of the test system. 

Fig. 8.  Case 3: System model in ATPDraw. 
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b) Saturation curve of the inductance L1 

 

c) Saturation curve of the inductance L2 

 

d) Saturation curve of the inductance L3 

 

e) Saturation curve of the inductance L4 

Fig. 8.  Case 3: System model in ATPDraw (cont.). 

 

a) Shift angle = −90º, Capacitance = 15 µF, Source voltage = 480 V 

 

b) Shift angle = −90º, Capacitance = 10 µF, Source voltage = 440 V 

 

c) Shift angle = 0º, Capacitance = 25 µF, Source voltage = 500 V 

Fig. 9.  Case 3: Phase A – Some ferroresonant signals. 

 

Fig. 10.  Case 3: 3D bifurcation diagram. 

 

To facilitate the interpretation, the map can be separated in 

sub-plots containing the range of values of interest. Fig. 12 

introduces the section of the map for those peaks colored in red 

and corresponding to the highest ferroresonance voltages. 

VI. CONCLUSION 

Parametric studies can be very useful to detect parameter 

ranges of concern in some transient phenomena. The CPU time 

required to carry out some of these analyses can be too long, 

mainly if a short or very short time step must be considered and 

a high number of runs is necessary to cover the full range of 

parameter values.  
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Fig. 11.  Case 1: 4D bifurcation diagram. 

 

Fig. 12.  Case 1: Selected segments of the 4D bifurcation diagram. 

 

An efficient option is the usage of a multicore installation 

where the runs are shared among the cores. The work presented 

here is based on a previous work that proposed 3D bifurcation 

diagrams as a technique for a good comprehension of the 

behavior of a power system while driven into a ferro-resonant 

state. This technique can also be used to establish the roadmap 

of a hypothetical ferroresonant situation, pointing the safe zones 

in which the parameter under study should be selected.  

This paper has presented the application of a parallel 

MATLAB procedure for creating bifurcation diagrams that can 

characterize ferroresonant situations. Since the reduction of the 

simulation time is obviously proportional to the number of 

cores, some studies can easily become affordable by using a few 

dozens of cores. Some useful information about the cases 

studied in this paper is provided in Table I. In order to 

understand the advantage of this approach it can be mentioned 

that all the cases studied here required several days of single-

CPU time to obtain all the information needed for creating the 

corresponding 3D plot. The 4D map has been obtained after 

125000 simulations and contains up to 6125000 points. The 

total simulation time was around 6 hours.  

It is important to point out the factors influencing the 

duration of the total simulation time, which are: The amount of 

simulations, individual simulation time and the integration time 

step. 

Finally, it is important to emphasize the influence of the 

transformer model on the results and therefore the bifurcation 

diagrams obtained with the present methodology. Reference 

[30] shows that for single-phase transformers an accurate 

ferroresonance study can only be carried out when the saturable 

cores are represented by means of a hysteretic core. All case 

studies presented in this paper were carried out by using a non-

hysteretic representation of transformer cores; therefore, results 

presented here should be used with care. 
 

TABLE I.  

SIMULATION TIMES-50 CORES 

Test 

Case 
Parameters Tmax 

Time 

step 
Runs 

CPU 

time 

1 
Rm: 0 ÷ 40 kW; 

Cs: 0 ÷ 1 mF 
1 s 1 μs 200×200 6031 s 

2 
Cs: 0 ÷ 1 F; 

Cg: 0 ÷ 1 F 
8s 

10 

μs 
200×200 8621 s 

3 
V: 432 ÷ 528 V; 

C: 0 ÷ 30 mF 
1s 1 μs 300×300 35558 s 

APPENDIX 

A. Case 2 – Main Parameters 

Power source (ideal): L-L Voltage = 400 kV; Frequency = 

50 Hz. 

Cables: They are represented by constant-parameters PI 

models. Their lengths vary between 3 and 12 m. 

Circuit breaker: It is represented by a grading capacitance, 

Cg, with variable value. 

Voltage transformers (VTs): Main characteristics 

 Single-phase three-winding transformer  

 Ratings: 400/0.1/0.033 kV, 0.1/0.1/0.05 kVA. 

 Short-circuit test values: Zsh,1w-2w = 13.46 %, Zsh,1w-3w = 

20 %, Zsh,2w-3w = 20 %. 

 No load test losses: Rm = 182 MW. 

 Saturation curve shown in Fig. 7. 

Stray capacitance (Cs): Variable value. 

B. Case 3 – Main Parameters 

Power source: L-L Voltage = 230 kV; Frequency = 60 Hz; 

Per phase short-circuit impedance = 0.2116 W + j4.3801 W. 

Bus-line B1-B2: Per phase values are as follows 

Line Filter 1: R = 2.17 W; X = 16.72 W; C = 0.938 mF. 

Line Filter 2: R = 1.84 W; X = 16.74 W; C = 1.31 mF. 

Bus-lines interconnections: They are represented by a PI 

arrangement of capacitances with the following values 

Series capacitance CY = 0.001108 mF. 

Parallel capacitance C = 0.005316 mF. 

Circuit breaker: It is represented by a grading capacitance, 

Cg, with variable value. 

Bus-line A1-A2: It is represented by a stray capacitance, Cs, 

with variable value. 

Voltage transformers (V13F, V33F): 

 YNyn0 three-phase two-winding transformers 

 Rated voltages: 230/0.115 kV. 
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 Short-circuit test: Rsh,1w = 7490 W, Xsh,1w = 0.001 W; 

Rsh,2w = 0.0463 W, Xsh,2w = 0.1642 W. 

 No load test (steady state): Current = 0.00478 A; Flux = 

0.38 W-T; Core loss resistance Rm = 9.52 MW. 

 Saturation curve shown in Fig. 12. 

Substation transformer (SST2): 

 YNy0 Three-phase two-winding transformer, grounded 

through a 2.4 W impedance. 

 Rated voltages = 230/4.16 kV 

 Short-circuit test: Rsh,1w = 12 W, Xsh,1w = 322.69 W; Rsh,2w 

= 0.0012 W, Xsh,2w = 0.1056 W. 

 No load test (steady state): Current = 0.02485 A; Flux = 

0.04 W-T; Core loss resistance: Rm = 3.11 MW. 

 Saturation curve shown in Fig. 12. 

Load (connected to V13F and V33F): Per phase values 

R = 163.2 W; X = 0.268 W. 
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Abstract—This study investigates characteristic root 

equivalency relations between commensurate order and integer 

order Linear Time Invariant (LTI) systems. Author introduces 

some useful properties of a special class of commensurate order 

systems, which is called characteristic root equivalency class of 

LTI systems. These properties present potential to facilitate design 

and analysis efforts of this class of commensurate order systems. 

In this sense, straightforward stability checking procedures and 

design approaches for commensurate order root equivalent 

systems of the first and second order LTI systems are 

demonstrated. Findings of the study are validated by illustrative 

examples. 

 

Index Terms— Fractional order systems, characteristic root 

equivalency, stability, design, analysis. 

I. INTRODUCTION 

HERE has been a growing interest for utilization of 

Fractional Calculus (FC) in engineering and science 

problems because of its promises of better describing real world 

objects and phenomenon [1-5]. It was suggested that real world 

objects can be more accurately modeled and analyzed by using 

FC because real world objects do not have to precisely comply 

with integer order system models: Majority of them may exhibit 

fractionalty even at a low degree [1,2,5-10]. The fractional 

order derivative and integration were shown to act upon 

solutions of many problems in physics [6,7,8], thermodynamics 

[9], electrical circuits theory and fractances [10,11,12], 

mechatronics systems [13], chaos theory [14], control systems 

[15,16,17] etc.   

 Linear Time Invariant (LTI) systems have been used as a 

fundamental and substantial modeling tool for theoretical 

analyses of real systems [18]. Extensive researches on LTI 

systems offered well established mathematical background, 

simplified solutions, experimentally proven methods for the 

characterization and analysis of real systems. In these analyses, 

LTI system models can be expressed in many forms such as 

differential equations, state space models and transfer function 

forms [18]. LTI system modeling techniques, system stability, 

observability and controllability issues have been studied 

extensively and applied in engineering problems. 
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 In recent years, fractional order LTI systems have become 

the most underpinning topic of researchers and there are 

extensive researches ongoing for problems of fractional order 

system stability [19-33], identification, implementation and 

computation methods [20]. Nonetheless, rather deepened 

investigations on fractional order LTI system properties are still 

required for better understanding fractional dynamics of real 

world systems. 

 Commensurate order LTI systems are indeed a class of 

fractional order systems, which provides simplification for 

analysis and design efforts because it has a proper expression 

of fractional orders in the form of  k , ...3,2,1,0k  Thus, the 

order fractionality of commensurate order LTI systems can be 

expressed by a single order parameter R . For the integer 

values of order ...3,2,1 , the system turns into conventional 

integer order LTI systems. As known, system behavior and 

model structure strongly depends on root locus of LTI system. 

Investigating effects of fractional order   on root placement 

of characteristic equations on complex plane can be helpful to 

explain connections between fractional order LTI system model 

and integer order LTI system model. 

 This study investigates properties of a special class of 

commeasure order systems. This class of system models has the 

same characteristic root set for different commeasure order (

R ). These systems were referred to as characteristic root 

equivalent systems and the characteristic root equivalency was 

used to establish arithmetical relation between fractional order 

systems and integer order systems [24]. In the current study, 

author addresses some fundamental aspects of characteristic 

root equivalency families of the first and second order LTI 

systems. It is observed that the root equivalency formed by 
order shifts the roots of the characteristic equation in complex 

plane and thus draws a root trajectory with respect to the 

commensurate order  . This trajectory represents root locus of 

root equivalency class of commensurate order systems in 

complex domain and properties of these trajectories can provide 

useful information for system analysis and design. On the other 

hand, characteristic root equivalent systems have complex 

coefficients and this causes implementation complications for 

real-valued systems. In order to transform the complex 

coefficient root equivalent systems into real coefficient 

commensurate order systems, we use complex conjugate root 

addition method. 
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II. METHODOLOGY 

A. Basic definitions 

Characteristic root equivalence family of fractional order 

systems were introduced in [24]. Here, we consider root 

equivalency class of commensurate order LTI systems. 

 

Fractional order characteristic root equivalency: Let’s assume 

characteristic polynomial of a first order LTI system be 

expressed as 0s  in s-domain. For a given fractional order 

R , fractional order root equivalent of this root can be 

defined by 0  s . 

 

Proof: The root of characteristic equation 0s  can be 

solved as s . By applying   power to the both sides of the 

equation s , one can obtain  s . In this case,  -order 

root equivalent characteristic equation can be written in the 

form of 0  s . The transformation of s  into  s  

is called as  -order root equivalency. 

 

Characteristic root equivalent commensurate order systems: 

Let’s consider commensurate systems in its simple state space 

form AXX )( . For a given fractional order 0  and 

integer order characteristic polynomial 



n

i

i
ss

1

)()(  , 

where 
1

 ,
2

 ,
3

 …,
n

 , Zn  are complex roots of system, 

after applying 
 
i

s   transformation to all roots of )(s , 

-order root equivalent commensurate order polynomial family 

of the integer order characteristic polynomial is defined as 









 



 ZnsAIs
n

i

iC
)2,1()1,0(:)()det(

1

 
. 

 

B. Effects of fractional order root equivalency 

 In this section, we study root equivalency of the first order 

LTI systems. In further sections, we extent our analyses on root 

equivalency to second order systems. The first order LTI 

systems establish the most basic form of root equivalent 

fractional order systems.  

 Let consider a commensurate order LTI system, defined in 

form of )()()( tKutvxx 
, where  )(tu  and )(tx  are input 

and state of the system, respectively. The system output was 

assumed as )()( txty   and a zero initial state ( 0)0( x ) is 

used for the sake of computational simplicity. The transfer 

function of the first order LTI system for 1  is expressed in 

general form as, 




s

K
sT )( .         (1) 

Characteristic polynomial of the system )(sT  can be obtained 

as )()(  ss . By applying  order root equivalency 

mapping to the root by  s , the  -order root equivalence 

system family of )(sT  can be written as, 


 jeMs

K

s

K
sT





)( .    (2) 

 In equation (1), the root of )(s  is written in the complex form 

as  jMe  , where M  is magnitude and   is angle of 

complex root, respectively. For the real coefficient first order 

LTI systems, root angle   takes two values:    radian for 

stable systems and 0  radian for unstable systems. One can 

write the  -order root equivalent of     in the complex form 

as  jeM . This reveals the following fundamental 

property of the  -order root equivalency in complex plane: 

 

 (i) Nonlinear scaling of root magnitude: Due to  s  

transformation, root amplitude is scaled by the power of R

. In other word, the root magnitude goes from  M  to M .(
MM  ). (i) If 1  then MM  , and (ii) if 1  then 

MM   as illustrated in Fig. 1. 

 

(ii) Linear scaling of root angle: Due to  s  

transformation, root angle is scaled proportional to the order 

. In other words, the root angle goes from   to  . (  

). (i) If 1  then    and (ii) if 1  then    as 

illustrated in Fig. 1. 

 
TABLE I.  

EFFECT OF  -ORDER ROOT EQUIVALENCY ON THE COMPLEX 

ROOTS 

 Integer order  -order Effect 

Magnitude M  M  Nonlinear scaling 

of root magnitude 

Angle     Linear scaling of 

root angle 

 

  

 Table 1 summarizes effects of  -order root equivalency on 

the complex roots. These effects in the root locus is referred as 

to root equivalency shifting with the  -order. Fig. 1 illustrates 

this root shifting effect for a stable first order LTI system, which 

occurs in clockwise direction for 1  and counterclockwise 

direction for 1 . The root angle takes discrete angle values, 

  ,0  for a first order LTI system. The root of first order 

LTI ( 1 ) is reel for real coefficient first order transfer 

functions.  However, for root equivalent fractional order 

systems, root angle takes continuous angle values, defined as 

  ,0  for an R  and the trace of shifting root, which is 

 , draws a root equivalency trajectory, which depicts root 

locus of root equivalency family in the complex plane.  

 Effects of fractional order on system stability and the first 

Riemann sheet were discussed in detail in Ref [1,21-24]. By 

applying mus   transformation to characteristic polynomial of 

fractional order systems, the stability analysis of a fractional 

order system based on the root locus was confined in the first 

Riemann sheet that is defined as the portion of complex plane 

with angle range of mm //   .  
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Fig. 1. A representation of root locus shifting effect for a stable first order LTI 

system  

 

Fig. 2 shows the possible trajectories of shifting roots for 

]1.3,0[  and different root magnitudes ( M ). These 

trajectories are calculated by  jeM  to indicate family of 

root equivalent systems, graphically. As seen in the figure, the 

magnitude M  yields three trajectory types: For  1M  

(expanding trajectory), it follows an expanding circular route 

and the root magnitude increases depending on  . For 1M  

(circulating trajectory), it follows a steady circular route and the 

order   do not change the root magnitude. In the case of 

1M (narrowing trajectory), it follows a narrowing circular 

route and the root magnitude decrease depending on the  . It 

is already known that root magnitude takes effect on the 

response time of a stable system. As magnitude decreases, 

system response is getting slower. 

By considering )sin()cos(  je j   in equation (2), 

one can express the root equivalent family of first order LTI 

systems in the form of 

 

)sin()cos(
)(

 
jMMs

K
sT


 .    (3) 

 

The   order root equivalency mostly generates complex 

coefficient system models from real coefficient first order LTI 

system models due to the fact that first order system has a single 

real root without any conjugate pair with respect to real axis and 

this root moves in a round trajectory without conjugate 

trajectory as illustrated in Fig. 1. 

 

Example: Lets figure out 2.1  and 8.0  root 

equivalence of the first order stable LTI system 
2

1
)(




s
sT . 

By considering 2M  and    radian due to the root 
 je22  , the 2.1  order root equivalent system of 

)(sT  is obtained according to equation (3) as, 

3504.18586.1

1

)2(

1
)(

2.12.12.12.1
jss

sT





  .   (4) 

 

Here, the complex root emerges as 

3504.18586.12)2()2( 2.12.12.12.12.1 jee jj   . The 

magnitude of root is changed from 2 to 2.2974, ( 2.122  ), and 

the angle of root changes from   to 2.1  radian. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. The root locus shifting in the range of 1.30   for root 

magnitudes; 2M  in (a), 1M  in (b) and 8.0M  in (c) 

 

Both magnitude and angle of root increase because of 1
and 1M . Fig. 3 confirms this effect, graphically. 
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For 8.0 , the root equivalency of )(sT  is obtained as 

follows, 

 

0234.14086.1

1

)2(

1
)(

8.08.08.08.0
jss

sT





     (5) 

 

Here, 0234.14086.12)2()2( 8.08.08.08.08.0 jee jj   . 

The magnitude of root is changed from 2 to 1.7411 ( 8.022  ) 

and the angle of root changes from   to 8.0  radian. For 

1 , magnitude and angle of the root decrease. Fig. 3 shows 

this effect, graphically. 

Fig. 3 illustrates possible root equivalency trajectories of the 

first order systems )2/(1)(  ssT  and )5.0/(1)(  ssT  in 

the range of 20  . The root trajectories in the figure 

demonstrate that the system model has single complex root 

without a complex conjugate. Practically, it is difficult to 

implement transfer functions containing complex roots without 

its conjugate pairs. One see that, for 0 , all trajectories 

converge to one. For 0 , type of root equivalency trajectory 

of the system (narrowing, circling or expending trajectories) 

depends on the magnitude of the root ( M ).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 3. The root locus shifting of stable first order LTI systems in the 

range of 20  . The outer trajectory is for )2/(1)(  ssT  and 

the inner trajectory is for )5.0/(1)(  ssT  

 

C. Root addition for complex root conjugating of 

commensurate order equivalence of first order LTI Systems 

System designers may question whether it is possible to derive 

a real coefficient commensurate order system from the first 

order LTI systems by using  -order root equivalency so that 

realization of complex coefficient systems is a complicated 

problem for practice. Previously, to carry out implementation 

of complex-order systems, several studies have addressed the 

implementation problems of complex coefficient transfer 

functions. To obtain real valued outputs from complex-order 

systems, conjugated-order system concept were introduced 

[34,35].  

 In this section, we benefit from a similar perspective, which 

involves complex conjugate root addition to system model in 

order to transform a complex coefficient root equivalent system 

into a real coefficient commensurate order systems. This 

method increases root counts of characteristic equation from 

one to two because of ))(()( *


  sss , where 

 jeM *  represents the complex conjugate pair of 
 jeM . Thus, this additional conjugate root allows real 

valued outputs from the system model. With the complex root 

conjugating, equation (3) expand to the model of real 

coefficient   commensurate order system as follows. 

 

))sin()cos(

))(sin()cos((
)(








jMM

sjMMs

K
sT




   (6) 

 

When this equation is arranged, one obtains the real coefficient 

commensurate order root equivalent system with complex 

conjugate as follows, 

 


 22 )cos(2

)(
MsMs

K
sT


     (7) 

 

Here, the root angle   can take values of  ,0  so that a real 

coefficient first order LTI system )(sT  has a characteristic root 

only on the real axis. If )(sT  is a stable system, the root resides 

on the left half plane and   . The real coefficient )(sT


 

function expresses a special class for the second order 

commensurate order system that is based on root equivalency 

of first order LTI systems. Previously, some analyses 

addressing the stability of second order conjugate systems were 

addressed in detail by Radwan et al [23]. 

 Let’s investigate effects of   order on the system behavior. 

A discussion on system behavior depending on system pole 

location was previously given by Monje et al. [32]. We 

performed simulations and observed the following remarks for 

root equivalencies of the first order stable LTI systems given by 

equation (7): 

 

(i) For 5.0 , it yields the original first order LTI system that 

is expressed by equation (1).  

(ii) In the case of 5.0 , simulation results indicate that the 

commensurate order root equivalent system with complex 

conjugate can exhibit low rise time step response.  

(iii) In the case of 3/45.0  , simulation results showed 

that the commensurate order root equivalent system with 

complex conjugate yields a slower step response than the 

original first order LTI system. 

(iv) In the case of ..33.13/4  , the root equivalent system 

exhibits oscillating behavior. 

(v) In the case of 3/4 , the root equivalent system is 

unstable. 

 The value of 3/4  defines an upper boundary for 

asymptotical stability of commensurate order root equivalent 

systems that are expressed in the form of equation (7). In order 

-2 0 2 4
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-1
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1
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to obtain an asymptotically stable commensurate order system, 

a sufficient condition of 3/40   should be satisfied in 

system design. (See Property 1 in Appendix for the extraction 

of 3/4  boundary condition). This property allows a 

straightforward solution for testing of the stability of a special 

class of commensurate order systems expressed in the form of 

equation (7). A stability check procedure for a given 

commensurate order system complying with the equation (7) 

can be summarized as follows: 

 

Step 1: By considering characteristic polynomial in the form of 

01

2)( asass  


,find commensurate order   by 

considering orders as k  for 2,1,0k .   

Step 2: By considering the term 
0

a , calculate M  by 

)2/(1

0

aM  . 

Step 3: If 
1

)cos(2 aM 
 for   , the system is a root 

equivalency of a first order stable LTI system. In this case, 

commensurate order root equivalent system is said to be stable 

for  3/4  in accordance with the remark (iii). 

 

 Since the root angle is zero ( 0  rad), the  -order root 

equivalent systems of the first order unstable LTI systems can 

be expressed 


Ms

K

eMs

K
sT

j 



)( . This states that 

 -order root equivalency of the unstable first order LTI 

systems is always real coefficient and unstable for  R . 

(See Proper 2 in Appendix) 

 

D. An extension of root equivalency analysis for the second 

order LTI systems 

In this section, we extent our investigation for root equivalence 

of the second order LTI systems. The transfer function of the 

second order LTI system can be written in general form as, 

))((
)(

21
vss

K
sT





     (8) 

 

The root equivalent characteristic polynomial of the equation 

(8) is written as ))(()(
21




  sss . The transfer 

function of  -order root equivalent commensurate system with 

two roots can be written in the form of, 

))((
)(

21

  


ss

K
sT      (9) 

 

By applying root equivalent transformation to the each root as 
1

11

  j
eMs   and 2

22

  j
eMs  , one can rearrange 

the  -order root equivalent commensurate system as, 

))((
)(

21

21

 jj
eMseMs

K
sT


    (10) 

 

When the roots of second order system are 
*

12

   , it yields 

the real coefficient characteristic polynomial. So, it can be 

possible to find out a   value that makes 

1

 and 

2

 complex 

conjugate pairs. One can obtain the real coefficient 

characteristic polynomial, when conditions of 
21

   and 

)sin()sin(
2211

 MM   are satisfied. A solution to satisfy 

these two conditions can be written as  
21

, 

Z . Here, the first   value making equation (10) a real 

coefficient system model can be found as 
1

/   for 1 . 

Accordingly, real coefficient commensurate order root 

equivalent system can be expressed for 
1

/   and 
21

 
 

in the form of, 




212211

2 )cos()cos((
)(

MMsMMs

K
sT


  (11) 

 

Example: Let's find   values that makes 
34

1
)(

21



ss

sT  

and 
15.0

1
)(

22



ss

sT  a real coefficient commensurate order 

root equivalent systems. 

 

 For )(
1

sT , roots are -1 and -3, which is not complex 

conjugate roots and  
21

 radian. So, 

1//
1

  . There is not any real coefficient 

commensurate order root equivalent system. One should add 

new conjugate roots in a similar way applied for the first order 

LTI systems. 

 For )(
2

sT , roots are complex conjugate pairs as 

 0.9682j  -0.2500  .  In this case, 8235.1
1
  radian and 

1.72298235.1/   . When it is used in equation (11), the 

real coefficient commensurate order root equivalent systems is 

found as, 

12

1
)(

7229.14457.37229.1



ss

sT     (12) 

 

An important remark to notice when the second order LTI 

system is stable, the real coefficient commensurate order 

system with 
1

/   is also stable. (See Property 3 in 

Appendix) This allows checking the stability of the 

commensurate order systems in the form of equation (11) by 

using root equivalence of second order systems as follows, 

 

Step 1: By considering characteristic polynomial in the form of 

01

2)( asass  

 , find   by considering the 

commensurate order in the form of k  for 2,1,0k . 

Step 2: Assume 
*

12

    for real coefficient characteristic 

polynomial. Therefore, suppose 
 MMM 

21
,  /

1
  

and
12
  .  

Step 3: By considering the term 
0

a , calculate M  by 
)2/(1

0

aM 

. 

Step 4: If 
11

)cos(2 aM 
, the system is a root equivalent 

of second order LTI system, and if 
2

3

2
1





 , the second 
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order LTI system is stable and therefore the commensurate 

order system are also stable. 

III. ILLUSTRATIVE EXAMPLES  

Example 1: Let’s find real coefficient commensurate order root 

equivalent of the first order stable LTI system 
2

1
)(




s
sT  by 

applying complex root conjugation addition approach for 

2.1  and 8.0 . 

 If the characteristic root of system is considered in the 

complex form as  jj Mees  22 , one obtains 2M and 

  . For 2.1 , by using equation (7) , one obtains the 

real coefficient commensurate order root equivalent systems of 

)(sT  as, 

 

278.57173.3

1
)(

2.14.22.1



ss

sT      (13) 

 

 

and, similarly, for 8.0 , one obtains the real coefficient 

commensurate order root equivalent systems of )(sT  as, 

 

0314.38172.2

1
)(

8.06.18.0



ss

sT      (14) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

Example 2: Lets 

investigate behavior of complex conjugated commensurate 

order root equivalent systems derived from the first order stable 

LTI system 
3

1
)(




s
sT  for various  . 

When the root of characteristic polynomial of )(sT  is 

considered in complex form,  jj Mees  33 , one obtains 

3M  and   . By applying equation (7), we can obtain 

complex conjugated commensurate order root equivalent 

systems of 
3

1
)(




s
sT  as listed in Table 2. Step responses of 

these systems are shown in Fig. 4. The step responses in the 

figure confirm system behavior corresponding to values of  , 

which are explained in the section 2.C. 

 
TABLE II.  

COMPLEX CONJUGATED COMMENSURATE ORDER ROOT 

EQUIVALENT SYSTEMS FOR VARIOUS   

  
Commensurate Order Root Equivalent 

Systems 
Remarked Item  

0.3 
9332.16354.1

1
)(

3.06.03.0



ss

sT  (ii) 5.0  

0.5 
3

1
)()(

5.0



s

sTsT  (i) 5.0  

0.9 
2247.71126.5

1
)(

9.08.19.0



ss

sT  
(iii)

3/45.0   

333.1  
7208.183267.4

1
)(

3509.17018.23509..1



ss

sT  (iv) 3/4  

1.4 
674.218773.2

1
)(

4.18.29.0



ss

sT  (v) 3/4  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

We observed from step response simulation results that for 

5.0 , the step response of commensurate order root 
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Fig. 4. Step responses obtained for commensurate order root equivalent systems, which are listed in Table 2  

 

http://www.bajece.com/


ALAGOZ: A NOTE ON COMMENSURATE-ORDER CHRACTERISTIC ROOT EQUIVALENCY CLASS OF LINEAR TIME 
 

 

 

Copyright © BAJECE                                                               ISSN: 2147-284X                                                                http://www.bajece.com 

 

92 

equivalent systems is faster than the first order integer order LTI 

system.  For 5.0 , the step response of commensurate order 

root equivalent system is slower than the first order integer 

order LTI system. Another noteworthy point should be 

emphasized that, ..33.1  yields oscillations due to root 

placement on the stability boundary. More comprehensive 

discussions on sinusoidal oscillation condition of fractional and 

integer order systems was given in [22,23]. 

 

 

Example 3: Let us check whether the commensurate order LTI 

system  
4932.34171.11

1
)(

1.12.2 


ss
sG  is stable?  

 

Lets apply the steps of stability check procedure given in 

previous section. 

Step 1: Due to terms of  2.2s , 1.1s and 0s , one finds 1.1 . 

Step 2: Considering 
)2/(1

0

aM  , then, one calculate 

5)4932.34( 2.2/1 M .  

Step 3: Considering 
1

)cos(2 aM 
 for    radian, one 

calculates 
1

1.1 171.11)1.1cos(5.2 a . This confirms that 

)(sG  is the root equivalency of the stable LTI )5/(1 s . 

Step 4: In this case, since 3/41.1  , the system )(sG  is 

stable.  

In order to validate this result, we demonstrate the step 

response of  )(sG  in Fig. 5(a) and root locus in the in the first 

Riemann sheet in Fig. 5(b) to apply Radwan stability test 

procedure [23]. Radwan stability test procedure is essentially 

based on Matignon’s theorem [21]. This procedure applies 
mus   transformation to characteristic polynomial and 

investigates root angle of expanded degree integer order 

polynomial on the first Riemann sheet. After applying 10us    

to characteristic equation 49.34171.11)( 1.12.2

1.1
 sss , one 

obtains 49.3417.11)( 112210

1.1
 uuu  . If any root angle ( ) of 

satisfies 20/20/    in the first Riemann sheet, 

Radwan procedure suggests us that the system is unstable. Fig. 

5(b) shows root locus of )( 10

1.1
u  and it confirms stability of the 

system so that roots are out of instability region defined by 

mm //   . The roots are indicated by blue stars in Fig 

5(b). In some cases, this test procedure introduces high 

computational complexity. For instance,  if 111.1 , one 

need to apply 1000us   and calculate root angles of  the 

polynomial )( 1000

111.1
u . Accordingly, amount of digits in 

fractional part increases computational complexity, 

significantly. One of the advantages of root equivalency 

analyses may appear in such cases. If commensurate order LTI 

system is a member of root equivalency class, it can 

significantly reduce computational complexity in stability 

analyses.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 
 

 

 

Fig. 5. (a) Step response of )(sG  and (b) the root locus showing that )(sG  

system is stable according to Radwan stability test procedure 

 

Example 4:  Lets design an oscillating response from the root 

equivalency family of the commensurate order system that was 

analyzed in the previous example.  

In order to provide oscillation of 
4932.34171.11

1
)(

1.12.2 


ss
sG , 

which is a member of the root equivalency class of the function 

)5/(1 s  for 5M  and    radian as shown in previous 

example. Here, one configures ...33.13/4   for oscillating 

behavior. By using equation (7), one obtains transfer function 

of oscillating commensurate order root equivalent system as, 

 

8295.743063.8

1
)(

3406.16812.2 


ss
sG    (15) 

 

We used step function proposed in [33] to numerically calculate 

step responses in this study. Fig. 6 shows oscillating behavior 

of the system. As ...33.13/4  is an infinite decimal 

number, it cannot be exactly implemented and calculated in 

digital systems. Therefore, the finite decimal implementation of 

...33.1  can result in an unbalanced oscillation as shown in 

Fig. 6. 
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Fig. 6. Step response showing oscillating system behavior 

Example 5: Let’s find the x  coefficient that makes 

777.9

1
)(

91.082.1 


xss
sG  function a root equivalence class of 

a first order LTI system. 

 

It is apparent from 82.1s  and 91.0s  that the   order of the 

system is 0.91 and we calculate the magnitude as 

5.3)777.9( 82.1/1 M  by considering 777.92 M  according 

to Equation (7). In this case, the function )(sG  can be the root 

equivalence of the first order LTI system )5.3/(1 s . We can 

calculate 0053.6)91.0cos()5.3.(2)cos(2 91.0  Mx  

for 91.0 and   .  

 

Example 6: Let’s check stability of 

7423.833022.18

1
)(

2754.25508.41



ss

sG  and 

0047.129296.6

1
)(

5442.10884.32



ss

sG   by using root 

equivalent class of second order LTI systems. 

By applying stability check procedure for )(
1

sG , 

Step 1: Due to terms 5508.4s , 2754.2s and 0s , one finds 2754.2
. 

Step 2: The root angle is 3807.12754.2//
1

   

Step 3: Considering 
)2/(1

0

aM  , then, one calculate 

6458.2)7423.83( 2754.2/1 M .  

Step 4: Considering 
11

)cos(2 aM 
, one calculates 

1

2754.2 3022.18)3807.1.2754.2cos(6458.2.2 a . This 

confirms that the system is root equivalency of the second order 

stable LTI system.  However, the root angle 3807.1
1
  does 

not satisfy the condition  
2

3

2
1





 , )(

1
sG  system is 

unstable system. 

By applying stability check procedure for )(2 sG , 

Step 1: Due to terms 0884.3s , 5442.1s  and 0s , one finds 5442.1
. 

Step 2: The root angle is 0344.22754.2/
1

   

Step 3: Considering 
)2/(1

0

aM  , then, one calculate 

2361.2)0047.12( )5442.1/(1 M .  

Step 4: Considering 
11

)cos(2 aM 
, one calculates 

1

5442.1 9296.6)0344.2.5442.1cos(2361.2.2 a . This 

confirms that the system is a root equivalency of the second 

order stable LTI system.  Since, the root angle 0344.2
1
  does 

satisfy the condition 
2

3

2
1





 , )(

2
sG  system is stable. 

Fig. 7 demonstrates step responses of )(
1

sG  and )(
2

sG  

functions, which confirm results of the stability analyses. Fig. 

7(a) indicates step response of an unstable system and Fig. 7(b) 

indicates the step response of a stable system. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7.Step responses of )(
1

sG  in (a) and )(
2

sG  in (b) 

IV. CONCLUSIONS 

This study shows that one can establish analytical relations 

between fractional order LTI systems and integer order LTI 

systems via characteristic root equivalency. These relations can 

facilitate design and analysis efforts of commensurate order 

systems on bases of root equivalency of integer order LTI 

systems and help comprehension of effects of fractional orders 

on the system behavior. 

 In summary,  -order commensurate root equivalence 

classes of the first and second order stable LTI systems are 

investigated in the paper. The first order LTI system produces 

complex coefficient commensurate order root equivalent 

(sec)t
2 4 6 8 10 12 14

0.005

0.01

0.015

0.02

0.025

 

 

0 5 10 15 20
-3000

-2000

-1000

0

1000

2000

 

 

(sec)t

a 

(sec)t

b 

0 5 10 15 20
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

 

 

http://www.bajece.com/


ALAGOZ: A NOTE ON COMMENSURATE-ORDER CHRACTERISTIC ROOT EQUIVALENCY CLASS OF LINEAR TIME 
 

 

 

Copyright © BAJECE                                                               ISSN: 2147-284X                                                                http://www.bajece.com 

 

94 

systems with single root. To transform them to a real coefficient 

commensurate order root equivalent systems, root conjugation 

by a complex root addition was used. Then, we extent our 

investigation to root equivalency of second order LTI systems. 

We derived a sufficient condition that transforms a second order 

LTI system to a real coefficient root equivalent commensurate 

order LTI system without any conjugate root addition. 

Numerical examples were presented to demonstrate 

straightforward analytical solutions for stability analysis and 

design problems for commensurate order systems. Some 

important remarks can be summarized as follows: 

(i) The characteristic root equivalency transformation  s  

for R  results in shifting of roots on the trajectory in 

complex plane according to nonlinear magnitude scaling ( M

) and linear angle scaling ( ). These properties of this 

trajectories can be used to establish analytical relations between 

fractional order systems and integer order LTI systems. This 

can provide simplifications in design and analyses of this class 

of fractional order systems. 

 (ii) First order LTI system yields real coefficient root 

equivalent commensurate order systems by addition of a 

complex conjugate root. This class of root equivalent 

commensurate order systems of first order stable LTI systems 

establishes a constant stability boundary at 3/4 , which 

yields oscillating systems. For 3/40  , the system is 

stable [23]. In the stable region, we observed that effect of order 

 on time responses of this class exhibit consistently.  

(iii) Second order LTI system can yield real coefficient root 

equivalent commensurate order systems at 
1

/   without 

addition of any complex conjugate root. If the second order LTI 

system is stable, the real coefficient root equivalent 

commensurate order system is also stable.  

 Computational complexity of stability analyses for this type 

commensurate order systems can be reduced, significantly. In 

future studies, fractional order root equivalency relations can be 

extended higher order LTI systems.  

V. APPENDIX 

Properties for the first order LTI systems: 

Property 1 (Stability Boundary at 3/4 ) : The real 

coefficient commensurate order root equivalent systems of the 

stable first order LTI systems, which is expressed in the form 

of equation (7), is (i) stable for 3/40  , (ii) oscillating for 

3/4  and (iii) unstable for 3/4 . 

 

Proof: 

Let consider a stable first order system. This infers the condition 

of   . Now, we can treat separately two cases of 0 , 

which are 10   and 1 . According to value of  , the 

stability region of commensurate order systems change 

according to the root angle ranges 
2


    and 




 
2

 as seen in Fig. 8 [1].  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 8.Root shifting analysis for the first order stable LTI systems in the 

stability region for 10   in (a) and 1  in (b) [1] 

 

(i) In the case of 10  , lower stability boundary 
2

1


   

moves toward zero angle and this expand stability region as 

shown Fig. 8(a). Due to    for commensurate order root 

equivalency of a first order LTI system, the condition 

2


   is always satisfied for every 10    and therefore 

the roots of equivalent systems always stay in the stability 

region. 

 

(ii) In the case of 1 , due to  narrowing stability region as in 

Fig. 8(b), the root of the first order equivalent system comes 

closer to the boundary 
2

2
2


  . The  -order, which 

shifts the root of the first order LTI system on the boundary line 

2
 , results in sinusoidal oscillation of commensurate order 

systems. So, to figure out  -order to shift the root 

 jeMv   to the stability boundary 
2

2
2


  , one can 

solve the equation 
2

2


    and calculate the 

stability boundary of 3/4 . Here, 3/4  results in 

sinusoidal oscillation of commensurate order root equivalent 

system of the first order LTI systems. For unstable 
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commensurate order root equivalent systems, the root should 

move beyond the stability boundary. So, 
2

2


   

For 3/40  , the system response stable because of  

placement of root inside the stability region. For 3/4 , the 

system oscillates because of placement of root on the stability 

boundary, and for 3/4 , the system becomes unstable 

because of placement of root outside the stability region.  

 

Property 2: The real coefficient commensurate order root 

equivalent systems of the unstable first order LTI systems is 

unstable for  R . 

 

Proof: 

For the first order unstable systems, one can take the root angle 

0 . Fig. 9 clearly shows that the root angle of  -order 

equivalent root is 00   for R  and therefore it 

always stays out of the stability region that expressed the angle 

range 
2


   and 


 

2
. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 9.Root shifting analysis for the first order unstable LTI systems [1] 

 

Properties for the second order LTI systems: 

Property 3 (Stability Boundary 2/
1

  ) if integer order LTI 

system is stable, the real coefficient root equivalent 

commensurate order system in the form of equation (11) for 

1
/   is stable. 

 

Proof: 

Let assume a stable second order system is given. This infers 

the condition of 
2

3

2
1





 . Now, let’s treat two cases of 

, which are 10   and 1 . 

(i) In the case of 10  , roots shifts towards the stability 

boundary 
2

1


  . If the second order system is stable, the 

real coefficient commensurate order root equivalent systems 

obtained for 
1

/   are always stable because the closest 

root is always stays in stability region because  



 

1
 

and therefore 
1

2



   is always satisfied. 

(ii) In the case of 1 , the complex root can move toward the 

upper stability boundary 
2

2
2


  . When it place on this 

boundary, the  order commensurate order system oscillates. 

If 
2

2
1


   equation is solved for real coefficient root 

equivalent with 
1

/  , one obtains 2/
1

  . If root angle 

1
  is equal or greater than 

2


, the commensurate order system 

are stable. As a consequence, if integer order LTI system is 

stable, the root equivalent commensurate order system with 

1
/   is also stable. 
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Abstract— Electromyography (EMG) signals are an important 

technique in the control applications of prostatic hand. These 

signals, which are measured from the skin surface, are used to 

perform movements such as wrist flexion / extension, forearm 

supination / pronation and hand opening / closing of prosthetic 

devices. In this study, root mean square, waveform length and 

kurtosis methods were applied to extracted EMG signals from 

flexor carpi radialis and extensor carpi radialis muscles by using 

two channel surface electrodes. A fuzzy logic based classification 

method has been applied to classify the extracted signal features. 

With this method, classification for different gripping movements 

has been successfully accomplished.    

 

Index Terms—Surface EMG, fuzzy logic, feature extraction, 

EMG classification.  

I. INTRODUCTION 

LECTROMYOGRAM (EMG) is defined as muscle 

contraction resulting because of bioelectric signals. The 

source of those bioelectric signals is various electrochemical 

processes occurring in the body.  Data logging of electrical 

signals in the muscles, provides important information in the 

diagnosis of abnormalities in both motor system and muscles 

[1]. 

EMG signals can be obtained by placing surface electrodes 

on the muscles or needle electrodes into the muscle tissue. 

Although differences between the needle and surface electrodes 

are not of a significant degree, the surface electrodes are 

preferred over the needle electrode. The most important reason 

for this is to be a safe and non-invasive measurement method 

[2]. 

EMG signals are used in medicine for the diagnosis of 

muscle and nerve disorders, besides that they are also used in 

engineering as an input for modelling of mechanical systems 

such as artificial limbs and also in prosthesis control 

engineering are used [3].   
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Because the first EMG controlled prosthetics had only one 

grasping ability, they were only able to do open-close functions 

or simple proportional control techniques [4]. The multi-grasp 

prosthetics used today require more complex control methods, 

and therefore, the need for classification of EMG signals used 

for control arises.  

An EMG signal from a muscle which performs different 

functions has only one pattern for a specific function. This 

pattern contains information about the direction of motion and 

the action’s speed. To successfully control the prosthetic, this 

patterns must be classified correctly. A pattern recognition 

system is made up of a few steps: data acquisition, feature 

extraction selection, determination of the classification 

algorithm, and designing the classifier [5].   

For classification it is necessary to determine what type of 

EMG signal from the muscles is recorded as the result of the 

movement. For this, the EMG signal must be classified after 

filtering and the appropriate signal must be matched to the 

appropriate movement. There are many methods for classifier 

design such as heuristic approach, explicit approach, statistical 

approach, artificial neural networks, support vector machines 

and fuzzy approach. [6-9]. Fuzzy logic method is a more 

preferred technique for classifier because biological markers 

don’t repeat and sometimes show features beyond expectations 

[6]. In the literature, fuzzy logic classification method is 

frequently used in prosthetic hand applications [9-11]. In such 

studies, it is aimed to improve the results by applying different 

self-extracting methods. In this study, three different qualitative 

inference methods were applied at the same time in order to 

successfully perform the classification process. 

The aim of this study is to distinguish different gripping 

movements for prosthetic hand applications. To distinguish 

these movements, it is necessary to classify signals received 

with surface EMG electrodes. In this study, fuzzy logic 

classification method is used. In order for the fuzzy logic 

classification method to be successful, the attributes used as 

input signals must be well chosen. 

II. METHODOLOGY 

The analysis of EMG signal consist of several steps, such as 

data acquisition, pre-processing, feature extraction and 

classification algorithm [12]. Figure 1 shows the block diagram 

of classification method. The EMG signals, received from the 

data collection card from the two different muscle groups, were 

passed through the preprocessing process for their feature 

extraction. In this study, three feature extraction methods were 

used. Then the fuzzy logic based classification method was 

applied.  

Emg Signal Classification Using Fuzzy Logic 
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Be aware of the different meanings of the homophones 

“affect” (usually a verb) and “effect” (usually a noun), 

“complement” and “compliment,” “discreet” and “discrete,” 

“principal” (e.g., “principal investigator”) and “principle” (e.g., 

“principle of measurement”). Do not confuse “imply” and 

“infer.”  

Prefixes such as “non,” “sub,” “micro,” “multi,” and “ultra” 

are not independent words; they should be joined to the words 

they modify, usually without a hyphen [2-4]. There is no period 

after the “et” in the Latin abbreviation “et al.” (it is also 

italicized). The abbreviation “i.e.,” means “that is,” and the 

abbreviation “e.g.,” means “for example” (these abbreviations 

are not italicized). 

 

 
Fig.1. The block diagram of fuzzy logic classification method 

A. sEMG Data Acquisition 

EMG signals were obtained using surface electrodes by 

Bitalino EMG sensor. Four Ag-AgCI surface electrodes and 

one reference electrode is used, including two for each muscle. 

In this study, we focus on the wrist muscles which are the flexor 

carpi radialis (FCR) and extensor carpi radialis (ECR). These 

signals were given in Figure 3. Figure 2 shows the surface 

electrodes placed on the muscle surface. 

 

 
Fig.2. The position of the surface electrodes 

 

The sampling frequency was set at 2 kHz using Arduino Uno 

programming card. EMG signals were recorded for 10 seconds, 

5 seconds of flexion and 5 seconds of extension. 

 

 
Fig.3. EMG signals 

B. Features Extraction 

EMG signals, which are a time series with a random number 

of elements, are not practical for classification. For this reason, 

the signal sequences must be matched to the vectors called the 

feature. In order to successfully classify EMG signals, the 

feature vectors must be well chosen. There are many feature 

extraction methods, such as mean absolute value, root mean 

square, variance etc. The advantages and disadvantages of each 

method are available. 

To classify the EMG signal, it is necessary to extract the 

features from the signal. Since the recorded signal is measured 

by different time-dependent movements, it is necessary to 

analyze it at different intervals of time. For this, the EMG signal 

is divided into 256 data windows, and different feature 

extraction of each window is performed by three different 

methods. In this study, root mean square (RMS), waveform 

length (WL) and kurtosis (Kurt) methods were used for feature 

extraction. The analysis using these methods have shown 

repeatable and discrete model at different states of muscle 

contraction. 

1) Root Mean Square (RMS) 

It is a statistical method used to measure the magnitude of 

variable quantities. It is particularly useful in waves where the 

change is positive and negative. A continuously changing 

function can be calculated for the continuous value series. The 

root mean square method is calculated as in Equation 1.   

  

                                    𝑅𝑀𝑆 = √
1

𝑁
∑ 𝑥𝑛

2𝑁
𝑛−1                            (1) 
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2) Wavelet Length (WL) 

Waveform length represents wave cumulative length during 

time. WL is associated with pulse width, frequency and time. 

Waveform length method is calculated as shown in Equation 2. 

 

                                   𝑊𝐿 = ∑ |𝑥𝑛+1 − 𝑥𝑛|
𝑁−1
𝑛=1                       (2) 

3) Kurtosis (Kurt) 

Kurtosis is a measure of data that provides information about 

the status of the peak. A near-zero kurtosis forms a near normal 

distribution. A positive value for the kurtosis is a sign of a more 

normal distribution. Kurtosis method is calculated as shown in 

Equation 3. 

                                    𝑘𝑢𝑟𝑡𝑜𝑠𝑖𝑠 =
∑ (𝑥𝑖−𝑥)

4𝑁
𝑖=1

(𝑁−1)𝛿4
                       (3) 

III. FUZZY LOGIC CLASSIFIER DESIGN 

The fuzzy logic classifier is designed according to the 

connection between the start and end times of wrist flexion and 

extension movements. There are a total of 6 entry membership 

functions, 3 for each muscle in the system. These membership 

functions are obtained as a result of the feature extractions from 

the sEMG signals. The signals were analyzed using root mean 

square as the main method. Other features were applied 

waveform length and kurtosis. For the classifier design, the 

state of the contraction information is namely Start (S), Middle 

(M) and End (E) in determining the final output.  

The fuzzy logic classifier has 6 inputs generated from feature 

extraction of the EMG signals and 1 input which is the states.  

The block diagram of the fuzzy logic classifier is shown in 

Figure 4 and Mamdani type fuzzy logic system was used.  

Triangular shapes are used for the membership function of the 

inputs and output. The centroid method is used for the 

defuzzification. The fuzzy logic classifier is developed using 

Matlab&Fuzzy Logic Toolbox. The system is tested using 

Simulink.  

 

 
Fig.4. The block diagram of fuzzy logic classification system 

 

The feature extraction of the sEMG signals gives 6 features. 

The features that are obtained in case of flexion of the wrist can 

be describes as Rms1, WL1, Kurt1. The features that are 

obtained in case of extension of the wrist can be describes as 

Rms2, WL2, Kurt2. For the input MF, the states of a contraction 

is used as the fuzzy set which are Start (S), Middle (M), End 

(E) and Relax (R). The output membership functions are 

expressed as State1 (S1), State2 (S2) and State3 (S3). Figure 5 

shows input and output membership functions. 

 

 

 

 

 
Fig.5. The membership functions of fuzzy logic classifier 

 

Fuzzy logic classifier output states can be described as 

follows: 

1) Wrist flexion of the Start – S3 

2) Wrist flexion of the Middle – S2 

3) Wrist flexion of the End – S1 

4) Wrist extension of the Start – S1 

5) Wrist extension of the Middle – S2 

6) Wrist extension of the End – S3 

The rules are given in Table 1. The first and second rule is 

only applied to wrist flexion, rule 5 and 6 apply to wrist 

extension and rule 3 and 4 apply to wrist flexion/extension. 

Expert guidance was used while plotting the rule table. The 

features was expressed Rms1 (A1), WL1 (B1), Kurt1 (C1), 

Rms2 (A2), WL2 (B2) and Kurt2 (C2) in Table 1.  

 
TABLE I 

FUZZY LOGIC CLASSIFIER RULE TABLE 

Rule A1 B1 C1 A2 B2 C2  State 

1 S S S R R R THEN S3 

2 S S S E E E THEN S3 

3 M M M R R R THEN S2 

4 R R R M M M THEN S2 

5 E E E S S S THEN S1 

6 R R R S S S THEN S1 

IV. RESULTS AND ANALYSIS 

Feature extraction signals which used as input membership 

functions in fuzzy logic classification and classification results 

are shown in Figure 6. EMG signals obtained from flexor carpi 

radialis muscle were obtained as follows: Rms1, WL1 and 

Kurt1. EMG signals obtained from extensor carpi radialis 

muscle were obtained as follows: Rms2, WL2 and Kurt2. 

http://www.bajece.com/


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 5, No. 2, September 2017 

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                                http://www.bajece.com        

  

100 

According to the output graph obtained, the fuzzy logic 

classifier classifies the EMG signals for three different states 

(S1, S2, S3). 

 

 

 

 

 
Fig.6. The result of fuzzy logic classifier 

The classifier outputs are presented in detail in Figure 7 for 

initial contraction. The wrist was selected as S3 (0.6-0.9) for the 

beginning of contraction, S2 (0.3-0.6) for contraction center and 

S1 (0-0.3) for the ending of contraction.  

 

 
Fig.7. The result of classification 

 

The accuracy (in%) of the data obtained as a result of the data 

obtained as a result of the classification are shown in Table 2.   
TABLE II 

THE ACCURACY (IN %) OF FUZZY LOGIC CLASSIFIER 

Wrist Flexion/Extension  % Classification 

success 

Start 88.84 
Middle 99.85 

End 90.67 

Average success 93.12 

 

V. CONCLUSION 

In order to understand contraction state movement by using 

gripping movements, state-based fuzzy logic classification 

method is used. Conditions are expressed as the beginning, 

middle and end of the contraction. In this study, the feature 

extraction and classification of EMG signals received with two 

channel surface electrodes has been successfully accomplished. 

As a result of the classification, the wrist flexion / extension 

times of the user have been determined. 

The most important reason of preferring the fuzzy logic 

classification method is that it does not require any training and 

its application is simple. A prosthesis developed with the fuzzy 

logic classification method can easily be transferred from one 

person to another.             
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