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Abstract—With the advances in information and 

communication technologies, social media and microblogging 

platforms serve as an important source of information. In 

microblogging platforms, people can share their opinions, 

complaints, sentiments and attitudes towards topics, current 

issues and products. Sentiment analysis is an important research 

direction in natural language processing, which aims to identify 

the sentiment orientation of source materials. Twitter is a 

popular microblogging platform, where people all over the world 

can interact by user-generated text messages. Information 

obtained from Twitter can serve as an essential source for several 

applications, including event detection, news recommendation 

and crisis management. In sentiment classification, the 

identification of an appropriate feature subset plays an important 

role. LIWC (Linguistic Inquiry and Word Count) is an 

exploratory text analysis software to extract psycholinguistic 

features from text documents. In this paper, we present a 

psycholinguistic approach to sentiment analysis on Twitter. In 

this scheme, we utilized five main LIWC categories (namely, 

linguistic processes, psychological processes, personal concerns, 

spoken categories and punctuation) as feature sets. In the 

experimental analysis, five LIWC categories and their ensemble 

combinations are taken into consideration. To explore the 

predictive performance of different feature engineering schemes, 

four supervised learning algorithms (namely, Naïve Bayes, 

support vector machines, k-nearest neighbor algorithm and 

logistic regression) and three ensemble learning methods 

(namely, AdaBoost, Bagging and Random Subspace) are utilized. 

The experimental results indicate that ensemble feature sets yield 

higher predictive performance compared to the individual 

feature sets.  

 

Index Terms— Machine learning, psychological feature sets, 

sentiment analysis, Twitter.   

 

I. INTRODUCTION 

HE IMMENSE QUANTITY OF INFORMATION 

available with the remarkable growth of social media and 

microblogging platforms can serve as an essential source for 

decision making about products, services and policies [1-2].  

Twitter is a popular and fast growing microblogging 

platform, where people can send short messages (referred as 

tweets) within a character limit of 140.  
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Twitter enables users to communicate in an efficient way. 

The user generated content on Twitter provide a useful source 

of information for researchers and practitioners [3]. 

Information obtained from Twitter can serve as an essential 

source of information for several applications, including event 

detection, epidemic dispersion, news recommendation and 

crisis management [4-6]. Sentiment analysis (also known as 

opinion mining) is an important research direction in natural 

language processing, which aims to identify the sentiment 

orientation of source materials. Sentiment analysis can be 

utilized for obtaining information regarding new products and 

services. It can be further applied to identify positive and 

negative aspects of a particular product or service [7].  

The methods of sentiment analysis can be mainly divided 

into two groups as lexicon-based approaches and machine-

learning based approaches. In addition, sentiment analysis can 

be conducted at different granularities based on the levels of 

details. Based on the levels of details, sentiment analysis 

methods are grouped into three categories as: document-level, 

sentence-level and aspect-level sentiment analysis [8].  

Sentiment analysis can be modelled as a text classification 

problem. In machine learning based sentiment analysis, 

supervised classification algorithms (such as Naïve Bayes 

algorithm, support vector machines, k-nearest neighbor 

algorithm and logistic regression) can be utilized to identify 

sentiment orientation. Machine learning based sentiment 

analysis schemes involve data preprocessing, feature 

extraction and selection and training supervised classification 

algorithms with labelled data set.  

In order to obtain a classification scheme with high 

predictive performance, feature extraction is an essential task 

[9]. LIWC (Linguistic Inquiry and Word Count) is an 

exploratory text analysis software to extract psycholinguistic 

features from text documents. Features related to 

psychological, linguistic, social and cultural aspects can be 

important for sentiment analysis [10]. For this purpose, we 

present a psycholinguistic approach to sentiment analysis on 

Twitter. In this paper, we utilized five main LIWC categories 

(namely, linguistic processes, psychological processes, 

personal concerns, spoken categories and punctuation) as 

feature sets. In the experimental analysis, five LIWC 

categories and their ensemble combinations are taken into 

consideration. To explore the predictive performance of 
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different feature engineering schemes, Naïve Bayes, support 

vector machines, k-nearest neighbor algorithm and logistic 

regression are utilized. In addition, ensemble methods 

(namely, Bagging, AdaBoost and Random Forest algorithms) 

are also considered to examine the predictive performance of 

supervised learning algorithms in conjunction with ensemble 

methods for sentiment analysis. 

The rest of the paper is organized as follows: In Section 2, 

related work on sentiment analysis is presented. Section 3 

presents the methodology of the study and Section 4 presents 

the experimental procedure and empirical results. Section 5 

describes the concluding remarks. 

II. RELATED WORK 

Sentiment analysis on Twitter data has attracted research 

attention. This section briefly reviews the existing works on 

sentiment analysis on Twitter data. Sentiment analysis on 

Twitter poses several challenges, due to the short length of 

messages and unstructured, informal and irregular nature of 

content. Hence, identification of an appropriate feature set is 

an important research direction. For instance, Go et al. [11] 

examined the usage of unigrams, bigrams, unigrams and 

bigrams and part of speech tags as features. In the 

classification phase, Naïve Bayes, maximum entropy and 

support vector machine classifiers were utilized. The empirical 

analysis indicated augmenting unigrams and bigrams yields 

better predictive performance compared to the other feature 

engineering schemes. Part of speech tags were not useful 

features and the highest classification performance was 

achieved by maximum entropy learner. In another study, 

Barbosa and Feng [12] explored the predictive performance of 

n-grams and tweet syntax features (such as retweets, hashtags, 

replies, links, punctuation, emoticons and upper cases). The 

empirical analysis on support vector machines indicated that 

tweet syntax features enhance the predictive performance of 

sentiment classification schemes on Twitter and n-grams 

cannot completely reveal the text messages. Similarly, Pak 

and Paroubek [13] examined the usage of n-grams and part of 

speech tags as features. In the empirical analysis, multinomial 

Naïve Bayes, support vector machines and conditional random 

field classifiers were utilized. The empirical analysis indicated 

that the utilization of part of speech tags in conjunction to n-

grams yields better predictive performance on sentiment 

analysis of Twitter data. In another study, Koulumpis et al. 

[14] explored the usage of n-gram features, lexicon features, 

part of speech tags and microblogging features (such as the 

presence of positive, negative and neutral emoticons and the 

presence of intensifiers) on sentiment analysis of Twitter data. 

The experimental analysis indicated that the highest predictive 

performance among different feature engineering schemes was 

obtained by n-gram features in conjunction to lexicon features 

and microblogging features. In addition, the results indicated 

that integrating parts of speech features dropped the predictive 

performance of sentiment classification. Similarly, Agarwal et 

al. [15] examined the usage of part of speech features, lexicon 

features and microblogging features for sentiment analysis of 

Twitter data. In addition, they introduced a tree based 

representation to augment different feature engineering 

schemes in an efficient way. The experimental analysis 

indicated that the usage of prior polarity of words in 

conjunction with their part of speech tags yields the highest 

classification accuracy.  

In another study, Saif et al. [16] examined the usage of 

unigram features, part of speech features and sentiment topic 

features for sentiment analysis on Twitter. The experimental 

analysis indicated that semantic feature set based approach 

yield better predictive performance compared to other feature 

engineering schemes.  

Onan [1] examined the predictive performance of different 

n-gram models (namely, unigram, bigram and trigram) and 

their combinations on sentiment analysis of Turkish Twitter 

messages. In the empirical analysis, the highest predictive 

performance is achieved by the combination of unigram and 

bigram features. In another study, Salas-Zarate et al. [10] 

examined the performance of psycholinguistic feature sets in 

sentiment analysis of product reviews. In this study, linguistic 

processes, psychological processes, personal concerns, spoken 

categories and punctuation are taken into consideration. While 

existing work on sentiment analysis of Twitter data 

concentrates on n-grams, part of speech tags and 

microblogging based features, this study aims to examine the 

predictive performance of psychological and linguistic 

features obtained by LIWC on sentiment analysis on Twitter. 

III. METHODOLOGY 

This section describes dataset collection process, data 

processing, feature engineering schemes to represent the 

dataset, classification algorithms and ensemble learning 

methods utilized in the experimental analysis. 

A. Dataset Collection 

To evaluate the predictive performance of psychological 

and linguistic features on sentiment analysis, we have carried 

out an analysis on English messages on Twitter that contain 

positive, negative and neutral sentiments. In the dataset 

collection, we adopted the framework presented in [17]. We 

utilized Twitter4J, an open-source Java library for utilizing 

Twitter Streaming API, to collect tweets. Each tweet is 

labelled by a single class label, either as positive, negative or 

neutral. After collecting the tweets, automatic filtering was 

applied to remove irrelevant and redundant tweets (retweets 

and duplicates). In this way, we obtained a collection of 6218 

negative, 4891 positive and 4252 neutral tweets. In order to 

obtain a balanced corpus, our final dataset contains a 

collection of 4200 negative, 4200 positive and 4200 neutral 

tweets. 

B. Data Preprocessing 

Due to irregular and informal nature of Twitter messages, it 

is essential to preprocess the tweets so that particular problems 

(such as initialisms, unnecessary repetitions and misuse of 

letters) can be eliminated [18]. In the preprocessing stage, we 

adopted the framework presented in [19]. The preprocessing 

stage mainly seeks to remove unnecessary characters or 
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sequences, which have no value to the sentiment 

classification. For this purpose, the following tasks were 

performed on each tweet [19]: 

 Remove mentions and replies to other users’ tweets, 

which are represented by strings starting with “@”. 

 Remove URLs (namely, strings staring with 

“http://”). 

 Remove “#” character. 

C. Feature Engineering 

In this section, we examine different psycholinguistic 

feature sets on sentiment analysis. In this scheme, we utilized 

LIWC (Linguistic Inquiry and Word Count) to extract 

psycholinguistic features from the dataset. LIWC categories 

have been successfully utilized in several fields of 

computational linguistics, including sarcasm identification and 

satire detection [20, 21].  

LIWC is a text analysis application to identify emotional, 

cognitive and structural aspects of verbal and written speech 

samples. The first version of LIWC application was developed 

in 1993 and the most recent version was released on 2015 

[22]. LIWC contains dictionaries on several languages, 

including English, Spanish, German, Dutch, Norwegian, 

Italian and Portuguese. 

LIWC Dictionary contains approximately 6400 words, word 

stems and emoticons. Each entry of the dictionary contains 

one or several word categories or sub-dictionaries. For a 

particular word encountered in the text, scores for the 

corresponding categories or dictionaries are incremented. The 

categories can be further classified into five main sets as 

linguistic processes, psychological processes, personal 

concerns, spoken categories and punctuation. In Table 1, main 

LIWC sets and categories are listed. 

 
TABLE I 

MAIN LIWC SETS AND CATEGORIES 

Feature Set Categories 

Linguistic Processes 
Word count, total pronouns, personal 
pronouns, articles, prepositions, auxiliary 
verbs, adverbs, conjunctions 

Psychological Processes 
Affective processes, positive emotion, 
negative emotion, social processes, cognitive 
processes, perceptual processes 

Personal Concerns Work, leisure, home, money 

Spoken Categories Assent, Non-fluencies, fillers 

Punctuation 
Total punctuation, periods, commas, colons, 
semicolons, question marks, exclamation 
marks, dashes 

 

As it can be observed from the categories listed in Table 1, 

linguistic processes contains grammatical information, such as 

word count, total number of pronouns, personal pronouns, 

articles, prepositions and auxiliary verbs. Psychological 

processes involves psychological information, such as 

affective processes, positive emotion, and negative emotion 

and so on. Personal concerns contains information, such as 

work, leisure, home and money. Spoken categories involves 

information regarding the spoken language. Finally, 

punctuation set involves punctuation marks, such as 

punctuation, periods, commas, colons, semicolons, question 

marks, exclamation marks, dashes. 

Based on the aforementioned five main LIWC feature sets, 

target words or word stems are searched through the LIWC 

dictionary. Each word is assigned to one or more sub-

dictionaries.  

D. Classification Algorithms 

To evaluate the predictive performance of different feature 

engineering schemes, Naïve Bayes, support vector machines, 

k-nearest neighbor algorithm and logistic regression algorithm 

are utilized. 

Naïve Bayes algorithm (NB) is a probabilistic classification 

algorithm based on Bayes’ theorem. It has a simple structure 

due to the assumption of conditional independence. Though its 

simple structure, it can be effectively utilized in text and web 

mining applications [23].  

Support vector machines (SVM) are supervised learning 

algorithms that can be utilized to solve classification and 

regression problems. They can be applied effectively to 

classify both linear and non-linear data [24]. Support vector 

machines build a hyperplane in a higher dimensional space to 

solve classification or regression problem. The hyperplane 

aims to make a good separation by achieving the largest 

distance to the nearest training data points of classes (known 

as functional margin). 

K-nearest neighbor algorithm (KNN) is an instance-based 

classifier. In KNN algorithm, the class label of each instance 

is determined based on the k-nearest neighbors of the instance. 

Based on the predictions of the neighbor instances, a majority 

voting scheme is utilized to determine the class label.  

Logistic regression (LR) is a linear classification algorithm, 

which uses a linear function of a set of predictor variables to 

model the probability of some event’s occurring [25]. Linear 

regression can yield good results. However, the membership 

values generated by linear regression cannot be always in [0-

1] range, which is not an appropriate range for probabilities. In 

logistic regression, a linear model is constructed on the 

transformed target variable whilst eliminating the mentioned 

problems. 

E. Ensemble Learning Methods 

This section briefly describes the ensemble learning 

algorithms utilized in the empirical analysis. 

Bagging (Bootstrap aggregating) is a popular ensemble 

learning method, which aims to obtain a single prediction with 

higher predictive performance by combining weak learning 

algorithms trained on different training sets [26]. In this 

scheme, different training sets are obtained by simple random 

sampling with replacement. The predictions of weak learning 

algorithms are combined by majority voting or weighted 

voting. 

AdaBoost algorithm is another popular ensemble learning 

method, which aims to obtain a robust classification scheme 

by focusing on the data points that are difficult to classify 

[27]. In this scheme, the weight values assigned to the 

instances of the training set are adjusted so that the weight 

values of misclassified instances are increased, whereas the 
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weight values of correctly classified instances are decreased. 

In this way, the learning algorithms focus on classifying the 

difficult instances. 

Random subspace algorithm is an ensemble learning 

algorithm which combines multiple classifiers trained on the 

randomly selected feature subspaces [28]. The algorithm aims 

to avoid over-fitting, while providing high predictive 

performance by training the weak learning algorithms on 

different samples of the feature space. 

IV. EXPERIMENTAL ANALYSIS AND RESULTS 

This section presents the evaluation measures, experimental 

procedure and the experimental results of the study. 

A. Evaluation Measures 

In order to evaluate the performance of classification 

algorithms, two different evaluation measures, namely, 

classification accuracy and F-measure. 

Classification accuracy (ACC) is the proportion of true 

positives and true negatives obtained by the classification 

algorithm over the total number of instances as given by 

Equation 1 [29]: 

 
(1) 

where TN denotes number of true negatives, TP denotes 

number of true positives, FP denotes number of false positives 

and FN denotes number of false negatives. 

Precision (PRE) is the proportion of the true positives 

against the true positives and false positives as given by 

Equation 2: 

 
(2) 

Recall (REC) is the proportion of the true positives against 

the true positives and false negatives as given by Equation 3: 

 
(3) 

F-measure takes values between 0 and 1. It is the harmonic 

mean of precision and recall as determined by Equation 4: 

 
(4) 

B. Experimental Procedure 

In the experimental analysis, 10-fold cross validation 

method is employed. In this scheme, the original dataset is 

randomly divided into ten mutually exclusive folds. Training 

and testing process is repeated ten times and each part is tested 

and trained ten times and the average results for 10-fold are 

reported. The experimental analysis is performed with the 

machine learning toolkit WEKA (Waikato Environment for 

Knowledge Analysis) version 3.9, which is an open-source 

platform that contains many machine learning algorithms 

implemented in JAVA. 

C. Experimental Results 

In Tables 2-3, classification accuracies and F-measure 

results obtained by psycholinguistic feature sets and the four 

base learning algorithms are presented, respectively. 

 

 

 
TABLE II 

CLASSIFICATION RESULTS OBTAINED BY SUPERVISED LEARNING 
METHODS ON PSYCHOLINGUISTIC FEATURE SETS 

Feature set NB SVM KNN LR 

LP 77.35 76.73 72.30 72.80 

PP 77.28 76.57 72.17 72.06 

PC 76.40 75.77 71.97 71.76 

SC 74.57 75.66 70.88 71.55 

PU 74.25 75.60 70.56 71.54 

LP+PP 79.41 78.06 73.86 76.52 

LP+PC 79.35 78.06 73.85 76.43 

LP+SC 79.25 78.04 73.84 76.32 

LP+PU 79.17 77.95 73.80 76.06 

PP+PC 79.14 77.92 73.51 76.05 

PP+SC 77.98 77.33 72.86 74.62 

PP+PU 77.71 77.10 72.82 74.59 

PC+SC 77.63 76.98 72.78 74.55 

PC+PU 77.50 76.91 72.78 73.95 

SC+PU 77.36 76.82 72.50 72.99 

LP+PP+PC 86.94 82.50 79.39 81.09 

LP+PP+SC 80.49 79.12 75.70 78.04 

LP+PP+PU 80.44 79.10 75.53 78.01 

LP+PC+SC 80.29 79.05 75.45 77.71 

LP+PC+PU 80.24 78.94 75.28 77.69 

LP+SC+PU 80.04 78.81 75.09 77.56 

PP+PC+SC 79.90 78.61 74.99 77.52 

PP+PC+PU 79.81 78.55 74.78 77.46 

PP+SC+PU 78.75 77.82 73.27 75.92 

PC+SC+PU 78.69 77.60 73.25 75.85 

LP+PP+PC+SC 85.24 82.02 78.33 80.81 

LP+PP+PC+PU 84.56 81.96 77.98 80.70 

LP+PP+SC+PU 83.88 81.75 77.59 80.61 

LP+PC+SC+PU 83.81 81.55 77.27 80.09 

PP+PC+SC+PU 83.38 81.34 77.24 80.01 

LP+PP+PC+SC+PU 83.20 81.08 77.14 79.27 
NB: Naïve Bayes algorithm, SVM: support vector machines, KNN: K-nearest 
neighbor algorithm, LR: logistic regression, LP: linguistic processes, PP: 
psychological processes, PC: personal concerns, SC: Spoken categories, PU: 
punctuation. 

 

In the first column, the different dimensions of LIWC used 

for training a particular classifier are reported. For instance, 

LP+PP indicates that linguistic processes and psychological 

processes are taken into account in the empirical analysis.  
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TABLE III 
F-MEASURE VALUES OBTAINED BY SUPERVISED LEARNING 

METHODS ON PSYCHOLINGUISTIC FEATURE SETS 

Feature set NB SVM KNN LR 

LP 0.78 0.77 0.73 0.73 

PP 0.78 0.77 0.72 0.72 

PC 0.77 0.76 0.72 0.72 

SC 0.75 0.76 0.71 0.72 

PU 0.75 0.76 0.71 0.72 

LP+PP 0.80 0.78 0.74 0.77 

LP+PC 0.80 0.78 0.74 0.77 

LP+SC 0.80 0.78 0.74 0.77 

LP+PU 0.79 0.78 0.74 0.76 

PP+PC 0.79 0.78 0.74 0.76 

PP+SC 0.78 0.78 0.73 0.75 

PP+PU 0.78 0.77 0.73 0.75 

PC+SC 0.78 0.77 0.73 0.75 

PC+PU 0.78 0.77 0.73 0.74 

SC+PU 0.78 0.77 0.73 0.73 

LP+PP+PC 0.87 0.83 0.80 0.81 

LP+PP+SC 0.81 0.79 0.76 0.78 

LP+PP+PU 0.81 0.79 0.76 0.78 

LP+PC+SC 0.81 0.79 0.76 0.78 

LP+PC+PU 0.81 0.79 0.76 0.78 

LP+SC+PU 0.80 0.79 0.75 0.78 

PP+PC+SC 0.80 0.79 0.75 0.78 

PP+PC+PU 0.80 0.79 0.75 0.78 

PP+SC+PU 0.79 0.78 0.74 0.76 

PC+SC+PU 0.79 0.78 0.74 0.76 

LP+PP+PC+SC 0.86 0.82 0.79 0.81 

LP+PP+PC+PU 0.85 0.82 0.78 0.81 

LP+PP+SC+PU 0.84 0.82 0.78 0.81 

LP+PC+SC+PU 0.84 0.82 0.78 0.80 

PP+PC+SC+PU 0.84 0.82 0.78 0.80 

LP+PP+PC+SC+PU 0.84 0.81 0.77 0.80 
NB: Naïve Bayes algorithm, SVM: support vector machines, KNN: K-nearest 
neighbor algorithm, LR: logistic regression, LP: linguistic processes, PP: 
psychological processes, PC: personal concerns, SC: Spoken categories, PU: 
punctuation. 

 

Considering the experimental results (in terms of 

classification accuracies and F-measure values) presented in 

Tables 2-3, different classification algorithms have different 

predictive performance. The highest predictive performance 

among the compared classifiers is achieved by Naïve Bayes 

algorithm and the second highest predictive performance is 

obtained by support vector machines. Logistic regression 

classifier and K-nearest neighbour algorithm generally yield 

similar predictive performance.  

The study seeks to examine the predictive performance of 

different LIWC categories (namely, linguistic processes, 

psychological processes, personal concerns, spoken categories 

and punctuation) and their subsets as feature sets.  

Regarding the predictive performance of individual feature 

sets, the highest predictive performance is achieved by using 

linguistic processes (denoted as LP). The second highest 

predictive performance is obtained by psychological 

processes, the third highest predictive performance is obtained 

by personal concerns and the lowest predictive performance is 

obtained by punctuation. Hence, linguistic processes, 

psychological processes and personal concerns provide clues 

to better analysis sentiment on Twitter. The highest predictive 

performance (77.35%) by the individual feature sets is 

achieved by linguistic processes and Naïve Bayes algorithm. 

As it can be observed from the results listed in Tables 2-3, 

ensemble feature sets (combining different LIWC dimensions) 

yield higher predictive performance compared to the 

individual feature sets. The highest predictive performance 

among the ensemble feature sets is obtained by combining 

linguistic processes, psychological processes and personal 

concerns. The highest predictive performance achieved by this 

configuration is 86.94%, it is utilized in conjunction to Naïve 

Bayes classifier. 

Ensemble learning methods can be utilized to further 

enhance the predictive performance of supervised learning 

algorithms. In the empirical analysis, we have also considered 

ensemble of supervised learning algorithms in conjunction 

with psycholinguistic feature sets. In this regard, twelve 

ensemble schemes (AdaBoost, Bagging and Random 

Subspace ensembles of four supervised learning algorithms) 

are considered.  

In Table 4, classification accuracies obtained by ensembles 

of feature sets and classifiers are presented. As it can be 

observed from the results listed in Table 4, the predictive 

performances of supervised learning algorithms are generally 

improved by using ensemble learning methods. Regarding the 

predictive performance of different ensemble learning 

methods, Random Subspace method generally yield better 

results than other ensemble learning methods. The highest 

predictive performance on the ensemble learning methods is 

achieved by the ensemble feature sets combining linguistic 

processes, psychological processes and personal concerns. For 

this configuration, Random Subspace ensemble of Naïve 

Bayes ensemble is utilized as the classifier. This configuration 

achieves a classification accuracy of 89.10%. 

In Table 5, F-measure values obtained by ensembles of 

feature sets and classifiers are presented. The predictive 

performance patterns obtained in terms of classification 

accuracies are also valid for F-measure values listed in Table 

5. 

To summarize the main findings of the study, Figure 1 and 

Figure 2 depict the main effect plot for classification accuracy 

and the main effect plot for F-measure values, respectively. 
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TABLE IV 

CLASSIFICATION RESULTS OBTAINED BY ENSEMBLE LEARNING METHODS ON PSYCHOLINGUISTIC FEATURE SETS 

  
 

Ensemble 
Method Bagging 

Random 
Subspace 

Ada-
Boost Bagging 

Random 
Subspace 

Ada-
Boost Bagging 

Random 
Subspace 

Ada-
Boost Bagging 

Random 
Subspace 

Ada-
Boost 

Base Learner NB NB NB SVM SVM SVM KNN KNN KNN LR LR LR 

LP 78.10 79.51 78.20 77.46 77.63 77.49 73.11 73.13 73.08 73.64 73.71 73.64 

PP 78.04 79.42 78.16 77.25 77.48 77.35 72.99 73.00 72.98 72.91 73.01 72.93 

PC 77.14 78.54 77.29 76.47 76.69 76.58 72.82 72.78 72.76 72.59 72.67 72.67 

SC 75.34 76.74 75.48 76.40 76.53 76.49 71.71 71.71 71.70 72.40 72.47 72.44 

PU 75.00 76.40 75.18 76.26 76.47 76.39 71.39 71.39 71.37 72.38 72.43 72.42 

LP+PP 80.16 81.59 80.31 78.79 78.97 78.87 74.64 74.71 74.65 77.41 77.41 77.40 

LP+PC 80.11 81.53 80.25 78.76 78.97 78.85 74.64 74.66 74.65 77.26 77.32 77.30 

LP+SC 80.02 81.44 80.15 78.75 78.96 78.84 74.64 74.67 74.61 77.19 77.22 77.19 

LP+PU 79.92 81.35 80.15 78.65 78.88 78.75 74.65 74.68 74.60 76.91 77.00 76.94 

PP+PC 79.91 81.31 80.01 78.60 78.81 78.75 74.32 74.34 74.29 76.89 76.98 76.95 

PP+SC 78.76 80.17 78.88 78.05 78.25 78.12 73.68 73.70 73.67 75.49 75.51 75.48 

PP+PU 78.46 79.91 78.60 77.77 78.00 77.90 73.61 73.66 73.65 75.42 75.52 75.47 

PC+SC 78.34 79.81 78.54 77.71 77.87 77.76 73.59 73.64 73.59 75.40 75.46 75.41 

PC+PU 78.27 79.67 78.44 77.64 77.79 77.71 73.63 73.64 73.55 74.83 74.87 74.80 

SC+PU 78.10 79.52 78.22 77.56 77.75 77.59 73.35 73.33 73.28 73.82 73.90 73.88 

LP+PP+PC 87.68 89.10 87.82 83.19 83.38 83.33 80.19 80.22 80.17 81.92 82.03 81.94 

LP+PP+SC 81.25 82.68 81.40 79.80 79.98 79.94 76.53 76.50 76.52 78.86 78.92 78.91 

LP+PP+PU 81.18 82.61 81.37 79.78 79.95 79.90 76.33 76.34 76.33 78.86 78.93 78.89 

LP+PC+SC 81.03 82.42 81.24 79.69 79.95 79.85 76.28 76.29 76.26 78.57 78.62 78.59 

LP+PC+PU 80.99 82.45 81.13 79.65 79.82 79.68 76.11 76.13 76.07 78.54 78.57 78.55 

LP+SC+PU 80.82 82.25 80.96 79.57 79.72 79.56 75.93 75.90 75.88 78.40 78.47 78.43 

PP+PC+SC 80.65 82.07 80.80 79.34 79.49 79.41 75.83 75.81 75.83 78.36 78.47 78.40 

PP+PC+PU 80.56 81.98 80.67 79.26 79.48 79.37 75.58 75.62 75.59 78.27 78.34 78.35 

PP+SC+PU 79.51 80.97 79.65 78.56 78.69 78.60 74.10 74.11 74.05 76.77 76.81 76.76 

PC+SC+PU 79.43 80.90 79.62 78.32 78.50 78.39 74.08 74.08 74.03 76.70 76.77 76.74 
LP+PP+PC+ 

SC 85.99 87.41 86.12 82.72 82.95 82.79 79.14 79.15 79.13 81.65 81.73 81.71 
LP+PP+PC+ 

PU 85.32 86.74 85.46 82.61 82.87 82.79 78.78 78.81 78.83 81.54 81.63 81.53 
LP+PP+SC+ 

PU 84.61 86.02 84.77 82.48 82.67 82.58 78.44 78.39 78.44 81.46 81.53 81.44 
LP+PC+SC+ 

PU 84.55 85.96 84.73 82.22 82.44 82.34 78.09 78.06 78.06 80.97 81.03 80.96 
PP+PC+SC+ 

PU 84.11 85.56 84.32 82.02 82.23 82.15 78.06 78.06 78.01 80.90 80.93 80.86 
LP+PP+PC+ 

SC+PU 83.94 85.39 84.06 81.80 82.02 81.89 77.96 77.99 77.99 80.13 80.20 80.15 
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TABLE V 

F-MEASURE VALUES OBTAINED BY ENSEMBLE LEARNING METHODS ON PSYCHOLINGUISTIC FEATURE SETS 

 
 

Ensemble 
Method Bagging 

Random 
Subspace 

Ada-
Boost Bagging 

Random 
Subspace 

Ada-
Boost Bagging 

Random 
Subspace 

Ada-
Boost Bagging 

Random 
Subspace 

Ada-
Boost 

Base Learner NB NB NB SVM SVM SVM KNN KNN KNN LR LR LR 

LP 0.80 0.81 0.80 0.79 0.79 0.79 0.75 0.75 0.75 0.75 0.75 0.75 

PP 0.80 0.81 0.80 0.79 0.79 0.79 0.74 0.74 0.74 0.74 0.74 0.74 

PC 0.79 0.80 0.79 0.78 0.78 0.78 0.74 0.74 0.74 0.74 0.74 0.74 

SC 0.77 0.78 0.77 0.78 0.78 0.78 0.73 0.73 0.73 0.74 0.74 0.74 

PU 0.77 0.78 0.77 0.78 0.78 0.78 0.73 0.73 0.73 0.74 0.74 0.74 

LP+PP 0.82 0.83 0.82 0.80 0.81 0.80 0.76 0.76 0.76 0.79 0.79 0.79 

LP+PC 0.82 0.83 0.82 0.80 0.81 0.80 0.76 0.76 0.76 0.79 0.79 0.79 

LP+SC 0.82 0.83 0.82 0.80 0.81 0.80 0.76 0.76 0.76 0.79 0.79 0.79 

LP+PU 0.82 0.83 0.82 0.80 0.80 0.80 0.76 0.76 0.76 0.78 0.79 0.79 

PP+PC 0.82 0.83 0.82 0.80 0.80 0.80 0.76 0.76 0.76 0.78 0.79 0.79 

PP+SC 0.80 0.82 0.80 0.80 0.80 0.80 0.75 0.75 0.75 0.77 0.77 0.77 

PP+PU 0.80 0.82 0.80 0.79 0.80 0.79 0.75 0.75 0.75 0.77 0.77 0.77 

PC+SC 0.80 0.81 0.80 0.79 0.79 0.79 0.75 0.75 0.75 0.77 0.77 0.77 

PC+PU 0.80 0.81 0.80 0.79 0.79 0.79 0.75 0.75 0.75 0.76 0.76 0.76 

SC+PU 0.80 0.81 0.80 0.79 0.79 0.79 0.75 0.75 0.75 0.75 0.75 0.75 

LP+PP+PC 0.89 0.91 0.90 0.85 0.85 0.85 0.82 0.82 0.82 0.84 0.84 0.84 

LP+PP+SC 0.83 0.84 0.83 0.81 0.82 0.82 0.78 0.78 0.78 0.80 0.81 0.81 

LP+PP+PU 0.83 0.84 0.83 0.81 0.82 0.82 0.78 0.78 0.78 0.80 0.81 0.81 

LP+PC+SC 0.83 0.84 0.83 0.81 0.82 0.81 0.78 0.78 0.78 0.80 0.80 0.80 

LP+PC+PU 0.83 0.84 0.83 0.81 0.81 0.81 0.78 0.78 0.78 0.80 0.80 0.80 

LP+SC+PU 0.82 0.84 0.83 0.81 0.81 0.81 0.77 0.77 0.77 0.80 0.80 0.80 

PP+PC+SC 0.82 0.84 0.82 0.81 0.81 0.81 0.77 0.77 0.77 0.80 0.80 0.80 

PP+PC+PU 0.82 0.84 0.82 0.81 0.81 0.81 0.77 0.77 0.77 0.80 0.80 0.80 

PP+SC+PU 0.81 0.83 0.81 0.80 0.80 0.80 0.76 0.76 0.76 0.78 0.78 0.78 

PC+SC+PU 0.81 0.83 0.81 0.80 0.80 0.80 0.76 0.76 0.76 0.78 0.78 0.78 
LP+PP+PC+ 

SC 0.88 0.89 0.88 0.84 0.85 0.84 0.81 0.81 0.81 0.83 0.83 0.83 
LP+PP+PC+ 

PU 0.87 0.89 0.87 0.84 0.85 0.84 0.80 0.80 0.80 0.83 0.83 0.83 
LP+PP+SC+ 

PU 0.86 0.88 0.87 0.84 0.84 0.84 0.80 0.80 0.80 0.83 0.83 0.83 
LP+PC+SC+ 

PU 0.86 0.88 0.86 0.84 0.84 0.84 0.80 0.80 0.80 0.83 0.83 0.83 
PP+PC+SC+ 

PU 0.86 0.87 0.86 0.84 0.84 0.84 0.80 0.80 0.80 0.83 0.83 0.83 
LP+PP+PC+ 

SC+PU 0.86 0.87 0.86 0.83 0.84 0.84 0.80 0.80 0.80 0.82 0.82 0.82 
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Fig.1. The main effects plot for accuracy 

 

 
Fig.2. The main effects plot for F-measure 

V. CONCLUSION 

Social media and microblogging platforms serve as an 

essential source of information. Sentiment analysis on Twitter 

is a promising research direction. Sentiment analysis on 

Twitter is a challenging problem, where unstructured, informal 

and irregular content should be properly handled. The 

identification of an appropriate feature set is important to build 

classification schemes with high predictive performance. In 

the earlier work on sentiment analysis of Twitter data, n-

grams, part of speech tags and microblogging based features 

are considered.  

In this paper, we examined the predictive performance of 

psychological and linguistic features obtained by LIWC on 

sentiment analysis on Twitter. For this purpose, five main 

LIWC categories (namely, linguistic processes, psychological 

processes, personal concerns, spoken categories and 

punctuation) and their combinations are taken as feature sets. 

The experimental analysis with classification algorithms 

indicate that psycholinguistic feature sets can yield 

encouraging results on sentiment analysis of Twitter data. The 

experimental analysis indicates that ensemble feature sets 

outperforms the individual feature sets. For sentiment analysis 

on Twitter, the highest predictive performance (89.10%) is 

achieved by by combining linguistic processes, psychological 

processes and personal concerns with Random Subspace 

ensemble of Naïve Bayes. 
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Abstract—Premature ventricular contraction (PVC) is one of 

the most important arrhythmias among the various hearth 

abnormalities. Premature depolarization of the myocardium in 

the ventricular region causes PVC and it is usually associated 

with structural heart conditions. Arrhythmias can be detected by 

examining the ECG signal and this review requires large-size 

data to be examined by physicians. The time spent by the 

physician in examining the signal can be reduced using CAD 

systems. In this study, we propose a high performance PVC 

detection system using the feature extraction and classification 

scheme bringing low computational burden. The test set 

consisting of 81844 beats from the MIT-BIH arrhythmia 

database was used for the experimental results. We compared the 

performances of the various classifiers using proposed feature set 

in the experiments and obtained classification accuracy of 

98.71% using NN classifier.  

 

Index Terms—Arrhythmia, Classification, Decision Tree, 

Heartbeat, k-Nearest Neighbor, k-NN, Neural Network, 

Premature Ventricular Contraction, PVC, Support Vector 

Machine.  

 

I. INTRODUCTION 

N ECG IS A SIGNAL that can be easily obtained with 

electrodes placed on the human body, containing 

important information indicating the abnormal state of the 

cardiovascular system. Detection of different types of 

heartbeats is vital to identify cardiac disorders. Premature 

ventricular contraction (PVC) is one of the most important 

arrhythmias among the various anomalies related to cardiac 

rhythms [1], [2]. Premature depolarization of the myocardium 

in the ventricular region causes PVC and it is a common 

arrhythmia usually found in adults. It is estimated to have a 

prevalence of between 1% and 4% of the general population 

and usually associated with structural heart conditions and 

increases the risk of sudden death [2].  

ECG signals need to be analyzed to detect arrhythmias, and 

this analysis is a time-consuming process that requires 

cardiologists to examine large-scale data. The accurate and 

rapid detection of PVC in the ECG signal is closely related to 

the correct identification of the features to represent a 

heartbeat. When PVC beat is examined, it is quite easy to 

distinguish it from normal sinus rhythm.  
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The signals can accurately and quickly be distinguished 

between large amounts of data by using computer aided 

diagnosis (CAD) systems and the time spent by the physician 

in examining the signal can be reduced. At this point, it is 

important to develop methods to distinguish between PVC and 

normal beats. 

Researchers have done a lot of work for detecting of the 

PVC. The authors have proposed different models for feature 

extraction, noise elimination, feature size reduction and 

classification schemes for classification of arrhythmias in the 

following articles.  

Liu et al. proposed a deep learning method for the 

recognition of PVC in children [3]. Kaya and Pehlivan 

compared various methods to classify PVC and investigated 

the model that gives the best result [2], [4]. Zhou et al. used 

deep neural network (NN) and rule inference to detect PVC 

[5]. Xiuling et al. proposed a model containing Lyapunov 

exponents and LVQ neural network to classify PVC beats [6].  

Bortolan et al. compared the classification capabilities and 

the learning capacities of the k-nearest neighbor (k-NN), NN, 

fuzzy logic (FL) and, discriminant analysis (DA) classifiers 

for distinguish normal and PVC beats. The authors used 26 

shape features in their work, which consisted of amplitude 

information, area, special interval times and QRS metrics. k-

NN classifier reported to be more effective than other 

classifiers [7]. Ebrahimzadeh and Khazaee proposed a method 

to distinguish the PVC beat from normal and other beats. The 

authors used wavelet transform to eliminate noise in the ECG 

signal. They used one temporal and 10 morphologic features 

[8]. In another study, Christov et al. used both leads from the 

ECG signals from the MIT-BIH arrhythmia database to extract 

the feature for classification of PVC beats. They used k-NN as 

the classifier in the study and achieved the classification 

accuracy of 96.7% [9]. Jenny et al. used discrete wavelet 

transform to reduce noise in the signal, independent 

component analysis for dimension reduction and k-means and 

fuzzy c-means to classify for PVC beats [10].  

In recent years, researchers have proposed new studies on 

wearable ECG analysis systems and mobile ECG analysis 

systems. One of the most important constraints for the systems 

is the calculation load. For this reason, it is very important for 

new methods developed to bring a low calculation burden 

[11].  

In this study, we propose an approach for the classification 

of normal (N) and PVC beats. The main purpose of the work 

is to realize a high performance PVC detection system using 

Classification of PVC Beat in ECG Using Basic 

Temporal Features  
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the feature extraction and classification scheme bringing low 

computational burden. Unlike other studies in the literature, 

we achieved high classification performance for the 

classification of PVC beats using three basic features. 

Extraction of the features from the signal did not cause 

calculation loads on the system. For the experimental tests, the 

test set consisting of 81844 beats from the MIT-BIH 

arrhythmia database [12] was used in the study. We used k-

NN, NN, support vector machine (SVM) and, decision trees 

(DT) classifiers to calculate and compare experimental test 

results. We distinguished between PVC and N beats with 

98.71% classification accuracy using the NN classifier.  

II. MATERIAL AND METHOD 

A. ECG Database 

MIT-BIH arrhythmia database consisted of 48 ECG records 

with two-channel. Each record contained about 30 minutes 

ECG data. All of these records were obtained from 47 patients 

examined by the BIH Arrhythmia laboratory between 1975 

and 1979.  The first section of the database, numbered 100-

124, was generated from 23 randomly selected 24-hour 

records. The second part of the database was carefully selected 

by cardiologists and numbered 200-234 for important clinical 

events [12], [13]. Fig.1. shows the normal beat and three types 

of PVC beat.  

 
Fig.1. Normal beat and three types of PVC.  

 

In the study, we used 46 ECG records containing MLII lead 

from the MIT-BIH arrhythmia database but two records 

without MLII were not preferred. 

B. Classification of PVC beats 

Decision-making in the classification of ECG beats is a 

three-step process similar to other machine learning methods. 

Signal preprocessing: The fluctuations in the ECG signal 

are removed. In this step, the noise-free signal is split into 

beats and ready for feature extraction. 

Feature extraction: The features to represent a beat are 

calculated using specified mathematical and statistical 

calculation methods. The method used at this step affects the 

accuracy of classification. The identification of better 

representing features of the beats provides the classification 

algorithm to learn better the data during the training step and 

gives better results in the test step. 

Classification: In the classification step, tests are carried out 

with the proposed classification scheme. At this stage, a 

classification model must be determined according to the 

problem.  

 

 
Fig.2. Proposed PVC detection approach 

 

Fig.2. demonstrates the proposed approach for the detection 

of PVC beats. We determined three attributes in the feature 

calculation step in the study. These were the previous R-R 

interval (RRP), the next R-R interval (RRN), and arithmetic 

mean values of 50 amplitude values (MEAN) centered active 

R peak.  The detection process successfully was performed 

with three features that can be obtained simply from the 

signal.  

III. EXPERIMENTAL RESULTS 

We calculated the experimental results using the records 

from the MIT-BIH arrhythmia database in the study. Since the 

previous and next R-R values were calculated, the first and 

last beat in the signal files were not included in the analysis. 

Except for these beats, all PVC and N beats in the specified 46 

signal files were included in the experiment set. These 

consisted of 7122 PVC beats and 74722 normal beats.  

We used Matlab software to remove noise from the signal, 

beat parsing, and feature calculation steps. A beat parsing step 

was performed to obtain the signal values indicating a heart 

cycle. We calculated three features from these values, used as 

input vector in the classifiers, and evaluated classification 

performances.  

A. Preprocessing and beat parsing 

The signal was passed through various filters and the 

fluctuations found in the signal were reduced [2], [14], [15]. 

The most important of these fluctuations is the baseline 

wander that occurs with daily movements such of the patient 

as breathing, swelling, coughing, etc. during the ECG 

recording [15]. We removed the frequency components below 

2 Hz from the signal using a high-pass filter to eliminate 

baseline wander [2].  

B. Feature Calculation 

We calculated the RRP, RRN and MEAN values used for 

the classification step for each beat in the feature calculation 

step. Fig.3. shows the calculation of RRP and RRN features. 

These values are the difference operation on the time axis.  
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Fig.3. RRP and RRN features 

 

Fig.4. shows the calculation of the MEAN feature. The 

window width was set to 50 for the calculation of the MEAN 

feature. We constructed a series of 50 sample amplitude 

values centered on R peak. Using these values, we calculated 

MEAN attribute. The notes in the database were used to 

determine the R peak. The arithmetic mean was calculated 

according to Equation (1) using the 50 amplitude values 

shown in Fig 4. 

 

 
Fig.4. Calculation of MEAN feature 

 

1

n

i

i

x

MEAN
n




 
(1) 

 

where ( 1.. )ix i n   is the R peak centered amplitude values, n 

is the window width, which is 50. 

C. Classification 

We calculated three features in the previous step. In this 

step, the classification accuracy was calculated by classifying 

the features using k-NN, NN, SVM, and DT classifiers. The 

heartbeats shown in Table 1 were gathered from the MIT-BIH 

arrhythmia database. Normal beat was selected from 38 

subjects and PVC beat from 35 subjects. We used 10-fold 

cross validation to evaluate results in the classification step. In 

10-fold cross validation, the test data were divided into 10 

separate pieces of equal width. One section used to test and 

the remaining nine were used for training the system at each 

step. After 10 repetitions, the overall performance of the 

system was calculated by evaluating the average of the 

classification performance achieved at each step.  

We used classification accuracy, specificity, and sensitivity 

performance metrics to evaluate the results. Accuracy is 

defined as the ratio of the number of correctly classified 

samples to the total number of samples. Sensitivity is the ratio 

of the number of correctly classified positive samples to the 

total number of positive samples. Specificity is the ratio of the 

number of samples belonging to a correctly classified class to 

the total number of samples estimated for that class. 

The accuracy, sensitivity and specificity measures are 

calculated from the confusion matrix using equations (2)-(4). 

 

TP TN
Accuracy

TP FP FN TN




  

  (2) 

TP
Sensitivity

TP FN




 (3) 

TN
Specificity

TN FP




 (4) 

 

where TP is correctly classified normal beat, TN is classified 

correctly PVC beat, FP is misclassified normal beat, FN is 

misclassified PVC beat. 
TABLE I 

HEART BEATS USED IN EXPERIMENTS AND RELATED RECORDS 
 

Signal Files N PVC Total 

100 2237 1 2238 

101 1858 
 

1858 

103 2080 
 

2080 

105 2524 41 2565 

106 1505 520 2025 

107 
 

59 59 

108 1737 17 1754 

109 
 

38 38 

111 
 

1 1 

112 2535 
 

2535 

113 1787 
 

1787 

114 1818 43 1861 

115 1951 
 

1951 

116 2300 109 2409 

117 1532 
 

1532 

118 
 

16 16 

119 1541 444 1985 

121 1859 1 1860 

122 2474 
 

2474 

123 1513 3 1516 

124 
 

47 47 

200 1742 825 2567 

201 1623 198 1821 

202 2059 19 2078 

203 2527 444 2971 
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Signal Files N PVC Total 

205 2569 71 2640 

207 
 

105 105 

208 1585 992 2577 

209 2619 1 2620 

210 2421 194 2615 

212 922 
 

922 

213 2639 220 2859 

214 
 

256 256 

215 3193 164 3357 

217 244 162 406 

219 2080 64 2144 

220 1952 
 

1952 

221 2029 396 2425 

222 2060 
 

2060 

223 2027 473 2500 

228 1686 362 2048 

230 2253 1 2254 

231 314 2 316 

233 2229 830 3059 

234 2698 3 2701 

Total 74722 7122 81844 

IV. DISCUSSIONS 

In the study, 81844 samples of two classes from the MIT-

BIH arrhythmia database were analyzed. In the experimental 

tests, almost all of the PVC and normal beats in the database 

were used. The arithmetic mean was calculated from 50 

amplitude values of a beat and RRP and RRN temporal 

difference features were calculated for the classification 

process. These three features were fed to the k-NN, NN, SVM, 

and DT classifiers and the results were compared. 

Table 2 shows the classification results. In the classification 

step, the k parameter for the k-NN classifier was set to one. A 

forward feed NN trained by the backpropagation algorithm 

was used. There was one hidden layer in the used architecture 

and the number of nodes in the hidden layer was set to 20 in 

the experimental tests. Another classifier used in experiments 

was SVM. In SVM, kernel type was defined as the radial 

based function (RBF) and gamma and C parameters were used 

as zero. DT was the last classifier used in experiments. We 

determined the maximum depth as 20, the minimum gain as 

0.2, the minimum branch size as two, and minimum division 

number as four in the classification step with the KA. 

Experiments demonstrated that the best result was obtained 

with NN. 
TABLE II 

CLASSIFICATION RESULSTS (%) 

Method Accuracy Sensitivity a Specificity a 

k-NN 98.58 91.52 99.26 

NN 98.71 90.80 99.46 

SVM 98.55 87.67 99.58 

DT 98.30 83.60 99.70 

a. Specificity and Sensitivity values were calculated for the case where the PVC beat was 

positive class. 

 

 

Table 3 shows the confusion matrix for the test performed 

with NN. In the study, high performance was achieved by 

using three simple time domain attributes. The fact that all 

PVC beats in the database were used in the experiments 

confirms the validity of the results obtained in the study.  

 
TABLE III 

CONFUSION MATRIX OF NN CLASSIFICATION 

Class True N True PVC Class Precision 

Prediction N 74321 655 99.13% 

Prediction PVC 401 6467 94.16% 

Class Recall 99.46% 90.80% 
 

 

The proposed method shows that high performance can be 

achieved by using only three features when compared with 

other studies in this topic. Christov et al. classified PVC beats 

and reported  the classification performance of sensitivity of 

96.9% and specificity of 96.7% [9]. Jenny et al. used an 

unsupervised learning method and therefore achieved a lower 

performance than the other recommended methods [10]. 

Similarly, in other study, the authors classified PVC beats 

using k-NN and obtained specificity of 98.7% and sensitivity 

of 91.3% [7].  

Table 4 summarizes the methods, the number of features, 

and the classification performance achieved in the proposed 

approach and the related studies. In our previous work in the 

same topic, we used 200 amplitude values for the 

classification of PVC beats. These 200 data were reduced to 

lower numbers using mathematical models [2].  
TABLE IV 

COMPARISON WITH OTHER STUDIES 

The Authors Method 
Feature 

Size 

Classification 

Accuracy 

Bortolan et al. [7] k-NN 26 
98.7% spe. 

91.3% sen.* 

Liu et al. [3] 1D CNN 486 83% 

Zhou et al. [5] CDNN 150 99.41% 

Christov et al. [9] k-NN 26 
96.7% spe. 

96.9% sen.* 

Ebrahimzadeh et al. [8] NN 11 95.37% 

Jenny et al. [10] 
Fuzzy C-

means 
- 80.94% 

Kaya et al. [2] k-NN 17 99.63% 

Proposed Approach NN 3 98.71% 

* Some authors did not specified classification accuracy. For this reason, specificity 

(spe.) and sensitivity (sen.) metrics are shown in the table. 

 

In a more recent study, Liu et al. proposed a deep learning 

based method for perceiving PVC beats in children. The 

authors recorded the test data themselves and obtained the 

correct classification accuracy of 83% using the recommended 

method [3]. In a similar study using combined deep neural 

networks and rules inference, the authors achieved a 

classification success of 99.41%. The authors used the 

experimental set consisting of 3194 PVC beats and 46329 

normal beats to achieve this success [5].  

Researchers have worked extensively on these issues and 

have proposed complex models. The proposed models bring 
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the computational burden. Used methods for feature extraction 

in the studies summarized in Table 4 were complex and 

computationally expensive.  

V. CONCLUSIONS 

In this study, we propose a classification scheme based on 

NN classifier in order to obtain the highest performance with 

minimum account load. The model uses three attributes that 

are easy to calculate in time domain. In this respect, the study 

uses fewer features than other studies in the literature. The use 

of almost all N and PVC beats in the database confirms the 

validity of the results obtained by the proposed method. 

Due to the small number of attributes and simple 

calculation, and the simplicity of the classification scheme 

used, the proposed method can be integrated with the mobile 

ECG recording and analysis applications to be developed. The 

proposed model can be used in wearable ECG systems 

because it can be classified with low complexity and high 

accuracy. 

REFERENCES 

[1] G. K. Lee, K. W. Klarich, M. Grogan, and Y.-M. Cha, “Premature 
ventricular contraction-induced cardiomyopathy: a treatable 
condition.,” Circ. Arrhythm. Electrophysiol., vol. 5, no. 1, pp. 229–
36, Feb. 2012. 

[2] Y. Kaya and H. Pehlivan, “Classification of Premature Ventricular 
Contraction in ECG,” Int. J. Adv. Comput. Sci. Appl., vol. 6, no. 7, 
pp. 34–40, 2015. 

[3] Y. Liu, Y. Huang, J. Wang, L. Liu, and J. Luo, “Detecting Premature 
Ventricular Contraction in Children with Deep Learning,” J. 
Shanghai Jiaotong Univ., vol. 23, no. 1, pp. 66–73, Feb. 2018. 

[4] Y. Kaya and H. Pehlivan, “Classification of Premature Ventricular 
Contraction Beat Using Basic Temporal Features,” in International 
Advanced Researches & Engineering Congress-2017, 2017, pp. 
1313–1318. 

[5] F. Zhou, L. Jin, and J. Dong, “Premature ventricular contraction 
detection combining deep neural networks and rules inference,” Artif. 
Intell. Med., vol. 79, pp. 42–51, Jun. 2017. 

[6] X. Liu, H. Du, G. Wang, S. Zhou, and H. Zhang, “Automatic 
diagnosis of premature ventricular contraction based on Lyapunov 
exponents and LVQ neural network.,” Comput. Methods Programs 
Biomed., vol. 122, no. 1, pp. 47–55, Oct. 2015. 

[7] G. Bortolan, I. Jekova, and I. Christov, “Comparison of four methods 
for premature ventricular contraction and normal beat clustering,” in 
Computers in Cardiology, 2005, vol. 32, pp. 921–924. 

[8] A. Ebrahimzadeh and A. Khazaee, “Detection of premature 
ventricular contractions using MLP neural networks: A comparative 
study,” Meas. J. Int. Meas. Confed., vol. 43, pp. 103–112, 2010. 

[9] I. Christov, I. Jekova, and G. Bortolan, “Premature ventricular 
contraction classification by the K th nearest-neighbours rule,” 
Physiol. Meas., vol. 26, no. 1, pp. 123–130, Feb. 2005. 

[10] N. Z. N. Jenny, O. Faust, and W. Yu, “Automated Classification of 
Normal and Premature Ventricular Contractions in 
Electrocardiogram Signals,” J. Med. Imaging Heal. Informatics, vol. 
4, no. 6, pp. 886–892, Dec. 2014. 

[11] M. M. Baig, H. Gholamhosseini, and M. J. Connolly, “A 
comprehensive survey of wearable and wireless ECG monitoring 
systems for older adults,” Med. Biol. Eng. Comput., vol. 51, no. 5, 
pp. 485–495, May 2013. 

[12] G. B. Moody and R. G. Mark, “The impact of the MIT-BIH 
arrhythmia database.,” IEEE Eng. Med. Biol. Mag., vol. 20, no. 3, pp. 
45–50, 2001. 

[13] G. Moody and R. Mark, “The MIT-BIH Arrhythmia Database on 
CD-ROM and software for use with it,” in [1990] Proceedings 
Computers in Cardiology, 1990, pp. 185–188. 

[14] Y. Kaya and H. Pehlivan, “Comparison of classification algorithms 
in classification of ECG beats by time series,” in 23nd Signal 
Processing and Communications Applications Conference (SIU), 
2015, pp. 407–410. 

[15] Y. Kaya, H. Pehlivan, and M. E. Tenekeci, “Effective ECG beat 
classification using higher order statistic features and genetic feature 
selection,” Biomed. Res., vol. 28, no. 17, pp. 7594–7603, 2017. 

 

BIOGRAPHIES 

 

YASIN KAYA was born in Adana, in 1979. 

He received the B.S. degree in statistics 

and computer science from the Karadeniz 

Technical University, in 1999. He 

received M.S. and Ph. D. degrees in 

Computer Engineering from the 

Karadeniz Technical University, Trabzon, 

in 2006 and 2017, respectively. 

    From 1999 to 2015, he was a lecturer with the Department 

of Informatics. Since 2015, he has been a Lecturer with the 

Distance Learning Application and Research Center, 

Karadeniz Technical University. He is the author of four 

books, three international indexed (SCIe, ESCI) articles, and 

eight international conference proceedings. His research 

interests include biomedical signal processing, arrhythmia 

detection, pattern recognition, and image processing.  

    
 
 
 
 
 
 
 

 

82

http://www.bajece.com/


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 6, No. 2, April 2018                                               

 

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                                http://www.bajece.com        

 

 

Abstract—This study aims to represent an FPGA (Field 

Programmable Gate Array) design of Artificial Neural Network 

(ANN) for Electroencephalography (EEG) signal processing in 

order to detect epileptic seizure. For analyzing brain’s electrical 

activity, feedforward ANN model is used for classification of 

EEG signals. The designed ANN output layer makes a decision 

whether the person has epilepsy or not. In the proposed system, 

the ANN model is programmed and simulated on Xilinx ISE 

editor via computer and then, EEG signal data are transferred to 

FPGA-based ANN emulator core. The Core is trained on data 

which are patient’s data and healthy person’s data. After 

training, test data is loaded to ANN Emulator Core to detect any 

epileptic seizure of person’s EEG signal. The main advantage of 

FPGA in the system is to improve speed and accuracy for 

epileptic seizure detection. 

 

Index Terms—ANN, EEG, FPGA, Epilepsy. 

I. INTRODUCTION 

LECTROENCEPHALOGRAM (EEG) which is obtained 

from recording of brain’s electrical activity is important 

data to analyze brain’s normal and abnormal activities. 

Epilepsy that is significant disease of brain is a chronic disease 

which causes sensory loss, unbalanced deictic gesture or 

muscular contraction comprised by abnormal activity of a 

group of neuron in brain. On the recognition of this disease, 

analysis of EEG has great importance [1]. 

In the analysis of EEG signal, many methods are used. In 

[2], high frequency and low frequency noise were suppressed 

by moving average and derivative-based filter. This method 

was used to classify normal or epileptic EEG signals. In [3], 

the user interface program was generated in Laboratory 

Virtual Instrument Engineering Workbench (LabVIEW) that 

has visual programming language in order to analyze EEG 

signals in determination of sleep stages. EEG signals can be 

analyzed in two domains. Due to the characteristic of signal in 

frequency domain, signal differs from before, during and after 

attack. Analyzing the characteristic of signal in time domain 

gives better result.  
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In literature, there are many studies which are based time 

domain but the best one is Wavelet Transform Technique on 

epileptic seizure detection [4], [5]. There are also 

classification studies of EEG signal by using ANN model. In 

[6], the design of a new window function that has side-lobe 

roll-off ratio characteristic of ultra-spherical window and 

Kaiser Window’s main-lobe width and ripple ratio was 

obtained by helping ANN. ANN model can be used for pattern 

recognition as well as EEG signal processing and 

classification [7], [8]. 

In literature, there are few studies on classification of EEG 

signals based on FPGA using neural network algorithms. One 

of them has two neural network algorithms that are 

implemented with the best accuracies into FPGA which 

achieves on 68% accuracy for MIT-BIH data and 70% 

accuracy for Mitra data [9]. In [10], simulation platform is 

introduced and starting from simulation in the learning phase 

with fixed-point operators, a methodology has been developed 

that is able to realize EEG signal processing with ANN model. 

The aim of this paper is to process EEG signal that is filtered 

in time domain by using ANN architecture, increase operating 

frequency and parallel processing ability of design. 

Furthermore, designed ANN model is programmed on FPGA 

and then signal is classified. ANN is preferred for its speed 

and parallel processing ability. Also, ANN can solve complex 

mathematical problems in real-time based on observations. 

II. MATERIALS AND METHODS 

A. The Study Area 

Nowadays, new disease recognition implementations attract 

researcher’s attention who work in hospitals and biomedical 

device industry because of faster and more accurate results 

requirement. 

In this study, three groups of data [11] are formed from pre-

processed EEG signal. These are patient’s data, healthy 

person’s data and test data. ANN is trained by transferring 

patient’s data and healthy person’s data to FPGA-based ANN 

Emulator Core and processing respectively. After training, test 

data is loaded to ANN Emulator Core on Xilinx ISE simulator 

to detect any epileptic seizure of person’s EEG signal. 

B. The Experimental Design 

This simulation study is named as FPGA-based ANN 

Emulator Core and illustrated in Figure 1. ANN Emulator 

Core consists of two parts. They are Adder and Multiplier 

FPGA-based ANN Design for Detecting 

Epileptic Seizure in EEG Signal   

B. Karakaya, T. Kaya and A. Gulten 

E 
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circuits. EEG data that are obtained from patient and healthy 

person, are filtered and normalized -1 to 1. These data must be 

transformed to a binary number format which has to be in 

fractional mode. Therefore, fixed-point number format is 

chosen. Numbers are arranged as 16 bit in width and quantized 

in the range of -1 to 1. 

 

 
Fig. 1. A scheme of FPGA-based ANN Emulator Core Design. 

 

Fixed-point number format is symbolized as Qm.n where m 

and n stand for integer part and fractional part of number 

respectively. All numbers for this design are used as signed 

form. Therefore, 1 bit is reserved for sign bit. Finally, number 

representation format is organized as Q2.13 16 bit signed 

fixed-point format for MATLAB. In this case, the precision of 

numbers is obtained as 0,122. 10-4.  

Network that is programmed in the study is shown in Figure 

2. As shown in Figure 2, ANN model has 4 inputs, 1 hidden 

layer, 1 output layer and 2 activation functions with input, bias 

and coefficient weightiness.  ANN model is trained toward 

given inputs and weightiness by solving these equations 

below. 

 

 
Fig. 2. Artificial Neural Network Processor Design. 
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Activation function 1 is given as below 
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and concluding calculation is ynet.  

 

1 1 2 2 3 3 4 4 5 5* * * * *nety H v H v H v H v H v                         (3)                                                            

  

Activation function 2 is given as below  
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and decision is determinated as,  

 

desirederror y y                                                                 (5) 

 

if error is greater than required error limit, all weightiness are 

updated as below equations where α is training parameter. 

Then, ANN model is reworked with new weightiness. If not, y 

is the correct output. 
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*

w error input j w i j

w w w
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                                               (6)                                                                          

 

Arithmetic circuits in the design that are Adder and 

Multiplier Circuits are coded and synthesized on Xilinx ISE 

FPGA Editor. These two arithmetic circuits give the response 

in 2 clock cycles. Figure 3 illustrates port information of 

arithmetic circuits [12]. 

 

 
Fig. 3. Adder & Multiplier Circuit of ANN Emulator Core [12]. 

 

Arithmetic circuits begin to work with permission_input 

signal. After addition or multiplication operation, arithmetic 

circuits send permission_output signal with result in order to 

indicate that circuits are ready for new calculation. 
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Table 1. Resource utilization and latencies of Adder and Multiplier circuits 

[13]. 

 Adder   Multiplier 

Used Logic Slices  9   35 

Used Flip-Flops 1   20 

Used LUTs 18   61 

Latency 2   2 

 

Table 1 represents resource utilization and latencies of 

Adder and Multiplier circuits which are used for ANN Core 

design. Table 2 represents resource utilization of ANN Core 

design overall. 

 

Table 2. Resource utilizations of ANN Core design. 

Used Logic Slices  9255 

Used Flip-Flops 11246 

Used LUTs 17149 

 

III. RESULTS 

In the simulator screen, clock cycle is selected as 100 Mhz. 

Total clock cycle that is needed to complete emulation of 

signal is 136. It means total time that is needed for emulation 

is 1360 ns.  After training completed by using ANN model 

above, patient’s and healthy person’s data are implemented to 

the emulator core respectively. It is required that when a group 

of patient’s data are applied to the core, it must give a result of 

1 while in the case of healthy person’s data, it is 0. Figure 4 

shows the outcome of ANN Core when a group of healthy 

person’s data are applied to the core. Figure 5 shows the 

outcome of ANN Core when a group of patient’s data are 

applied to the core. Figure 6 shows the outcome of ANN Core 

when a group of healthy person’s data are applied to the core, 

but in this case ydesired is selected as the person has epilepsy. 

Therefore, well-trained ANN gives an error as 1. Because the 

person is healthy.  

In outcomes of ANN Emulator Core, y[15:0] represents 

output of the ANN model that is used for detection of seizure 

on EEG signal. e_hata[15:0] represents error of the ANN 

model calculation that is used for recalculation of weightiness 

if it is greater than 0. ydesired[15:0] is used for if it is 1, it 

means the signal is belong to epilepsy patient. If it is 0, it 

means the signal is belong to healthy person. 

The accuracy of the study can be determined by using Mean 

Square Error (MSE) algorithm after signal progressed. A 

MATLAB function is created and the design achieves on 

86.7% accuracy of detection epilepsy event. 

IV. CONCLUSION 

As a result of this study, it is proven that EEG signal can be 

classified as normal or epileptic by using ANN Core design on 

FPGA platform with more accuracy. Furthermore, the total 

required time to classify EEG signal is 1360 ns. Maximum 

operating frequency is obtained as 82 MHz from Xilinx 

Synthesis Tool. The speed of real-time implementation may 

change respect to design. 

ANN Core design can be updated and implemented in real-

time on FPGA. Furthermore, fixed-point arithmetic can be 

arranged as obtaining better precision. 

 

 

 

 
Fig. 4. Outcome of the Core when ydesired= 0, y= 0 and error=0. 
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Fig. 5. Outcome of the Core when ydesired= 1, y= 1 and error=0. 

 

 

Fig. 6. Outcome of the Core when ydesired= 1, y= 0 and error=1 
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Abstract—Security is an important issue that should be taken 

care of by every system. In recent years, however, attackers are 

constantly developing themselves with new techniques to obtain 

personal information on the network. As systems evolve, the data 

that needs to be protected is increasingly appreciated and carries 

a higher risk of attack. As with many attacks such as MITM, 

there are solutions against this attacks. Nevertheless, these safety 

measures must be developed continuously. For this reason, we 

have developed a new system architecture with user-defined 

authentication against the intruders for the systems having large 

amount of data transmission rate. To maintain integrity of data, 

over a reliable system is that all incoming data are authenticated 

when data send to the server, on the other hand, in this system, 

the user-defined authentication can provide fast communication 

and it can decrease authentication time. The proposed system 

introduced in the present study checks for any changes in our 

instantaneous data. Moreover, we control the data integrity on 

simple devices such as sensors and motors or other industrial 

devices. Instead of using encryption, basically client-server based 

authentication system is used to avoid complex operations and 

protect the big data. 

 
 

Index Terms—Client-server based authentication, IIoT, MITM, 

Security 

 

 

I. INTRODUCTION 

ODAY’S Internet of Things (IoT) technology world, we 

are trying to store and qualify the data that millions of 

sensors have produced. This situation occurs big data. Big data 

comes from the combination of thousands of sensors creates 

security risks for large scale network. We must take measures 

to protect big data and take precautions for the safety of these 

critical system clearly. 
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Along with the developing IoT device technology such as 

wireless sensors [1], attacks on the network system are 

increasing in recent years. It is vital to detect these attacks and 

protect our network system, especially in the industrial fields. 

IoT means Industrial Internet of Things (IIoT) in the industrial 

systems. If we examine them in detail, IIoT and IoT are 

absolutely different. IIoT technology includes networked 

smart power, factory and manufacturing. For this reason, IIoT 

devices require rapid communication between themselves and 

must be protected against harmful attack. 

Intrusion Detection Systems (IDS) on a computer network is a 

first step of preventing the system to malicious use [2]. 

Sending to the main servers to analyze the information from 

various sensors is vital to large areas such as industrial areas. 

Therefore, intrusion detection systems have been developed. 

IDS may prevent many important damages for our system. 

IDS can be basically divided into two broad categories with 

respect to its architecture. [3]. Even then, a hybrid third one 

was developed by combining these two architectures. 

However, these architectures are basically similar in 

appearance to similar technologies in their application areas. 

Intrusion detection systems detect attacks made by instant 

analysis. The central server analyzes the events at different 

times with a base detection system. 

We propose a new system architecture with user-defined 

authentication that simultaneously put on authentication and 

industrial field control at the same time. Besides we present a 

fast and secure client-server based system instead of 

encryption algorithms. In this study, the system architecture 

with user-defined authentications explained and the 

performance is discussed with popular encryption algorithms.  

The IDS, which basically work with Host-based Intrusion 

Detection Systems (HIDS) concept, have turned into use 

Network-based Intrusion Detection Systems (NIDS) 

technology over time with different needs. HIDS are slightly 

different from the NIDS in that it is the technology in the 

protected computer. HIDS will not receive untrained traffic to 

the main computer under protection by itself. Instead, the 

HIDS tool monitors critical system file packages or files on 

the machine [4] and disconnects the network when there is an 

attack. It notifies a central management console. NIDS is 

deployed at strategic locations in the network system 

infrastructure (outside the firewall, especially in areas like the 

Demilitarized Zone, DMZ) to control traffic flow and compare 

known attack types against a database [5]. 

Client-Server Based Authentication Against 

MITM Attack via Fast Communication for IIoT 

Devices 

M. Kara, and M. Furat 

T 
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The intrusion detection systems, main server-based, are the 

focus of this article. In this paper, implemented with 

appropriate network connection is proposed to deal with 

intrusion detection problems using HIDS technology. 

Authentication system is designed to trigger instant attacks by 

performing key matching with specific functions. Thus, 

information obtained from instantaneous data generating 

devices such as sensors will be determined to have not 

undergone any changes during transmission. 

The present paper is organized as follows. Section 2 describes 

the need for security, section 3 compares the methods of 

encrypting with the intrusion detection system, and explains 

why the IDS are preferred. Potential cyber threats are given in 

section 4 and the proposed system structure is presented in 

section 5. The conclusion can be found in the last section. 

II. BIG DATA NEEDS BIG SECURITY 

It’s no secret that encryption is large proponents of data 

security. Attacks such as network misuse on the security side, 

data modification, data theft and unauthorized access to IoT 

devices should be avoided by taking security precautions. Data 

security is the most important factor in network construction. 

Because of this, industrial companies are trying to provide 

data security by making a monetary investment in a large 

amount.  

Large scale systems depend on computers or servers to control 

field devices. By the nature of computer systems, important 

amount of data that is controlled and processed is very 

important and sensitive. Because of this reason, big data 

requires protection against intruders. In the light of this 

information, Big Data needs Big Security. For example, one 

the most important device of a plant could be seized and a 

different value is sent to the authentication server by changing 

the temperature, humidity or pressure sensor values and this 

will be a problem for large fields. Security for data integrity is 

vital for cyber physical system [6]. 

III. COMPARISON 

A. Intrusion Detection Systems 

Intrusion Detection System [3, 4] is a network security system 

designed to detect security vulnerabilities against applications 

that are likely to be attacked or computer systems. An IDS 

technology is used to detect explicit attacks and is out of 

bandwidth in the networking system; It finds no real-time 

communication between the server and the client as illustrated 

in Fig.1. Obviously, the IDS technology to be described here 

is just a listening device. The IDS monitors the network traffic 

instantly and reports its results to a system administrator, but 

cannot automatically take action to prevent a detected exploit 

from taking over the system. 

To summarize, the three main functions of the IDS include 

controlling (evaluating), examining (detecting), and reacting 

(reporting) the attacking eyebrows in software systems and 

networks [7].  

Intrusion detection system can be divided into three categories 

with respect to their architectures [3, 7] as shown in Table 1. 

 

1) Host-based Intrusion Detection System 

The host-based intrusion detection system allows critical 

incidents to be seen in transmission systems. One can also 

detect and respond to malicious attacks or unusual movements 

discovered in the network system. It checks data integrity and 

traces the network system. 

 

2) Network-based Intrusion Detection System 

A network-based intrusion detection system monitors the 

network traffic to protect a system from threats and analyzes it 

according to the information in its hand [4]. It reads all 

packages and examines the packages which detect as 

dangerous. The system categorizes dangerous packages and 

notifies IT (Information Technology) staff. It can also block 

the packets according to IP address. 

 

3) Distributed Intrusion Detection System 

Distributed Intrusion Detection Systems (DIDS) over a huge 

network [8], all of which communicate with each other, or 

with a central server that simplify developed network 

monitoring, event analysis, and instant attack data [9]. 

 
TABLE I 

A COMPARISON OF DIFFERENT IDSS BASED ON THEIR 
ARCHITECTURE [7]. 

IDS 

Type 

Deployment 

Location 
Information 

source 
Control 

domain 

HIDS Under-control 

system, software 

process 

Local traffic (on 

OS 

level) and Log 

files 

Local hosting 

system 

NIDS Isolated system 

on 

network traffic 

route, 

software process 

Network traffic 

(raw data packets 

of the network) 

Local 

segment or 

whole 

network 

DIDS Distributed and 

heterogeneous 

(host, network 

and central 

management 

system) 

Host traffic and 

network traffic 
Network 

wide (all 

hosts and 

different 

network 

segments) 

 

B. Encryption 

Encryption is a method that transforms the information on the 

computer into an unintelligible form. Hence, even if someone 

can access a network system with important data [10], it will 

not be able to do anything unless it is some special software or 

the original data key. 

The main function of the encryption is to convert the not only 

a normal text into an encrypted text but also a binary data into 

an encrypted binary data. Encryption helps to ensure that the 

data is not readable by the unauthorized people.   

There are three different basic encryption methods that have 

different advantages for themselves. Their properties are 

tabulated in Table 2. It is clearly seen from Table 2, 

encryption methods notice integrity, authentication and non-

reputation. 
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1) Hashing Functions 

The way of summarization functions work is to show a shorter 

area by taking a long input. The goal is to reflect on the exit 

when there is a change in the ground. An encryption hash 

function [11] is a type of algorithm that can be applied on a 

piece of data, such as a single file or password, and produces a 

result called a checksum. The logic underlying the encryption 

hash function is to verify the authenticity of the data packet. 

For example, two files can be the same, but only if the 

checksums generated from each file use the same encryption 

burst function. Some of the summarization functions are MD5 

(Message-Digest algorithm 5) and SHA1 (Secure Hash 

Algorithm 1). 

 
Fig 1. HIDS and NIDS are illustrated basically in the same picture in terms 

of how they work 

 
TABLE II 

CRYPTOGRAPHIC TECHNICS WITH KEY USAGE 

Property Hashing 

Functions 

Symmetric 

Methods 
Asymmetric 

Methods 

Integrity Yes Yes Yes 

Authentication No Yes Yes 

Non-

repudation 

No No Yes 

Key Usage None Symmetric 

Key(One 

key) 

Assymmetric 

Key(two key) 

 

2) Symmetric Methods 

Symmetric methods care about integrity and authentication 

with a symmetric key. Essentially, symmetric algorithm means 

hash function with a key. Encrypt the whole data. AES 

(Advanced Encryption Standart) is a kind of symmetric key 

encryption [12]. 

 

3) Asymmetric Methods 

Asymmetric encryption uses two keys for encryption or 

decryption. This method cares about integrity, authentication 

and non-reputation with the asymmetric key [13]. 

 

C. Reason for IDS Selection 

Some systems, particularly networks that care about data 

coming from sensors, want to analyze whether only incoming 

information has been changed. Thus, they achieve both a 

faster system and a lower cost. Such systems in an industry 

can need to control the accuracy of instantaneous transmission 

by considering data integrity directly rather than encryption. 

Because symmetric [10] cryptosystems involve significant 

communication problems. The secret key is forwarded to the 

receiving system before sending the actual data. The system 

with the Internet connection is 99% safe so there is no 

guarantee that the hacker will not attack. For this reason, the 

only safe way to change the keys is to exchange them 

personally. There is no need encryption in some systems 

which care about data integrity to make process go faster. 

In this paper, we developed a network system that allows 

verifying the identity of the sender. For this reason, we only 

care about data integrity during data transmission. We propose 

to select a user-defined authentication system in this network 

to determine if there is a change in the data package. 

 

IV. CYBERSECURITY THREATS 

The ever-evolving world of the internet is becoming the focus 

of hackers. As IoT technology evolves, attacks are increasing 

in species. In particular, aggressive tools such as botnets take 

advantage of the exploits in the system to capture the network. 

Security systems often catch many attackers on the network. 

However, imagine that an attacker has captured a system such 

as an industry or a large hospital. Let's consider a production 

site that works with very sensitive sensors. The risk of mortal 

accidents is very high when cameras and sensor devices are 

seized. As a real example, we have come to the conclusion 

that by the end of 2015, cyber-attacks [14] were a serious 

threat when Ukraine seized large portions of the electricity 

grid and proved to be dark in the middle of winter [15].  

Currently, IoT technology brings a great deal of connectivity 

and convenience to modern day-like. However, the benefits 

created by IoT technology require manufacturers and users to 

be alert throughout the product life cycle. Protection against 

such danger must be provided by improved algorithms. 

Today, the types of attacks are increasing. Some attacks can 

get some information between two computers that are in direct 

communication. The type of attack we are handling in this 

study is the man-in-the-middle attack (MITM). The MITM 
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intercepts communication between the two network devices 

such as router, key server and switch etc. and this attack can 

change, modify or filter data [16].  

The purpose of network security is to provide information 

security. This information security is based on 3 basic reasons: 

confidentiality, integrity and availability.  

In some cases, the network's data may change because the data 

is gone through the intruder’s computer. In this cases, we need 

to know if there is an attack for changing the data. Otherwise, 

we cannot secure communication. So, IoT technology can 

never be passed in industry or any other huge systems. 

Such attack as man-in-the-middle attack on confidentiality and 

integrity or Denial of Service Attack [17] on availability [18]. 

Compromised credentials, cross-site scripting, man-in-the-

middle attack, data breach, denial-of-service attack, malicious 

insiders, arp-poisoning, malware, ransomware and spear 

phishing etc. There are many kinds of attacks that can be 

performed by intruders for capturing. There is too much 

danger in the transmission phase from device to device. That’s 

why, some attack detection algorithms should be developed to 

take precautions while transmitting the data.  

Intrusion detection systems such as Firewalls, Network IDS, 

SNORT, Firestorm, Host IDS are developed to prevent the 

attacks [19]. However, these systems have the advantages of 

intrusion detection but have some disadvantages also. To 

explain some of them; Firewalls have legitimate user 

restriction, diminished performance, vulnerabilities, internal 

attack and high cost. For this reason, we use the firewall 

together with IDS to avoid many attacks. SNORT is an 

important system which rules define new attacks can easily be 

written and added. On the other hand, a kind of system which 

encrypted communications (VPNs, SSL, SSH, etc.) cannot be 

monitored, it cannot keep up with high volume traffic, 

network infrastructure requires change/editing and produce 

false alarms very intensely. Firestorm logs the data regularly 

every day using the administration console. But this brings 

overload to the system on the network. Our system removes 

the overload of computers. Because the network system is 

very simple. It just cares about data integrity and detects the 

intruders. 

V. CLIENT-SERVER BASED AUTHENTICATION SYSTEM 

The most important purpose of our system is to evaluate this 

big data obtained by IIoT devices with sensors in the industrial 

field. As the amount of data increases, attackers are regularly 

trying to change this files and logges. For this reason, we 

propose a system via HIDS. This intrusion system is a 

technology that works like a central server and scans its own 

systems for activities. Typically, HIDS scans daily or weekly 

files in the operating system, application log files, or files in 

the database to find attack traces. For this reason, HIDS only 

works depending on the daily or weekly received file. As a 

result of this dependent situation, HIDS cannot detect the 

occurrence of an attack on the network by itself if the data of 

the weekly database files are bad or the information is 

changed by the attacker.  

When controlling the data coming from the sensors, we must 

move with an advanced algorithm by controlling the server 

entrance, taking filtering precautions, monitoring the events 

instantly and activating the warning system. 

The result of the control scan performed by the host-based 

intrusion detection system is filed and logged securely and 

compared with logs to detect any malicious attempt. As a 

result of this situation, we propose a new system architecture 

with user-defined authentication. This is a kind of instant 

detection system for intruders. 

A. Proposed System Architecture 

Reliability of data integrity always needs security via 

observation. For this reason, the system must be installed with 

some rules on network system with actuator and sensors as 

follows: 

• Monitor and check access to the variables 

instantaneously. 

• Abnormal sensor data should be detected and attempted 

attack should be prevented. 

• Real-time intrusion must be detected and alerted. 

• After the attack, check the system and analyze the output 

event. 

• Give a report to IT staff after alarm against the 

possibility of changing big data environments. 

The proposed client-server based authentication system in an 

industrial plant network is illustrated in Fig. 2. In this network 

system, large amount of data produced instantly by thousands 

of sensors in an industrial field are supposed. In the context of 

IIoT, owing to the instant transmission in the proposed system 

is carried out through smart devices, the emerged large data is 

naturally in the network environment. This system requires the 

data transmission between industrial devices to be controlled 

and secure. For this reason, we propose an architecture for this 

system consisting of 3 layers. These are Sensor and Actuator 

Layer, Transmission Layer and Administrator and 

Management Layer.  

First, the data produced by the field sensors data is sent from 

Sensor and Actuator Layer to Transmission Layer. The data 

reaching the Transmission Layer is collected by the Sensor 

Unit. The Sensor Unit transmits this data to the Authentication 

Server. The Authentication Server updates the sensor data 

depending on the functions defined by the system user. For 

example, these functions can be adapted to be able to 

authenticate within an algorithmic rule. After this process, the 

data is sent to the Administration and Management Layer. 

Within the Administration and Management Layer, 

Management Points or IT Staff departments make the 

necessary assessments. The evaluated data is sent to the 

Authentication Client Server in the Transmission Layer again. 

The Authentication Client Server controls the authenticity of 

these data with respect to the previously defined 

authentication rules. After control by the Authentication Client 

Server, if there is no attack trace in the coming data, it sends 

these new inputs to the controller unit. The Actuator Unit 

sends these control inputs to actuators in the industrial field. 

As a result, the proposed system works in a secure structure. 
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Fig.2. Proposed client-server based authentication system in an industrial plant network. 

 

B. Proposed System Algorithm 

The intrusion detection algorithm works within the proposed 

system can be summarized step by step as follows: 

Step 1: The measurements of the sensors are collected in the 

sensor unit at each sampling time. 

Step 2: The authentication server directly connected to the 

sensor unit adds a specific key to the sensors’ data 

and sends the corresponding clients. 

Step 3: The clients validates the data at first and then 

transmits the unit connected to itself. 

Step 4: The tasks defined in Step 2 and 3 are valid for the 

Authentication Server/Client in Administration and 

Management Layer.  

Step 5: If the validation is completed with success, then the 

data is proceeded. 

Step 6: If the validation fails, then alarm is set to the IT staff 

and the data is logged. 

Step 7: Stop 

 

The flowchart of the algorithm is illustrated in Fig. 3. 

 

C. User Defined Authentication 

Authentication mechanism is one of the most effective ways to 

determination attacks. The proposed user-defined 

authentication technique has a lot of advantages over 

traditional encryption schemes. 

First, the user-defined authentication procedures can be 

determined much simpler, and consequently. Then, it is much 

faster as compared to the encryption and decryption systems. 

Second, the data traffic level can be reduced to very low levels 

in the industrial fields while sending data due to the 

authentication control based method here, together with the 

instantaneous comparison operations performed in the 

algorithm.  

Third, the computation time is potentially reduced depending 

on the user-defined authentication function. 

 
Fig 3. Flowchart of the proposed system algorithm. 
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VI. CONCLUSION 

In recent years, IT staff in industrial systems want to detect the 

changes from the sensors during the instantaneous data 

transmission process. Taking this into account, the proposed 

system architecture with user-defined authentication works to 

ensure the confidentiality, accessibility and security integrity 

of the data transmission system. Our presented system, 

especially for IIoT technology, detects the modification of the 

packet at the moment of data transmission. This system 

provides high performance and efficient technology when 

compared with existing encryption techniques. This is very 

important if large amount of data transmissions exists in a 

system. Transmitted and stored correct data directly effects the 

reliability of the large systems, i.e. IIoT based large networks. 
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Abstract—Social Media is one of the most frequently used 

platforms today. Users can easily share their views, ideas, and 

thoughts on this platform. The data shared on social media 

platforms is actually a great deal that can be transformed into 

meaningful information. The obtained big data can be analyzed 

and evaluated by various data analysis methods. Whether or not 

the data contain a feeling, if it is included; the type of the feeling 

(i.e. positive, negative or neutral) can be determined by emotion 

analysis methods. Sentiment Analysis studies in later times began 

to turn to analysis indicating different sentiments. Thus the 

foundations of Opinion Mining were laid. When ideas conveyed 

by social media information are presented semantically, they are 

expressed by Opinion Mining. The purpose of this paper is to 

explain the relationship between the concepts of Sentiment 

Analysis and Opinion Mining. The terms used in Sentiment 

Analysis and Opinion Mining are explained and examples of 

Turkish Sentiment Analysis are given. It has been tried to suggest 

solutions for the problems encountered in Turkish studies. 

 

Index Terms— Turkish, Sentiment Analysis, social media, Opinion 

Mining. 

I. INTRODUCTION 

ENTIMENT analysis and Opinion Mining are the fields of 

study that analyzes people's views, evaluations, attitudes, 

and emotions from a written platform. Sentiment Analysis is 

used to find out what an existing text expresses emotionally. 

In some studies, the concept of Sentiment Analysis is also 

referred to by names such as thought mining, thought 

extraction. In industrial applications, Sentiment Analysis is 

more commonly used. Sentiment Analysis and Opinion 

Mining nomenclature are used in academic studies [1]. 

Opinion Mining is trying to show the meaning of the 

present text scientifically. Opinion Mining is the concept of 

Sentiment Analysis as a title [2]. The first study on Sentiment 

Analysis was conducted by Pang, Lee and Vaithyanatham in 

2002 and movie comments existing in Internet Movie 

Database were taken and classified by various machine 

learning algorithms [3]. 
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The first study in the concept of Sentiment Analysis and 

Opinion Mining are used together, semantic relations were 

established between emotional expressions and the subject 

rather than being classified as positive or negative [4].  

In the first work under the name of Opinion Mining, a list of 

both product qualities (quality, characteristics) was created 

using the Opinion Mining tools, and opinions (weak, mixed, 

good) were collected about each one [5].  

Although they look like different concepts, Sentiment 

Analysis, and Opinion Mining cannot be considered 

separately. Very similar methods are used while the 

significance of the dataset is more important for the Opinion 

Mining, the aim is to make emotions meaningful in Sentiment 

Analysis. 

The remainder of the paper is organized as follows: In the 

first part of the second section, the concepts of Sentiment 

Analysis and Opinion Mining and their relation are mentioned. 

In the second phase of the second section, the Turkish 

Sentiment Analysis studies are briefly explained. In the 

conclusion section, evaluation was made for Sentiment 

Analysis and Opinion Mining relationship and it has been tried 

to suggest solutions for the problems encountered in studies 

conducted in Turkish. In the last section, references are 

included. 

II. TURKISH SENTIMENT ANALYSIS 

II. I. TURKISH SENTIMENT ANALYSIS AND OPINION MINING 

Grammar rules vary for each language. Verb conjugation in 

a sentence differs between languages. The Turkish language is 

a structurally agglutinative language. Structural processing is 

more difficult than English. In Turkish, verb conjugation and 

lexical items are different from other languages as shown in 

Figure 1. 

Gender discrimination in languages such as Arabic, English, 

German does not exist in Turkish. A sentence spoken by 

multiple words in English can be explained in Turkish by a 

word. For example; 'Gidemedik' is expressed in English 'We 

were not going'. There are 8 vowels (a, e, i, o, ö, u, ü) and 21 

consonants (b, c, ç, d, f, g, ğ, h, j, k , l, m, n, p, r, s, ş, t, v, y, z) 

in Turkish. The seven letters are unique to the Turkish 

language alphabet (ç, ı, ş, ö, ü, ğ, I).  

When doing Sentiment Analysis in Turkish, you cannot use 

language models like Sentiment Analysis in English but all of 
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the methods used in the Sentiment Analysis literature can be 

used for the Turkish Sentiment Analysis. 

 

TURKISH ENGLISH 

Okula 

gidiyorum. 

I’m going to 

school. 

Fig.1. Sentence structures in Turkish and English 

 

In Sentiment Analysis studies positive, negative or neutral 

expressions are searched and analyzed in the dataset. The 

results of the analysis determine the attitudes of the persons or 

groups in the study. However, if the dataset is large, the 

classification of opinions cannot be done individually. The 

most commonly used method for Sentiment Analysis and 

Opinion Mining analysis is machine learning with text mining. 

Preparing the data set for text classification is the most 

important step in the pre-processing step. In text mining, it is 

always necessary to deal with words containing noisy and 

insignificant information. Pre-processing step is made to solve 

the problems on the dataset, to be able to make more 

meaningful and quality analyzes by learning the natural 

structure of the dataset and to generate more meaningful 

information from the dataset [6].   

 

 
Fig.2. Data pre-processing stage 

 

Pre-processing step is usually carried out in 3 steps as 

shown in Figure 2. 

 Tokenization 

 Stop-Word 

 Stemming 

In the next stage of the qualitative inference and selection 

process; add-subtract feature, creating a vector space model 

and attribute selection were made as shown Figure 3.  

 

 

 
Fig.3. Feature Extraction and Feature Selection Stage 

Classification methods are applied for data passing through 

the text mining stage. The concept of classification is simply 

to distribute data among the various classes defined on a data 

set. Classification algorithms learn this distribution form from 

given training set and then try to classify correctly when the 

test data arrives that the class is not specified.  

The values that specify these classes on the dataset are 

given a label name and are used to determine the data class 

during the test, if necessary. Machine learning algorithms are 

used for classification [7]. 

Machine learning methods extract features from texts. Some 

of the methods used in Sentiment Analysis; Naive Bayes 

(NB), k-NN, Center Based Classifier, Artificial Neural 

Networks (ANN), Support Vector Machines (SVM). 

There are two different approaches for Sentiment Analysis 

except text mining with machine learning approaches. These 

are natural language processing (NLP) methods and hybrid 

approaches. 

Using the NLP methods, Sentiment Analysis is performed 

according to the results obtained after the analysis developed 

specifically for the language. The hybrid method is a hybrid 

approach and involves both methods.  

When Sentiment Analysis studies go beyond the text-to-

label linkage, the studies have turned into open-ended results. 

This is how the idea of Opinion Mining was formed. 

As a result, both Sentiment Analysis and Opinion Mining 

are research topics for the following common materials; 

 Classify personal opinions 

 Sentiment classification of texts 

 Summarizing thoughts in texts 

 Inference of ideas from texts 

 Classification of negative, sarcasm or irony-

containing statements 

II. II.  THE STUDIES ON TURKISH SENTIMENT ANALYSIS  

Parlar [8] investigated various data preprocessing 

combinations in Sentiment Analysis of Turkish interpretations 

and investigated which qualification selection methods were 

effective results. Sentiment Analysis has proposed a new 

method of feature selection in selecting the most valuable 

features. It was tried to improve the accuracy and efficiency 

characteristics of the Sentiment Analysis process by using 

qualitative selection methods such as Chi-square, Information 

Gain, Document Frequency Difference and Optimal 

Orthogonal Centroid. The proposed method of selection of 

qualities is compared with these methods. In analyzing 

Turkish interpretations, it has been concluded that holding 

certain punctuation marks and ineffective words qualitatively 

contributes positively and contributes to better results with the 

quality selection methods used. 

Evirgen [9] has proposed a general framework in terms of 

the fact that Turkish sentences, which express emotions in a 
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short and concise manner, are not properly formatted so that 

words can be directly processed and processed by R 

programming language, and that this is the starting point. It 

has been stated that there is not yet a robust and usable web or 

client application on Turkish Sentiment Analysis and that it is 

a starting point for one step forward in the study. 

Kama [10] has implemented Turkish application for blogs 

and forums, comments and reviews collected by the collection 

of data created by previously developed for English. 

Demirci [11] focused on emotional analysis on microblogs. 

Automatically detecting emotions in micro-blogs is a new 

research area which gains importance with the rapid growth of 

the micro-blogs in the last few years. Mining emotions in 

micro-blogs have some practical uses which can improve 

human-computer interaction. As opposed to regular text used 

in text mining studies, micro-blog entries are short and not 

well-formed enough to process directly. He has proposed a 

general framework that special uses, symbols, and facilities 

that can be used in micro-blogs can greatly affect the emotion 

of the text. He has created new Turkish Twitter dataset for 

Sentiment Analysis. 

Çelik [12] developed A custom data preparation algorithm 

for the Turkish language in order to maximize the accuracy. 

He applied Naïve Bayes, Support Vector Machines, Logistic 

Regression and Decision Tree machine learning algorithms to 

the data sets. Naïve Bayes has worked 20 or 30 times faster 

than his nearest competitor, the Support Vector Machines 

algorithm. Besides the accuracy, the execution time of Naïve 

Bayes algorithm has been much faster than the others. Positive 

comments about everything have been 20-25 times more than 

negative comments. Accuracy has to decrease while n-gram 

size increases. Thresholding has generally little positive effect 

on accuracy but has improved execution time gradually on 

algorithms other than Naïve Bayes. 

Boynukalın [13] has focused on emotion analysis of 

Turkish texts and it has been shown that using ML methods 

for Turkish texts on analysis of emotions is feasible and gives 

promising results. Several methods have been applied to get 

the best results with Turkish language and experimental 

results have been evaluated. She has defined a new set of data 

with using two different sources and this set was used in the 

study. Different automatic learning techniques have been tried 

and results are compared. Additions to the methods used due 

to the features that are separated between Turkish and English 

were made and the success of the analysis in Turkish texts has 

been tried to be increased. 

Yelmen [14] focused on the selection of attributes from the 

Turkish texts written in daily conversation language in his 

work and used support vector machines, artificial neural 

networks, and centroid based classification algorithms on the 

detailed pre-processing data. SVM, ANN, and Centroid Based 

Classification Algorithms have been used on the data that is 

processed through detailed pre-processing. Gini Index, Data 

Gain and Genetic Algorithm have been used as hybrids 

together with 3 different classification algorithms on Twitter 

messages belonging to followers of three different GSM 

operators. 

Çoban [15] has studied two categorized sentimental analysis 

on Turkish messages from Twitter. Sentiment Analysis was 

considered as a text classification problem; Sentiment 

Analysis techniques, as well as classical text classification 

techniques, have been used. Machine learning methods are 

used to automatically detect the dominant sensation in Twitter 

messages. In this study, in which both text classification and 

emotion analysis experiments were performed, the main goal 

was to increase the success of emotional analysis. For this 

purpose, the effects of different preprocessing, labeling, 

classification and similarity methods on the Twitter emotional 

analysis in Turkish have been examined. In addition, a 

labeling method based on topical information was proposed 

and the highest success rate of 92.50% was achieved. Thus, 

the emotion analysis success can be achieved higher than 

previous studies. 

Kaplan [16] has analyzed Twitter messages of Twitter users 

who are social media networks. The emotions expressed by 

shared Twitter messages are classified into four different 

classes. These classes are; 'Happiness', 'Anger', 'Sadness' and 

'Surprise' groups. All typo mistakes of tweets were proofread 

with the help of 'Zemberek' library for classifying these 

accurately. Proofread tweets were labeled on these four 

categories of volunteers. In the study, messages collected from 

Twitter were analyzed with a decision tree and fuzzy learning 

techniques. Despite the fact that the fuzzy rules and decision 

tree methods have very close success rates, it has been found 

that both methods of emotion categorization give results that 

cannot give confidence in different categories. Nevertheless, it 

is suggested that the fuzzy decision method is a more valid 

method when closely examined in the categories.  

Yurt [17] has tested the achievements of emotion analysis 

using pre-designed NLP algorithms in Turkish texts. Turkish 

texts were taken from the network environment, pre-

processed, analyzed with tools that help in data mining and 

machine learning and the results are discussed. The study done 

using other machine learning algorithms has resulted in better 

results than Naïve Bayes.  

Türkmenoğlu [18] has performed Two separate methods of 

sentimental analysis for Turkish, from machine learning 

methods and dictionary-based Sentiment Analysis, previously 

studied for English and Turkish. These methods were applied 

to two different sets of Turkish data, short and long texts, and 

their performance was measured. They have carried out 

preliminary operations considering the structural 

characteristics of the Turkish language. 

Akba [19] has examined emotional analysis methods by 
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comparing success rates. According to some experimental 

results, he has tried to establish a system which can respond in 

a short time and needs less human power. Using data (Turkish 

movie comments) are interpreted and scored by the users on 

the website. Furthermore, in the evaluation of the experiment, 

it was tried to determine the number of the most appropriate 

words to be used in determining the feelings in the sentences 

written in Turkish. It was observed that the most successful 

results were obtained with 375 terms. 

Nangir [20] has tried and succeeded in a multi-classifier 

approach which is an unexamined approach for the Turkish 

language. He has shown that the performance of the classifiers 

can be improved by parameter optimization operation and the 

accuracy of the classification operation can be increased. This 

success has shown that the multiple classifier approaches is a 

successful machine learning approach and can be used in 

many studies. The multiple classifier approaches have been 

used with three singular classifiers and a majority voting 

method. 

III. CONCLUSIONS 

Turkish Sentiment Analysis and Opinion Mining are almost 

identical concepts. Sentiment Analysis, when looking for 

emotional words/expressions in a medium, the Opinion Mining 

outlines and analyzes the opinions of people about an entity.  

While Sentiment Analysis is mostly used in industry, Opinion 

Mining is more frequently used in the academic field. Both 

concepts work together on a common research theme.  

The following solutions are proposed for the problems 

observed in the Turkish emotional analysis thesis studies; 

 The lack of any open data sets in Turkish that can be used in 

the field of emotion analysis can be overcome by the data 

obtained from social media by various methods. 

The difficulties related to the inadequacy of the studies done 

in the field of emotion analysis in Turkish language, Researchers 

can be overcome by providing project support from the 

economic side. 

Although it is a Turkish WordNet database, the number of 

terms in this database is low and the result is that the opinion 

dictionary to be formed is composed of few terms. This problem 

can be solved if each researcher who works on emotion analysis 

increases the number of terms in the database. 

In document-based classifications, there is a lack of work that 

has been reduced to sentence and sub-sentence structures and 

even subject-based classification. Studies on these issues can be 

increased. 

Correct adjustment of the quality and categorical distribution 

of the training set has a direct impact on the analysis. The fact 

that the training data to be used for emotion analysis is sector-

based will increase the success of the results of emotional 

analysis and quality extraction to be achieved. 
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Abstract—In this study, the effects of feature selection on 

classification of the electrical signals generated in the brain during 

numerical and verbal operations are investigated. 18 healthy 

university/college students were chosen for the experimental 

study. EEG signals were recorded during silent reading and 

mental arithmetic operations without using any pen and paper. A 

total of 60 slides, 30 of which contained reading passages and the 

rest contained arithmetic operations, were presented in the 

experiment.  EEG signals recorded from 26 channels during the 

slide show. The recorded EEG signals were analyzed by Hilbert 

Huang Transform (HHT), and then features were extracted. 312 

features were classified by Bayesian Network algorithm without 

applying feature selection with 92.60% average accuracy. 

Consistency measures and Correlation based Feature Selection 

methods were, then, used for feature selection and the numbers of 

selected features are 8 and 39 on average, respectively. 

Classification accuracies by using these feature selection 

algorithms were obtained as 93.98% and 95.58%, respectively. 

The results showed that feature selection algorithms contribute 

positively to the classification performance. 

 
Index Terms— Hilbert Huang Transform, Consistency 

Measures, Correlation based Feature Selection, EEG 

Classification.  

I. INTRODUCTION 

rain-computer interfaces (BCI) are systems that allow to 

communicate the brain with external devices via a 

computer.  These systems are based on the principle of real-

time control of various systems to ease the lives of people who 

have suffered cognitive, sensory and motor functions such as 

paralysis or muscular dysfunction [1, 2, 3, 4]. EEG based BCI 

systems are used intensively for reasons such as high time 

resolution, low cost, and portability. Recorded EEG signals 

need to be analyzed, classified and transmitted to the system 

very quickly [5, 6]. In BCI systems, in general, the following 

steps are followed: Recording EEG signals, pre-processing, 

feature extracting and classifying. Finally, In the BCI system, a 

command is sent to the relevant system considering the 

classification results. 
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In the preprocessing process, the EEG signals are cleaned out 

noises resulting from the network or subject by various 

methods. Feature extraction process is an important field which 

many operations are performed on the signal processing. The 

most important point in signal processing is whether the signal 

is stationary or not. Fourier transform is a suitable signal 

processing method if the signal is a stationary signal whose 

frequency value does not change by time. Wavelet Transform 

and Hilbert Huang Transform (HHT) are shown to be more 

efficient methods to analyze non-stationary signals [7,8]. The 

Hilbert Huang Transformation, which is preferred in this study, 

has been used in many studies in the analysis of EEG signals in 

the literature [9,10,11,12,]. 

R. Wang et al. showed that HHT gives better results than Fast 

Fourier Transform and Continuous Wavelet Transform (CWT) 

in sleepy EEG signals [10]. While sleeping and waking, K. Rai 

et al. analyzed EEG signals using HHT based features and then 

they have classified EEG signals by Fuzzy Logic method [11]. 

Swarnalatha. R. and Prasad D.V in 2015 analyzed the recorded 

EEG data using HHT method for early diagnosis of bruxism 

disease, called “interdental rubbing disorder” [12]. In another 

study, J. Kortelainen et al. have developed a novel approach to 

early diagnosis of hypoxic ischemic encephalopathy (HIE), 

permanent illness in infants who do not have adequate blood in 

the brain, using HHD [9]. 

In BCI systems, features obtained by various signal processing 

methods can be used directly for classification process. 

Furthermore, it is possible to eliminate some of those features 

that may adversely affect the classification result and thus 

improve classifier performance. Feature selection methods 

reduced features without changing the signal's characteristic. 

Feature selection eliminates irrelevant and unnecessary features 

and allows selection of features that will provide the actual 

contribution in the classification process so that both training 

and test times are shortened during classification. Thus, 

problems that can arise from the delays in real-time BCI 

systems are reduced. Feature selection techniques have been 

used many studies in classification of EEG signals [13, 14, 15, 

16, 17]. Feature selection approaches are known as filter, 

wrapper and embedded systems. Filter-based methods provide 

fast results because they perform selection based on statistical 

data in the analysis of large data groups. Wrapper methods 

choose features that performs well for the chosen classifier. 

Embedded systems combine the operating logic of the two 

systems mentioned above. 

Investigation Of Feature Selection Algorithms 

On A Cognitive Task Classification: A 

Comparison Study 

S. G. Eraldemir, M.T. Arslan, and E. Yildirim 
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In this study, we used correlation-based feature selection (CFS) 

and consistency measures, which are filter based feature 

selection methods which achieve faster results specifically for 

high dimensional data. 

 

Ji et al. [14] analyzed EEG signals recorded during sleep from 

16 volunteers. In the study, they acquired features by applying 

the Fourier Transform and the short-time Fourier Transform to 

the EEG data for the detection of different states of sleeping. 

Afterwards, they carry out CFS and the genetic algorithm-based 

feature selection methods to reduce EEG features. As a result, 

the best results were found by CFS. Hu et al. [15] collected EEG 

signals to investigate the effects of attention on distance 

education methods. They reported that 63.90% was achieved 

for EEG data without feature selection while 80.84% was 

achieved by applying CFS for feature selection [15].  Onan A. 

and Korukoglu S. preferred filter based feature selection and 

wrapper based feature selection methods to reduce the number 

of features in text classification [17]. The highest result was 

yielded by filter based feature selection method with a 

classification accuracy of %89.72 [17]. 

 

In this experimental study, EEG data collected from 18 subjects 

were used, and then the signals were analyzed by HHT. Then 

HHT based features are classified by a probability based 

approach, Bayesian Network algorithm. To reduce the cost of 

operation and achieve better classification rates, consistency 

measures and correlation-based feature selection methods are 

applied and the classification performances are compared to the 

results obtained without feature selection. 

II. MATERIALS AND METHOD 

EEG data were obtained from 18 volunteer all-male 

university/college students. EEG data were collected from 32 

electrodes with a sampling frequency of 1000Hz. Feature 

extraction was applied on EEG data by means of HHT, and then 

consistency-measures and CFS were applied for feature 

selection. 

 
Fig. 1 The approach followed in the study 

 

A. Collection of EEG data 

The EEG markers were collected from volunteers using 

electrodes placed on the scalp as shown in Figure 2 in 

accordance with the international 10-20 system. 

 
Fig. 2. The position of the electrodes relative to the 10-20 system for EEG 

recording (Top View) 
 

The important considerations before and during the recording 

of EEG data are expressed as follows: 

 Subjects are warned about their hair being clean and 

short, and not to use any hair styling products. 

 Subjects were told not to take any medication prior to 

EEG recording. 

 It has been stated that subjects should focus only on 

numerical slides or verbal slides on the screen. 

 Subjects were told not to move their body parts such 

as hands, arms, head, legs and eyes during recording 

as shown in Figure 3. In addition, they were initially 

seated in a comfortable position. 

A total of 60 slides, 30 numeric and 30 verbal texts, were shown 

during the recording. The duration of each slide is set to 13.25 

seconds. 

 
Fig. 3 EEG recording environment 

 

Pre-
Processing

Feature 
Extraction

Feature 
Selection

EEG 
Classification
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Figure 4 is an example of a slide containing numerical 

operations. 

 
Fig. 4. A Numerical Slide Example 

 

Figure 5 shows an example of slides containing verbal text. 

 

 
Fig 5. A Text Slide Example 

B. Pre-Process 

During recording, 50 Hz noise originating from the network is 

automatically cleaned by the device. After the recordings, 

signals are bandpass-filtered between 0.1 and 120 Hz and are 

divided into 60 pieces, each of which is a 13.25 second long 

EEG segment. Afterwards, the last two slides and the first slide 

in each section deactivated to prevent any problems due to 

synchronization. For this reason, 27 verbal and numerical slides 

were used for experimental study on EEG recordings. 

C. Feature Extraction  

Features are extracted from pre-processed EEG signals using 

HHT. HHT is an adaptive method that allows the analysis of 

non-linear, non-stationary signals as well as signals whose 

frequency and amplitude change by time [8]. By means of this 

method, complex, non-linear and non-stationary signals such as 

especially EEG signals, can be better analyzed than other signal 

processing methods. HHT is an empirical and adaptive method 

which combines Empirical Mode Decomposition (EMD) and 

Hilbert Transform. Hilbert Transform can be applied directly to 

single-component signals since these signals have only one 

frequency content at a given time interval. However, this is not 

possible for multi-component signals such as EEG. In order to 

solve this problem, Huang first divides the signal into the 

Intrinsic Mode Functions (IMFs) to include only one frequency 

value at a certain time [8]. Thereafter, the signal is expressed as 

the sum of these functions, each of which has a single frequency 

content instantaneously. In Empirical Mode Decomposition 

(EMD), the signal is divided into IMFs. In the last stage of the 

HHT, The Hilbert transform is applied to the obtained IMFs to 

generate the energy-frequency-time distribution known as the 

Hilbert spectrum. 

 

EEG signals were analyzed with a sliding window method 

where each window is one second long with 50% overlap. For 

each segment, 312 features were extracted by calculating the 

average amplitude and maximum amplitude values for delta 

(0.5-4Hz), theta (4-8 Hz), alpha (8-13 Hz), beta (13-30 Hz) and 

gamma (31-120 Hz) bands apart from the average amplitude 

and the maximum amplitude in the whole spectrum. 

D. Feature Selection 

Features were selected by applying Consistency Measures and 

Correlation-based Feature Selection (CFS) methods which are 

filter methods to the feature matrix extracted using HHT. In the 

analysis of large data, these methods have been used because of 

the reduction of training and test time. 

 Consistency Measures 
This method was used in many studies in the literature for 

feature selection [18, 19, 20]. Consistency Measures (CM) is a 

filter based method that considers consistency levels of class 

values to examine the usefulness of the subset of attributes [21]. 

 

The CM method begins with a subset of all the attributes. Then, 

a random subset of attributes is generated from a subset space 

of attributes. If the randomly generated subset of attributes 

contains attributes less than or equal to the current subset of 

attributes, then the consistency ratings of the existing and newly 

created subset of attributes are compared. If the newly created 

subset of attributes has a better consistency rate, this subset is 

selected. The process is repeated during a parameter set by the 

user. 
TABLE I.  

NUMBER OF SELECTED FEATURES 

No of 

Subject 

Total 

Number of 

Features  

Correlation 

based Feature 

Selection 

Consistency 

Measures 

Subject1 312 42 8 

Subject 2 312 46 9 

Subject 3 312 38 9 

Subject 4 312 35 9 

Subject 5 312 31 5 

Subject 6 312 31 8 

Subject 7 312 37 6 

Subject 8 312 36 11 

Subject 9 312 48 8 

Subject 10 312 43 7 

Subject 11 312 55 8 

Subject 12 312 51 7 

Subject 13 312 41 6 

Subject 14 312 39 8 

Subject 15 312 44 6 

Subject 16 312 28 6 

Subject 17 312 32 8 

Subject18 312 32 6 

Average 312 39 8 

 

Correlation based Feature Selection 

This method creates a new subset of attributes by selecting the 

attributes that have the highest correlation with the class within 

the set of attributes extracted from the signal. A subset of the 
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attributes which has the highest correlation with class but the 

lowest correlation each other is generated [22, 23, 24].  

The number of selected attributes is shown in Table I for each 

Subject. When Table I is analyzed, it is seen that a very small 

number of attributes are selected in different numbers for each 

subject. 

III. RESULTS AND DISCUSSION 

In this study, we reviewed the effect of feature selection 

algorithms such as CFS and CM on the experimental result, 

considering that HHT based features show better classification 

performance. The features were extracted by using HHT from 

EEG signals and were binary classified as arithmetical 

operation / silent reading. 

The performance of Bayesian Network was worked out using 

the most commonly used parameters such as Accuracy, 

Precision and area under the ROC Curve (AUC) [25]. 

 

Examining Table II, it is seen obviously that arithmetical and 

reading operations were classified with an average accuracy of 

92.60% and an average precision of 92.95%, without applying 

feature selection. Although the highest accuracy was 97.40%, 

the lowest accuracy is found as 85.50%. It is observed that there 

are a total of 13 subjects whose accuracy is 90% or better. 

 
Table II  

THE CLASSIFICATION RESULTS WITH ALL FEATURES 

No of Subject Accuracy Precision AUC 

Subject 1 0.9100 0.9100 0.9630 

Subject2 0.8550 0.8630 0.9370 

Subject3 0.8590 0.8610 0.9380 

Subject 4 0.8990 0.9040 0.9710 

Subject 5 0.9670 0.9670 0.9910 

Subject 6 0.9590 0.9590 0.9940 

Subject7 0.9740 0.9740 0.9920 

Subject 8 0.9010 0.9070 0.9380 

Subject 9 0.9440 0.9470 0.9780 

Subject 10 0.9490 0.9500 0.9880 

Subject 11 0.9390 0.9400 0.9810 

Subject 12 0.8870 0.8940 0.9650 

Subject 13 0.9700 0.9700 0.9970 

Subject 14 0.8770 0.8990 0.9880 

Subject 15 0.9700 0.9710 0.9980 

Subject 16 0.9630 0.9630 0.9920 

Subject 17 0.9340 0.9380 0.9830 

Subject 18 0.9110 0.9140 0.9700 

Average 0.9260 0.9295 0.9758 

 

The results while applying consistency measure are given in 

Table III. The average accuracy and precision were found as 

93.98% and 94.08%, respectively with an average number of 8 

features. Comparing the results, the features selected by 

consistency is more successful than all features in classification. 

The lowest classification accuracy was 86.60% and the lowest 

precision was 86.90% as well as the highest classification 

accuracy and precision were 97.90%. It is also seen that a total 

of 16 subjects are classified, with accuracy of 90% and above. 

 

Table IV shows the classification results achieved when applied 

correlation based feature selection. 

 

 

Table III. 

THE CLASSIFICATION RESULTS USING CONSISTENCY MEASURES 

No of Subject Accuracy Precision AUC 

Subject1 0.9300 0.9300 0.9800 

Subject2 0.8660 0.8690 0.9500 

Subject3 0.8770 0.8770 0.9540 

Subject4 0.9410 0.9420 0.9890 

Subject5 0.9720 0.9720 0.9970 

Subject6 0.9300 0.9300 0.9860 

Subject7 0.9790 0.9790 0.9980 

Subject8 0.9100 0.9140 0.9730 

Subject9 0.9400 0.9410 0.9830 

Subject10 0.9630 0.9630 0.9960 

Subject11 0.9460 0.9460 0.9860 

Subject12 0.9010 0.9040 0.9740 

Subject13 0.9700 0.9700 0.9960 

Subject14 0.9450 0.9470 0.9910 

Subject15 0.9720 0.9730 0.9970 

Subject16 0.9580 0.9580 0.9930 

Subject17 0.9390 0.9420 0.9910 

Subject18 0.9770 0.9770 0.9950 

Average 0.9398 0.9408 0.9849 

 

 
Table IV. 

THE CLASSIFICATION RESULTS USING CORRELATON BASED 

FEATURE SELECTION 

No of Subject Accuracy Precision AUC 

Subject1 0.9390 0.9400 0.9850 

Subject2 0.8900 0.8930 0.9740 

Subject3 0.8670 0.8680 0.9510 

Subject4 0.9680 0.9680 0.9970 

Subject5 0.9860 0.9860 0.9990 

Subject6 0.9570 0.9570 0.9950 

Subject7 0.9810 0.9820 0.9990 

Subject8 0.9120 0.9190 0.9890 

Subject9 0.9590 0.9610 0.9940 

Subject10 0.9830 0.9830 0.9980 

Subject11 0.9760 0.9760 0.9910 

Subject12 0.9360 0.9380 0.9890 

Subject13 0.9840 0.9850 0.9990 

Subject14 0.9630 0.9630 0.9950 

Subject15 0.9810 0.9820 0.9990 

Subject16 0.9820 0.9820 0.9990 

Subject17 0.9620 0.9640 0.9970 

Subject18 0.9790 0.9790 0.9960 

Average  0.9558 0.9570 0.9914 

 

The average accuracy and precision were found as 95.58% and 

95.70% as shown in Table IV. The results were found to be 

higher than the result gained using all the features. In addition, 

it is demonstrated that the poorest accuracy and precision values 

were 86.70% and 86.80%, respectively for Subject3 even 

though Subject5 had the highest precision and the accuracy 

value were 98.60%. In general, it is clearly seen that the 

findings in Table IV are more successful than those of Table II 

and Table III. 

Examining the all results, for BCI systems, it is indicated that 

higher classification performance can be achieved by reducing 

the number of features with correlation-based feature selection. 

As a result of the all results, it is understood that the correlation-

based feature selection method is more compatible with the 
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Bayesian Network algorithm for the features from database we 

used in this study. 

The results show the importance of selecting features for the 

development of faster and higher performance BCI systems and 

the method to be selected for this process. 

IV. CONCLUSION 

In this paper, we presented an approach to examine the effect 

of feature selection algorithms on cognitive tasks based on EEG 

signals. 

The features were extracted by using Hilbert Huang Transform 

from EEG signals and were binary classified as arithmetical 

operation / silent reading. For feature selection, we used 

Correlation based Feature Selection and Consistency Measures 

algorithm which are filter methods. Bayesian Network was 

employed for classification. Effect of feature selection 

algorithms are evaluated for this cognitive task analysis. The 

classification results indicated that Feature Selection algorithms 

have a positive effect on EEG signal classification performance. 

CFS and CM feature selection algorithms are a powerful and 

useful tools to select EEG features.  
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Abstract—The K-Nearest Neighbor classifier is a well-known 

and widely applied method in data mining applications. 

Nevertheless, its high computation and memory usage cost makes 

the classical K-NN not feasible for today’s Big Data analysis 

applications. To overcome the cost drawbacks of the known data 

mining methods, several distributed environment alternatives 

have emerged. Among these alternatives, Hadoop MapReduce 

distributed ecosystem attracted significant attention. Recently, 

several K-NN based classification algorithms have been proposed 

which are distributed methods tested in Hadoop environment 

and suitable for emerging data analysis needs. In this work, a 

new distributed Z-KNN algorithm is proposed, which improves 

the classification accuracy performance of the well-known K-

Nearest Neighbor (K-NN) algorithm by benefiting from the 

representativeness relationship of the instances belonging to 

different data classes. The proposed algorithm relies on the data 

class representations derived from the Z data instances from 

each class, which are the closest to the test instance. The Z-KNN 

algorithm was tested in a physical Hadoop Cluster using several 

real-datasets belonging to different application areas. The 

performance results acquired after extensive experiments are 

presented in this paper and they prove that the proposed Z-KNN 

algorithm is a competitive alternative to other studies recently 

proposed in the literature 

 

Index Terms—Big Data Classification, Hadoop, K-Nearest 

Neighbor, MapReduce.  

 

 

I.    INTRODUCTION 

 

n the age of the fourth industrial revolution, business’s 

decision-making is highly based on the data retrieved by the 

internet-connected devices that are capable of collecting and 

processing ever-growing amounts of information [1]. 
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To achieve precise forecasts, data coming from different 

environments (e.g. different social media tools, data 

warehouses, cloud storages etc.) need to be intelligently 

analyzed by businesses.  

Analyzing data retrieved from numerous data sources 

results in tackling with vast amounts of unstructured raw data, 

which are big in terms of volume, variety and velocity of 

acquisition. The process of analyzing such data is recently a 

popular research area, known as the Big Data Analysis [2]. 

One of the most important data mining tasks is 

classification. Classification, which is the task of assigning 

objects to one of several predefined categories, is a pervasive 

problem that encompasses many diverse applications [3].  

To classify data in the big data age, centralized techniques 

lack the low classification delay performance, which is vital to 

cope with the high velocity data streams of big data. 

    To deal with this timing requirement of the modern data 

classification, several distributed ecosystems have been tested 

and used by different researches. One of these distributed 

ecosystems is popularly known as the Apache Hadoop and the 

Google’s MapReduce Framework [4]. 

    K Nearest Neighbor Classification (K-NN) has been one of 

the most popular classification algorithms [5]. The classical K-

NN algorithm is based on calculating the distances between 

the test data instance to be classified and all of the instances in 

the training data set and finding the closest K number of 

training instances. After detecting the K number of closest 

training instances, the K-NN algorithm applies majority voting 

which is the process of detecting the data class with the 

maximum number of instances among the K selected 

instances.  

Since the classical K-NN algorithm is completely based on 

individual instance proximities, it heavily suffers from high 

computation costs. In addition, since the algorithm’s decision-

making strategy is relying on the individual instance 

proximities rather than stronger class representations, the 

algorithm’s classification accuracy is also not adequate for 

modern big data analysis that requires rapid and accurate 

classification results. 

    On the other hand, K-NN’s individual instance distances 

strategy makes K-NN a strong candidate for distributed data 

classification, which is the basis of achieving acceptably low 

classification delays while classifying big data. 

     Taking into account the K-NN’s suitability to distributed 

environments, many K-NN based studies which try to improve 

the K-NN algorithms performance, and working on Hadoop 
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and MapReduce environment have been recently proposed in 

the literature [6-16]. 

     In this paper, a new K-NN and MapReduce based 

algorithm is proposed named as the Z-KNN algorithm. The Z-

KNN algorithm tries to remedy the classification accuracy 

performance of the classical K-NN classifier.  

     The main idea of the Z-KNN algorithm is to base the 

classification decision of the classical K-NN algorithm on the 

class representations by calculating the centroids of the closest 

Z training instances belonging to the classes of the K closest 

instances detected by the K-NN algorithm. In other words, the 

classical majority voting approach is replaced by a stronger 

classification decision, which is also computationally not 

expensive. 

      The rest of this paper is organized as follows: Section II 

presents the proposed Z-KNN algorithm in detail. The 

experimental setup and the achieved performance results are 

presented in section III. Finally, the section IV concludes the 

paper and states the future works. 

 

 

II.    THE PROPOSED Z-KNN ALGORITHM  

 

    In this section, the proposed Z-KNN algorithm and its 

MapReduce application will be explained. 

 

A.    The Classical K-NN Algorithm 

In a classification task, if a data instance is considered as a 

vector of feature values, then a data instance i can be denoted as 

vi which corresponds to a vector containing p features <feat1, 

feat2,...,featp>. Hence, a classification task can be defined as 

detecting the correct data classes of n test data instances 

tsv1,..tsvn by using m training data instances trv1,…trvm. 

The classical K-NN algorithm is based on the simple idea of 

calculating the distances between a test data to be classified and 

all of the m number of data instances in the training set. After 

calculating all of the distances, the classical K-NN sorts the 

measured distances and uses the first K number of training 

Neighbors of the tested data. 

The classification decision is then given by detecting which 

data class has the most number of instances among the selected 

K nearest neighbors, which is known as the majority voting.  

As it can be deduced from the summary of the classical K-NN 

algorithm given above, the whole decision is based on the 

individual instance distances between all tsvi and trvj’s. 

Since the calculation of the instance distances is an 

independent task, being able to distribute the distance 

calculations to several processes makes the K-NN strategy 

suitable for distributed environments.  

On the other hand, especially when a data set with high 

number of instances and high number of features per instance 

needs to be classified, the classical K-NN algorithm’s 

classification accuracy performance becomes lower than its other 

well-known competitors, like K-Means classification [17]. 

Hence, it can be deduced that to become a classification 

algorithm suitable for modern data analysis needs, the K-NN’s 

classification accuracy performance should be improved on a 

distributed environment. 

Taking into account these needs, the Z-KNN algorithm is 

proposed and explained in sub-section B 

 

B.     The Z-KNN Algorithm 

     The proposed Z-KNN algorithm is a distributed K-NN based 

classification algorithm, which is designed to work on  

MapReduce environment. 

Hadoop MapReduce is a software framework for easily 

writing applications that process vast amounts of data in-parallel 

on large clusters of commodity hardware in a reliable, fault-

tolerant manner [18]. 

A MapReduce job usually splits the input data-set into 

independent chunks which are processed by the map tasks in a 

completely parallel manner. The framework sorts the outputs of 

the maps, which are then input to the reduce tasks. Typically 

both the input and the output of the job are stored in a file-

system. The framework takes care of scheduling tasks, 

monitoring them and re-executes the failed tasks [18]. 

      In the MapReduce framework, any distributed task is 

designed as a combination of at least three functions: The Driver, 

Mapper and Reducer functions, which are inherited from the 

corresponding MapReduce classes [18]. 

 

     The MapReduce framework of the Z-KNN algorithm for m 

Dataset
To be 

Classified

Mapper0

Mapperx

1: Training
Data Split 0

2: Test Data Set

1: Training
Data Split x

2: Test Data Set

Reducer1

Reducern

<Ts1,<Tr1,dist11,class1>>
<Ts1,<Tr2,dist12,class2>>
<Ts1,<Tr3,dist13,class3>>

<Ts1,<Trm,dist0m,classc>>

<Tsn,<Tr1,distn1,class1>>
<Tsn,<Tr2,distn2,class2>>
<Tsn,<Tr3,distn3,class3>>

<Tsn,<Trm,distnm,classc>>

Output

<Ts1, Decided_Class>

<Tsn, Decided_Class>

 
 

Figure 1. MapReduce Flow of the Z-KNN algorithm 
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number of instances in the training data set and n number of 

instances in the testing data set is presented in Figure 1. 

      As it can be seen in Figure 1, the Z-KNN algorithm’s sub 

tasks are composed of the Mapper and the Reducer functions of 

the well-known MapReduce Framework. 

     The Mapper function is responsible of receiving the training 

data set splits from the MapReduce Driver, which is the main 

function for configuring the environment and managing the 

distributed processing running on top of the Hadoop framework, 

and calculating the distances between the testing instance to be 

processed and the training instances found in the received 

training data split. 

     According to the MapReduce Framework, the output of the 

Mapper function should be a <Key, Value> vector [18]. In the Z-

KNN algorithm, the output Key of the Mapper is the testing 

instance id and the value is an object, which contains the used 

training instance, the distance between the testing and the 

training instances and the class id that the training instance 

belongs to.  

     Afterwards, the MapReduce framework shuffles the output 

<Key, Value> pairs emitted by the mapper functions so that the 

pairs with common keys are submitted to the same reducer 

function. In other words, a single reducer will process all of the 

calculated distances belonging to the same testing instance. 

 

1)   The Mapper Function:  

     As explained above the mapper function is responsible of 

calculating the distances between the training and testing 

instances. The complete algorithm of the Z-KNN mapper 

function can be found in Algorithm 1. 

         As an example to distance calculation, if a single testing 

instance tsi and a single training instance trj are considered, than 

the distance between these two instances is calculated by 

Equation (1). 

 

                       (1) 

         

       

If we assume that the class id of the training instance trj is class 

A, then the output of a Z-KNN mapper becomes; 

 <tsi , <trj,  distij,  class A>> . 

 

 

2)  The Reducer Function:  

     The reducer function contains the classification decision 

phase for the test instances, where the main contribution of the 

proposed Z-KNN algorithm can be seen. 

      The input of the reducer function is a list of all of the <key1, 

value1> pairs emitted by the mapper function of the MapReduce 

framework. It is worth to mention again that a single reducer 

receives the list of pairs belonging to a common key value. In 

other words, a single reducer receives the distances of a single 

test instance to all of the training instances calculated by the 

mappers. 

      Upon receiving the input, the reducer function finds the K 

closest neighbors from all of the training instances by examining 

the minimum K distances among all the values in the list. Next, 

the Z-KNN reducer detects to which classes these K neighbors 

belong (e.g. class A, class B and class C).  

      

     The main contribution in Z-KNN classifier depends on 

Algorithm 1: Z-KNN Mapper Function()   

Input: <key, value> 

key : the record id of the training instance 

value: the set of feature values of the training instance 

 

Output to MapReduce Env. : <key1, value1> 

key1: the record id of the test instance 

value1: a vector containing the training instance id, distance 

and the class id of the training instance 

 

1: class_tr = readClassId(value) 

2: for i=1 to n 

3:      //the loop to iterate each test instance 

4:      distij = DistanceFunction(trj, tsi) 

5:      Context.write(i, object <trj , distij , class_tr>) 

6: end for 

7: return   

 

Algorithm 2: Z-KNN Reducer Function()   

Input: <key1, <List value1’s> distances> 

key1 : the record id of the test instance 

value1: an object which contains <trj , distij , class_trj> 

distances: List of all value1s  

 

Output to MapReduce Env. : <key2, value2> 

key2: the record id of the test instance 

value2: the decided class id for test instance i 

 

1: Sort_ascending(distances)  

2: new LinkedList K_distances 

3: new LinkedList Classes 

4: new LinkedList Z_instances 

4: for i=1 to K 

5:      K_distances.add(distances.get(i)) 

6: end for 

7: for all dist  K_distances 

8:      if dist.getclass() classes 

9:             classes.add(dist.getclass()) 

10:    end if 

11: end for 

12: for all class_id classes 

13:      Z_instances.clear() 

14:      for i=1 to Z 

15:             if distances.get(i).getclass() = class_id  

16:                   Z_distances.add(distances.get(i)) 

17:             end if 

18:       end for 

19:                                                       

20:      if DistanceFunction(µ,key1) < min 

21:            min = DistanceFunction(µ,key1) 

22:            decided_class_id = class_id 

23:      end if 

24: end for 

25: key2 = key1 

26: value2 = decided_class_id 

27: Context.write(key2, value2) 

28: return   
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correctly representing the detected classes A, B and C rather than 

relying only on the distances to the individual training data 

instances. The main motivation of this strategy is fueled by the 

fact that, when the size of the data is big and especially when the 

data is represented by multiple number of classes and large 

number of features, some data may have similar proximity to 

different classes instances. In such cases, the minimum distance 

from the individual instances may not correctly mean that the 

test instance will belong to that same class. Please consider the 

following example as a sample case: 

      

     Let assume that K is 5 and the following values are emitted to 

the reducer for test instance 9. Also, for the sake of example, let 

us assume that the test instance 9 should be classified to class B: 

 

<ts9, <tr3, 0.11, A> 

<ts9, <tr11, 0.14, B> 

<ts9, <tr27, 0.15, B> 

<ts9, <tr23, 0.12, C> 

<ts9, <tr42, 0.12, A> 

 

     In this case, because of majority voting, the classical K-NN 

algorithm will conclude that the test instance 9 belongs to class 

A. The majority voting strategy of the classical K-NN will end 

up at this decision since class A and class B has equal number of 

instances among the K nearest neighbors, and the class A 

contains an instance, which has the closest proximity to the 

testing instance. 

      Nevertheless, the same class A has an instance, which is 

further away from the class B instances to the test instance 9. 

      To give equal chances to classes in the classification 

decision, Z-KNN proposes to represent the classes A, B and C 

among the K nearest neighbors by centroids and base the 

classification decision on the distance of the test instance to the 

centroids of the classes rather than relying on the individual data 

members’ proximities. 

          To decrease the computation overhead of the proposed 

proximity to the centroid representation strategy, in the Z-KNN 

algorithm, a parameter Z is introduced.  

     The parameter Z in the Z-KNN classifier is the number of 

instances from each of the classes A, B and C that have the 

closest distances to the test instance. 

     As it was explained earlier in the Mapper function of the 

algorithm, for each test instance, the distances to every training 

instance is calculated and emitted to the Reducer function.  

     Also it is worth to mention that, benefiting from the 

MapReduce Framework’s shuffling/sorting functionality, the 

coded Reducer Function and the Value class, which defines the 

value objects in the <Key, Value> pairs, are coded to have an 

sorted list of the values according to the ascending order of the 

distances.  

     That is to say, each reducer receives a list that is already 

sorted so that the reducers can directly take the first Z number of 

elements from each class. Hence, with no extra cost, the Reducer 

is able to use the already available proximity information.  

      Repeating the centroid calculation for each class, the Z-KNN 

Reducer calculates the class centroids using the first Z elements, 

in other words closest Z training instances to the test instance to 

be classified, the reducer ends up with a number of centroids as 

many as the number of classes found among the K nearest 

neighbors. 

     The Z parameter contribution simply proposes that, instead of 

using the complete class population to calculate a class center, 

using only Z number of instances of a class, the reducer 

calculates the centroid for that class with a much lower 

computation cost and still maintaining a strong class 

representation compared to relying on individual instance 

proximities.    

      Then, the classification decision will be given by the Z-KNN 

reducer function, according to which centroid the test instance 

have the minimum distance.  

      In this way, the outliers in the class data will have less 

significance and the decision will be based on a stronger 

representation of the classes. 

     The complete Z-KNN reducer function’s algorithm can be 

seen in Algorithm 2. 

 

 

III.    THE EXPERIMENTAL SETUP AND THE RESULTS 

 

A.    The Experimental Setup 

The MapReduce functions of the Z-KNN are coded in Sun 

JAVA JDK 1.8 [19]. Z-KNN classification experiments are 

conducted on a small cluster of HP Workstations installed with 

Ubuntu Linux 16.04 and Apache Hadoop 2.7.4.  

      To validate the classification scheme, for each dataset used 

in the experiments, 10-fold cross validation is used, where 

each test is repeated 10 times and the averages of the 10 tests 

are considered so that the reliable results can be achieved.  

  In the experiments, real datasets downloaded from UCI 

Machine Learning Repository [20] are used. The 5 real datasets 

that are used in the experiments are summarized in Table I. 
 

TABLE I 

THE REAL DATASETS USED IN THE EXPERIMENTS 

 

Dataset Instances Features Classes 

ionosphere 351 34 2 

wdbc 569 32 2 

wine 178 13 3 

seeds 210 7 3 

satimage 6435 36 7 

pendigits 10992 16 10 

 

B.    Datasets Used In The Experiments 

1) Ionosphere: Ionosphere data set is the data coming from the 

classification of radar returns from the ionosphere. The dataset 

contains 351 instances belonging to 2 classes. Each instance 

contains values belonging to 34 features. This dataset is also 

used in [14]. 

 

2) WDBC: The Wisconsin Diagnostic Breast Cancer WDBC) 

was first used in [21]. The dataset contains 569 instances 

belonging to 2 classes. Each instance contains values belonging 

to 32 features. WDBC dataset is also used in [14]. 
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3) Wine: Wine dataset contains data from chemical analysis 

to determine the origin of wines. The dataset is composed of 

178 instances in 3 classes containing 13 features. Wine dataset 

is also used in the experiments of [14]. 

 

4) Seeds: The seeds dataset contains the measurements of 

geometrical properties of kernels belonging to three different 

varieties of wheat. The dataset contains 210 instances in 3 

classes. Each instance is defined by the values of 7 features. 

Seeds data set is first used in [22] and also investigated in [14]. 

 

5) Satimage: The Satimage dataset was generated from Landsat 

Multi-Spectral Scanner image data. The dataset contains 6435 

instances belonging to 7 classes. Each instance contains the data 

of 36 features. Satimage dataset is also used by [12]–[14]. 

 

6) Pendigits: Pen-Based Recognition of Handwritten Digits Data 

Set (pendigits) is a digit database of 250 samples from 44 writers 

[23]. This dataset contains 10992 instances belonging to 10 

classes. Each instance contains the data of 16 features. Pendigits 

is also used by [12]–[14]. 

 

C.    The Results 

     In this section, the results acquired after extensive 

experiments are presented. The performance of the Z-KNN 

algorithm is measured in terms of classification accuracy, which 

represents the ratio of the number of correct classifications to the 

number of all classifications. The classification accuracy results 

are given in Fig. 2.       

      As the overall classification accuracy performance, it can be 

seen in Fig. 2 that the Z-KNN managed to correctly detect the 

class of more than 92% of the tested data in all of the data sets. 

     Also, looking at the accuracy performance of the Z-KNN it 

can be seen that, for the majority of the datasets, the Z-KNN 

algorithm manages to detect the correct class of the test instances 

with K values 5 or 7, without needing to analyze more number of 

nearest neighbors and hence attaining a reasonable computation 

cost.  

 

      

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

As for the Z parameter, it can be observed that the Z-KNN 

algorithm manages to achieve a high classification accuracy with 

5 to 7 nearest neighbors in the class representation, which also 

shows that the addition of the Z parameter does not increase the 

computation cost significantly. 

     Especially on Pendigits and Satimage datasets, which contain 

higher number of instances, features and classes compared to 

other datasets, it is worth to mention that by attaining Z values 

smaller or equal to 7, Z-KNN shows realistic applicability also to 

real big data applications.   

      The accuracy performance of the proposed Z-KNN algorithm 

and its comparison against the classical K-NN’s accuracy is 

given in Table II. 

 
TABLE II 

CLASSICAL K-NN VS Z-KNN CLASSIFICATION ACCURACIES 

 

Dataset Classical K-NN Z-KNN 

Wine 0.8295 0.8320 

Wdbc 0.6548 0.9507 

Seeds 0.8424 0.9714 

Ionosphere 0.6286 0.9203 

Pendigits 0.978 0.9814 

Satimage 0.9065 0.9285 

 

      As it can be seen in Table II, The Z-KNN significantly 

improves the accuracy performance of the Classical K-NN 

algorithm in all data sets. In addition, the performance of the Z-

KNN algorithm is compared against two algorithms recently 

proposed in [13-14]. The comparative results are presented in 

Table III. 
TABLE III 

PERFORMANCE COMPARISONS 

 

        

Dataset LC-KNN [13] SR-KNN [14] Z-KNN 

Wine - 0.9707 0.8320 

Wdbc - 0.965 0.9507 

Seeds - 0.9019 0.9714 

Ionosphere - 0.8971 0.9203 

Pendigits 0.9721 0.9452 0.9814 

Satimage 0.8883 0.8806 0.9285 

Figure 2. The classification Accuracy Results for (a) Wdbc, (b) Seeds, (c) Ionosphere, (d) Pendigits , (e) Satimage and (f) Wine datasets 

 

Z 

K 3 5 7 9 

5 0.9507 0.9443 0.9474 0.9443 

7 0.9474 0.9443 0.9474 0.9443 

9 0.9474 0.9443 0.9474 0.9443 

11 0.9474 0.9478 0.9474 0.9443 

( a ) Wdbc Dataset 

 

  Z 

K 3 5 7 9 

5 0.9524 0.9714 0.9714 0.9714 

7 0.9524 0.9714 0.9714 0.9714 

9 0.9524 0.9714 0.9714 0.9714 

11 0.9524 0.9714 0.9714 0.9714 

( b ) Seeds Dataset 

 

  Z 

K 3 5 7 9 

5 0.9199 0.9141 0.9147 0.9147 

7 0.9196 0.9144 0.9203 0.9144 

9 0.9196 0.9144 0.9203 0.9144 

11 0.9196 0.9144 0.9203 0.9144 

( c ) Ionosphere Dataset 

 
  Z 

K 3 5 7 9 

5 0.9220 0.9245 0.9245 0.9220 

7 0.9235 0.9265 0.9270 0.9245 

9 0.9250 0.9280 0.9285 0.9255 

11 0.9240 0.9275 0.9285 0.9255 

( e ) Satimage Dataset 

 

  Z 

K 3 5 7 9 

5 0.9797 0.9803 0.9803 0.9803 

7 0.9803 0.9808 0.9808 0.9808 

9 0.9803 0.9808 0.9811 0.9811 

11 0.9806 0.9811 0.9814 0.9814 

( d ) Pendigits Dataset 

 

  Z 

K 3 5 7 9 

5 0.7993 0.7974 0.8320 0.8203 

7 0.7917 0.7974 0.8209 0.8092 

9 0.7882 0.7973 0.8209 0.8092 

11 0.7271 0.7379 0.7611 0.7608 

( f ) Wine Dataset 
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      As it can be seen in the performance comparisons, Z-KNN 

performs better almost in all of the datasets compared to other 

KNN based proposals, which is demonstrating that the proposed 

Z instance representation significantly improves the accuracy 

performance of the classical K-NN and some of its variations. 

     The only dataset where the proposed Z-KNN algorithm is not 

performing better than the competitors is the Wine dataset. From 

the results, which were observed in [17], it can be deduced that 

the low performance of the Z-KNN can be explained by the data 

distribution features of the Wine dataset that can be remedied by 

introducing the variance effect contribution to the similarity 

analysis. 

 

 

IV.    THE CONCLUSION AND THE FUTURE WORKS 
 

     In this paper a new K-NN based algorithm, named Z-KNN is 

presented and the performance results are presented after 

extensive experiments conducted on Hadoop MapReduce 

environment. 

     The performance results show that, the main contribution, 

which proposes to use centroid representation of the data classes 

instead of relying on individual instance distances, proves to 

improve the classification accuracy over classical K-NN 

algorithm. 

     In the experiments, it was observed that the proposed Z-KNN 

algorithm proves to be a strong competitor with its high 

classification accuracy achieved for several different real 

datasets. 

      As the future works, it is planned to introduce the effect of 

the variance to the distance calculation, from the study proposed 

in [17]. It is expected that, especially the weakness that can be 

seen in the wine data set can be significantly improved when 

variance effect is introduced to the distance calculations. 

      In addition, instead of the classical distance measure, a new 

similarity measure will be introduced to the Z-KNN algorithm so 

that the algorithm becomes applicable to any kind of 

quantitative/categorical features containing datasets. 

      As an immediate improvement, it is planned to improve the 

Z instances usage during centroid calculations by introducing a 

weighted contribution of the Z instances to the centroids. With 

this improvement, it is expected that, especially if the weights of 

the Z instances can be set or calculated effectively, the overall 

classification accuracy of the Z-KNN algorithm can be improved 

significantly. 

     Lastly, after the planned future works, the Z-KNN algorithm 

will be applied to other datasets containing number of instances 

in the measure of 106 and above to further prove the algorithms 

applicability to Big Data applications. 
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Abstract—There are samples both with Down Syndrome 

and without in mice protein expression data set. It is 

important to define the reason of Down Syndrome treatment 

by means of mice protein for the same treatment seem human 

being. In the present study, mice protein expression data set 

from UCI repository are classified using Bayesian Network 

algorithm, K- Nearest Neighbor, Decision Table, Random 

Forest and Support Vector Machine which are some of 

classification methods.  The classification algorithms with 10-

fold cross validation and by splitting equally as test and train 

data are tested to classify on the mice protein data set. The 

classification of the data set was succeeded with 94.3519% 

accuracy in 0.06 seconds using Bayesian Network, with 

99.2593% accuracy in 0.01 seconds using KNN, with 95.4630 

% accuracy in 1.2 seconds using Decision Table, with 100% 

accuracy in 0.58 seconds using Random Forest and with 

100% accuracy in 1.17 seconds using SVM, with 10-fold cross 

validation. On the other hand, the classification of the data 

set was succeeded with 95.3704% accuracy in 0.22 seconds 

using Bayesian Network, with 98.3333% accuracy in 0 

seconds using KNN, with 98.3333% accuracy in 0.72 seconds 

using Decision Table, with 100% accuracy in 0.77 seconds 

using Random Forest and with 100% accuracy in 1.48 

seconds using SVM, by equally train-test data partition. 

 

 

Index Terms—Bayesian Network, KNN, Decision Table, 

Random Forest, SVM, Classification, MongoDB, NoSQL. 

 

I. INTRODUCTION 

N RECENT YEARS, as data collections expand, the 

need to find meaningful data increases. Hence, as 

interest on information technology increases, the 

popularity of data processing fields such as data mining, 

big data, machine learning and artificial intelligence 

increases. 
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 Classification that is one of popular information 

technology methods is a machine learning technique used 

to predict class labels. The classification consists of two 

steps, model construction and model usage. Model 

construction is that relationships are discovered with a 

training set. Model usage is that test set are used to 

evaluate success of model. Classification has many 

application areas such as medical diagnosis, credit 

approval, target marketing and fraud detection, etc. [1]. 

NoSQL databases have been used to analyze big data 

when relational databases were not sufficient to be stored 

and analyzed such amount of large data. NoSQL which is 

abbreviation of "Not Only SQL" overcomes the data 

without structured in contrast to conventional relational 

databases [2]. 

Although the common property of NoSQL databases is 

non-relational based structure, there are a number of 

different technologies such as MongoDB, Cassandra and 

Neo4j etc [3].  

MongoDB database which is a document based NoSQL 

databases is used to store in order to store mice protein 

expression data in this study. The database in this study is 

preferred due to update of stored data being easy. 

Bayesian Network that is one of them classification 

methods has been remarkably successful in many studies 

for classification such as [4-7] on WEKA. In [4], breast 

cancer data set is classified using Bayesian Network with 

89.71% accuracy. Furthermore, when Bayesian Network 

classifier is compared to other methods such as Radial 

Basis Function, Single Conj. Rule Learner, Decision Tree 

and Pruning and Nearest Neighbors in terms of correct 

classification, Bayesian Network has been classified with 

less error [4]. Basic classification such as Bayesian 

Networks, decision tree and k-nearest neighbor and 

clustering algorithms such as k-means, partional 

clustering, hierarchical clustering and fuzzy clustering are 

compared using Iris data set on WEKA tool [5]. Decision 

tree, Bayesian Network, Random Forest, k-nearest 

neighbor and Bagging algorithms are compared using 

email header fields for test spam classification. Emails are 

correctly classified with 97.87% accuracy using Bayesian 

Network [6]. Various classification algorithms are 

compared for intrusion detection on WEKA tool. 

KDDCUP99 data set is classified with 90.62% accuracy 

Classification of Down Syndrome of Mice 

Protein Dataset on MongoDB Database 

F. G. Furat and T. İbrikçi 
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using Bayesian Network [7]. 

In the present study, mice protein expression data set 

from UCI repository are used to classify on WEKA tool. 

In [8], mice protein expression data set together with 7 

datasets –totally 8 data sets- from UCI are used to cluster 

using three different clustering algorithms as Harm-ELM, 

US-ELM and K-Harmonic Mean. Mice protein expression 

data set are clustered with 82.97% accuracy, 77.51% 

accuracy and 77.51% accuracy using Harm-ELM, US-

ELM and K-Harmonic Mean, respectively. Four data sets 

including mice protein expression data set from UCI 

repository are used to analyze elephant search algorithm 

(ESA) that is a new improved algorithm in [9] and 

compare performance of the ESA with k-means, GMM-

EM and DBSCAN algorithms [9].   

In [10], 1000 samples of medical data set have classified 

to guess future disease of patients using SVM with 

82.542% accuracy in 0.0642 seconds and KNN with 

79.225 accuracy in 0. 261 seconds.  SVM and KNN are 

commonly used in areas such as education, industry and 

medicine where information extraction is necessary [10, 

11]. When classifications with data at different size are 

performed, it appears that KNN algorithm is more 

successful for data of small size [10]. KNN and genetic 

algorithm are used together to handle complexity of large 

data for heart disease diagnosis in [11]. The KNN with 

genetic algorithm increases 5% accuracy of diagnosis.   

Many classification methods such as SVM and Random 

Forest are applied to discover future health disease risks. 

Healthcare Cost and Utilization Project (HCUP) dataset is 

trained using Random Forest, SVM, bagging and boosting 

to predict disease risk. Random Forest algorithm yields 

better results than other algorithms depending on the ROC 

curve [12]. 

 In section 2, mice protein data set used to classify, 

Bayesian Network, K- Nearest Neighbor, Decision Table, 

Random Forest and Support Vector Machine which are 

some of classification methods, WEKA and MongoDB are 

introduced. The experimental results of the study such as 

classification accuracy, time taken and confusion matrix 

are given in section 3. Information results are concluded 

and future work is provided in section 4. 

 

II.  METHOD 

A. Mice Protein Expression Data Set 

Mice Protein Expression data set is obtained from UCI 

Repository [13]. The data set is a collection of 1080 protein 

measurements where type of 570 measurements of them are 

control mice (without Down Syndrome), and type of the rest 

510 measurements are trisomic mice (down syndrome). Both 

control mice measurements and Down Syndrome 

measurements are divided into 4 classes. Hence, eight classes 

are obtained from measurements of protein as shown on the 

Table 1. The data set contains 82 features of each sample. 

The combination of these features is used to find the type that 

each sample belongs to [13, 14]. 

 

TABLE I. 

CLASSES OF MICE PROTEIN EXPRESSION DATA SET 

 

         

Classes 

 

Features 

Samples 

per class 

c-CS-s control mice, motivated to 

learn, infused with saline 

150 

c-CS-m 
control mice, motivated to 

learn, infused with memantine 

150 

c-SC-s 
control mice, not motivated to 

learn, infused with saline 

135 

c-SC-m 
control mice, not motivated to 

learn, infused with memantine 

135 

t-CS-s 
trisomy mice, motivated to 

learn, infused with saline 

135 

t-CS-m 
trisomy mice, motivated to 

learn, infused with memantine 

135 

t-SC-s 
trisomy mice, not motivated to 

learn, infused with saline 

105 

t-SC-m 
trisomy mice, not motivated to 

learn, infused with memantine 

135 

 

B. Bayesian Network 

Bayesian Network is also named as Bayesian network and 

belief network which is a probabilistic graphical model. 

Bayes Network comprises of a directed acyclic graphs 

(DAG) in which nodes represent random variables and 

conditional probability tables (CPT) in which distribution for 

each node given its parents: P(xi|parents(xi))  based on DAG 

[15-17]. 

The probability of class given the particular sample of 

x1…..xn features is computed to use Bayes rule. The class 

with the highest posterior probability based on Bayes rule is 

assigned as class of the sample. Bayesian Network aims to 

predict correct class of given sample. There is a sample a 

Bayesian Network in Figure 1 [16]. 

 

 
Figure 1. Motion Scenario 

 

C. K- Nearest Neighbor a (KNN) 

KNN algorithm is a simple supervised learning 

classification algorithm which used in many areas such as 

medical data analysis, statistical estimation and pattern 

recognition [10,11]. KNN algorithm is called as different 

tags like lazy learning and instance based learning etc [11]. 

KNN algorithm is roughly classified into two types based 

on Nearest Neighbor (NN) techniques. One of them is 
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structure-based NN and the other is structure-less NN. 

Structure-based NN handles memory limitation and on the 

other hand structure-less NN decreases the computational 

complexity [18]. 

The KNN algorithm is based on the assumption that the 

new sample will include the class that has the closest 

properties to it. The KNN algorithm proceeds with the 

following steps [19]: 

a. The distance between the new sample and all the 

samples in the training set is calculated using distance 

functions such as Euclidean and Manhattan. 

b.   The closest k samples to the new sample are selected 

from the training set. 

c. The new sample is assigned the highest class among 

the nearest k neighbors. 

 

D. Decision Table 

Rule based classification algorithm is an iterative process 

that is known as separate-and-conquer method. The Rule 

based classification algorithm creates a rule which covers a 

training examples’ subset, firstly. After that, all samples 

covered by the rule are moved out of training set. This 

procedure is repeated until there is no sample moved out of 

the training set [20].  

The rule based algorithms are OneR, Decision Table, DTNB 

and Ridor algorithm. Decision Table is of them that builds 

simple decision table that includes the same number of 

features as the real dataset. After that, a new data sample is 

assigned a class by discovering the line in the decision table 

that matches the out of class values of the data sample. [20] 

 

E. Random Forest (RF) 

Random Forest is an ensemble method that builds many 

decision trees. Each tree in RF will cast a vote for some input. 

After that, the decision trees are used to classify a new 

sample with majority vote [12].  

RF use many trees to overcome high dimensionality of 

data. Some notable features of RF algorithm are following: 

a. There is an effective way to guess missing data in RF. 

b. There is a method for balancing faults in unbalanced 

data is the weighted random forest (WRF) in RF. 

c. The significance of the variables processed in 

classification is predicted in RF. 

 

F.  Support Vector Machine (SVM) 

Firstly, Vapnik designed Support Vector Machine (SVM) 

as an efficient statistical learning algorithm to be used in 

classification in 1998 [21]. 

SVM is a supervised learning algorithm to use for 

classification and regression [22,23]. 

   SVM has two types named as Linear SVM and Non-

Linear SVM classification using to classify binary and 

multiclass problems respectively. 

SVM represents that samples as points in space. SVM uses 

decision planes to classify the points. A decision plane is a 

plane to separate points having different class. 

SVM finds an optimal hyperplane to classify new 

samples. 

 

 

G. Waikato Environment for Knowledge Analysis 

(WEKA) Tool 

The University of Waikato in New Zealand develops 

WEKA which is a data mining tool written in java language. 

The tool performs data preprocessing, classification, 

regression, clustering and association rules, also 

visualization [24-26]. 

 

H. MongoDB 

It is an efficient non-relational database with high 

performance. It is under development with the following 

features [3]. 

• MongoDB is a document based database which is 

independent schema. 

• MongoDB is easy scalable with rich queries and fast 

in-place updates. Hence data insertion, deletion and 

update processes can be performed effortless. 

• Documents are stored in BSON format that is binary-

encoded format of JSON documents on MongoDB. 

• MongoDB makes features such as auto shading, 

consistency fault tolerance, persistence, aggregation, 

indexing, replication and high availability. 

 

III. EXPERIMENTAL RESULTS 

In the present study, mice protein expression data set are 

preprocessed from UCI data repository. Then, the data set are 

stored with 82 features and 1080 samples in MongoDB 

database. Due to the easy update feature of MongoDB, it is 

preferred to store data in this study. 

Five classification algorithms as Bayesian Network, 

KNN, Decision Table, Random Forest and SVM are chosen 

to classify into 8 classes. Two different processes for 

preferring test and train data is applied. One of them is 10-

fold cross validation and the other is that data set is split. in 

half as the test and the remaining half as train data. The five 

classification algorithms are used to classify the data set. 

Classification performance results of the data set using 

five different algorithms with 10-fold cross validation and 

50–50% train-test data partition is given in the Table II and 

Table III. 

When these algorithms are evaluated according to 

classification accuracy, Random Forest and SVM have left 

the other three algorithms for this data set with 100% 

accuracy while Bayesian Network shows the lowest 

accuracy among the other chosen four algorithms. If 

algorithms are compared according to the time of building 

the classification, KNN is the algorithm that performs the 

operation in the shortest time compared to the other selected 
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algorithms. 

Since the Kappa values are between 0.9 and 1 for all 

algorithms, it is seen that the operations performed are very 

reliable results. 

When examining the effect on the results of selecting 50-

50% train-test data partition and 10 fold cross validation, it 

is unacceptable that one of them is more successful than the 

other. Because, selecting 50-50% train-test data partition 

gives more successful for Bayesian Network, while hand 

selecting 10 fold cross validation gives more successful for 

KNN. 
 
 

 

TABLE II. 

CLASSIFICATION RESULTS OF MICE PROTEIN EXPRESSION DATA SET WITH 10 FOLD CROSS VALIDATION 

 

Evaluation Methods Bayesian 

Network 

KNN Decision Table Random Forest SVM 

The classification 

accuracy (%) 
94.3519 99.2593 95.463 100 100 

Time Taken to build 

(seconds) 
0.06 0.01 1.2 0.58 1.17 

Kappa Value 0.9354 0.9915 0.948 1 1 

Mean Absolute Error 0.0149 0.0036 0.0792 0.0909 0.1875 

Root Mean Squared 

Error 
0.1093 0.0429 0.1455 0.1458 0.2912 

Relative Absolute Error 

(%) 
6.8214 1.6581 36.2553 41.6138 85.8255 

Root Relative Squared 

(%) 
33.0619 12.9928 44.0169 44.1280 88.1166 

 
 

TABLE III. 

CLASSIFICATION RESULTS OF MICE PROTEIN EXPRESSION DATA SET WITH 50–50% TRAIN-TEST DATA PARTITION 

  

Evaluation Methods Bayesian 

Network 

KNN  Decision Table Random Forest SVM 

The classification 

accuracy (%) 
95.3704 98.3333 98.3333 100 100 

Time Taken to build 

(seconds) 
0.22 0 0.72 0.77 1.48 

Kappa Value 0.947 0.9809 0.9809 1 1 

Mean Absolute Error 0.0134 0.0073 0.0391 0.1053 0.1875 

Root Mean Squared 

Error 
0.0994 0.0643 0.0792 0.1676 0.2912 

Relative Absolute Error 

(%) 
6.1103 3.3393 17.867 48.1819 85.7782 

Root Relative Squared 

(%) 
30.0569 19.4266 23.9572 50.6836 88.0446 

 

The following confusion matrixes to detect Down Syndrome 

treatment are produced using the classification algorithms by 10 

fold cross validation and 50–50% train-test data partition. TP 

and FP rates are given in Table IV that have been obtained from 

the following confusion matrixes. 

 

1) Confusion Matrix for classification using Bayesian 

Network with 10 fold cross validation 

 

  a      b     c     d     e      f     g     h   <-- classified as 

 131   0    13    0     6     0     0     0 |   a = c-CS-m 

   0   139   0     0     0    11    0     0 |   b = c-SC-m 

   6     0   129   0     0     0     0     0 |   c = c-CS-s 

   0     1     0   132   0     2     0     0 |   d = c-SC-s 

   8     0     1     0   125   0     1     0 |   e = t-CS-m 

   0     6     0     1     0   128   0     0 |   f = t-SC-m 

   0     0     2     0     1     0   100   2 |   g = t-CS-s 

   0     0     0     0     0     0     0   135 |   h = t-SC-s 

 

 

2) Confusion Matrix for classification using Bayesian 

Network with 50–50% train-test data partition 

 

  a   b   c   d   e    f   g   h   <-- classified as 

 67  0   3   0   0   0   0   0 |  a = c-CS-m 

  0  74  0   0   0   3   0   0 |  b = c-SC-m 

  6   0  66  0   0   0   0   0 |  c = c-CS-s 

  0   0   0  67  0   1   0   0 |  d = c-SC-s 

  7   0   0   0  55  0   0   0 |  e = t-CS-m 

  0   1   0   1   0  63  0   0 |  f = t-SC-m 

  1   0   0   0   1   0  48  1 |  g = t-CS-s 

  0   0    0   0   0  0   0  75 |  h = t-SC-s 
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3) Confusion Matrix for classification using Random 

Forest with 10 fold cross validation 

   

   a     b     c     d     e      f     g     h   <-- classified as 

 150   0     0     0     0     0     0     0 |   a = c-CS-m 

   0   150   0     0     0     0     0     0 |   b = c-SC-m 

   0     0   135   0     0     0     0     0 |   c = c-CS-s 

   0     0     0   135   0     0     0     0 |   d = c-SC-s 

   0     0     0     0   135   0     0     0 |   e = t-CS-m 

   0     0     0     0     0   135   0     0 |   f = t-SC-m 

   0     0     0     0     0     0   105   0 |   g = t-CS-s 

   0     0     0     0     0     0     0   135 |   h = t-SC-s 

 

 

4) Confusion Matrix for classification using Random 

Forest with 50–50% train-test data partition 

 

   a   b   c   d   e   f   g   h   <-- classified as 

  70  0   0   0   0  0   0   0 |  a = c-CS-m 

   0  77  0   0   0  0   0   0 |  b = c-SC-m 

   0   0  72  0   0  0   0   0 |  c = c-CS-s 

   0   0   0  68  0  0   0   0 |  d = c-SC-s 

   0   0   0   0  62 0   0   0 |  e = t-CS-m 

   0   0   0   0   0 65  0   0 |  f = t-SC-m 

   0   0   0   0   0  0  51  0 |  g = t-CS-s 

0     0   0   0   0  0   0 75 |  h = t-SC-s 

 

 

 

 

 

 

5) Confusion Matrix for classification using SVM with 

10 fold cross validation 

 

  a      b     c     d     e      f     g     h   <-- classified as 

 150   0     0     0     0     0     0     0 |   a = c-CS-m 

   0   150   0     0     0     0     0     0 |   b = c-SC-m 

   0     0   135   0     0     0     0     0 |   c = c-CS-s 

   0     0     0   135   0     0     0     0 |   d = c-SC-s 

   0     0     0     0   135   0     0     0 |   e = t-CS-m 

   0     0     0     0     0   135   0     0 |   f = t-SC-m 

   0     0     0     0     0     0   105   0 |   g = t-CS-s 

       0     0     0     0     0     0     0   135 |   h = t-SC-s 

 

 

6) Confusion Matrix for classification using SVM with 

50–50% train-test data partition 

 

   a   b   c   d   e    f   g   h   <-- classified as 

  70  0   0   0   0   0   0   0 |  a = c-CS-m 

   0  77  0   0   0   0   0   0 |  b = c-SC-m 

   0   0  72  0   0   0   0   0 |  c = c-CS-s 

   0   0   0  68  0   0   0   0 |  d = c-SC-s 

   0   0   0   0  62  0   0   0 |  e = t-CS-m 

   0   0   0   0   0  65  0   0 |  f = t-SC-m 

   0   0   0   0   0   0  51  0 |  g = t-CS-s 

   0   0   0   0   0   0   0  75 |  h = t-SC-s 

 

 

 

 

 

TABLE IV. 

TP AND FP RATES OBTAINED FROM CONFUSION MATRIXES  

 

c-CS-m class 

Bayesian Network Random Forest SVM 

10 fold cross 

validation 

50–50% 

train-test 

data partition 

10 fold cross 

validation 

50–50% 

train-test 

data partition 

10 fold cross 

validation 

50–50% 

train-test 

data partition 

TP rate 0.87333 0.95714 1 1 1 1 

FP rate 0.09655 0.17283 0 0 0 0 

 

 
IV. CONCLUSION AND FUTURE WORK 

In the literature, mice protein expression data set has not 

been classified using five different classification algorithms.  

In this study, the mice protein expression data set stored 

on MongoDB database is classified with 94.3519% 

accuracy, with 99.2593% accuracy, with 95.4630% accuracy, 

with 100% accuracy and with 100% accuracy, using 

Bayesian Network, KNN, Decision Table, Random Forest and 

SVM on WEKA tool by 10 fold cross validation, respectively. 

On the other hand, in this study, the mice protein 

expression data set stored on MongoDB database is 

classified with 95.3704% accuracy, with 98.3333% 

accuracy, with 98.3333% accuracy, with 100% accuracy and 

with 100% accuracy, using Bayesian Network, KNN, 

Decision  

 

 

 

Table, Random Forest and SVM on WEKA tool by equally 

train-test data partition, respectively. 

In the future works, classification algorithms for mice 

protein expression data set will be proposed with feature 

selection methods. 
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Abstract—Modelling of left-handed metamaterial-based 

photonic nanostructures in functional optoelectronic devices have 

been studied in present paper. Two dimensional photonic crystal 

array on a narrow-band semiconductor base filled with a liquid 

crystal was analyzed. Photonic band structure and isofrequency 

contours of the nanostructures containing both inorganic and 

organic components were calculated for both TE and TM modes 

by using the plane wave expansion method. Silver telluride was 

used as a narrow-band semiconductor and E7 type as a liquid 

crystal. The photonic crystal structure that is designed as 

hexagonal rods shape in an air background is planned for the 

square lattice.  

 
 

Index Terms—Metamaterial, Organic Compound, Photonic 

Crystal, Semiconductor.  

 

 

I. INTRODUCTION 

ptics of nanotechnology and 3D artificial structures have 

actuated the research in the properties of photonic 

crystals (PCs) and have concluded the increase of applications 

of photonic band (PB) gap materials [1, 2]. The PCs essential 

characteristic is the light presence of allowed and forbidden 

frequency bands. It is feasible manipulating the light by PCs. 

Thanks to this property, it is designed new optical devices 

with PCs. In order to design devices, research on tuning the 

optical properties of PB gap has been an increase. Some 

research on one dimension (1D), two dimensions (2D), and 

three dimensions (3D) PCs has been studied [3-7]. 

 It has been researched negative refraction recently. In 

opposition to left-handed materials (double-negative 

metamaterials), single-negative materials and indefinite 

materials, PCs can display negative refraction behaviors that 

are only detected by the properties of their PB structures and 

isofrequency contours [8-14]. 

In recent years, novel investigations have reached a 

viewpoint of LCs owing to the tunable light. Refractive 

indices of LCs can be changed by rotating LCs’ directors [15-

17]. 
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It is familiar that the concept of topological order provides a 

new perspective. It has generated intense recent interest in 

searching for nontrivial topological materials, topological 

insulators (TIs) [18]. The differential feature of a TI is 

existence of robust conducting edge or surface states on the 

boundary of insulators. These typical boundary states have a 

topological origin, and so have potential for applications in 

spintronics and quantum computation devices [19]. Until now, 

TIs have been theoretically and experimentally affirmed [19, 

20]. 

In this paper, it is proved and enhanced the optical 

properties in the 2D PC structure in TI rods based on the left-

handed metamaterial tuned by LCs in theory. The 

investigation was achieved by controlling the intensity of the 

optical properties that had different materials added to a 

certain structure. 

 

II. METHODOLOGY 

The plane wave expansion (PWE) methods’ principles are 

depended on a direct numerical solution of the Maxwell’s 

equations. Bloch’s theorem [21] is used to expand the  H r  

field in terms of plane waves because the light waves are 

transmitted in periodic structures, as 

     
ˆ

i k G r

GG
H r h G e e

 
  (1) 

where k  is a wave vector in the Brillouin zone of the lattice 

and ˆ
G

e  is the direction that is perpendicular to the wave 

vector  k G  because of the transverse character of the 

magnetic field  H r ,   0H r  . 

 

III. RESULTS AND DISCUSSION 

Using the PWE methods, the PC structure, composed of a 

PC in TI rods based on the left-handed metamaterial infiltrated 

with LCs, is designed for the square lattice. PCs structures that 

are designed as hexagonal rods shape are computed. Silver 

telluride (Ag2Te) was used as TI material and E7 type as 

nematic LCs. Ag2Te is a narrow-gap semiconductor and has 

been predicted to be new families of TIs with a highly 

anisotropic. 

This paper is intended for characterising and comparing 2D 

PC structures which differ by the characteristics of their PB 

gap and isofrequency dependences. 

Analysis of Photonic Crystal Tuned by Nematic 

Liquid Crystals  

F. Karaomerlioglu 

O 

118

http://www.bajece.com/
mailto:filizkrm@mersin.edu.tr


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 6, No. 2, April 2018                                               

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                                http://www.bajece.com        

 

A. Photonic band structure of 2D PC with hexagonal rods 

It is considered the results obtained from the computing of 

PB structure of the spectrum for the 2D PC of the TI rods 

type. This type composes of the elements in the form of 

dielectric hexagonal shaping a square lattice filled with and 

without LC. Ag2Te is a highly anisotropic TI. Ag2Te has two 

different basis refractive indices as the ordinary-refractive 

index 0 3.7977n   and the extraordinary refractive index 

4.6960en   at 1 m  . The calculations are performed for 

TI PCs with the permittivity of the hexagonal rods 14.423 and 

the period of the structure 1 a m . LCs have commonly two 

kinds of dielectric constants; εo and εe., ordinary and 

extraordinary dielectric constants. According to the electric 

fields perpendicular and parallel light waves, the director of 

the LC have ordinary and extraordinary refractive indices, 

respectively. The ordinary-refractive index of E7 type LCs is 

0 1.51n   and the extraordinary refractive index, 1.69en   at 

1.55 m   [22]. 

Schematic views of the proposed 2D PC of TI hexagonal 

rods without and with LC-infilled in an air background 

 1a   in a square lattice are shown in Fig.1. PB structure 

for TE and TM mode is calculated along direction that 

includes the high symmetry points Г, X and M for the 

Brillouin zone in a square lattice. It is assumed that 

1 20.45  and 0.2d a d a   denote the outer and inner edge of 

TI hexagonal rods. 

 

 

 

(a) (b) 

Fig.1. 2D PC structure of TI hexagonal rods for square lattice (a) without 

(b) with LC-infilled. 

 

Fig.2 shows the seed PB structure of the PC (inset, from 

Fig.1 (a)) with the permittivity of the dielectric hexagonal and 

the permittivity of free space 1. For the ordinary refractive 

index, this PC has two PB gap of TE mode and three PB gap 

of TM mode. In TE mode the PC band gap along the direction 

between high symmetry points   direction of the 

Brillouin zone lies in the frequency range from (20.237 )c a  

to (20.240 )c a  and from (20.448 )c a  to (20.456 )c a . 

For TI hexagonal rods without LC-infilled, relative widths are 

1.24% from band 1 to band 2 and 1.70% from band 4 to band 

5 of TE mode, respectively (Fig.2 (a)). For TM mode, the 

frequency ranges have from (20.190 )c a  to (20.194 )c a , 

from (20.309 )c a  to (20.326 )c a , and from 

(20.501 )c a  to (20.515 )c a . Similarly, relative widths 

are 1.86% from band 1 to band 2, 5.39% from band 3 to band 

4, and 2.76% from band 7 to band 8 of TM mode in Fig. 2 (b). 

 

  
(a) (b) 

Fig.2. PB structure of (a) TE (b) TM mode for TI hexagonal rods without 

LC-infilled. 

 

In order to determine the optical properties of PC, structure 

and material are very important. For that reason, it is changed 

the PC structure that TI hexagonal rods are infiltrated with LC 

obtaining optimum results. Dispersion of PC in combination 

with the LC causes the appearance of different PB gaps in the 

continuous spectrum of PC, imperceptible on the scale of 

Fig.2. These effects are illustrated in Fig.3. It can be seen from 

Fig.3 (a) that the presented fragment of the PB structure of the 

spectrum exhibits different band gap situated in the frequency 

range between (20.245 )c a  and (20.265 )c a  and 

between (20.411 )c a  and (20.418 )c a  of TE modes. 

Relative widths are 8.07% from band 1 to band 2 and 1.61% 

from band 2 to band 3. When TI hexagonal rods are infiltrated 

with LC of the extraordinary refractive index, two band gaps 

in TM mode is shown in Fig.3 (b). PB gap has relative widths 

of 1.19% from band 3 to band 4 and 3.65% from band 5 to 

band 6, and the frequency range between (20.325 )c a  and 

(20.329 )c a  and between (20.443 )c a  and 

(20.459 )c a  of TM modes. 

 

  
(a) (b) 

Fig.3. PB structure of (a) TE mode (b) TM mode for TI hexagonal rods 

with LC-infilled. 

 

A comparison of Fig.2 and Fig.3 shows that the spectra of 

both types PC have different PB gaps between different bands. 

 

B. Isofrequency surface of 2D PC with hexagonal rods 

Dependency of the isofrequency has a simple physical 

meaning to analyze 2D geometries. Because this dependence 

describes all of the possible waves with the given frequency 

and various wave vectors, the directions of the reflected and 

the refracted rays can be determined by elementarily finding 

the points in isofrequency dependences of media at a known 

orientation of the boundary and a given angle of incidence of 

the wave [23]. 

It is made use of symmetry calculating the isofrequency 

surfaces over the irreducible zone of the entire Brillouin zone. 

First, it is considered the isofrequency surface of TI hexagonal 

rods without LC-infilled for the first two TM bands of a 
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square lattice. In Fig.4, it is reproduced PC with TI hexagonal 

rods with the same parameters. For the first band, the map was 

discretized using five field points per edge of the unit cell in 

Fig.4 (a). The map was discretized using four field points per 

edge of the unit cell for the second band in Fig.4 (b). 

 
   

  

(a) (b) 
Fig.4. The isofrequency contours of PC with TI hexagonal rods without 

LC-infilled for the square lattice (a) first band (b) second band. 

 

In Fig.5, it is derived for PC with TI hexagonal rods of LC-

infill for the first two TM bands. For the first band, the map 

was discretized using five field points per edge of the unit cell 

in Fig.5 (a). The map was discretized using four field points 

per edge of the unit cell for the second band in Fig.5 (b). 

 

  

(a) (b) 
Fig.5. The isofrequency contours of PC with TI hexagonal rods with LC-

infilled for the square lattice (a) first band (b) second band. 

 

The conventional PB structure plot only shows modes along 

the XM line. The isofrequency contour allows to see all 

of the possible wave vectors uniformly sampled in a space. In 

fact, the PB structure shows all frequencies correspond to each 

given wave vector, while the isofrequency contour shows all 

wave vectors correspond to each given frequency. The 

information of PB structure and the isofrequency contour are 

correlated and complement each other. 

Although the arms have different lengths, the figure uses a 

fixed number of sample points along each arm of the 

XM contour. In order to estimate the shape of the 

contour from PB structure plot this is an important detail. It is 

easy to see the shape of the contour when it is calculated the 

isofrequency contour. (Figures 4 and 5). The circular region 

means isotropic propagation for the first band, while other 

shapes indicate anisotropic behaviors for the second band.  

It can be found that PB structures deduced from the 

observed isofrequency contours are in overall agreement with 

that of the simulation results. The observability of the 

isofrequency contour due to any distortion in structures is 

important and could be used to research the dispersion of 

periodic structures and understand light propagation properties 

in the periodic photonic structures. 

 

IV. CONCLUSIONS 

It was analyzed the optical properties in a 2D PC structure 

of TI hexagonal rods filled without and with LCs in a square 

lattice. For TE and TM mode, the PB structure is calculated 

along with the high symmetry point for the Brillouin zone.  

These results have been shown that the dispersion of 2D 

photonic structure in combination with the nematic LC leads 

to qualitative changes in PB structure of the electromagnetic 

spectrum. 

In practical usage, kind of LC infilled PCs based on a left-

handed metamaterial are promising materials in order to use in 

the design of solar cell, super-lens applications, and a novel 

optoelectronic devices. 
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    Abstract— In several application, emotion  recognition from 

the speech signal has been research topic since many years. To 

determine the emotions from the speech signal, many systems 

have been developed. To solve the speaker emotion recognition 

problem, hybrid model is proposed to classify five speech 

emotions, including  anger, sadness, fear, happiness and neutral. 

The aim this study of was to actualize automatic voice and speech 

emotion recognition system using hybrid model taking Turkish 

sound forms and properties into consideration.  Approximately 

3000 Turkish voice samples of words and clauses with differing 

lengths have been collected from 25 males and  25 females. In this 

study, an authentic and unique  Turkish  database has been used. 

Features of these voice samples have been obtained using Mel 

Frequency Cepstral Coefficients (MFCC) and Mel Frequency 

Discrete Wavelet Coefficients (MFDWC). Moreover, spectral 

features of these voice samples have been obtained  using 

Support Vector Machine (SVM). Feature vectors of the voice 

samples obtained have been trained with such methods as Gauss 

Mixture Model( GMM), Artifical Neural Network (ANN), 

Dynamic Time Warping (DTW), Hidden Markov Model (HMM) 

and hybrid model(GMM with combined SVM).  This hybrid 

model has been carried out by combining with SVM and GMM.  

In first stage of this model, with SVM has been performed  

subsets obtained vector of  spectral features. In the second  phase, 

a set of training and tests have been formed from these spectral 

features. In the test phase, owner of a given voice sample has 

been identified taking the trained voice samples into 

consideration. Results and performances of the algorithms 

employed in the study for classification have been also 

demonstrated in a comparative manner.  

 

Index Terms—MFCC, MFDWC, emotion, HMM, hybrid 

model. 

 

 

I. INTRODUCTION 

oday, with the development of technology, security 

problems have also come to light. Biometric systems, 

such as authentication in particular, constitute an important 

part of the security issue. For this reason, it is necessary to 

determine the forensic soundings of the voice recordings  
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subject to various crimes and the emotions of the people in 

these voice recordings at that moment. Especially in 

commercial transactions, some studies have been carried out 

to prevent the transfer of information belonging to persons to 

other persons. Handwriting recognition, signature recognition, 

face recognition, iris recognition, voice recognition constitute 

several of these studies [8]. 

Despite the fact that speech recognition technology has a 

very long history, attempts to extract emotion from human 

voice are still new and attract great attention. Obtaining the 

necessary data for extracting emotion constitutes an important 

problem. Because, there are so many kinds of emotions and it 

is very difficult to determine these emotions. 

Various studies have been performed to determine the 

emotion of voice and speaker. Shami et al. have performed the 

study of emotion recognition from speech data with k-nearest 

neighbors, (kNN), Support Vector Machines (SVM) ve Ada-

Boosted decision tree machine learning techniques on four 

different databases. In this study, the success of feature 

extraction techniques, AIBO and segmentation based 

approach, SBA on different databases and different 

classification techniques are compared. Both feature 

extractions gave different results on different databases [1].  

Chen et al. have developed a three-level model to 

distinguish six emotions as independent of the speaker. 

Various features were selected from 288 individuals by using 

the Fisher ratio for each level of emotion. In order to measure 

the success of the proposed system, Principal Component 

Analysis (PCA) dimension reduction method was used and for 

classification, ANN and SVM were used. The results obtained 

have been presented comparatively. However, since the 

frequency of speech changes abruptly in some emotions, more 

study is required to be performed in this respect [2]. 

He et al. proposed two different methods of feature 

extraction for emotion classification from speech data. In the 

first method, they applied the EMD (Empirical Model 

Decomposition) method which calculates the average entropy 

of speech data. In the second method, however, they studied 

with a method that calculates the average spectral energy in 

the lower bands of the speech spectrogram. He et al. 

calculated the success of these two methods by using GMM 

and kNN classification algorithms on two different databases. 

They also compared the success of these two methods by 

using the MFCC feature extraction method [3]. 

Polzehl et al. conducted emotion recognition studies by 

using acoustic characteristics of speech data of children. They 
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tried to distinguish angry feelings and feelings which are not 

angry. In this study, frame-based cepstral properties reduced 

in size were classified by acoustic properties ANN and SVM. 

Furthermore, in the study, feature selection was made with the 

Data Acquisition Ratio [4]. 

Nwe et al. have worked to distinguish the six emotions on 

the speech data. They classified feelings with HMM. In this 

study, a database containing 90 different emotions taken from 

two speakers was used. However, this work was also carried 

out depending on the speaker [5]. 

Bhaskar et al. have proposed a hybrid approach to classify 

feelings in speech and text. In the study they made, both the 

textual and speech features were combined. For classification, 

they used the multi-class SVM method. However, only 11 

features have been used in the study. More features need to be 

selected to achieve the desired performance [6]. 

Lee et al. Carried out and emotion study by using the 

Recurrent Neural Network (RNN) algorithm. In this study, 

they applied the Bidirectional long short-termmemory (BLST) 

algorithm to determine the time-varying emotions. In this way, 

the changes that occurred in the emotions, that is, unspecified 

emotions whose tag changed   were tried to be determined [7].  

   Feature extraction, classification techniques used of the 

study performed,  experimental study of results and conclusion 

were given respectively in the section 2, section 3, section 4 

and section 5. 

II. FEATURE EXTRACTION METHODS 

 

    The study has been realised on a unique database, which 

was formed from Turkish sound samples taken from both men 

and women. These sound samples are trained by getting 

dispersed to various feature vectors with MFDWC, MFCC and 

LPCC. In the second stage, the feature vectors of the recorded 

sound signals are trained with classification algorithms such 

artificial neural network (ANN), Dynamic Time Warping 

(DTW), Hidden Markov Model (HMM) and Gauss Mixture 

Model (GMM). The speech for recognition is decided by 

looking at sound signals in the test and training data after the 

system is trained. Furthermore, the classification success in 

recognising the gender of speaker was calculated separately 

for 5 feature vectors and the success of the methods was 

presented comparatively by training the feature vectors, 

obtained from speech signals. 

 

A. Mel Frequency Cepstral Coefficients (MFCC) 

 

MFCC is a feature extraction method, that is used in sound 

processing. It is used to  extract important information and 

features by dividing  the sound data to its subsets. The steps of 

feature  extraction technique of MFCC is indicated in Figure 

1[18].  

 

 

 

 

Pre-Emphasis 

 

 

Framing 

 

 

Windowing 

 

 

FFT Spektrum 

 

 

 

   

 
 
 
 

 
 
 
 

 
Fig.1. Feature extraction steps of MFCC 

 

Two filters are used in MFCC feature extraction method. 

The first filter has a linear distribution of  frequency values 

under 1000 Hz and the other has a logarithmic distribution of 

frequency over 1000 Hz. Pre-emphasis stage is the first stage 

in obtaining MFFC feature vector. 

The sound signals, which have high frequency,  are passed 

through a filter at this stage. This way, the energy of the sound 

is increased at high frequency.  The sound signals are analog. 

The sound signals are  converted from analog to digital by 

getting divided  into small frames between 20 and 40 ms 

during the framing stage and it is divided into N frames. The 

sound signal is moved by sliding the sound signal at the 

windowing stage. This way,  the closest frequency lines and 

the frame, which will come by windowing, that is used are 

combined. The window type, width and sliding amount are 

determined at this stage. Each of N frames is transmitted from 

the time space to the frequency space with Fast Fourier 

Transformer (FFT). The spectral features of sound signals are 

shown in frequency space.MEL spectrum is obtained by 

calculating the total weight of these spectral features. This 

MEL spectrum is formed from triangle waves and are formed 

by getting passed through a series of filters. MEL spectrum 

reduces the noise by lowering two neighbour frequencies. The 

logarithm of signal  is taken at the stage of MEL spectrum and 

the signal is transmitted back again from frequency space  to 

the time space. MEL frequency cepstrum factors are obtained 

by using DCT (Discrete Cosine Transform) in time space. 

 

 

 

Mel Spektrum 

Mel Cepstrum 

Feature Extraction 
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B. Mel-frequency Discrete Wavelet Cofficients (MFDWC) 

 

The study in question has been performed, based on a 

unique database comprising Turkish voice samples collected 

from men and women. These voice samples were separated 

into various feature vectors with MFDWC, and trained. 

MFDWC is a feature extraction method employed in the 

speech processing. It is used to extract significant information 

and features by dividing voice data into subsets. Feature 

extraction steps of MFDWC technique is shown in the Figure 

2 [19]. 

Sample speech signal is shown between the 40-40000 Hz 

range in the MFDWC feature extraction method. Speech 

signal is divided into frames after the pre-processing step. 

Hamming window has been used in this study in order to 

smoothen the transition of speech samples between the frames. 

One Mel shows the frequency of voice tone.  Mel-scale is 

scaled between actual frequency of voice signal and estimated 

voice frequency. For this reason total energy of every frame is 

calculated. Classification success in speaker identification has 

been calculated on an individual basis for MFDWC-5 vectors 

by training the feature vectors obtained from voice signals by 

means of different methods. 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig.2. Feature extraction steps of MFDWC 

III. METHOD 

 

In Figure 3, the steps of the study are given. In this study, 

the sound samples, taken from 25 males  and 25 females  in 

different age ranges, have been separated to their feature 

vectors with SVM. The education and test samples have been 

formed from these voice feature vectors. These train and test 

samples have been  coached according to ANN, DTW, HMM 

and recommended hybrid model and speech emotion 

recognition transaction has been realized automatically. 

Furthermore, the results, obtained with ANN, DTW, HMM 

and hybrid method, have been given comparatively. 

 

 

Receiving of sound records 

 

 

 

Extraction of sound features with 

SVM 

 

 

Modelling the system by training 

with classification methods and 

different SVM kernels 

 

 

Comparison of test sample given 

with the sound samples in the 

models 

 

 

 

   

 
Fig.3. Study steps 

 

A. Artificial Neural Network 

 

ANNs have a very wide fields of application up to 

automotive, banking, defense industry, electronics, 

entertainment, finance, insurance, manufacture, oil and gas, 

robotics, telecommunication and transportation industry. 

Artificial neural networks are information systems which 

mirror human brain function, and classify the data through 

learning. They have been developed, being based on a 

principle of human brain functioning. In other words; ANNs 

have been developed with a logic similar to the biological 

neural networks, and are data processing structures connected 

to each other with weights.   

ANNs comprise of input layer, output layer and hidden 

layers. Data is received into neural networks through input 

layer. And it is transferred to outside through output layer. 

Layers between input and output layers constitute hidden 

layers.  

Neurons in the feed-forward neural networks are connected 

just in the forward direction [11]. Each layer of neural network 

contains the connection of next layer and these connections 

are not in the backward direction. In a sense, there is a 

hierarchical structure between neurons, and the neurons 

located in one layer can only communicate data to the next 

layer. Structure of a feed-forward ANN is shown in the Figure 

4. 

Backward propagation network shows how to train a neuron 

[12]. Trainer is a sort of learning. Network is maintained both 

with the sample inputs and expected outputs when the trainer 

method is employed. Expected outputs are compared with actual 

outputs for the networks the inputs of which are given. Error is 

calculated in case the expected outputs are used, and weights of 
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various layers are adjusted in the backward direction from output 

layer to input layer. In other words, it is given for both input data 

and output data. Network updates its coefficients in order to 

obtain the expected output. 
ANN is the most widely used method. In this algorithm, error 

in the output layer is calculated at the end of each iteration, so 

this error is transmitted to all neurons in the direction from 

output layer to input layer, and weights are readjusted according 

to the error margin. Such error margin is distributed to the 

previous neurons located before the said neuron in proportion to 

their weights. 

 

                  

                 x1   

                                     

 

                x2  

                                                                             

 
Fig.4. Feed-forward neural network 

 

Layers are located one after another in a multilayer artificial 

neural network. Outputs of neurons in a layer will be given as 

their weights, to the input of next layers, and these weight are 

used in the calculation of outputs for the next layer. Weights of 

the hidden layer between input and output layers are calculated 

[12]. 

 

B. Dynamic Time Warping 

 

   Dynamic Time Warping (DTW) finds out to which speaker the 

voice signal given belongs, by calculating the similarity between 

the time-variant two speech signals. The most optimal time 

curve can be identified between two signals with this method.  

 

Q=                                                           (1) 

                                                                                                                         

C=                                                             (2)                                      

          

           Q and C in the equation 1 and equation 2 demonstrate two 

distinct speech signals; n and m show the lengths of these speech 

signals [6]. In this case, the ratio of similarity between Q and C 

signals is calculated using Euclid length as in the equation 3 

[14].   

 

d(  ,  )= (  ,  )2                                                            (3) 

   

       A matrix (i,j)  is generated for Q and C. Accumulated 

distance matrix is calculated using this matrix. 

 D(i,j)=min[D(i-1,j-1),D(i-1,j),D(i,j-1)]+d(i,j)                            (4) 

 

C. Hidden Markov Model 

 

A lot of studies have been carried out with regard to the 

Hidden Markov Models (HMM) in many fields from past to 

today. HMM has been used in a wide manner in face 

recognition, speech recognition, voice recognition, hand 

script recognition, human body motion recognition, 

bioinformatics, estimation of gene, cryptanalysis, protein 

structure and sequence, DNA sequence and pattern 

recognition. 

In Hidden Markov Model (HMM) the aim is to try to 

estimate future situations that will likely occur in cases when 

the existing situations are given as an input to the system. 

HMM is a stochastic process since it generates different 

output whenever it is operated. In addition, system in Markov 

models may move from its own state to another state 

according to the probability distribution, or remain in the 

same state. Probabilities occurred in the states are called as 

transition probabilities. States are not seen by the observer as 

distinct from HMM normal Markov model. However 

transition subject to the states may be observed. HMM 

speaker recognitions systems comprise of the following steps 

[13].  

S= { , , …,  } shows current status of the speech 

signals generated where there are Q numbers of states. 

• Initial state probabilities is determined in a discrete 

time, t. ( π= { ,  ( ,  |t=0, ,  ɛ S} ) 

• Transition probabilities are calculated according to 

the current states.   = (  (  t in time t |  in time t-1),  ɛ 

S,  ɛ S)) 

• F, which is the number of features observed, is 

determined. 

• Probability distribution of speech signal will be 

calculated in this way. ( = {  (x)=  (x( ), ɛ S, x ɛ F}) 

• HMM generated is demonstrated by  λ =(a,b,π ). 

 

D. Gauss Mixture Model 

 

    Gauss Mixture Model is a statistical method based on the 

weight combination of the Gaussian distribution of one or more 

audio signals. The sum of the weighted combinations of 

Gaussian intensity is shown in equation 5 [10]. 

 

 
 

     x shows the feature vector, D shows the dimensional 

random vector (x),i = 1,…,M shows the density 

components, and shows the mixture weight. The parameters 

of this model are found by the ExpectationMaximization (EM) 

algorithm. All classes in the training data are expressed by 

y1 
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independent Gaussian density function. The most optimal 

density components to determine the mixture are found. 

Equation 6 is used to find the Gaussian model parameters that 

will maximize p(xIλ) [10]. 

 

 

 
 

 

      The GMM density function is shown in equation 7 [15].  

 

 
    

    N shows the Gauss density function, ,  and    show 

weight, mean and covariance matrix of the Gaussian 

component i, respectively. The GMM super-vector consists of 

the sum of the averages of each Gaussian component [15]. 

 

  N shows the Gauss density function, ,  and    show 

weight, mean and covariance matrix of the Gaussian 

component i, respectively. The GMM super-vector consists of 

the sum of the averages of each Gaussian component [15]. 

 
       

     

    Each emotion is trained by the spectral properties generated 

by the GMM super-vectors shown in equation 8. 

 

E. Hybrid Model (Gauss Mixture Model with combined SVM) 

 

    SVM is a classification algorithm that determines the class 

of each training vector in high dimensional space. The SVM 

determines the classes that will determine the support vectors 

of the data and the output of the hyper plane and the system. 

At the moment of training, it determined the support vectors 

by linear, polynomial or sesamoid functions. In this study, 

linear and polynomial SVM kernels were used for GMM 

super-vectors. 

 

       K ( ,  ) =                                                                       (9) 

       K( ,  ) = (  +1) n                                                            (10) 

      

    The stages of the hybrid model are shown in Figure 5. 

 

 

 
 

    Receiving of speech data 

 

 

 

Spectral features with SVM 

 

 

GMM combined with SVM 

 

 

SVM kernel selection 

 

 

 

   
 

Fig.5. Hybrid model steps 

IV. EXPERIMENTAL STUDY 

 

     A unique and genuine Turkish language database has been 

employed in this study. Names, family names, ages, speeches 

and genders of the persons were added to this database. In this 

database, the numbers of five senses in males and females as 

angry, fearful, sad, happy and neutral are shown in Table 1. 

    Voice samples have been tested by training them, using 

available feature vectors by means of ANN, HMM ,DTW, 

GMM and hybrid methods. Success rates of speech samples 

obtained utilizing are given for ANN, HMM ,DTW, GMM in 

the Table 2.  

 
TABLE I 

VOICE DATABASE 

 
 Female Male Total 

Anger 124 241 365 

Fear 178 157 335 

Sadness 274 256 530 

Happiness 179 364 543 

Neutral 572 634 1206 

 

 
TABLE II 

THE SUCCESS OF THE METHODS WITH SVM 

 

 ANN HMM DTW GMM 

Male 74.62 75.71 69.97 71.60 

Female 75.34 77.63 70.79 72.39 

 
 

TABLE III 
SUCCESS IN CLASSIFICATION FOR MFCC (5 FEATURE VECTORS) 

 

 

 ANN HMM DTW GMM 

Male 72.64 77.25 67.21 70.25 

Female 71.47 75.68 70.24 68.17 

 

Speech recognition 
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   Success rates of speech samples obtained utilizing MFCC 5 
feature vectors are given for ANN, HMM, DTW and GMM in 
the Table 3. HMM gave more successful results when 
compared to other techniques.    

 
TABLE IV 

SUCCESS IN CLASSIFICATION FOR MFDWC (5 FEATURE VECTORS) 

 

 ANN HMM DTW GMM 

Male 71.37 75.09 65.38 69.36 

Female 70.28 74.34 68.09 68.55 

 

 

    Success rates of speech samples obtained utilizing MFDWC 

5 feature vectors are given for ANN, HMM, DTW and GMM 

in the Table 4. HMM gave more successful results when 

compared to other techniques.   

 
TABLE V 

HYBRID METHODS FOR DIFFERENT SVM KERNELS 

 

 

 Linear kernel Polynomial kernel 

Male 76.78 80.67 

Female 79.85 81.37 

 

    Success rates of speech samples obtained hybrid methods 

for different SVM kernels (linear, polynomial)  in the Table 5. 

Hibrit Model gave more successful results when compared to 

all other techniques. 

V. CONCLUSION 

 

     Speech recognition and speech emotion recognition  plays 

an important role in our day due to security and many other 

reasons. Speech emotion recognition of systems have been 

developed, being based on an unique database obtained by 

utilizing Turkish language in this study. Classification success 

of the methods employed in the study have been calculated 

and results are demonstrated in a comparative manner. Hybrid 

Method  provided more successful results compared to the 

other speech emotion methods when the results are taken into 

consideration. This hybrid model has been carried out by 

combining with SVM and GMM.  In first stage of this model, 

with SVM has been performed  subsets obtained vector of  

spectral features. Hybrid model yielded better results 

compared to other methods that are used in other literature. 

Moreover, success rates of speech samples obtained 

employing MFCC and MFDWC feature vector. Success rates 

of speech samples obtained employing 5 feature vector. 

MFCC gave more successful results compared to MFDWC. 
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Abstract—This study presents the ratio, which is defined 

between two vibration signals in the spectral domain, to be used in 

extracting the fault signatures from the signals. These two signals 

are considered as two different cases of the electric motor of 5 HP 

in terms of the faulty and healthy motor cases and hence, the 

comparison between two spectral variations is used as a method to 

show the fault characteristic. In this manner, the bearing damage 

of the electric motor of 5 HP are given within the range of 0-4 kHz 

and its J-curve is presented as an indication of the motor aging. 

 
Index Terms—Spectral Analysis, Electric motor, Machinery 

aging, Fault detection. 

 

I. INTRODUCTION 

LECTRIC motors play very important role in most 

industrial application. In this manner, safety operation of 

the electric motors under the different conditions are highly 

connected with the process reliability. In order to determine the 

faulty characteristics of the electric motors, there are two 

important approaches in the literature. One of them is model-

based detection, another one is also signal based approach. In 

the signal-based approach, the most popular method is spectral 

method, which is based upon the Fourier Transform [1,2].  

Nowadays, another popular method is wavelet transform and its 

different types in usage [ 2-4]. The wavelet transform based 

methods or applications are very powerful methods. As an 

example, Multi-Resolution Wavelet Analysis (MRWA) is in 

the form of the signal decomposition and hence, the signal to be 

analysed can be separated to subbands as filter outputs to extract 

the faulty signal band [3-7]. In addition, Continuous Wavelet 

Transform (CWT) is another alternative method to indicate the 

faults. The CWT has an additional property that is defined as 

redundancy, and hence it is used for the early detection of the 

faulty cases [3-6].  
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Meanwhile artificial intelligence based methods, like neural 

networks and fuzzy logic approaches are used for the feature 

extraction of the electric motor current or vibration signals [7-

9]. Sometimes, instead of these methods, just statistical 

calculations can be sufficient to detect the faulty cases by means 

of the statistical parameter variations [6-11].   

In this study, as an alternative approach to the fault detection 

methods defined in the literature above, a simple calculation 

defined as a ratio between two vibration signals of an induction 

motor of 5 HP is introduced and used to extract the faulty case. 

This study has so many advantages over the other classical 

methods: One of them is feature extraction in frequency domain 

and the determination of motor aging curve. In addition, the 

frequency range that is related with the faulty case can be 

identified depending on the apriory knowledge [11-15]. 

II. POWER SPECTRAL DENSITY CALCULATION AND 

SPECTRAL RATIO 

The Fourier transform is used to analyse a time-domain 

signal [1-3]. Nowadays, depending on developing of the fast 

computers, the Discrete Fourier Transform (DFT) are easily 

used for the signal analysis.  

For a given data of N-samples, the transform at frequency 

m∆f is given by following equation:  

 

𝑋(𝑚∆𝑓) = ∑ 𝑥[𝑘∆𝑡]exp(−𝑗2𝜋𝑁𝑚𝑘)

𝑁=1

𝑘=0

 (1) 

Here: ∆f - is the frequency resolution, 

         X(m∆f)- the DFT of the signal x(t), 

         The Y(m∆f) becomes of the DFT the signal y(t).  

The autopower spectral densities (APSDs) of x(t) and y(t) are 

estimated as below:  

𝑆𝑋𝑋(𝑓) =
1

𝑁
|𝑋(𝑓)|2 (2) 

 

Where: f = m∆f 

With the similar way, it is rewritten for the signal y(t), as Syy: 
 

𝑆𝑌𝑌(𝑓) =
1

𝑁
|𝑌(𝑓)|2 (3) 

The statistical accuracy of the estimate in Eqs. (2) and (3) 

increase as the number of the data points N. Hence, the spectral 

ratio can be given by the following equality: 

 

𝑅(𝑡) =
𝑆𝑌𝑌

𝑆𝑋𝑋
 (4) 
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III. MEASUREMENT SYSTEM AND APPLICATION 

In this study induction motor of 5 HP is used for the test 

motor. After the accelerated aging studies of the motor [1,2], in 

order to detect and extract the bearing damage signatures, the 

following data collection system is used as shown in Figure 1.  

During this procedure, the sampling rate is selected at 12 kHz 

and cutoff frequency of the low pass filter used in the signal 

conditioner unit is at 4 kHz. Also, the bandwidth of the 

accelerometer is 20 kHz. 

 

 
Fig.1. Schematic Diagram for measurement system. 

 

After the accelerated aging tests, motor performance is tested 

between the healthy motor case (initial case) and faulty motor 

case (final case) in terms of the vibration signals. In this 

manner, these vibration signals are given by the following 

figures, Figure 2 (a) and (b). 
 

 
a) 

 
b) 

Fig.2. Vibration measurements a) Healthy case, b) Faulty Case. 

 

In addition to the vibration measurements in the time domain, 

their power spectral density variations can be shown in the 

frequency domain as follows: 

 

 
a) 

 
b) 

Fig.3. Power Spectral Densities of the Vibration signals a) Healthy case, b) 

Faulty case. 

 

Comparing the vibration signals, it is seen that there is a 

increasing in the signal amplitudes and, also, some additional 

frequencies are appeared between the 2 and 4 kHz as an 

indicator of the bearing damage occurred at the end of the aging 

tests. Hence, these are called as the signatures of the bearing 

damage. After the feature extraction, which is related with the 

motor bearing damage. On the same data of the power spectral 

densities, the spectral ration variation that is defined by the Eq. 

(4) is calculated and it is shown by the following figures as well 

as aging curve. 
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a) 

 
b) 

Fig.4. Spectral Ratio of the Vibration spectra measurements (a) and aging 

curve (b). 

IV. CONCLUSION 

In this study, some characteristics based upon bearing 

damage of the induction motor of 5 HP was examined and its 

aging cure was extracted from the experimental data. As seen 

in the figure (4), the upper critical frequencies of the motor in 

terms of the safety operation conditions can be indicated at 

around of the turning point of the aging curve after 3.5 kHz. 

This is also expected situation because the bearing damage was 

characterized between 2 and 4 kHz. 
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Abstract—Human factors have an important effect on 

performance of software teams and resulting software products. 

One of the seldom-studied aspects of human factors is the effect of 

personality-based team formation on team cohesion and quality of 

the software product. In this study, we investigate the above effect 

by conducting an exploratory case study during a term-long 

undergraduate software engineering course containing a project 

component with 50 undergraduate students. We grouped the 

students based on the social-interaction dimension (introversion/ 

extraversion) of the well-known Myers–Briggs Type Indicator 

(MBTI) personality assessment model. We then collected the 

relevant metrics to explore/analyze the two parameters of interest 

in our study: team cohesion, and project grade as an indicator of 

project output (i.e. resulting product quality). Our results show 

that there is some (although weak) relationship between the team 

formation scheme (based on either introversion or extraversion) 

with group performance and project grade. The results also show 

that mixed grouping of personality types has no significant effect 

on team cohesion but is advantageous in achieving higher project 

grades especially for people with low GPAs.  

 
 

Index Terms—human factors, team formation, MBTI, team 

cohesion, product quality, software projects, empirical study.  

 

I. INTRODUCTION 

oftware Engineering (SE) is a team activity by nature, and 

human and social factors have a strong impact on the 

success of any SE endeavor and the software product developed 

by software teams [1]. In the pursuit of more effective and 

efficient software development, software teams must be 

composed of people who work well together. How to properly 

form these teams, the interaction between team members, and 

how individual personalities influence performance and 

software quality, have been among the important concerns in 

the SE field from the 1960s to the present day [2]. Many leading 

figures in the field have claimed that it is fundamentally people 

that make the difference between success or failure of software 

projects [3]. 
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Building effective software teams that would lead to project 

success, however, is not trivial [2]. Understanding human 

aspects in SE teams is crucial because having the right people 

in a team can make or break a project. Thus, there is a need to 

explore factors that bind team members and understand the 

elements that enable effective team performance. In this 

context, various factors such as personality types and skill 

levels should be taken into account. While there exist a large 

body of research in this area, e.g. [4-12], there is a need for more 

empirical evidence and in-depth studies which look into each 

personality-related factors in more detail, e.g., introversion and 

extraversion. 

In this study, we aim at assessing the impacts of personality-

based team formation on team cohesion and project output, 

from the viewpoints of researchers and practitioners. We 

conducted an exploratory case study during a term-long 

undergraduate SE course containing a project component with 

50 students. We first assessed personality types using the 

widely-used Myers–Briggs Type Indicator (MBTI) [13, 14], 

which is the most commonly used model in SE literature [15]. 

For team formations, we considered the introversion/ 

extraversion dimension of MBTI. We then investigated the 

effects of team formation on team cohesion and project output.  

The results of our case study provide insights for practitioners 

and can be useful when building software teams. 

The remainder of this paper is organized as follows. Section 

II discusses the background and related work. Section III 

describes our research method. Section IV presents the results 

of the study. Section V summarizes the findings, implications 

and limitations of our study. Finally, Section VI concludes this 

study and states the future work directions. 

II. BACKGROUND 

A. Team Related Factors 

The most related body of work to our study are the empirical 

studies about team-related factors in SE. From the large set of 

such studies, we have sampled a list as shown in Table I. For 

each study, we show the publication year, paper title, and the 

independent and dependent variable(s) studied in the study.  

From the list of possible independent and dependent 

variables that are worthy of investigation, some have been 

studied in the previous work as listed in Table I. In this study, 

we focus on personality-based team formation as the 

independent variable and team cohesion and project output as 

dependent variables. To the best of our knowledge, our study is 

the first one focusing on this particular combination of 

independent and dependent variables. 

Investigating the Impact of Team Formation by 

Introversion/Extraversion in Software Projects 

V. Garousi, and A. Tarhan 
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TABLE I.  EMPIRICAL STUDIES IN SE STUDYING TEAM-RELATED FACTORS 

Ref. & 

Year 
Paper title Independent 

variable(s) 

Dependent 

variable(s) 

[4] 
2005 

Examining team cohesion as an 
effect of software engineering 

methodology 

Software 
engineering 

methodology 

Team 
cohesion 

[5] 

2006 

A follow up study of the effect of 

personality on the performance of 
software engineering teams 

Personality Team 

performance 

[6] 
2009 

How do personality, team processes 
and task characteristics relate to job 

satisfaction and software quality? 

Personality, 
team processes 

and task 

characteristics 

Job 
satisfaction 

and software 

quality 

[7] 
2010 

Analyzing personality types to 
predict team performance 

Personality 
types 

Team 
performance 

[9] 
2010 

Software engineering group work: 
personality, patterns and 

performance 

Personality of 
group members 

Using design 
patterns, 

learning 

achievements 

[8] 
2013 

A worked example of the relations 
between personality and software 

team processes 

Personality Team process 

[10] 

2014 

A mixed methods investigation of 

ethnic diversity and productivity in 

software development teams 

Ethnic diversity Productivity, 

innovation 

and problem 
solving 

[11] 

2014 

A replicated quasi-experimental 

study on the influence of personality 

and team climate in software 

development 

Team cohesion 

and conflict 

 

Team 

performance 

[12] 
2015 

Are team personality and climate 
related to satisfaction and software 

quality? Aggregating results from a 

twice replicated experiment 

Team 
personality and 

climate 

Satisfaction 
and software 

quality 

TABLE II.  DIMENSIONS IN MBTI PERSONALITY ASSESSMENT  

Introversion/ 

Extraversion 
(I/E) 

The extraverted types learn best by talking and interacting with 

others; and by interacting with the physical world, they can 
process and make sense of new information. The introverted 

types prefer quiet reflection and privacy; and information 

processing occurs as they explore ideas and concepts internally.  

Sensing/ 

Intuition (S/N) 

Sensing types enjoy a learning environment in which the 

material is presented in a detailed and sequential manner. They 
attend to what is occurring in the present, and can move to the 

abstract after they have had the experience. Intuitive types prefer 

a learning atmosphere in which an emphasis is placed on 
meaning and associations; they value insight higher than careful 

observation, and naturally recognizes patterns in work. 

Thinking/ 

Feeling (T/F) 

Thinking types desire objective truth and logical principles and 

are natural at deductive reasoning. Feeling types place an 

emphasis on issues and causes that can be personalized while 
they consider other people's motives. 

Judging/ 

Perceiving 

(J/P) 

Judging types thrive when information is organized and 

structured, and they are motivated to complete assignments in 

order to gain closure. Perceiving types flourish in a flexible 
learning environment in which they are stimulated by new and 

exciting ideas.  

B. MBTI Personality Assessment 

The Myers–Briggs Type Indicator (MBTI) is a popular tool for 

personality assessment, which was developed based on the 

theories of Carl Jung [16]. It serves as an introspective self-

report questionnaire designed to indicate psychological 

preferences in how people perceive the world and make 

decisions [13, 14]. There are four dimensions in this indicator 

as shown in Table II. MBTI has been widely used in different 

research communities, e.g., social sciences, psychology and SE 

[15]. Various studies have appeared on the usage of MBTI and 

other personality tests in SE, e.g., [3, 15, 17]. According to a 

systematic literature review (SLR) on personality assessment in 

SE [15], MBTI is the most commonly used model in the SE 

literature. For all the above reasons, in this study, we selected 

MBTI as the personality assessment model. 

C. Team Building and Personality Types 

There are many discussions and studies in other domains which 

report collaborations among extraverts and introverts could be 

challenging [18, 19], e.g.: “Extraverts can think that introverts 

are slow, have few ideas to share and are unemotional. They 

interpret those calm faces as meaning introverts lack in emotion 

and passion. Introverts think that extraverts are shallow 

because they talk a lot. Not being direct and concise can be seen 

as lacking depth.” [19]. 

It was argued in [2] that personality-type analysis could help 

take the guesswork out of putting together a high-performance 

software project team. The authors invited 92 Information 

Systems (IS) professionals from 20 software development 

teams in Hong Kong to complete a questionnaire-based survey. 

The surveys showed how team leaders scored on the 

information gathering dimension (sensing/intuitive) had a 

significant impact on team performance. Only the decision-

making dimension (thinking/feeling) of the systems analyst 

personality had a significant influence on team performance. 

Only the social-interaction dimension (introversion/ 

extraversion) of the programmer personality was strongly 

related to team performance. Among the conclusions were that 

it was unnecessary to have diversity of personalities among 

team members (excluding team leader) due to the fact that 

members needed to perform multiple tasks of the software 

development life cycle and that heterogeneity was not good for 

all phases. 

The study in [20] examined the relationships between the ‘Big 

Five’ personality factors (conscientiousness, extraversion, 

neuroticism, agreeableness, and openness to experience) and 

objective team performance, and derived implications for 

selecting successful product teams. Successful teams were 

characterized by higher levels of general cognitive ability, 

higher extraversion, higher agreeableness, and lower 

neuroticism than their unsuccessful counterparts. 

The study in [21] proposed a formal model for assigning 

human resources to teams in software projects. Using the 

Delphi method, the authors proposed a set of software project 

roles and competencies. Psychological tests and data mining 

tools identified useful rules for forming software project teams. 

These were used to build a formal model, which was later built 

into a tool that automatically calculated role assignments. This 

decision-support tool was claimed to help managers in 

assigning people to roles and forming software teams. The 

model was validated by assignment scenarios in two software 

development organizations. 

The study in [22] presented a mix-method replicated study for 

team building in software projects. The findings indicated that 

carefully selecting team members for software teams was likely 

to positively influence the projects in which these teams 

participate. Besides, it seemed that the type of development 

method could moderate (increase or decrease) this influence. 

The study in [23] discussed a comparison of the performance 

of student groups formed randomly, with those formed by using 

the learning styles questionnaire. The study found no significant 

differences in the performances of these two sets of groups, for 

which it discussed several possible reasons. 
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D. Team Cohesion 

One of the most studied team variables in literature is “team 

cohesion”. Team cohesiveness is the degree to which team 

members like each other, identify themselves positively with 

the team and want to remain with its members [24]. It reflects 

the degree of attraction among group members. A study of 

cohesiveness is considered essential for understanding group 

dynamics in teams. Two meta-analyses in the psychology 

discipline [25, 26] have reported a positive relationship between 

cohesiveness and performance. According to these studies, 

cohesive teams demonstrate increased collective efficacy and 

greater team success. Furthermore, cohesive team members are 

less anxious, more satisfied, have higher self-esteem, conform 

to group norms, make personal sacrifices for the team, share 

responsibility for team failure and are less likely to indulge in 

social loafing. 

III. RESEARCH METHOD 

A. Goal and Research Questions (RQs) 

The goal of our study was to conduct an exploratory evaluation 

on impacts of personality-based team formation on team 

cohesion and also quality of project output (software). To focus 

the study on one independent variable and prevent the impact 

of more than one independent variables (the so called 

“confounding bias”), we focused on only one dimension of the 

MBTI – the social-interaction dimension (introversion and 

extraversion). Based on the stated goal, we raised the following 

two research questions (RQ):  

 RQ 1 - What are the impacts of personality-based team 

formation on team cohesion?  

 RQ 2 - What are the impacts of personality-based team 

formation on project output (i.e. resulting product quality)? 

B. Research Design 

We designed our research approach by adapting the Goal, 

Question, Metric (GQM) methodology [27]. We replaced the 

questions with RQs, and identified independent and dependent 

variables as the metrics to be used in our research to answer the 

RQs. The design that we developed is shown Table III. 

TABLE III.  GQM DESIGN OF OUR RESEARCH APPROACH 

Goal: To conduct an ‘exploratory’ evaluation on impacts of personality-based team 

formation on team cohesion and project output 

 RQ1: What are the impacts of personality-based team formation on team 

cohesion? 

 Independent var. M1: MBTI social interaction personality type (I/E) 

M2: Students’ grade point average (GPA) 

Dependent var. M3: Team cohesion morale index (TCMI) 

RQ2: What are the impacts of personality-based team formation on project 

output? 

 Independent var. M1: MBTI social interaction personality type (I/E) 

M2: Students’ grade point average (GPA) 

Dependent var. M4: Project grade (as an indicator of project output) 

 

For personality-based team formation, we needed a suitable 

metric for assessing students’ personality types. We instructed 

the students in the beginning of the semester to take MBTI 

using a free online test [14] for identifying their own personality 

types of social interaction dimension (introversion/ 

extraversion). We also gathered students’ latest cumulative 

grade point average (GPA) in their program, and treated the 

GPA as indicators of their technical abilities. We used MBTI 

social interaction personality types and GPAs of students as 

independent variables in our research. 

Metrics for the dependent variables included the ones for 

measuring the team cohesion and the project output. For 

quantitatively measuring team cohesion, we searched in both 

the formal and the grey literature, and selected a rubric set [28] 

developed by an Agile practitioner and coach. This rubric is 

used by Agile practitioners to quantitatively measure team 

morale in Agile teams in the industry. The rubric, which is 

shown in Table IV, has been developed using the rigorous 

foundations from the psychology literature [29], and consists of 

eight questions. The answer of each question is based on a 5-

point Likert scale as follows: {1: Very low, 2: Low, 3: Average, 

4: High, 5: Very high}. To quantitatively calculate the team 

morale of an individual member, the average value of the scores 

on the eight questions is calculated and set as the Team 

Cohesion and Morale Index (TCMI). An example calculation is 

shown in Table IV.  

Note that while Likert scale is originally an ordinal scale, 

analyzing Likert scales as interval values (and calculating 

average based on such data) is possible when the sets of Likert 

items can be combined to form indexes, with the caveat 

(assumption) that "this combination forms an underlying 

characteristic or variable" [30]. Also, we ensured precise 

wordings for the five response levels above to clearly imply “a 

symmetry of response levels about a middle category” [31]. 

Therefore, equal spacing of response levels was clearly 

indicated, and the argument for treating it as interval-scale data 

was supported [31]. 

TABLE IV.  8-QUESTION RUBRIC USED TO MEASURE TEAM COHESION AND 

MORALE (ADOPTED FROM [28])  

# Question Sample values 

1 I am enthusiastic about the work that I do for my team 1: Very low 

2 I find the work I do for my team of meaning and purpose 4: High 

3 I am proud of the work that I do for my team 3: Average 

4 To me, the work that I do for my team is challenging 2: Low 

5 In my team, I feel bursting with energy 5: Very high 

6 In my team, I feel fit and strong 4: High 

7 In my team, I quickly recover from setbacks 3: Average 

8 In my team, I can keep going for a long time 1: Very low 

 Team Cohesion and Morale Index (TCMI)= Avg.=2.8  

 

For quantitatively measuring project output, we used project 

grade as an indicator of resulting project output. We calculated 

project grades based on the grades of deliverables planned and 

submitted by students throughout project life cycle. Students 

delivered project artifacts at five milestones: (0) Vision and 

project plan, (1) Requirements document, (2) Design document, 

(3) Demo of the prototype version of the software, and (4) Final 

software product. Students were asked to submit team cohesion 

(morale) via an online questionnaire in each milestone (0-4). 

Project teams had to explain their team work and the work of 

each student individually in project reports which were then 

used for marking the works of teams and the students. The 

teaching team assessed the students’ works in each delivery, 

and used the following rubric to reduce subjectivity in marking: 

Functional  quality  (%  of test cases passed),  code readability, 
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Fig. 1. Activity diagram showing the planning and execution of the empirical study. 

and extent and quality of documentation. Although the authors 

had intended to use a more detailed rubric for evaluating 

deliveries, they had to simplify the rubric to include several key 

factors above due to shortage of human resources.  

Fig. 1 depicts an activity diagram showing the planning and 

execution stages of our empirical study. For its design and 

execution, we took into consideration the recommendations on 

using students in empirical studies (e.g., [32, 33]) and also 

received ethics approval from Hacettepe University. 

The teaching team consisted of two instructors (the co-authors 

of this paper) plus two teaching assistants (TAs). As shown in 

Fig. 1, in the beginning of the semester, the instructors sorted 

the students by their GPAs and used the MBTI personality data 

to group the students. The approach that we took for grouping 

is explained in the next subsection. 

C. Study Subjects and Team Formation Approach 

The study was conducted in the context of ‘Software 

Engineering Laboratory’ course, which is the practical 

counterpart of the 3rd year ‘Software Engineering’ course, in 

Hacettepe University’s Department of Computer Engineering. 

During the Spring 2016 offering of the course, in which the 

study was conducted, the course had exactly 50 students. 

An important issue was to decide how to group students (i.e. 

form teams). As per the study’s goal (impacts of personality-

based team formation by social-interaction dimension of the 

MBTI), we sorted the students by their GPAs and then grouped 

each three students into one team such that, in a controlled 

manner, a group with the closest GPAs would have all introvert 

members, another group would have all extravert students, and 

another one having a mix of introverts and extraverts. Grouping 

would continue from students with higher GPAs towards those 

with lower GPAs until every student belonged to a group. This 

grouping mechanism would yield a set of groups with similar 

GPAs in which the only differentiating factor would be the 

extraversion and introversion attitudes. 

As shown Fig. 1, we instructed all the students in the 

beginning of the term to take an online MBTI test [14] and send 

their results to the instructors. Once we had the MBTI 

assessment results (types) and the GPAs, we used the grouping 

approach discussed above to form the groups. Fig. 2 shows the 

results of grouping process. We set the group sizes to three 

students, except the very last group (which had five students). 

As a result, 16 groups were formed, shown as #1 … #16 in the 

figure. As per our grouping approach, all three members of 

group #1 were extraverts (labeled as ‘All Ext’ in Fig. 2). All 

three members of group 2 were introverts. Group 3 was a mix 

of extraverts and introverts, etc. 

Based on the MBTI data, at the end, we had three all-introvert 

groups. Nine groups had all extraverts, and four groups were 

mixes of introverts and extraverts. We would have liked to have 

a balanced mix of the three group types, but the MBTI data of 

students did not allow this (i.e., we did not have as many 

introverts as we wanted to put in the groups). 

Fig. 3 shows a dot-plot of the distribution of the GPA values 

of the 50 students in the class. GPA values were out of 4 and 

corresponded to the performance of the students in their 

previous school terms. The values were taken from the student 

records. The mean (average) was 2.55. The minimum and 

maximum were 1.11 and 3.45, respectively. 

 

Fig. 2. GPAs and MBTI social interaction types of the students in 16 groups 

 
Fig. 3. Dot-plot of the GPA values of the 50 students in the class 
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Fig. 4. Team cohesion average values reported by each group member (student) in each milestone 

D. Study Objects and Project Development Context  

The project was to develop an online library management 

software. Students were provided with the high-level 

requirements of the system written in English, and in a UML 

(Unified Modeling Language) use-case diagram. 

Students were asked to use the Open Unified Process 

(OpenUP) development process and its artifacts’ templates 

[34]. As shown in the design of the empirical study (Fig. 1), the 

development project had five milestones and students submitted 

various software artifacts (documentation or code) in each of 

the steps, as per the OpenUP’s specifications. We asked for 

artifacts for the following phases: requirements, architecture, 

implementation, testing, and project management. 

For requirements and design stages, OpenUP requires 

modeling by using UML. To establish consistency in the entire 

class among all student groups, students were asked to use the 

Visual Paradigm UML tool [35]. 

IV. RESULTS 

A. RQ1: Team Formation and Team Cohesion Morale Index 

Our rationale behind RQ1 was to assess the implications and 

outcomes of team dynamics and to assess the impacts of team 

formation (if any) on team cohesion and morale as measured by 

Team Cohesion and Morale Index (TCMI) metric. Fig. 4 shows, 

as an individual-value plot, the team cohesion average values 

reported by each group member (student) in each milestone. 

The bars show the average values of the individual values for 

each milestone, e.g., M0 thru M4. Data for group 13 was not 

available since the group decomposed soon after the term had 

started. Please note that the team who abandoned the class was 

one of the teams with the lowest GPAs, which explains their 

decision to drop the course. Only two TCMI values for M0 for 

this group were reported. This did not lead to a negative effect 

on our case study since our group formation took into account 

academic success, and our design had a preventive nature 

against such occurrences as previously mentioned. Recall from 

Section III.C that groups were sorted by descending order of 

GPAs, e.g., members of group #1 had the highest GPAs and 

those in group #16 had the lowest GPAs. 

For ease of review and analysis, we have also included the 

types of groups (either all extraverts, all introverts, or mixed) in 

Fig. 4 (below the group numbers). As we could observe, 

grouping based on introversion/extraversion ‘alone’ did not 

have any noticeable impact on team cohesion, as groups with 

all extraverts, all introverts, or mixed all reported different 

levels of the TCMI measured, regardless of group formation 

types. One expectation in this context could have been that, in 

groups with homogeneous (compatible) team members (all 

extraverts or all introverts), TCMI measure would be higher 

than in groups with mixes of extraverts and introverts, since 

mixed groups could have higher chances for arguments and 

disagreements, thus leading to lower TCMI measure. 

We found no significant correlation between the social-

interaction dimension (introversion/extraversion) and team 

cohesion (i.e. TCMI values). This observation is similar to the 

findings of the study in [11] in which no significant correlation 

between the extraversion personality factor and team 

satisfaction was found. 

We also investigated whether there was any correlation 

between TCMI values reported by each student and her/his 

GPA (i.e., whether students with higher GPAs felt better team 

cohesions). Fig. 5 shows the scatterplot of these values for all 

students. The Pearson correlation of the two datasets is 0.24 (p-

Value = 0.12) – thus, showing a weak correlation, meaning that 

for a student with higher technical capabilities, it would be 

expected for her/him to have a higher perception of team morale 

and team cohesion feelings; and vice versa. 
 

 
Fig. 5. Scatterplot of TCMI values reported by each student and her/his GPA 

B. RQ2: Team Formation and Project Grade 

As the response to RQ2, we discuss the impacts of team 

formation on project grade as an indicator of resulting project 
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output. Fig. 6 shows the individual-value plots of (a) GPA and 

(b) project grades with respect to team formation, i.e., all 

extraverts (All Ext) – 29 students, all introverts (All Int) – 9 

students, and mixed (Mix Ext-Int) – 12 students. 

As Fig. 6 (a) shows, students in the teams of all-extraverts 

mostly had high GPAs (between 2.3 and 3.45), though a small 

number of such students had GPAs below 1.5. It is also seen 

from the figure that students in the teams of all-introverts had 

GPAs above 2.15. When it comes to students in the mixed 

teams of extraverts and introverts, we see that GPAs were 

distributed between the values of 1.7 and 3.16. In addition, the 

students in all-extraverts-teams had values on the edges of the 

GPA scale while the range for the students in all-introverts-

teams was smaller in variance (between 2.1 and 3.2). 

Fig. 6 (b), on the other hand, represents the individual-value 

plots of project grade for the three team types. For the teams 

having all extraverts, most of the students (75%) received 

grades above 65% and that four out of 29 students failed. The 

teams having all introverts either were very successful (having 

grades above 93%) or performed very poorly (in three out of 

nine groups). The mixed teams, interestingly, were generally 

high-performers (with two exceptions) with their grades 

between 76% and 97%. 

To evaluate the data in Fig. 6 (a) and (b) together, and to better 

understand the relationships between GPAs and project grades 

for different team types, we sketch in Fig. 7 the average values 

of project grades versus the average values of GPAs of the 

teams with respect to the three team types. The figure shows the 

relation between project grades and GPAs of group members 

per team formation type. It can be observed that the groups with 

lower GPAs failed except the mixed ones, i.e., having both 

extraverts and introverts. It seems mixed grouping of 

personality types worked better than discrete grouping of all 

extraverts or all introverts, in terms of achieving higher project 

grades, especially for students with low GPAs. 

We also investigated the relationship between project grades 

and GPAs of the students by their personality type. Fig. 8 shows 

the distributions of data points, with their best-fit-curves, for the 

types of extraverts (Ext) and introverts (Int). Coincidentally, 

best-fit-curves are fully overlapping, denoting that there was no 

statistically-significant difference in project grades between the 

students from the two personality types (extraverts and 

introverts). 
 

 
(a) Plot of GPA values 

 
(b) Plot of project grades 

Fig. 6. Individual-value plots of GPAs and project grades of students by team structure 

 
Fig. 7. Avg. project grade versus avg. GPA of teams by team formation 

 
Fig. 8. Project grade versus GPA, grouped by personality types: E vs. I 
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V. DISCUSSION 

A. Summary of Findings 

RQ1 was intended to investigate the implications and outcomes 

of team formation on team cohesion and morale as measured by 

the Team Cohesion and Morale Index (TCMI) metric. The 

results for RQ1 showed that grouping based on the social-

interaction dimension ‘alone’ (introversion vs. extraversion) 

did not have any noticeable impact on team cohesion, as groups 

with all extraverts, all introverts, or mixed types reported 

different levels of TCMI values, regardless of the group 

formation types. This observation was similar to the findings of 

the study [11] in that no significant correlation between the 

extraversion personality type and team satisfaction was found. 

We also examined if there was any correlation between TCMI 

values reported by each student and her/his GPA (i.e. if the 

students with higher GPAs felt better about team cohesions). 

We noticed a weak correlation between these two variables, 

possibly meaning that the higher the technical capabilities of a 

developer, the stronger his/her feelings of team morale and 

team cohesion would be; and vice versa. 

RQ2 was aimed to understand the impacts of team formation 

on project grades as an indicator of resulting project output. The 

results for RQ2 showed that, for the teams having all extraverts, 

most of the students received grades above 65% and that only 

few students in such groups failed. Students in the all-introvert 

groups were either very successful (with grades above 93%) or 

performed very poorly. The mixed teams, interestingly, were 

generally high-performers. That is, mixed grouping of 

personality types worked better than discrete grouping of all 

extraverts or all introverts, in terms of project grades, especially 

for people with low GPAs (i.e. low technical abilities). 

B. Potential Threats to Validity 

We discuss the limitations and potential threats (construct, 

internal, conclusion, external) [36] to the validity of our study 

and the steps that we took to minimize or mitigate them in the 

following paragraphs.  

Construct validity is concerned with issues that to what extent 

the study truly represented the theory behind it [36]. The 

potential issues in this regard were whether we properly 

conducted personality-based team formation, and actually 

measured team cohesion and project grades. Adapting the GQM 

methodology [27] for our research design and standardizing the 

metrics and the instruments used in this study, we addressed 

those issues and minimized the associated threats. However, 

threats might have remained regarding the variability of MTBI 

test results depending on the mood of the students while 

answering the questions, and the percent rating scheme of the 

questionnaire, e.g., introversion/extraversion scores could be 

close (e.g. 49% vs. 51%) or far apart (e.g. 1% vs. 99%). Also, 

the team formation approach that we used based on the 

students’ GPAs might be considered as another threat, as we put 

the best students together, average students together, and not-

so-good students together. Still, we adopted this grouping 

mechanism because it resulted in a set of groups with similar 

GPAs, which was important to keep the social interaction 

dimension (i.e. extraversion/introversion) the only differentia-

ting factor in our research design. 

Internal validity reflects the extent to which a causal 

conclusion based on a study is warranted [36]. To prevent 

confounding bias, we focused only on the social-interaction 

dimension (introversion/extraversion) of the MBTI model, and 

thus prevented the likely impact of more than one independent 

variables. In terms of selection bias, the subjects of the study 

were composed of 50 undergraduate students who had enrolled 

in the ‘Software Engineering Laboratory’ course. To prevent 

any negative influence, we considered the recommendations on 

using students in empirical studies (e.g., [32, 33]) in the design 

of the study, and had ethics approval from our university. While 

the subjects (i.e. the students) were not yet software engineers, 

they had very similar profiles. To reduce possible variability in 

team activities and project deliverables, the students followed 

the basic life-cycle that we tailored from OpenUP and used its 

artifacts’ templates [34]; and also used a popular UML 

modeling tool [35]. 

Conclusion validity of a study deals with whether correct 

conclusions are reached through rigorous and repeatable 

treatments [36]. To reduce the bias in reaching conclusions for 

each research question, we relied on statistical analysis. Thus, 

interpretation of the findings and implications of our research 

depends on statistical significance and are strictly traceable to 

data. In addition, by careful definition of evaluation process, its 

outputs and their grading rubrics, we enabled valid and 

repeatable investigation of the RQs. 

External validity is concerned with to what extent the results 

of this study can be generalized [36]. The study was done in a 

single university course with only 50 undergraduate students 

formed into 16 groups. It provides a limited voice of evidence 

from a small data set, and therefore generalizing its findings is 

not possible. Though our study added to the body of evidence 

on this area, replications of it in other contexts would be needed 

to increase generalizability of our findings. 

VI. CONCLUSIONS AND FUTURE WORK 

In this study, we investigated the effect of personality-based 

team formation (based on social-interaction dimension of 

MBTI, i.e. introversion/extraversion) on team cohesion and 

project output (i.e. resulting product quality). We conducted an 

exploratory case study during a term-long software engineering 

course containing a project component with 50 students. We 

grouped the students using the Myers–Briggs Type Indicator 

(MBTI) personality assessment model; and collected data to 

explore the team cohesion as measured by team cohesion and 

morale index, and project grade as an indicator of project 

output. Our results showed that there was no relation between 

team formation types and team cohesion, and that some 

(although weak) relationship existed between the formation 

schemes and group performance and resulting project output. 

Our study provides a limited voice of evidence from a small 

data set. While our study added to the body of evidence in this 

area, it also highlighted the very complex nature of human 

characteristics and its manifestation in team formation and 

likely results. As researchers, we need to look in further depth 

into team dynamics and human aspects in software teams. We 

could consider other dimensions of personality types (i.e., 

sensing/intuition, thinking/feeling, judging/perceiving) in 

addition to social interaction dimension (i.e. extraversion/ 

introversion), and their influence on team cohesion and 
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resulting project output. The findings from such research, 

including our investigation, might provide insights for 

practitioners who want to build teams to evaluate and increase 

the efficiency of their software teams. 

Our future work directions include: (1) investigating to see 

whether Agile teams have a higher team morale than other 

teams (e.g., working in Waterfall); (2) investigating the effects 

of other MBTI dimensions on team cohesion and project output; 

(3) investigating the effects of uniform teams (all extraverts or 

all introverts) on development activities and if the performance 

differs in various SDLC phases: Analysis, design, 

implementation, and testing; and, (4) investigating to see 

whether more homogeneous teams (in terms of personality) are 

more suitable for software development compared to less 

homogeneous teams. 
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Abstract— In this study, an electric transmission line taken 

hourly data of feeders, belonging to the 1990-2017 year in 

Turkey by using actual consumption value, load forecasting 

analysis was done for the future. Short-medium-long term 

forecast range that results in hourly resolution, presented a 

mathematical approach to versatile applications. A statistical 

prediction tool that is called Exponentially Weighted Moving 

Average (EWMA) is used to predict the next year's demand for 

transmission in Turkey. In addition to this method, the 

estimated value of load factors near future, within a few years 

also has been shown to successfully predict the hour as possible. 

To load demand will increase in the future, it was presented 

solutions to be taking precautions. 

 

 
Index Terms— Power grids, microgrids, power transmission, 

power system management, smart grids. 

 

I. INTRODUCTION 

LECTRICITY DEMAND is constantly increasing. The 

way to meet this increasing demand for energy in the 

most appropriate way possible by making the right forward 

planning. In order to meet energy demand and realize 

production at low cost, load estimation analysis is a very 

important issue. Some studies Show us, the power plants do 

not use the power of 5-10%, while 20% say that the value is 

used only 1-2 hours in a day. 

For these reasons, it is important to predict in advance. 

Load forecast analysis is the first step in planning electrical 

energy. For a good system planning, the energy demand and 

peak load values must be estimated with the least number of 

errors. The installation of joints and / or new power plants to 

be made to the power plants is determined to meet the 

foreseen energy demand, taking into account the peak load 

values. According to the load estimation results, the capacity 

additions to the transmission - distribution systems together 

with the production and the investment costs related to them 

are determined. 

The inability to store the electric energy increases the 

importance of the accuracy of the demand estimate. The 

accuracy of the load demand forecast; reliability and 

efficiency of electrical power systems, optimization between 

power plant units, hydrothermal coordination and fuel 

harvesting affect the operating characteristics of the energy 

system. 
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Faults in the load forecast can cause significant problems in 

future power system planning. If the estimated value is below 

the future value, the system is overloaded, the energy quality 

is decreased and if the forecast is high, the cost is increased 

and the system is operating at low capacity. In order for the 

system not to work this way, as the available data increases, 

the estimates and corresponding plans must be renewed. 

Studies on predicting the consumption of electricity is 

usually done by term load estimates (covering periods from 

one hour to one month), medium term load estimates 

(covering periods from one month to one year), long term 

load estimates (covering periods longer than one year). 

The short-term load forecasting analysis determines the 

load sharing between the power plants and the 

commissioning status of the production units. Generally, the 

peak load values in the daily load curve are tried to be 

predicted in real time. Maintenance programs are prepared, 

river flow conditions for hydraulic power plants and water 

quantity to be kept in water reservoir are determined, the 

amount of fuel is determined in thermal power plants, data 

related to steam flow are determined and load of the plant 

units is provided according to estimated load values. 

Mid-term load estimation is very important because it 

covers the planning of physical equipment. At this stage, the 

transmission system is expanded and transmission, 

distribution systems and units that can be taken over soon are 

determined. It is also used in planning distribution systems, 

collective planning studies and economic reviews to 

determine sales tariffs, maintenance periods and fuel sources. 

In the long-term load forecasting, planning strategies are 

determined first. In addition to this, issues such as the need 

for fuel and the determination of fuel resources and the 

provision of capital are also realized in this period. The most 

needed long-term load estimate in practice. Because, at this 

stage, very important decisions are taken and high capital is 

used and production plans are made. 

Load forecasting is important to industry and society in 

where and when needed, the electrical energy sufficient to 

meet the need for reliable and not necessary to determine the 

amount of more or less. In the realization of the electricity 

energy plans, each plant must be provided with the primary 

energy source, selection of site, feasibility studies, financing, 

execution without interruption, operation of the operation 

teams. 

Since there are a lot of uncertainties in long-term load 

estimates, it is not possible to make a precise and precise 

estimate. When performing load estimation analysis; accurate 

determination of the variables affecting the change of the 

load, generalization with the mathematical load model and 

methods of obtaining the model parameters, the conditions in 

the input variables should be taken into consideration. 

Real Measure of a Transmission Line Data with 

Load Fore-cast Model for The Future 

M. Yilmaz 
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There are many approaches to load estimation. What is 

important is to determine the most accurate and most accurate 

values. When applying these approaches, the answer to the 

question of whether peak demand or load must be estimated 

separately is the direct calculation of the first option peak 

load. In this case, the result can go directly; but economic 

changes are ignored. The second option is to determine the 

load by estimating the load. This option means that the load 

factor is also calculated. In this alternative the energy is more 

uniform as it is determined by the load, and the population-

dependent and economic factors are not neglected; but 

irregularly varying load factors can lead to erroneous 

predictions. In this case, a new question emerges. When 

making load estimates, should the past data be done as a 

whole or separately for each consumer group? In answer to 

this question; it is appropriate to make separate estimations 

for each group by dividing the consumers into separate 

groups. Finally, all these estimates are combined to determine 

the total load needed. As a result, misdirection of prediction 

is prevented. Another option is to estimate the total burden as 

a whole. This option has ease of use and a more comfortable 

observation of the growth tendency. Another question is; 

Should the upper boundary be used or the middle should be 

used? Based on the weather reports from the past when 

planning, it is based on the estimation of the load components. 

In this method, it is necessary to make some adjustments 

because the air changes do not have a regular course. Finally, 

detailed and precise mathematical calculations need to be 

made when estimating. The mathematical method is 

determined by the structure of the load. Before choosing a 

particular method, all possible methods should be tried and 

found to be the most appropriate. 

In the literature, the main methods used for short-term load 

prediction analysis are: regression-based methods [2], Box 

Jenkins model [3] time series approach [4-5], Kalman filter 

[6], YSA models [7] hybrid approaches [8]. Recently, 

methods of using statistical methods and other artificial 

intelligence approaches as hybrids have also been suggested 

for solving this problem. Bayesian inference [9], self-

organizing maps [10], wavelet transforms [11], and particle 

swarm optimization [12]. 

Medium and long term load forecasting analyzes are also 

very important in planning power systems. Time series 

approaches [13] and Fourier series (FS) [14] approaches were 

used for medium term load estimation. The long-term load 

estimate is important for long-term planning and for 

determining the peak loads during the year. The most 

important methods used in long-term load estimation are time 

series analysis [4-5], hierarchical artificial neural networks 

[15] and support vector machines [16]. 

II. ESTIMATING METHODS 

The selection of the forecasting technique to be used is 

important in determining future demand for freight. 

Depending on the nature of the load changes, one method 

may outperform the other. Before choosing a particular 

method, it is necessary to examine the behavior of the load. It 

can be understood that it is appropriate to select a suitable 

curve or a stochastic model for the behavior of the load. Since 

the electric networks show different characteristics, the 

structure of the existing system should be examined. It is 

important to know the advantages and disadvantages of 

different systems in order to select the most appropriate 

technique according to the system examined. Basically there 

are two estimation methods, extrapolation and correlation. 

Extrapolation is made by assuming that the past data and the 

forces influencing this data will increase in the same way as 

in the past. There are many extrapolation methods. Some of 

these are made up of the interpretation of mathematical 

growth curves. The others are for years to be used for the 

growth averages of the past years. Correlation is the loading 

of loads through other factors (such as weather or economic 

conditions). The most important advantage of correlation is 

to evaluate the factors that affect growth according to their 

importance. For example, air is the digitization of the 

relationship between conditioning and load. The correlation 

method also helps in determining the cause if the estimates 

deviate from the true values. Some of the estimation methods 

used are: 

Fourier series, Particle flock optimization, Hybrid, Fuzzy 

logic, Fuzzy logic, Kalman filter, Bayesian inference, Self-

organizing maps, Time series analysis, Box Jenkins models 

and their derivatives, Artificial neural networks models and 

other methods. 

III. MATHEMATICAL MODELING AND APPLICATION 

The mathematical model developed for load prediction 

analysis is an approach that allows short, medium, and long-

term hourly load prediction analysis, unlike previous studies 

[17]. This model TEİAŞ in Turkey (Turkish Electricity 

Transmission Company) received the diagnosis hour 

remaining four years have been found using a total of twenty-

six years of actual load data consists of annual value. The 

proposed method consists of three sub-sections that are 

intertwined. First part; modeling of annual load values, 

second part; the modeling of monthly load values during the 

year, the last part; Modeling of hourly load changes using 3D 

mathematical notation. A statistical prediction tool that is 

called Exponentially Weighted Moving Average (EWMA) is 

used to predict the next year's demand for transmission in 

Turkey. 

In order to use hourly load data in a meaningful way, these 

data should be analyzed first and their dynamics should be 

understood. Load values have a dynamic structure and show 

similarities. But besides this, some unexpected situations, 

power plant failure, holiday periods, weather conditions and 

some other factors affect the change of load values. Another 

observation of load values is that there are two oscillations in 

the monthly and hourly periods, respectively. However, non-

random parts of the load values, in other words portions of 

the oscillations showing similar variations, can be modeled 

using wave patterns or mathematical models. In addition, 

when the average load values of each year are examined, it is 

seen that the load values increase significantly with years. 

One-year total energy values for each day were measured 

to see the daily variations of the requested load values during 

the year and the times when the demand was highest and 

lowest. In these measurements, a daily change of different 

seasons and periods is given in Figure 1. When analyzes are 

made, interim valuations are made to eliminate sudden falls 

(due to electrical failures, failures, etc.). This interim 

evaluation was done by taking the average of the values of 
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the previous month and the next month of the relevant time. 

The seasonal changes can be easily observed from Fig 2. As 

can be seen, electrical demand is at most winter months. 

Although not as much as the winter months, there are more 

demanding requests in July and August. In spring months, 

especially in May and June, the demanded value falls. In 

addition, it is seen that the demanded load values increased 

due to the annual increase. The hourly load values for the year 

2017 are shown in 3D in Fig 3. 

 

 

 
Figure 1. Daily energy demand values for some months of the 2017 

 
Figure 2. Annual average energy demand per day 

 

The reason for the 3D representation of the load values, the 

combination of time and day-dependent changes of this 

representation; in other words, it has a compact visual 

property. As can be seen from the figures, the 3D 

representation has more information and information on the 

change of load values. Because of the relative nature of the 

load changes, the mathematical modeling of Figure 3 is 

extremely complex. On the other hand, if the change in 3D 

graphics from one day to the next is separated by 3D matrix 

display, it will be possible to display this less complex model. 

 
Figure 3. 3D representation of hourly demand data in 2017 

 

In the method proposed in this study, the load values are 

modeled as three internal parts. The first part is the modeling 

of the annual mean load values. The second part is modeling 

the monthly residual load values within a year. The third part 

is the modeling of hourly variations within a month. This 

model is also modeled using matlab. This interstitial structure 

is shown in Fig.3. 

IV. MODELING OF ANNUAL LOAD VALUES 

Turkey is a country constantly increasing demand for 

electricity. According to TEİAŞ’ data, electricity demand is 

increasing continuously between 1996-2016. The changes in 

annual load values are given in Fig. 4. The total chart for the 

years 1996-2016 is given in Figure 5. 

 

 
Figure 4. Turkey’ electiricty demand changes between the years 1996-2016. 

 

 
Figure 5. Turkey's electricity demand between the years 1996-2016 
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To be able to model, this graph can be examined by dividing 

into two parts. In this way, both the continuously increasing 

state (Figure 5) and the year-over-year changes (oscillations) 

can be modeled (functional difference between Figure 1 and 

Figure 2). 

As know EWMA is a time series based statistical tool. To 

express EWMA, firstly we should define a time series and 

moving average [2]. 

A time series can be considered as xt, t= 1,2,3, … , i then 

the average of it can be calculated. If i is selected large, then 

an integer n which is selected smaller than i,  xt can calculated 

a set of  averages, or simple moving averages (of order n) [2]: 

�̅�𝑡.1 =
1

𝑛
∑ 𝑥𝑡
𝑛
𝑡=1    (1) 

�̅�𝑡.2 =
1

𝑛
∑ 𝑥𝑡
𝑛+1
𝑡=2    (2) 

�̅�𝑡.𝑖−𝑛+1 =
1

𝑛
∑ 𝑥𝑡
𝑡
𝑡=𝑖−𝑛+1    (3) 

Where 2 ≤ n≤ i the each calculation of the average of the 

values over an interval of n data becomes as follows [2], 

𝑥�̅� =
1

𝑛
∑ 𝑥𝑡
𝑡
𝑡=𝑡−𝑛+1 .   (4) 

This reveals that the average estimation at time t is the simple 

average of the n values at time t and the leading up to n-1 time 

steps. If weights are applied that decrease the number of n that 

are next in time, the moving average will be called as 

exponentially smoothed. Therefore Moving averages are 

usually provided forecasting information about at a series 

time t+1,  St+1,  is considered as the moving average for the 

period of including time t, e.g. today's forecast is based on an 

average of earlier  values. Using (4) all n’s are equally 

weighted. These equal to weights assumed as µt, every n 

weights would equal 1/n, so the sum of the weights would be 

1, where µt = 1/n, then the (4) turns into [2] 

𝑥�̅� = ∑ µ𝑡𝑥𝑡
𝑡
𝑡=𝑡−𝑛+1 .   (5) 

Using exponentially weighted moving averages the 

contribution to the mean value from n’s that are more 

removed in time is planned decreased, so emphasizing more 

local events. Basically a smoothing parameter is 0<µ<1. 

Where 0<µ<0.5 designates more weight than to the prior (xt). 

If 0.5<µ<1 less weight is assigned to  xt−1 and more to xt . In 

exponential smoothing it is needed to use a set of weights that 

sum to 1 to reduce in size geometrically [2]. The weights are 

used would be [2]     

  µ(1 − µ)𝑘 ,   (6) 

where k= 1,2,3,…. After some mathematical operations 

and reduction, the moving average that weighted with (5), (6) 

becomes [2]  

�̅�𝑡 = ∑ µ(1 − µ)𝑘−1𝑛
𝑘=1 𝑥𝑡−𝑘+1.  (7) 

Then (5) can be written as a repeated smoothed relation [2] 

 𝑆𝑡 = µ𝑥𝑡 + (1 − µ)𝑥𝑡−1   (8) 

In (8), xt-1 is indicated annual percentage growth rate of 

1996 and xt is indicated annual percentage growth rate of 

2016 [2]. 

Modeling the hourly load values: In order to create a 

smooth hourly model of a year, a 'monthly model' was created 

using data from 2006. In order to find the monthly model, 

averages of the values of 12 months were taken. The hourly 

chart within a month is similar to the other days of the year. 

The arithmetic average for these 12 months represents the 

symbolic (nominal) monthly average. Before the average is 

taken, the total energy of the hourly curves of each month is 

normalized to normalize the active energy demand and to 

avoid the effects of increases and decreases within a year. As 

a result, the total energy of the created model is equal to the 

individual. The normalized hourly load changes are given in 

Figure 6. 

 
Figure 6. EWMA is used to predict next years’ loads. 

 

V. CONCLUSION 

The success of the load estimation analysis depends on the 

accuracy and accuracy of the statistical data of the current 

system. In this study, electric power generation, has been 

tested using the proposed method and the data presented in 

Turkey for energy transmission and distribution companies 

and financial units, which is a very important issue in terms 

of load forecasting analysis. Unlike other hourly load 

estimation methods, this method can estimate for several 

years. It has been observed that the estimation results 

obtained by the mathematical model consisting of subdivided 

subsegments give successful results on an hourly basis. 

To create awareness about management of electric energy 

demand for next years the electrical load that will affect the 

electrical grid is shown firstly. Turkey is one of the 

developing countries. Therefore, the energy and technology 

demand of the country is increasing continuously. It will be 

needed a power plant investment due to electric demands in 

Turkey that dependents on foreign energy. To overcome these 

problems existing power plants should be optimized which 

can be occurred by smart grid. The aim of the smart grids is 

to generate efficient and reliable energy and control the 

generation of power, consumption, storage, distribution and 

transmission in a flexible way by using of information 

technologies. If Turkey does not employ the smart grid in 

electrical power system, it cannot benefit from its renewable 

energy resources, and its external dependence on energy will 

increase. 
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