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Abstract 

 

Taking into consideration recovery of dining hall waste from university cafeteria and nutrient reduction 

of landfill leachate, they were mixed at a temperature of 36±1°C and for a period of 90 days in a two 

stage biogas production R&D facility with a total volume of 5m3, and then experiments were done. 

Experiment-I was performed to engage the second digester as a priority, and Experiment-II was 

performed to engage the first digester. After the required bacteria formation was ensured, the first 

digester was daily fed with mixture of dining hall waste with 10% solid matter content and landfill 

leachate weighing 167 kg in total regularly feeding in Experiment-III. Analyses and measurements of 

total solids (TS), total volatile solids (TVS), C% and N% percentages, pH, volatile fatty acid (VFA) and 

inhibitive of the organic waste samples were measured from the feedstock, digesters, and fertilizer tanks. 

In addition, daily biogas samples were taken and concentrations of CH4(%) with mass flow rate of the 

biogas were measured. The results showed that in case dining hall waste and landfill leachate was mixed, 

the first digester worked at pH values of around 4.5–5.5 and performed the task of hydrolysis and 

acidification. The second digester performed the task of bio-methanation successfully. 

 

 

 

1. Introduction 

 

In developed countries, there has been an increased 

interest in the improvement of technologies for harnessing 

renewable energy sources such as biomass either directly or 

through conversion routes [1]. Valorization of biomass with 

electricity production or, even better, with cogeneration of 

heat and electricity are major contributing approaches to 

sustainable development [2]. Millions of tons of industrial, 

agricultural and domestic organic waste o are attempted to 

be decomposed by burying systematically or 

nonsystematically, transformed into fertilizer by 

composting or disposed of by burning every year around the 

world. Organic waste buried non-systematically causes soil 

and water pollution to a large extent. At the same time, the 

emerging gas products cause air pollution and global 

warming [3‒5]. During the decomposition of one ton 

organic solid matter, about 50- 110 m3 carbon dioxide (CO2) 

and 90-140 m3 methane (CH4), are released into the 

atmosphere [6]. CH4 has thirty times more effective on 

                                                           
* Corresponding Author: kyigit@kocaeli.edu.tr 

global warming at a molecular scale compared to CO2 and 

its half-life is longer than other gases [3]. Anaerobic 

digestion process is applied to dispose of this type of organic 

waste without harming the environment [7]. Anaerobic 

digestion is a process where complex organic materials are 

transformed into volatile fatty acids by acid bacteria after 

the hydrolysis stage, and later to methane gas by 

methanogen bacteria. Methane fermentation is a complex 

process, which can be divided up into four phases: 

hydrolysis, acidogenesis, acetogenesis/dehydrogenation, 

and methanation. Hydrolytic bacteria bring about initial 

degradation of complex biopolymers such as cellulose, 

hemicelluloses, proteins and lipids into dicarboxylic acids, 

volatile fatty acids (VFAs), ammonia, carbon dioxide, and 

hydrogen. Methanogenic bacteria which play a key role in 

the terminal step of anaerobic digestion use only a few 

compounds like acetate, methanol, methylamine, hydrogen 

and carbon dioxide [8]. Successful applications of anaerobic 

technology depend on anaerobic digesters to a large extent 

[9‒11]. In recent years, a series of new digester designs 
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continue to be developed and an effort is made to advance 

from single-stage digesters to two-stage digesters [12]. In 

two stage biogas production facilities, it is possible to obtain 

high amounts of stable gas even in high loading ratios and 

realize production in higher efficiencies compared to that in 

single stage systems stated in their experimental studies that 

two stage systems are advantageous compared to single 

stage systems for domestic waste [13]. For these important 

reasons, it is foreseen that two stage biogas production 

systems will become widespread in industrial facilities soon 

[14]. For two stage systems to be preferable, more 

experimental studies must be performed, the ease of 

operation must be ensured and the investment costs must be 

lowered. Considering these facts, a two stage biogas 

production R&D facility able to work at actual conditions 

was designed, produced and installed by Kocaeli University 

together with the biogas working group of İzaydaş, 100% 

Kocaeli Metropolitan Municipality participation.  . This 

facility has been developed continually, and biogas 

production test studies have been conducted with various 

organic waste. In the studies performed, considering that 

methane formation process was very slow compared to fast 

formation of especially volatile fatty acids, the volumes of 

first digester 1.2 m3 for hydrolysis and acidogen section, and 

second digester 3.8 m3 for methanogen section were 

foreseen. The total system volume was maximum 5 m3; 

when needed, digesters can be operated under the specified 

volumes, and most suitable operational volumes and 

hydraulic retention times of both digesters, contents of the 

used organic material can be determined and adjusted 

according to operation analyses. 

 

2. Working Method of the Two Stage Biogas 

Production R&D Facility 

 

The schematic drawing of R&D-purpose two stage 

biogas production facility consisting of 1.2 m3 first digester 

(for hydrolysis and acidification process) and 3.8 m3 second 

digester (for the methanation process) is shown in Fig. 1. 

Disintegrator (1), feed mixer (2), stone, metal, glass 

retentive filter (4), first digester (3), second digester (5) and 

organic fertilizer storage tank (7) are connected serially to 

each other. (8: Gas pipeline, 9: Filter, 10: Gas engine and 

generator, 11: Main pipelines, 12: Electric control panel) 

Figure 1. The schematic top view of biogas R&D facility. 

 

The organic materials broken into small parts in the 

disintegrator were loaded into the feed mixer unit. Water 

requirement of the organic material loaded into the feed 

mixer was determined based on analyses and water or 

wastewater is automatically added into the feed mixing unit 

in the needed amount, and mixing is performed for certain 

duration. The product prepared in the feed mixer to be sent 

into the first digester is passed from the stone, metal, glass 

retentive filter, and the related pipes and valves on them are 

opened by the automation system for certain duration to 

ensure the daily feeding amount, the transfer pump is 

operated, and the product is transferred to the first digester. 

After completed the hydrolysis and acidification phases in 

the first digester, the product is transferred from the first 

digester to the second digester by means of the transfer 

pump by opening the related valves in the same amount 

again. The mixture is used by methane bacteria in the second 

digester for a longer retention duration and sent to the 

organic fertilizer storage tank by means of the related valves 

and transfer pump, and the biogas production process is 

completed. During the operation, the speed of mechanical 

mixing of digesters were set by the automation system. 

Heating system of both digesters operates with hot water 

passed inside heating pipes embedded within the concrete 

wall. In the case of any failure occurs in the heating system, 

concrete serves as thermal accumulator, and the energy 

stored within the concrete makes for energy losses of the 

system until the failure is rectified. Biogas is produced 

continuously within the first and second digester, and the 

biogas line is connected serially. Biogas coming from the 

first digester to the second digester combines with the gas 

produced in the second digester and sent into the gas 

cleaning unit. In this section, the H2S, other toxic 

constituents and water vapor in the biogas are retained and 

cleaned. For power generation, biogas is sent into the 

internal combustion engine and thus the engine and 

generator are operated. With the cooling water of the water-

cooled gas engine, temperature of the digesters is kept fixed 

by means of the automation system. 

 

3. Experimental Study and Results 

 

The experimental study was conducted by using the 

continuous feed method. Experiments were lasted with the 

organic materials which can be seen in Table I for 90 days. 

The first two phases were aimed at engaging, while daily 

feedings were performed with various mixtures in the 

subsequent three phases. Due to experimental studies 

conducted successively, a two stage R&D purpose 

experiment system was used. Second digester engaging 

phase took 35 days, and first digester engaging phase 

operated during 16 days. In subsequent phases, hydraulic 
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retention period of the first digester took 6 days, and that of 

the second digester took 19 days, and experiments were 

conducted with different materials and mixture ratios at 

three separate phases. In experiment III, mixture of dining 

hall waste and landfill leachate were fed during 29 days. In 

the two stage R&D facility, in all phases of the experimental 

study, both digesters were operated at a mesophyllic 

temperature of 37 ±0.1 ºC. Solid matter percentage of 

organic waste and landfill leachate were measured by drying 

with the humidity device at 105 ºC, and that of volatile 

organic materials were measured by burning at 550 ºC until 

the solid matter reaches fixed weighing for three hours, from 

the resulting amount of missing matter. Volatile fatty acids, 

total kjedhal nitrogen (TKN), ammonium, phosphate, 

sulphate, sulfide, nitrate and nitrite were analyzed with the 

Hach-Lange DR 5000 UV/VIS spectrophotometer, and 

metal and other trace elements with the 7500 CX, ICP-MS 

device. Samples were taken every day both in the first fed 

product and the first and second digesters, and once a week 

from the organic fertilizer storage tank and the total volatile 

fatty acid amount in the daily period, and variations of 

inhibitors and trace elements in the weekly period were 

tracked. Moreover, the amount of biogas produced was 

measured with biogas flowmeters, daily gas concentration 

[CH4(%), CO2(%), O2(%), N2(%), CO(ppm), H2S(ppm)’ 

and LEL(%)] with portable gas data LMS XI multifunction 

gas analyzer. 

 

3.1. pH Change in the First and Second 

Digester 

 

pH level of feeding products prepared in amounts 200 

kg (mixture of 99 kg dining hall waste and 101 kg leachate), 

both digesters were measured regularly every day, and the 

obtained results are given in Fig 2.  

Figure 2. pH change in the feed material and the materials 

within the first and second digesters. 

 

The pH in the second digester engaged initially with 

cow, chicken fertilizer, tripe interior, landfill leachate 

mixture wa ere measured as 7.3 on the first day. This value 

dropped rapidly to as low as 6.3 at the end of the 9 days, and 

afterwards, with the increase in methanogen bacteria, started 

to increase after day 11. In the first digester engaged on day 

19, similar to the second digester, first digester pH value 

dropped rapidly in the beginning; on day 39, in order to slow 

this drop, feedback was done from the second digester with 

a pH value of 7 to the first digester. After day 35, when the 

pH decrease process of the first digester ended and the pH 

value became stable, 200 kg organic material was loaded 

regularly every day with dining hall waste and landfill 

leachate mixture. Beginning from day 35, when daily 

feedings began, it was observed that pH value of the 

material within the two digesters. In the engaging phase, 

average pH was around 5.2 in the 1st digester and 7 in the 

2nd digester, respectively. As a result of experiments, it was 

seen that acidogen bacteria within the first digester in which 

the hydrolysis and acidogen process occurred produced 

volatile fatty acid at a pH of about 4‒ 5.  

 

3.2. Volatile Fatty Acid (VFA) Concentration 

 

Volatile fatty acids in the product within the first and 

second digesters were measured continuously during 65 

days and obtained results are given in Fig. 3.  

Figure 3. Volatile fatty acid change of the first and second 

digesters. 

 

As explained above, volatile fatty acid of the product 

loaded into the second digester engaged first was initially 

measured as 3.5 g/l. In the first days when the experiment 

began, acidogen bacteria multiplied and volatile fatty acid 

value increased within the second digester. In the graphic 

given in Fig.3, volatile fatty acid amount of the second 

digester was maximum at 12 g/l on day 9. As numbers and 

activity of methanogen bacteria increased, so did their acetic 

acid consumption, and thus the volatile fatty acid value 

started to decrease. On day 19, initial loading of the mixture 

given in Table I into the first digester was done gradually. 

Because of the tripe interior material in the loading menu, it 

was observed that while pH dropped within the first 

digester, volatile fatty acid value increased rapidly. 
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Depending on the properties of dining hall waste and landfill 

leachate fed as part of the third experiment, it was seen that 

volatile fatty acids dropped from 10 to 9 g/l slowly in the 

first digester, and dropped from 6 to 0.5 g/l rapidly in the 

second digester. In summary, the first digester served as 

acidifier, and the second digester served as methanizer. 

 

3.3. Methane Production in the First and 

Second Digesters 

 

In the first digester engaged 19 days after the beginning 

of experimental study, as a result of the acidogen activity, 

high rates of CO2 and volatile fatty acid formation, and low 

rates of methane formation occurred.  

Figure 4. Methane percentage of biogas produced of first 

and second digesters. 

 

It can be seen in Fig. 4 that on day 45 of the experiment 

the methane gas in the first digester reached its maximum 

value of 9 percent. Owing to the activity of acidogen 

bacteria in the first digester and unsuitability of pH value of 

the environment for methanogen bacteria, methane bacteria 

could not be engaged in sufficient activity, and in the 

subsequent periods of the future, methane was produced at 

an average level of 2%. The first digester worked for 

hydrolysis and acidification. In the second digester, 

naturally, as a result of acidogen activity at the beginning of 

experiments, high ratios of CO2 formation was observed, 

methane gas started to increase rapidly on 8th day, CH4/CO2 

ratio surpassed 50% on day 12 and reached 68% on day 26. 

The experiment phase in III, feeding was performed daily 

from day 35 to day 65 with the loading menu consisting of 

dining hall waste and garbage seepage water. Methane 

content of the 29-day biogas production process is 65% on 

average.  

 

 

 

 

3.4. Daily and Total Biogas Amount Produced 

in the First and Second Digesters 

 

Daily biogas (methane) production of the first digester 

seen in Fig. 5 was 0.9 m3/day (3% CH4) on average between 

day 19 and day 35, 2.6 m3/day (8% CH4) on average 

between day 35 and day 65, and 0.9 m3/day (3% CH4) in the 

experiment.  

Figure 5. Daily biogas production of the first and second 

digesters. 

 

Biogas production was 4 m3/day (51% CH4) on average 

from day of engaging the second to day 35; 13 m3/day (66% 

CH4) on average, from 36th day, when daily feeding with 

dining hall waste and landfill leachate mixture started. 

Biogas amounts produced in both digesters were 

measured separately for 65 days and obtained results are 

given in Fig. 6. Accordingly, at the end of 65 days, 75 m3 in 

the first digester, 389 m3 in the second digester, and a total 

of 464 m3 was produced from the two stage biogas system. 

 

Figure 6. Total biogas production of the first and second 

digesters. 

 

4. Conclusions 

 

Storage of organic waste is a costly method with its 

environmental impacts. Biogas production with anaerobic 

digestion, one of the applicable methods for recovery, has 

been very important since biogas has a status of renewable 
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energy resource and ensures recycling. Obtaining the 

landfill leachate that may be needed for using organic waste 

by decomposing in anaerobic digester from regular storage 

areas continuing to form landfill leachate will lower 

purification costs. To this end, various organic materials 

with non-homogenous feeding conditions, such as dining 

hall waste, and landfill leachate were mixed and 

experiments were conducted in the two stage R&D 

experiment system. As a result of the experiments, it is 

highly possible to produce biogas by mixing various organic 

products and landfill leachate in two stage systems. In this 

process, the first digester served as acidifier, and second 

digester served as methanizer successfully.  
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Abstract 

 

In this study, microstructures and the solidification characteristics of heat treatable Cu-Al-Fe-Ni based 

alloys were investigated. Initial microstructural features of conventional alloys were examined by 

microscopical analysis and not only the martensitic structure but also several kappa phases embedded 

in copper based matrix were observed. Then, thermal analysis was performed in order to reveal the 

solidification sequence under cooling and the findings on the crystallization were in good agreement 

with the data reported earlier. 

 

 

 

1. Introduction 

 

Aluminum bronzes, especially nickel-aluminum ones, 

are widely used in chemical plants, marine parts, aviation 

and bearing systems due to their high strength, corrosion and 

wear resistance. These alloys are heat treatable alloys and 

contain 8-14 % Al, 2-4 % Mn, Ni and Fe. Their 

microstructural features vary as a function of both casting 

process and heat treatment procedures. By casting, a 

typical nickel-aluminum bronze solidifies at the 

temperature around 1070 °C and the alloy has a great 

diversity of microstructural features during slow cooling to 

room temperature. By heat treatment procedure consisting 

of solution annealing, quenching and tempering, a 

tempered martensitic/bainitic microstructure could be 

achieved and these structures enhance the mechanical 

properties of the nickel-aluminum bronzes [1-5]. 

According to Cu-Al equilibrium diagram [6], the 

structure of aluminum bronze consists of α-phase, β- 

phase, γ-phase and several electronic compounds (Cu3Al, 

Cu32Al19 etc.), however, many alloying elements (Fe, Mn 

and Ni) are responsible for the formation of several 

precipitates known as kappa phases. The mechanical 

properties are also affected by these precipitates [7-10]. 

                                                           
* Corresponding Author: hatapek@kocaeli.edu.tr 

The type and amount of these precipitates could be 

changed as a function o f  t h e  applied heat treatment 

routes. In the re-design of the bronze matrix, both solution 

annealing and tempering temperature play an important 

role and all exothermic/endothermic reactions related to the 

phase transformation can be investigated. 

In this study, two commercial nickel-aluminum bronzes 

having different iron and manganese content were provided 

and their both microstructural features and solidification 

characteristics were characterized by metallurgical and 

thermal analysis. The results showed that the amount of 

iron and manganese are very effective on the type and 

amount of kappa precipitates and also on the solidification 

path of the studied alloys. 

 

2. Materials and Methods 

 

Cast and forged Cu-9Al-3Fe-5Ni-1Mn and Cu- 10Al-

4.8Fe-5Ni-1.5Mn alloys were provided from Sağlam 

Metal Co. The characterization studies were carried out in 

two stages; (i) microstructural characterization and (ii) 

thermal analysis. In microstructural characterization, 

samples were prepared by metallographically. The samples 

were ground with 320, 600, and 1000 mesh size SiC 
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abrasives, and then polished with 3 µm diamond solution. 

Polished surface was etched by a solution including 50 ml 

HCl, 10 ml HNO3, 10 g FeCl, 100 ml H2O. Microstructural 

characterization was carried out using light microscope 

(LM, Olympus BX41M-LED) and scanning electron 

microscope (SEM, Jeol JSM 6060). In order to determine 

solidification characteristics of the studied alloys, thermal 

analysis was conducted. The thermal analysis were carried 

out by using differential thermal analysis (DTA) and 

differential scanning calorimeter (DSC) method on Netzsch 

STA 409 PG Luxx. The samples were heated to 1100 °C 

with a heating rate of 5 K.min
-1

, held at that temperature 

for 5 min, and then cooled to room temperature (RT) with 

a rate of 5 K.min
-1

. 

 

3. Results and Discussion 

 

3.1. Microstructural characterization 

 

As reported in previous studies for a solidified nickel-

aluminum bronze [11, 12], the microstructure consists 

entirely of β-phase until the alloy is cooled down below 

1030 °C and α-phase forms within β- phase. About 

930 °C, a globular intermetallic phase (κii) begins to form 

within β-phase and a coarser intermetallic phase (κi) is 

appears within the β-phase due to higher iron content. When 

the temperature falls down to 860 °C, another intermetallic 

phase (κiv) starts to from within α-phase as a function of 

iron content. At 800 °C, due to the eutectoid reaction, the 

remaining β- phase is transformed to the intermetallic κiv 

phase. In fact, it is expected that the solidified structure 

consists of several kappa phases embedded in α-phase, 

however, if the cooling rate is higher, some β-phase 

remains and the matrix includes β'-phase known as 

retained β-phase. 

Figure 1 shows the microstructures of studied alloys 

and all microstructural features within alloy matrices are 

introduced. Generally the microstructure consists of grains 

of α phase (fcc copper-rich solid solution), a small volume 

fraction of β(β') phase (solid solution with martensitic 

structure) and intermetallic κ phases. The κi phases appears 

as the rosette-like precipitates and these precipitates are 

based on Fe3Al. The dendritic-shaped precipitates are κii 

phases; they are not only distributed at the α/β boundaries 

but also smaller than κi. The matrices have lamellar or 

globular eutectoidal decomposition products known as Ni-

rich (NiAl) κiii phases. The Fe- rich κiv phases are very 

fine particles and they are visible within t h e  high 

resolution SEM image given in Figure 2. The elemental 

distribution was also studied and the micrographs given 

in Figure 3 shows the Al, Fe  and Ni-rich kappa  phases 

embedded in copper based matrix. 

 

(a) 

 

(b) 

Figure 1. LM images showing the matrices of studied alloys; 

(a) Cu-9Al-3Fe-5Ni-1Mn and (b) Cu-10Al-4.8Fe-5Ni-

1.5Mn. 

 

(a) 

 
(b) 

Figure 2. SEM images showing the obtained phases Cu-

9Al-3Fe-5Ni-1Mn (a) and Cu-10Al-4.8Fe-5Ni-1.5Mn (b). 
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3.2. Thermal characterization 

 

The solidification sequences of each alloy were 

determined by both DTA and DSC analysis and the 

obtained thermograms are given in Figure 3. In 

thermograms, several phase transformations were 

opserved. In t h e  Cu-Al-Fe-Ni system the following six 

reactions could be observed by TDA (Thermal Derivative 

Analysis) and these reactions include not only liquid-

solid/solid-solid phase transformations but also 

precipitation reactions; (i) β crystallization from liquid, (ii) 

both κi and κii precipitation within β-phase, (iii) α 

crystallization from β-phase, (iv) κiii precipitation within α-

phase, (v) κiv precipitation within α-phase and (vi) 

eutectoid transformation (β→α+γ2) [13]. However, no 

exothermic data on the precipitation of κ phases was 

determined in both DTA and DSC analysis. 

In the Cu-Al-Fe-Ni system, β-phase was crystallized 

from liquid and both liquidus and solidus temperature was 

affected by the alloying elements, especially Al, Fe etc. The 

data obtained from thermal analyzes showed that the alloy 

having higher Al, Fe and Mn (Cu-10Al- 4.8Fe-5Ni-

1.5Mn) had an expanded solidification range, since the 

curves shifted to higher liquidus and solidus temperatures. 

The thermograms have no information on the 

crystallization of κi and κii precipitation. Brezina [14] had 

studied on the crystallization of Cu-10Al-5Fe-5Ni and did 

not also explain clearly the stage of formation of κi 

phases. These phases preferably form in the grain 

boundaries of β-phase and the possibility of crystallization 

is affected by the portion of iron-rich liquid. Although no 

data on the exothermic reaction for κii precipitation was 

obtained, Pisarek studied on the model of Cu-Al-Fe-Ni 

bronze crystallization and reported that κii precipitates 

within β-phase at 897 ºC [13]. In the studied system, there 

is a well-known solid-solid reaction and α-phase forms 

from β-phase. According to the thermograms given in 

Figure 4, α-phase crystallization in the alloy having 

higher Al, Fe and Mn content (Cu-10Al-4.8Fe-5Ni- 

1.5Mn) started within the range of 810-812 ºC and the 

obtained data were in good agreement with the reported 

data in Ref. 14, since DTA studies revealed that the 

temperature of α-phase crystallization  was 812 ºC for Cu-

Al-Fe-Ni system. 

As mentioned before, the κiii precipitation could be 

accompanied with the formation of α-phase and the 

crystallization range of 715-800 ºC is attributed to 

formation of κiii phase for the studied alloys. On the other 

hand, the thermograms also point out the eutectoid 

transformation and DTA analysis showed that this 

transformation started at 502 ºC and 522 ºC for Cu-9Al-

3Fe-5Ni-1Mn and Cu-10Al-4.8Fe-5Ni- 1.5Mn alloys, 

respectively. In DSC analysis, these temperatures were 

obtained as 500 ºC and 513 ºC for Cu-9Al-3Fe-5Ni-1Mn 

and Cu-10Al-4.8Fe-5Ni-1.5Mn alloys, respectively. 

 

Figure 3. SEM images showing the elemental distribution of 

kappa phases embedded in α-Cu matrix of Cu-10Al- 4.8Fe-

5Ni-1.5Mn (a), the distribution of Cu (b), Al (c), Fe (d) and 

Ni atoms (e) 
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(a) 

 

(b) 

Figure 4. Thermograms showing the solidification sequence of the studied alloys; (a) DTA and (b) DSC. 

 

4. Conclusions 

 

In this study, both microstructural and thermal 

characterizations of two conventional Al-bronzes were 

investigated and the following results were obtained; 

(i) The alloys had similar microstructural features and 

their matrices consisted of β(β') and several kappa phases 

embedded in α-Cu. Although no morphological changes on 

kappa phases were observed, the amounts of these phases 

were varied as a function of the chemical composition of 

the studied alloy. 

(ii) The solidification sequences of the alloys were also 

studied and the obtained data was in good agreement with 

the ones reported earlier [13, 14] and higher Al, Fe and 

Mn content caused a shift on the curves, thus all liquid-

solid/solid-solid reactions started at higher temperatures. 
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Abstract 

 

A novel frequency selective surface (FSS) configuration in the reflectarray antenna is proposed for the 

reduction of radar cross section (RCS) level in this work. Double-layer FSS structure is located behind 

the reflectarray antenna as a ground. A 9×9 elements FSS with variable size patches has same geometry 

with the reflectarray antenna. The RCS reduction performance of reflectarray antenna for both ground 

plane backed and FSS backed is compared. The results of simulation are obtained by using CST 

Microwave Studio. The simulation results show that RCS level of FSS backed reflectarray antenna is 

reduced both in-band (8-12 GHz) and out-of-band (2-7 GHz and 13-18 GHz). In the literature, RCS 

reduction of reflectarray antenna with FSS structure has only been achieved out-of-band. Furthermore, 

the gain and radiation performance of the ground plane backed reflectarray antenna and FSS backed 

reflectarray antenna are compatible with each other. 

 

 

 

1. Introduction 

 

High gain antennas are used in communication systems 

and radar applications. In recent years, reflectarray antennas 

have commonly been preferred instead of the conventional 

parabolic reflectors when the high gain antennas are 

required [1]. It has several advantages such as which are low 

profile, low cost, light weight, no any feeding networks, 

easy fabrication and electronically beam direction [2-4].  

It is well known that the use of high gain antennas 

increases the RCS level on military applications (aircraft, 

ships and so on) and the platform detectability [5]. The 

numbers of studies to reduce RCS in the reflectarray 

antennas are limited in the literature. Especially, RCS reduc

tion of reflectarray antenna with FSS structure has only bee

n achieved out-of-band. 

General methods for reducing RCS included in the 

literature are radar absorbing material (RAM) coating [6], 

passive or active cancellations [7], antenna forming [8] and 

using FSS [9-11]. In particular, the studies on RCS reduction 

of microstrip reflectarray antennas with FSS structure are 

both very narrow and only out-of-band. In the following 

                                                           
* Corresponding Author: hande.bodur@kocaeli.edu.tr 

works, RCS cannot be reduced in the operating band of 

reflectarray antenna [5], [11], [12]. In this study, it has been 

selected a new type FSS structure for the RCS reduction of 

reflectarray antenna. As compared with the previous works, 

current method can strongly reduce the RCS both in-band 

and out-of-band with same gain and radiation performance. 

In this paper, 9×9 elements reflectarray antenna with 

double-layer FSS, which are located behind the reflectarray 

antenna, is designed and simulated. FSS structure has the 

same size and arrangement with the reflectarray antenna. 

We showed that RCS level of the reflectarray antenna has 

been reduced in-band and out-of-band when ground plane is 

replaced with FSS. The similar RCS reduction method with 

[13] is used in this study. But using different geometry of 

unit cell and FSS settlement, more RCS reduction is 

achieved in the operating band as compared to [13]. RCS 

level is reduced by 14.8 dB in-band at 9 GHz and by 17 dB 

out of the operation band at 5 GHz. Gain and radiation 

performance of the original reflectarray antenna is preserved 

and so the results are nearly similar between FSS backed 

and ground plane backed reflectarray antenna.  
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2. Design Procedure of the Proposed Work 

 

2.1. Reflectarray Antenna Structure 

 

In this study, a reflectarray antenna that is previously 

presented in reference [15] is used for reduction of RCS 

level. This reflectarray antenna has 9 × 9 elements with the 

length of 17 × 17 mm in  xy-plane. The unit cell of the 

reflectarray is composed of double rings and it is shown in 

Fig. 1. Based on parametric study, the parameters of the unit 

cell are chosen as follow: R1 =variable (2 mm – 6.5 mm), 

R2=b×R1, L1=a×R1, L2=a×R2, a=1.4, b=0.6, air=5.5 mm 

and length of unit cell D=17 mm. The substrate of unit cell 

is chosen Arlon AR 600 (r =6.15) with thickness h=0.508 

mm. The air gap of between substrate and ground plane is 

5.5 mm. The phase range of reflectarray antennas is desired 

generally more than 360º [14]. In this unit cell design, 410º 

phase range is obtained by varying of patches size at the 

center frequency f=10 GHz. Fig. 2 shows smooth and linear 

reflection phase curve at 10 GHz by varying of R1, which 

could help to extend the bandwidth. 

 

 
Figure 1. The view of reflectarray unit cell. 

 

 
Figure 2. Reflection phase curve of the unit cell. 

 

Table 2. The list of parameters. 

D= 17 mm a=1.4 

R1= variable b=0.6 

R2= b×R1 r =6.15 

L1= a×R1 h=0.508 mm 

L2= a×R2 air=5.5 mm 

 

2.2. FSS Backed Reflectarray Antenna 

 

RCS reduction is achieved by using double-layer FSS 

which are located behind the reflectarray antenna. The 

identical reflectarray settlement is used as a FSS ground 

plane. Between reflectarray surface and each layer has 5.5 

mm air gap as shown in Fig. 3. Double-layer arrangement 

behind the reflectarray is illuminated by pyramidal horn 

antenna (Fig. 4). The pyramidal horn antenna is a horn 

antenna with 61 mm × 45 mm aperture size and has 120 mm 

tapering length. It is located at F=264 mm focal distance 

between array surface and horn aperture. Also simulated 

radiation patterns of horn antenna are given at 10 GHz for 

E-plane and H-plane (Fig. 5). As seen from the Fig. 5 the 

pyramidal horn antenna has 3-dB beam-width 

approximately 30°. 

 
Figure 3. Reflectarray structure and double-layer 

settlement behind the reflectarray antenna used for FSS 

layer. 
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Figure 4. Reflectarray antenna with FSS backed. 

 

 
Figure 5. Simulated radiation patterns of horn antenna at 10 

GHz for E-plane and H-plane. 

 

3. Simulation Results  

 

In order to reduce of RCS level, ground plane of 

reflectarray antenna is replaced with FSS. In Fig. 6, it is been 

demonstrated the comparison of the reflection coefficient of 

reflectarray antenna with ground plane backed and FSS 

backed. Reflection characteristics are not completely 

different from the each other in each case. Simulation results 

show the relationship between the monostatic RCS levels of 

the ground plane backed reflectarray antenna and FSS 

backed reflectarray antenna in Fig. 7. Double-layer FSS 

backed on the reflectarray reduced the RCS level in-band 

and out-of-band visibly. RCS reduction is obtained up to 

14.8 dB in-band at 9 GHz and up to 17 dB out-of the 

operation band at 5 GHz. 

 
Figure 6. S11 parameter of reflectarray antenna with ground 

plane backed and FSS backed. 

 

 
Figure 7. Relationship between the monostatic RCS levels 

of the ground plane backed and FSS backed reflectarray 

antennas. 

 

Gain results between FSS backed and ground plane 

backed reflectarray antennas can observed from Figure 8. 

 
Figure 8. Gain curves for the ground plane backed 

reflectarray antenna and FSS backed reflectarray antenna. 

 

A suitable FSS is integrated into the reflectarray antenna 

as a ground for lowering the RCS level without any changes 

of radiation performance. So the effects of the FSS backed 

reflectarray design are investigated on performance of the 

reflectarray. For this purpose, gain curve of ground plane 

backed and FSS backed are compared to each other. Fig. 8 

shows that the gain curves of the reflectarray antennas in 

two cases are in a harmony with each other. 

Fig. 9 shows the comparison of the radiation pattern of 

the FSS backed and ground plane backed reflectarray 

antenna at 11.5 GHz and 12 GHz respectively. As seen from 

the figures, directivity of the FSS backed and ground plane 

backed reflectarray antenna has been stable.  
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Figure 9. Radiation patterns of FSS backed and ground 

plane backed reflectarray antenna at 11.5 GHz and 12 GHz 

(𝛗=90º). 

 

4. Conclusions  

 

A novel double-layer FSS structure has been located 

behind the reflectarray antenna as a ground for RCS 

reduction. CST Microwave Studio is used for simulation of 

the traditional reflectarray with ground plane backed and 

new configuration of reflectarray. The simulation results 

show that the FSS-ground has reduced the RCS level in-

band as well as out-of-band as compared to the only ground-

plane backing, while the gain and radiation performance of 

the antenna is almost maintained the same for both 

configurations. 
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Abstract 

 

In this paper, we consider a factorable surface in Euclidean space IE4 with its curvature ellipse. We 

classify the origin of the normal space of such a surface according to whether it is hyperbolic, parabolic, 

or elliptic. Further, we give the necessary and sufficient condition of the factorable surface to become 

Wintgen ideal surface. 

 

 

 

 

1. Introduction 

 

Let S  be a smooth surface given with the patch 

2IED)v,u(:)v,u(X   in 
4IE . The tangent space to 

S  at an arbitrary point )v,u(Xp  of S  is spanned 

 
vu

X,X . In the chart )v,u( the coefficients of first 

fundamental form of S  are given by 

 

uu
X,XE  , vu

X,XF  , vv
X,XG  ,  

  

where ,  is the Euclidean inner product. We assume that 

0FEGW 22  , i.e. the surface patch )v,u(X  is 

regular. For each Sp , it is considered the decomposition 

STSTIET
pp

4

P


  where ST

P


 is the orthogonal 

component of ST
P

 in 
4IE . 

  Let  S  and  S  be the spaces of smooth vector fields 

tangent to S  and normal to S , respectively. Given any local 

                                                           
* Corresponding Author: sezginbuyukkutuk@kocaeli.edu.tr 

vector fields 
21

X,X    tangent to S , it is considered the 

second fundamental map )S()S()S(:h  ; 

 

jXjXji
XX

~
)X,X(h

ii
  2j,i1          (1)     

 

where   and 
~

 are the induced connection of  S  and the 

Riemannian connection of  
4IE , respectively. This map is 

well-defined, symmetric and bilinear [1]. 

  For any arbitrary orthonormal frame field  
21

N,N  of S , 

recall the shape operator )S()S()S(:A 
; 

 

 T
kXjN

N
~

XA
jk

 ,   2,1kSX
j

 . 

 

This operator is bilinear, self-adjoint and satisfies the 

following equation: 

 

 

,2k,j,i1,c

N,X,XhX,XA

k

ij

kjiijNk




                (2) 
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where k

ij
c  are the coefficients of the second fundamental 

form [2].  

 The coefficients of the second fundamental form for a 

surface )v,u(X:S in 
nIE can be calculated by 

 

kvv

k

22

kuv

k

12

kuu

k

11

N,Xc

2nk1,N,Xc

,N,Xc







                (3) 

 

where ,X
~

X
uXuu u

  vXuv
X

~
X

u
 , vXvv

X
~

X
v

 .    

 Eq. (1) is called Gaussian formula, and 

 

  



2

1k

k

k

ijji
NcX,Xh , 2j,i1  .             (4) 

 

Then, the Gaussian curvature and Gaussian torsion of a 

regular patch )v,u(X  are given by 

 

  



2

1k

2k

12

k

22

k

112
ccc

W

1
K                    (5) 

 

and  

 

 
 
 


























1

12

2

11

2

12

1

11

1

22

2

11

2

22

1

11

1

22

2

12

2

22

1

12

2N

ccccG

ccccF

ccccE

W

1
K                (6) 

  

,respectively. 

  Further, the mean curvature vector of a regular patch 

 v,uX  is given by 

 

 
k

2

1k

k

12

k

22

k

112
NFc2EcGc

W2

1
H 



 .          (7) 

 

The norm of the mean curvature vector H  is called the 

mean curvature of S . 

  A surface S  is called a Wintgen ideal surface if it satisfies 

the equation 
2

N
HKK   [3]. This condition is related 

by the notion of curvature ellipse of a surface. Curvature 

ellipses of some surfaces and especially Wintgen ideal 

surfaces are investigated in studies [3, 4, 5, 6, 7, 8, 9].  

  Factorable surfaces (also known homotethical surfaces) 

can be parametrized, locally, as 

 )v(g)u(f,v,u)v,u(X  , where f and g smooth 

functions [10, 11]. Some authors have considered factorable 

surfaces in Euclidean and semi-Euclidean spaces [11, 12, 

13, 14]. In [10], Van de Woestyne proved that the only 

minimal factorable non-degenerate surfaces in 
3IL  are 

planes and helicoids. Recently, the authors have studied 

spacelike factorable surfaces in four dimensional 

Minkowski space [15]. 

  In the present study, we consider a factorable surface which 

locally can be written as a monge patch  

 

 )v(g)u(f),v(g)u(f,v,u)v,u(X
2211

 , 

 

for some differentiable functions, 2,1i),v(g),u(f
ii

 [16, 

17]. We characterize the factorable surfaces in Euclidean 

4 space with regards to their curvature ellipses. We 

classify the origin of normal space of a surface according to 

whether it is hyperbolic, parabolic, or elliptic. Further, we 

calculate Gaussian curvature, the normal curvature and 

mean curvature of the surface and give the necessary and 

sufficient condition for the factorable surfaces to become 

Wintgen ideal surface. 

 

2. The Notion of Curvature Ellipse 

 

Let 
4IES  be a surface given with the regular patch 

)v,u(X  and consider a circle with the parameter 

]2,0[   in the tangent space ST
p  on the point p . Let 

the curve )(  indicate the intersection of the surface S  

and the hyperplane which is the direct sum of the normal 

plane on the point p  and the tangent vector 

 

21
XsinXcosX   

 

where 
21

X,X  are orthonormal base of ST
p . This curve is 

called normal section curve of S  on p  in the direction X . 

Additionally, the normal curvature vector 


  is a vector that 

lies on the normal plane. Varying   from 0  to 2 , this 

vector defines an ellipse on normal plane. This ellipse is 

called as curvature ellipse of S  on .p  Thus; the curvature 

ellipse of S  on p  is defined by 

 

  1X,STX:X,Xh)p(E
p

            (8) 

 

where 
21

XsinXcosX 





 is the unit tangent 

vector of normal section curve and h  is the second 

fundamental form of the patch )v,u(X . The reason why 

the Eq. (8) indicates an ellipse is that the second 

fundamental form satisfies the relation 
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CsinBcosH)X,X(h  , 

 

where 

 

    
2211

X,XhX,Xh
2

1
B  ,  

21
X,XhC   

 

are normal vectors and H  is the mean curvature vector of 

S . While the unit vector X  makes one turn around the unit 

circle, the vector  X,Xh  takes two turns around the ellipse 

centered at H . It is possible that the ellipse  pE  can 

degenerate into a point or a straight line. 

Definition 1. Let 
4IES  be a surface given with the 

regular patch )v,u(X . If the condition 

 

0C,B   and  CB    

 

is satisfied, then the curvature ellipse of S  is congruent to a 

circle. 

Remark 1. The curvature ellipse is congruent to a circle if 

and only if 

 

0KKH
N

2
  

 

is hold. The surface is called superconformal if its curvature 

ellipse is congruent to a circle. Thus, Wintgen ideal surfaces 

are superconformal at the same time. 

Definition 2. Let 
4IES  be a surface given with the 

regular patch )v,u(X . The determinant )p(  and the 

matrice )p(  are defined by 

 

)p(

cc2c0

cc2c0

0cc2c

0cc2c

det
W

1
)p(

2

22

2

12

2

11

1

22

1

12

1

11

2

22

2

12

2

11

1

22

1

12

1

11

2





















       (9) 

 

and 

 

)p(
ccc

cc2c
)p(

2

22

2

12

2

11

1

22

1

12

1

11














                   (10) 

 

where )2,1k,j,i(,ck

ij
  are the coefficients of the second 

fundamental form of S  [18]. 

  The following classification can be given for the origin p  

of the normal space ST
p

 : 

  (i) If 0)p(  , then the point p  is outside the curvature 

ellipse )p(E  and is called hyperbolic point. 

  (ii) If 0)p(  , then the point p  is on the curvature 

ellipse )p(E  and is called parabolic point. According to this 

  (a)  If 0)p(   and 0)p(K  , then the point p  is an 

inflection point of imaginary type. 

  (b) If 0)p(   and 0)p(K  , then 

    2)p(rank  the point p  is non-degenerate. 

    1)p(rank   the point p  is an inflection point of 

real type. 

  (c) If 0)p(   and 0)p(K  , then the point p  is an 

inflection point of real type. 

  (iii) If 0)p(  , then the point p  is inside the curvature 

ellipse )p(E  and is called elliptic point. 

 

3. Factorable Surfaces in 
4

IE  

 

  Definition 3. Let S  be a surface in 4 dimensional 

Euclidean space 
4IE . If the surface is given by an explicit 

form )v(g)u(f)v,u(z
11

  and )v(g)u(f)v,u(w
22

  

where w,z,v,u  are Cartezian coordinates in 
4IE  and 

 2,1i,g,f
ii

  are smooth functions, then the surface is 

called a factorable surface in 
4IE . Thus, the factorable 

surface can be written as a monge patch 

 

 )v(g)u(f),v(g)u(f,v,u)v,u(X
2211

 .          (11) 

 

  Let S  be a factorable surface with the parametrization Eq. 

(11). Then, we have the following: 

  The tangent space of S  is spanned by the vector fields 

 

.)v(g)u(f),v('g)u(f,1,0X

,)v(g)u(f),v(g)u(f,0,1X

2211v

2211u






 








 



  

 

Hence, the coefficients of the first fundamental form of the 

surface are 

 

   

   2

22

2

11vv

22221111vu

2

22

2

11uu

gfgf1X,XG

ggffggffX,XF

gfgf1X,XE







           (12) 

 

where ,  is standard scalar product in 
4IE . Since the 

surface S  is non-degenerate, then 

0FEGXX 2

vu
 . For the later use we define a 

smooth function W as vu
XXW  . 
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  The second partial derivatives of )v,u(X  are expressed 

as follows; 

 

 

 

 .)v(g)u(f),v(g)u(f,0,0X

,)v(g)u(f),v(g)u(f,0,0X

,)v(g)u(f),v(g)u(f,0,0X

2211vv

2211uv

2211uu







            (13) 

 

Further, the normal space of S is spanned by the orthonormal 

vector fields 

 

 

,~
,

~
),()(

~
)()(

~
),()(

~
)()(

~

~
1

)14(

,0,1),()(),()(~
1

2211

2211

2

11111






















EFvgufEvgufF

vgufEvgufF

WE
N

vgufvguf
E

N

 

where 

 

.)gf()gf(1G
~

,ggffggffF
~

,)gf()gf(1E
~

2

22

2

22

21212121

2

11

2

11







                (15) 

 

  Also, 
22 WF

~
G
~

E
~

 . Using Eq. (13) and Eq. (14), we 

can calculate the coefficients of the second fundamental 

form as follows; 

 

.
WE

~

gfF
~

gfE
~

c

,
WE

~

gfF
~

gfE
~

c

,
WE

~

gfF
~

gfE
~

c,
E
~

gf
c

E
~

gf
c,

E
~

gf
c

11222

22

11222

11

11222

12

111

12

111

22

111

11


































      (16) 

 

3.1. Curvature Ellipse of the Factorable Surface 

 

  Theorem 1 Let S  be a factorable surface given with the 

parametrization Eq. (11) in Euclidean 4 space 
4IE . Then 

the origin p  of ST
p


 can be characterized by the 

followings: 

  (i) If 

 

  

 2

22112211

2211112211222211

gfgfgfgf

gfgfgfgfgfgfgfgf4




     (17) 

 

is hold, then the point p  is on the curvature ellipse. This 

point is the parabolic point of .S   

  (ii) If 

 

  

 2

22112211

2211112211222211

gfgfgfgf

gfgfgfgfgfgfgfgf4




     (18) 

 

is hold, then the point p  is outside the curvature ellipse. 

This point is the hyperbolic point of .S  

  (iii) If 

 

  

 2

22112211

2211112211222211

gfgfgfgf

gfgfgfgfgfgfgfgf4




     (19) 

 

is hold, then the point p  is inside the curvature ellipse. This 

point is the elliptic point of .S   

 

Proof. Let S  be a factorable surface given with the 

parametrization Eq. (11) in Euclidean 4 space 
4IE . By 

the use of the Equation (9) and the second fundamental form 

coefficients, we get  

 

  

 
2

2

22112211

2211112211222211

W4

gfgfgfgf

gfgfgfgfgfgfgfgf4

)p(
















. 

 

With the help of the Definition 2, if 0)p(  , then the point 

p  is outside the curvature ellipse. If 0)p(  , then the 

point p  is outside the curvature ellipse. If 0)p(  , then 

the point p  is on the curvature ellipse. Thus, desired result 

is obtained.    

 

Example 1. Let S  be a factorable surface given with the 

parametrization Eq. (11) in Euclidean 4 space 
4IE . If the 

functions are choosen as: 

 

,vsin)v(g,2u2)u(f

,vcos)v(g,1u3)u(f

22

11




              (20)   

 

then the origin p  of ST
p


 is on the curvature ellipse. p  is 

parabolic point. Also, projection of the surface onto 
3IE  is 

given in Figure 1.  
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Figure 1. A Factorable Surface Given by the Functions in 

Eq. (20) 
 

3.2. Wintgen Ideal Surface 

 

  In 1979, P. Wintgen [3] proved a basic relationship 

between the Gaussian curvature K , normal curvature 
N

K , 

and the mean curvature H  of a surface S  in Euclidean 4

space 
4IE  that is  

 
2

N
HKK  .                          (21) 

 

The equality is hold if and only if the curvature ellipse is a 

circle. 

Definition 4. A surface S  in 
4IE  is called a Wintgen ideal 

surface if it satisfies the equality case in the inequality (21), 

namely 

 
2

N
HKK  .                          (22) 

 

Theorem 2. Let S  be a factorable surface given with the 

parameterization (11) in Euclidean 4 space 
4IE . Then the 

Gaussian curvature of S  is 

 

 
 

 
4

2

2

2

22222

212121212121

2

1

2

11111

W

E
~

gfggff

F
~

ggff2ggffggff

G
~

gfggff

K
























   (23) 

 

where ,F
~

,E
~

 and G
~

 are given by the Equation (15). 

 

Proof. Let S  be a factorable surface in 
4IE . Substituting the 

second fundamental form coefficients of S  into the Eq. (5), 

we obtain the desired result. 

 

Theorem 3. Let S  be a factorable surface given with the 

parametrization Eq. (11) in Euclidean 4 space 
4IE . Then 

the normal curvature function of S  is 

 

 
 
 

4

21212121

21212121

21212121

N
W

ggffggffG

ggffggffF

ggffggffE

K






















            (24) 

 

where F,E , and G  are the first fundamental form 

coefficients which are given by Eq. (12).  

Proof. Let S  be a factorable surface in 
4IE . Substituting the 

second fundamental form coefficients of S  into the Eq. (6), 

we obtain the desired result. 

  

Theorem 4. Let S  be a factorable surface given with the 

parameterization Eq. (11) in Euclidean 4 space 
4IE .  

Then the mean curvature of S  is 

 

 

 
.N

WE
~

2

Fgf2EgfGgfF
~

Fgf2EgfGgfE
~

N
WE

~
2

Fgf2EgfGgf
H

2
3

111111

222222

1
2

111111






















          (25)   

 

Proof. Let S  be a factorable surface in 
4IE . Substituting the 

second fundamental form coefficients of S  into the Eq. (7), 

we obtain the desired result. 

 

Theorem 5. Let S  be a factorable surface given with the 

parametrization Eq. (11) in 
4IE . Then the surface is 

Wintgen ideal (superconformal) surface if and only if 

 

    
 

 
 
 

 

 
 
 
































































21212121

21212121

21212121

2

212121212121

2

222222

111111

2

2

2

22222

2

222222

2

1

2

11111

2

111111

ggffggffG

ggffggffF

ggffggffE

W4

ggff2ggffggffW2

Fgf2EgfGgf

Fgf2EgfGgf

F
~

2

gfggffW4

Fgf2EgfGgf
E
~

gfggffW4Fgf2EgfGgfG
~

 

is hold.   

 

Proof. Let S  be a factorable surface given with the 
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parameterization Eq. (11) in 
4IE .  Substituting Eq. (23), 

(24),  and (25) into the relation (22), we obtain the desired 

result. 

 

Example 2. The plane given with the parameterization  

 

)cuc,cvc,v,u()v,u(X
4321

              (26) 

 

is obviously a Wintgen ideal and factorable surface in 
4IE  

where 1)u(f
1

 , 1)v(g
2

 , and 4,..,1i,c
i

  are real 

constants. 
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