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ABSTRACT

Nowadays competition among companies is rapidly increasing with the
progress of technology. In order to stand out in this competition
environment, companies need to be renovated in their own fields. Many
companies use lean manufacturing techniques to achieve this renewal.

This study was performed in a company operating in the automotive
industry. In this study, the production line which will be improved is
determined by using the Analytical Hierarchy Process method. Next, Value
Stream Mapping has been applied to the determined product line. We
revealed the current situation of the production line by drawing current
state mapping. Second, the future state mapping is drawn up to solve the
problems presented in the current state mapping, and an action plan was
presented for improvements.

Keywords: Analytic Hierarchy Process, Lean Manufacturing, Value Stream
Mapping
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VERIMSIiZ BiR URETIM HATTININ AHP VE DEGER AKIS
HARITALAMA iLE IYILESTIRILMESI

0Z

Giiniimiizde girketler arasi rekabet teknolojinin ilerlemesiyle birlikte hizla
artmaktadir. Bu rekabet ortaminda pazarda one ¢ikabilmek igin sirketler
kendi biinyesinde yenilenmeye ihtiyac duymaktadir. Bu yenilenmeyi
saglayabilmek icin bircok sirket yalin iiretim tekniklerini kullanmaktadir.

Bu calisma otomotiv sektoriinde faaliyet gosteren bir firmada uygulanmugstir.
Bu calismada, gelistirilecek iiretim hatti Analitik Hiyerarsi Prosesi metodu
kullanilarak  belirlenmigtir. Sonrasinda belirlenen hatta deger akist
haritalamast uygulanmstir. Ilk énce iiretim hattinin meveut durumu mevcut
durum haritasi ile ortaya konmustur. Ikinci olarak mevcut durum deger
akisinda goriilen problemlerin iyilestirilmesi icin onerilen gelecek durum
haritasi ¢izilmistir ve iyilestirmeler i¢in aksiyon plani sunulmugtur.

Anahtar Kelimeler: Analitik Hiyerarsi Yontemi, Yalin Uretim, Deger Akist
Haritalama

1. INTRODUCTION

In today's world, the price of the product is determined by the market.
Therefore, companies can not increase the price of the product sold in order
to make more profit. Firms choose to reduce the cost of the product instead
of increasing the price in order to make more profit without losing its
competitive power. To reduce the costs, improvements have to be made
during the production phase. With this approach which employs lean
production  philosophy, many companies have increased their
competitiveness levels.

Value is the critical starting point for lean philosophy and can only be
identified by the end customer. The customer is now willing to pay for any
operation that does not create a surplus value on the product he/she buys.
These processes are defined as operations. To make the value concept
meaningful, customer demands must be expressed in a product type that
meets at a certain time and at a certain price [1].
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Lean thinking is based on the removal of waste and refuse. It primarily
begins with the Value Stream Mapping (VSM) method for detecting waste
and refuse. By analyzing the current state with the VSM method, it is
possible to determine the steps that are value added and non-value added in
value stream.

In this study, we adopt the AHP (Analytical Hierarchy Process)
methodology, one of the well-kknown multi criteria decision
making methods to determine the product line for the VSM. Then, we apply
the VSM method to the determined production line. The outline of this
paper is as follows: In the second section, we present the related work on
this topic. The third section deals with the VSM method used in the study
and the fourth section presents the basics of the AHP methodology. In the
fifth section, we discuss the details of our application. Finally, in the sixth
section, we present the results and suggestions about our study.

2. LITERATURE REVIEW

In our literature review, we focus on a number of studies which incorporate
VSM methodology in both the production and service sectors.

The first study on VSM was conducted by Rother and Shook in 1999. In the
book "Learning to See" [2], Rother and Shook described the VSM in detail
and provided a number of examples. In [3], Efe and Engin used the VSM
method in the Numune Training and Research Hospital Emergency Service.
They reduced the supply period obtained from the current state map from
132.5 minutes to 84 minutes. That is, they have achieved an improvement of
36.6%. In their study, it was observed that the VSM method provided
significant improvements in the service sector.

In their study, Abdulmalek and Rajgopal [4] used the VSM method in a
steel manufacturing company to identify opportunities for a variety of lean
techniques. At the same time, they defined a simulation model to compare
before and after performances. Seth and Gupta in [5] used VSM
methodology to improve the supplier productivity of an automotive industry
in their study. The current and future states of the supplier are discussed
using the value stream concepts. In the study, per capita production volume
was increased, and process time, flow time and finished product stock were
reduced [5].
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In [6], the authors used VSM methodology in a company that produces
tractors. After the current state map is drawn, the proposed state is presented
in the future state map. The authors stated that, the application of the
proposed improvements would change the 21 days long manufacturing lead
time to 3.5 days, hence the total inventory turnover would increase by 6
times.

[7] Considered improving the performance of aircraft maintenance services
by using VSM. Considering the fact that customers expect a short delivery
time from aircraft maintenance services, the authors analyzed service
processes related to maintenance work to minimize the delivery time. Doing
so, they revealed wastes and bottlenecks in the system. Next, with the help
of the VSM methodology, they showed an improvement in the efficiency of
the maintenance service.

3. VALUE STREAM MAPPING METHOD

The value is anything that the customer accepts to pay for the product. So
first we have to understand what the customer wants. In a production
system, operations that the customer is not willing to pay should be
eliminated or minimized.

A value stream represents the sum of value-added and non-value added
activities and works. In the value stream, the entire flow is examined and
intended to improve the whole processes, instead of improving them
individually [2].

VSM visually shows the value stream of the product using special figures
and computations. This makes it easier for decision makers to understand
the value stream. In the VSM, all material and information flow from the
raw material to finished product is drawn with special symbols to the value
flow. The map of the future is designed from this map drawn later [2].

In VSM, wastes become clearly visible and the links between the
information flow and the material flow is displayed clearly. All operations
from door to door in the VSM are drawn for the production of a single
product group using a paper and pencil [2].
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There are four basic steps in VSM: (1) The product family is selected, (2)
The current state is drawn, (3) The future state is drawn, and (4) The
business plan is prepared and applied. When the improvements designed in
the future are completed, this future status map becomes the current status
map. This is the logic of continuous improvement. Then a map of the state
will be drawn again and so on [2].

When the current state is analyzed in the VSM, three kinds of operations are
encountered;

1. The actions that add value to the product,
2. The actions that do not add value to the product,

3. The obligatory actions that do not add value to the product,

The processes that do not add value to the product are wasted and they
should be destroyed. The obligatory processes that do not add value to the
product should be minimized.

The VSM uses standard symbols for both the current state drawing and the
future state drawing. These standard symbols form a common language in
production. The symbols used are three kinds: material flow symbols,
general symbols and information flow symbols. All of these symbols are
shown in Figure 1 below [2].
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Figure 1. Symbols Used in Value Stream Mapping (from [2])
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4. ANALYTIC HIERARCHY PROCESS

Decision making is very important in both daily and business lives. Making
right decisions increases the competitive levels of companies. Decision
theory provides guidance on the best alternative to take while aiming to
maximize utility [8]. People can make their decisions by using their
intuition or by taking advantage of their experience. In cases where multiple
alternatives and assessment criteria exist, decision makers use Multi-Criteria
Decision Making methods which aim to assist them by providing an analytic
solution approach [9]. One of those methods is the Analytic Hierarchy
Process (AHP), developed by Thomas L. SAATY in the 1970s with the
intention of supporting decision makers during decision making [10].

The AHP is a method that allows a hierarchical model to include the
objective, assessment criteria & sub criteria, and alternatives for the
problem of interest. [11]. The AHP process decomposes the decision
problem into a number of sub-problems, which are easier to evaluate and
solve [12, 13]. There are 7 stages in the Analytic Hierarchy Process. These
steps include creating hierarchical structure, determination of priorities,
pairwise comparison matriX, creating priority vector, calculation of
consistency ratio, determination of final sequence, and finally sensitivity
analysis [10].

4.1. Creating Hierarchical Structure
First, the problem needs to be understood clearly. Then, the objectives
(targets) and criteria should be determined by the experts [14]. Figure 2

shows a hierarchical structure consisting of targets, criteria and alternatives
[15].
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[ 1Criterion | | 2Criteion | [ 3.Criterion |

= A

1. Alternative 2 Alternative 3 Alternative 4 _Alternative

Figure 2. Example of a Decision Hierarchy (from [15])

4.2. Determination of Priorities

The elements forming the hierarchy are compared with each other and
priorities are calculated relative to each other. In this comparison, "1-9
scale" is used to eliminate complexity in comments and minimize many
errors [16]. Table 1 represents the "1-9 scale" [17].

4.3. Pairwise Comparison Matrix

The pairwise comparison matrix is the result of the decision maker’s
comparision of alternatives and criteria using the values in Table 1. This
matrix is provided as a result of proportion of w; to w; which are weights or
importance ratings according to the basic scale [18].

Cy, Cy, ..., C, are the elements at any stage of the decision hierarchy. The A
matrix is the nxn matrix of pairwise comparisons of C; and C;. a;; are the
values

of pairwise comparison matrix (i, j = 1,2, ..., n). Thus the matrix A
consisting of pairwise comparisons is as follows [19].
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1 dyy a, |
Vay 1 @y
;. (1)
| 1/a, 1/a,, L.

Table 1. Significance Ratings and Explanations Used in Pairwise

Comparisons (from [17])
Importance Definition Explanation
Level
1 Equally Important Both pa‘rtles have the same
1mportance
A factor according to experience
3 Slightly Important and judgement is more important
than the other.
One factor is more important than
5 Strongly Important the other
7 Very Strong One factor is strongly preferred at
Important a higher level than the other.
One of the factors is very
9 Absolutely Important | important at a higher rate than the
other.
2,4,6,8 . Rep re sents When compromise is needed
intermediate values
Mutual iis assigned a value (x) as compared with j; when j is
Values compared with i, the value to be assigned (1 / x) will be.




Giil¢in SEDEFOGLU, Giilsen AKMAN

4.4. Creating Priority Vectors

In this phase, the correlation matrices are first normalized to determine the
priority or weight vectors. A normalized matrix is formed by dividing the
value of each column by the sum of the respective columns. Subsequently,
weights or priority vectors of the criteria, sub criteria and alternatives are
obtained by taking the average of the row values of the normalized matrix
[10]. This priority vector is defined as w column matrix.

4.5. Calculation of Consistency Ratio

The consistency of the decision is tested by the consistency rate determined
at this stage. This rate is calculated as follows (for details, see [20]):

1. The pairwise comparison matrix A is multiplied by w matrix and the
weighted sum matrix A,, is obtained,

2. The A,, matrix is divided into w matrices,

3. Calculate the maximum 0,,x by taking the arithmetic mean of the values
in the matrix obtained from the second step,

4. Consistency index is found in the following formula:

max —n

“d==1 @

5. Finally, the consistency rate is calculated using the following formula,

T

]

CR=— (3)
RI (Random Index) is found in Table 2 for various n's [21].
Table 2. Random Index Values (from [21])
n 1 2 3 4 5 6 7 8
RI | 0.00 | 0.00 | 0.58 0.9 1.12 1.24 1.32 1.41

n 9 10 11 12 13 14 15
RI | 1.45 1.49 1.51 1.48 1.56 1.57 1.59

-10-
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It means that the binary comparison matrix is consistent when the
consistency rate is smaller than 0.10.

4.6. Determination of the Final Sequence

The priorities extracted from the pairwise comparison matrices are
aggregated. Thus, result weights are found for alternatives in the lowest
level. Decision makers can see the best alternative by ranking the
alternatives with the results found [10].

4.7. Sensitivity Analysis

After the order of the alternatives is determined, the result should be
checked. At this stage, it is discussed how the order of the alternatives and
the determined decision are sensitive to the changes in the interpretations
[10].

5. APPLICATION

The application was performed in a company operating in the machine
manufacturing sector. The company seeks to improve its competitive power
among other competitors performing in the sector. Therefore, the company
intends to determine the wastes on the production line and to eliminate (or
minimize) them. The VSM methodology is used for this purpose.

The company has multiple production lines. For this reason, it is desirable to
identify the production line that will be improved by VSM. At this point we
applied the AHP method to determine the line. In order to apply the AHP
method, all possible alternatives and assessment criteria for selecting the
most suitable line have been determined by the field experts.

In particular, there are six production lines in the company as alternatives.
These are MT (Magnettopf), FT (Fitting), CP (Connecting Pieces), AP
(Ankerplatte), RA (Rail) and Aktorfuss (AF). To assess the performances of
these lines, six assessment criteria have been determined as: the distance
traveled in the layout, stock amount, scrap rate, rate of turnover, shipment
performance and proximity to Takt. These criteria are described below:

-11-
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1. Distance travelled in layout represents the total distance of the route
from the raw material to the final product.

2. Stock amount represents the area covered by the stock amount seen
in the company's ERP (Enterprise Resource Planning) system. The
system is checked at certain times.

3. Scrap rate represents an analysis of the last six months of determined
scrap rates on a weekly basis.

4. Rate of turnover represents the shares of the products in total
turnover.

5. Shipment performance is the rate of compliance with the prepared
shipment plans by the production planning department.

6. Proximity to Takt; The takt time of the product is calculated by
dividing the annual working time by the annual order. Subsequently,
the cycle time information of all the process steps of the product was
taken and the distance from the longest cycle time of the takt time is
determined.

Figure 3 shows the AHP decision hierarchy to e select the production line
according to the determined criteria.

Line Selection For Value Flow M apping

Distance
Traveledin
The Layout

Stock Rate of
Amount Turnover

Proximity to
Takt

Shipment

Scrap Rate Performance

Criterion —*»

(Production Lines)

Alternatives»

Figure 3. Decision Hierarchy

-12-
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There are six alternatives in the AHP hierarchy in Figure 3. The pairwise
comparisons for these alternatives are shown in the matrices in Table 3-
Table 9. It is seen that the CR value of all pairwise comparison matrices is
smaller than 0.10. So the comparisons are consistent.

Table 3. Pairwise Comparison Table for Criteria

Scrap Shipment Proximity TDistz;nse' Stock Rate of
Rate Performance to Takt raveledn Amount | Turnover
The Layout
Scrap Rate 1 2 4 0.50 4 0.25
Shipment |, 5 1 2 0.25 4 0.20
Performance
Prosmity o1 0.25 0.50 1 0.20 2 0.14
akt
Distance
Traveled in 2 4 5 1 7 0.50
The Layout
Stock Amount 0.25 0.25 0.50 0.14 1 0.11
Rate of 4 5 7 ) 9 1
Turnover
CR= 0.02

Table 4. Pairwise Comparison of Alternatives for Scrap Rate Criteria

Scrap Rate

MT FT CP AP RA AF
MT 1 0.13 0.33 2 2 0.20
FT 8 1 7 9 9 6
CP 3 0.14 1 4 4 0.50
AP 0.50 0.11 0.25 1 0.50 0.20
RA 0.50 0.11 0.25 2 1 0.25
AF 5 0.17 2 5 4 1

CR=0.06

-13-
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Table S. Pairwise Comparison of Alternatives for Shipment Performance

Criteria
Shipment Performance
MT FT CP AP RA AF
MT 1 0.20 1 0.25 3 0.50
FT 5 1 5 2 5 4
CP 1 0.20 1 0.25 2 0.50
AP 4 1 4 1 5 3
RA 0.33 0.20 0.50 0.20 1 0.25
AF 2 0.25 2 0.33 4 1
CR=0.03

Table 6. Pairwise Comparison of Alternatives for Proximity to Takt Criteria

Proximity to Takt

MT FT CP AP RA AF
MT 1 1 0.33 1 0.1 5
FT 1 1 0.33 1 0.11 4
CP 3 3 1 3 0.13 6
AP 1 1 0.33 1 0.1 4
RA 9 9 8 9 1 9
AF 0.20 025 0.17 0.25 0.11 I
CR= 0.07

Table 7. Pairwise Comparison of Alternatives for Distance Traveled in

Layout Criteria

Distance Traveled in Layout

MT FT CP AP RA AF
MT 1 0.25 0.11 0.14 0.13 0.11
FT 4 1 0.11 0.20 0.17 0.13
CP 9 9 1 5 3 2
AP 7 5 0.20 1 0.50 0.25
RA 8 6 0.33 2 1 0.50
AF 9 8 1 4 2 1

CR=0.07

-14-




Improving an Inefficient Production Line Via AHP and Value Stream

Mapping

Table 8. Pairwise Comparison of Alternatives for Stock Amount Criteria

Stock Amount

MT FT CP AP RA AF
MT 1 1 0.20 3 0.20 5
FT 1 1 0.20 3 0.20 5
Cp 5 5 1 7 1 8
AP 0.33 0.33 0.14 1 0.14 3
RA 5 5 1 7 1 9
AF 0.20 0.20 0.13 0.33 0.11 1
CR=0.04

Table 9. Pairwise Comparison of Alternatives for Rate of Turnover Criteria

Rate of Turnover

MT FT CP AP RA AF
MT 1 6 4 5 7 9
FT 0.17 1 0.33 0.50 2 4
CP 0.25 3 1 2 5 7
AP 0.20 2 0,50 1 3 7
RA 0.14 0.50 0.20 0.33 1 5
AF 0.11 0.25 0.14 0.14 0.20 1
CR=0.06

Each cell in each matrix is divided by the sum of the values in the cells in its
column. Thus new values of the matrix are formed. Then the row average of
each row is taken. A new matrix was created by combining the row
averages obtained from the matrices consisting of Pairwise comparisons of
alternatives for all criteria. This matrix and the row averages of the matrix
obtained by comparing the criteria with each other are multiplied. The
resulting sequence is shown in table 10.

As seen in Table 10, the CP has received the first rank. MT is located in the
second rank. However, the two products have very similar ranking results.
At this point, the VSM method has been applied for CP as a result of expert
evaluation. It was decided by the experts to implement an implementation
for MT later. At the end of the sorting, AF alternatives are seen.
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Table 10. Ranking of Production Lines

Production Lines Priorities Percent Ranking
MT 0.2313 23.1% 2
FT 0.1684 16.8% 3
CP 0.2334 23.3% 1
AP 0.1221 12.2% 5
RA 0.1236 12.4% 4
AF 0.1211 12.1% 6

The VSM method was applied for the CP line in the first rank. The stock
values in the current situation map and the future situation map are shared
by multiplying by a certain coefficient. Because, the company has privacy
principles.

The raw material of CP is steel. The company announces the steel supplier
details of the annual order with the annual forecast plan. In addition to,
actual orders are weekly shared with the supplier. The supplier supplies
steel twice a week. The CP's customer is a company that is working for the
automotive main industry. The customer shares the details of the annual
orders with the annual forecast plan. The customer gives actual orders once
a week. According to given orders, the production planning department
gives daily production knowledge (daily shipment schedule) to the
production department.

Figure 4 shows the current state map for the CP line. As seen in the current
state map, the CP line lead time is set at 25.5 days. The main reasons for the
long lead time are;

1. At the end of the value stream, there is an eye control operation
performed on the outsource. In the outsource, discarded products are
sent back to the company. Because the company checks the scrap
again. Approximately half of these parts are accepted pieces. So
discarded parts need to be checked again in the company, but an
operator is needed for it. Sometimes, if there are no extra operators,
returning parts from outsource can not be checked again. This is why

-16-
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there are excess stocks. This is the first reason why the lead time is
long.

There is excess inventory after the first operation. It is seen that the
machine in the second operation does not work efficiently.
Moreover, although the two machines in the second operation are the
same machine, the cycle times are different.

The flow in the production line flows in the form of pushing and it
creates unnecessary stock.

On the CP line, the above mentioned problems have been encountered as a
result of the studies for the drawing of the current state map. For the
solution of the related problems, the future state map shown in Figure 5 is
proposed. The details of the suggestions are following;

I.

2.

It is necessary to reduce the scrap rate in the outsource. So, the
causes of discard must be analyzed. Pareto analysis should be
performed and the most important causes should be identified. The
discard rate should be reduced by making improvements on causes.
Thus, there will be fewer scraps on the outsource and the outsource
will send back less scraps to the company.

It is necessary to improve the efficiency of the two machines used
for milling. Therefore, machine productivity needs to be regularly
monitored. To determine the cause of machines inefficiency;
operators should be given a form in which they can write daily
production numbers and reasons for stopping. Subsequently, this
form should be analyzed and calculated daily with three
multiplications as productivity performance, employee performance
and quality performance. The calculated performance values should
be visualized. And it should be put in front of the relevant process.
Efficiency values should be evaluated in front of these panels by the
relevant persons on a daily basis and necessary actions should be
taken.

-17-
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3. The reason why the cycle times of two machines in the milling operation
are different should be investigated. If possible, the cycle times should be
fixed by making the necessary adjustments.

4. The flow in the production line must flow with the principle of pulling
with FIFO, not with pushing. It should flow with FIFO principle and take
as much parts as necessary when necessary.

With the improvements described above, it can be seen that the flow period of
25.5 days in the current state map in Figure 4 is reduced to 4.7 days in the future
state map in Figure 5.

6. RESULT AND RECOMMENDATIONS

In this study, our main objective was to apply the VSM methodology - the first
step in lean production- in a company operating in the automotive sector. Since
there are multiple production lines in the company, it was necessary to determine
the line that needs most the VSM for an efficient use of time. For this purpose we
implemented the AHP technique -one of the commonly used multi criteria-based
decision making methods- and determined the CP line as the most suitable line.

Next, we prepared the current state map for the determined CP line and
accordingly designed the future state map, and suggested a number of issues to
improve the line. In the designed future state map, the lead time was reduced from
25.5 days to 4.7 days, resulting in an improvement by 81.57%.

We can summarize our contribution in two folds. First, we applied the VSM
method to a real-world problem and improved the performance of a line in a
company. Next, we applied the AHP methodology for selecting the appropriate
line before employing the VSM. As a future work, we suggest implementing the
VSM methodology to different production lines and to problems observed in
different sectors.
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ABSTRACT

Symmetries are so important for explaining our universe. From this idea,
one can get more knowledge about the universe using wider symmetries.
Last century shows us that the Group theoretical methods provide very
effective mathematical background to construct extended symmetries.
Recent years there are a lot of studies on the Maxwell symmetry which is
obtained by extension of Poincare symmetry. In this paper, we present an
alternative method to produce the Maxwell algebras. We show that D =4

1 — s

Maxwell algebras can be obtained by inducing from & =% Maxwell-
Lorentz algebra. From this method, some Maxwell algebras are
constructed.

Keywords: Lie Algebras, Tensors, Group Extension, Maxwell Algebra.
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MAXWELL CEBIRLERININ OLUSTURULMASI iCiN
ALTERNATIF BiR YAKLASIM

(074

Simetrilerin  kullammi  kainatin  agiklanmasinda  biiyiik  bir  6nem
arzetmektedir. Bu fikirden hareketle denilebilir ki, daha genis simetrilerin
kullamiimasiyla kainatin isleyisi hakkinda daha fazla bilgi edinebiliriz.
Gegtigimiz asir bize gosterdi ki Grup teorik metotlar, simetrilerin
genisletilmesinde ¢ok kullamish bir matematiksel temel hazirlamaktadir.
Son yillarda, Poincare simetrisinin genigletilmis hali olan Maxwell
simetrileri hakkinda pek ¢ok ¢alisma yapilmigtir. Biz bu ¢alismada Maxwell

cebirlerinin olusturulmas: igin alternatif bir yontem sunduk. D=6
Maxwell-Lorentz cebrinin indirgenmesi ile 0 =% Maxwell cebirlerinin elde

edilebilecegini gosterdik. Bu yontemi kullanarak bazi Maxwell cebirlerini
olusturduk.

Anahtar Kelimeler: Lie Cebirleri, Tensorler, Gruplarin Genigletilmesi,
Maxwell Cebri.

1. INTRODUCTION

The main role of Lie algebras in constructing of Supersymmetry and Gauge
theory shows us that the Group theory is very important in physics. Lie
algebras represent symmetries in physics, and so one can say if we extend
given Lie algebra, we obtain extended symmetry, in other words new
interactions or new interacting terms. Supersymmetry is a clear example of
this motivation which is obtained from extension of Poincare symmetry.

Maxwell algebra is a non-central extension of Poincare algebra [1-6] in
which momentum operators are no longer abelian and it satisfies the relation
[Pa.Pp]l = iFap, where Fan is antisymmetric tensor under Lorentz
transformations and @.b=0,1,2,3 . Gauging this symmetry and supposing
Fa» is electromagnetic stress tensor, one can get the equation of motion of
charged particle which is moving along constant electromagnetic field [1].

In 2005 Soroka [7] derived new kind of Maxwell algebra by adding new six
degrees of freedom into Poincare algebra. Soroka used the generator Zan
instead of Fa» and new generator depends on new coordinate parameter
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0® | Thus, the space-time is extended as ®&x*)—® (x%.0°®)_ This algebra
is used to produce new symmetries [7-12], to obtain generalization of
(super)gravity theories [13-25] and for applying higher spin field and
Landau dynamics [26-28].

There are some methods about extension of Lie algebras in literature. The
expansion [29-35], S-expansion [36-37], and Chevalley-Eilenberg (CE)
cohomology [38-40] methods are used to obtain new algebras with changing
group dimensions. If we don’t need to change group dimensions it is enough
to use contraction, deformation and extension methods [32-33].

In this paper, we present D =4 Maxwell algebras can be obtained from

D =6 Maxwell-Lorentz algebra by dimensional reduction. After these
notional preparations some Maxwell algebras are obtained.

2. GENERATING D =4 MAXWELL ALGEBRAS FROM D = 6
MAXWELL-LORENTZ ALGEBRA

Commutation relationships of Maxwell-Lorentz algebra can be shown as,
[V sz eo 1= i(anT sc + 56T ap ~TacT 50 =0 ac )
[JAB’Z CD] = i(”ADZ sc YscZ 4p = MucZ sp ~MppZ AC)’ 1)
[Z 15:Z oo ]=1(140Z 5c +115cZ 40 ~TacZ 50 ~MspZ 4c)>

where J,, is the Lorentz generator, Z,, is Maxwell generator in D =6

the Minkowski metric is 748 = (+,— ———+) and capital Latin indices
A,B,...= 01,2356  Then if we choose following relations,

Mab=']nb’ Pa =a']5a+i8']6a +pZSu+UZGa’ Zab=Zab’ (2)
we get commutation of momentum generator as follows,
[Rz’lﬂzi(aMab_ﬂMab"'apZab—ﬂo'Zab)- 3)

where M, ,P,,Z, are Lorentz, momentum and Maxwell generators

respectively and @.B.P.0 are arbitrary constants. After that, choosing the
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constants as @ =1, =0,p = —1.6 =0 then the AdS-Maxwell algebra [17]
is obtained as given below,

[Mnb’Mcd] =i('7adec + M5 M g — oMy "’hdMac),
[P.R]=i(M,,~Z,),

[Moss B ]=1(nc P ~1B) @
(Mo Zos ) = i (e Zie + 11 Z 0 = MacZna —T0i Zc )

[ZasZed) =1 (MaaZoe + Moo Z o = MacZa ~ o Zeac )

Also, if one changes the selection with @ =0,=1,p=0,6 =—1  then
commutation relationship of momentum generators takes following form,

[R.B]=-i(M,~2,), (5)
thus, we get dS-Maxwell algebra. Lastly, taking the constants as
1 1
a=1LF=1p =2°? =72 the semi simple Maxwell algebra presented in
[21] is obtained by following relation,
[B.B]=iZ,. ©)
One can generate different kind of Maxwell algebras by changing the
choices given in Eq. (2) and also using simple Maxwell-Lorentz algebra,

[JAB’JCD] = i(ﬂADJBC + e ap ~Mac’ ao _ﬂBDJAc)’
[JAB’Z CD] = i('?ADZ sc Y 8cZ ap ~NacZ sp — M AC)’ (7
[Z AB’ZCD] =0,
or Maxwell-General-Linear group [16] given below,
[ L5, L5, | =i(6C 5L , - 64,15,

®)
[LAB’Z CD:I = i(5ADZ sc=0'Z BD)'
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4. CONCLUSION

We showed that Z =4 Maxwell algebras can be obtained by dimensional

reduction from ¢ =% Maxwell-Lorentz algebras. The (A)ds-Maxwell and
semi simple Maxwell algebras were constructed by using presented method.

For generating different Maxwell algebras two possible © =& algebras
were given.
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ABSTRACT

The Unmanned Aerial Vehicle (UAV) technology is a rapidly emerging
technology and it has found widespread usage. While UAVs are still in their
development phase without any existing commonly accepted standards for
their underlying technologies and their forensic investigation, they have an
increasing record of criminal usage. This urges the research community to
develop techniques to detect and prevent illegal usage of UAVs. With this
work, we present a seven-phase UAV digital forensics investigation
framework to standardize the investigation process for UAVs. We tested our
framework on the DJI Phantom IIlI Professional UAV which is one of the
most popular commercial UAVs in the market. Three kinds of forensic
artifacts are found on the sample UAV and these artifacts are examined
deeply. Two of the artifacts are log files stored as binary files and the other
artifact is the EXIF header of the images that are captured by UAV's
onboard camera. As a result of our investigation, we are able to regenerate
the flight path of the UAV. As a final step of our research, we compare our
investigation framework with the existing framework on the literature and
reveal the differences of both frameworks.

Keywords: Digital Forensics Investigation, Embedded Devices Forensics,
Unmanned Aerial Vehicle (UAV) Forensics.
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INSANSIZ HAVA ARACLARI ICiN ADLI BILISIM INCELEMES]
CERCEVESI

(0Y/

Insansiz Hava Araclar teknolojisi giiniimiiziin hizla gelisen teknolojileri
arasinda yer almaktadir. Insansiz hava araclarmun kullammindaki hizli
artis, bu araclarin yasadisi faaliyetlerde kullamimini da beraberinde
getirmistir. Insansiz hava araclarmn yasadigi kullanimlarimn tespiti ve
onlenmesi ¢oziilmesi gereken onemli bir problem olarak ortaya ¢ikmustir.
Bu c¢alismada insansiz hava araglarimin adli bilisim incelemelerinde
kullanilmak iizere yedi agamall bir inceleme sistemi ortaya onerilmektedir.
Onerilen bu sistem su an piyasada kullanilan en popiiler ticari insansiz
hava araclarmmdan biri olan DJI Phantom Il professional insansiz hava
aract lizerinde uygulanmugtir. Yapilan incemeler sonucunda incelenen
insansiz hava aracinda ii¢ adet delil tespit edilmistir. Bulunan bu delillerin
iki adedi ugus kayit dosyasi, digeri ise aracta bulunan kamera tarafindan
cekilen goriintii dosyalarindaki metadata bilgileridir. Dosyalar iizerinde
yvapilan incelemeler sonucunda insansiz hava aracuiun gerceklestirdigi
ucuglara ait GPS koordinatlart ve ucus haritalarn elde edilmistir.
Arastirmanuzin son agamasi olarak ortaya onerdigimiz inceleme sistemi su
anda literatiirde bulunan diger inceleme sistemi ile karsilastirilarak
farkliliklar belirtilmistir.

Anahtar Kelimeler: Adli Bilisim Incelemesi, Gomiilii Sistemler Adli Bilisim
Incelemesi, Insansiz Hava Araglart (IHA) Adli Bilisim Incelemesi.

1. INTRODUCTION

Unmanned Aerial Vehicles (UAVs) have become increasingly popular to
use, with a wide range of usage areas throughout the world. While the first
UAVs were used as early as on 22 August 1849 in Austria to launch the first
air raids in history to the Venice [1], UAVs have found widespread usage
only in recent years. It is reported that there are 770,000 hobbyists and
80,000 commercial Unmanned Aerial System (UAS) pilots had registered as
UAS pilots in the United States as of 2017 [2, 3]. By 2021, it is expected
that there will be around 3,5 million UAVs used by hobbyists [4].

Due to their significantly reduced prices, it has become easier to own and
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fly a UAV, and some people have started using UAVs also for illegal
purposes such as terrorism, plane watching, violation of private life,
smuggling and delivery of drugs into prisons [5, 6]. Since the illegal usage
UAVs, in violation of the Federal Aviation Administration (FAA)
regulations [7], is increasing dramatically, it has become crucial to have the
ability to detect and prevent illegal usage of UAVs. Furthermore, it is vital
to have the ability to find and show evidence of illegal UAV usage when a
case is brought in front of the court. The increasing number of illegal UAV
usages has drawn closer public attention when a UAV crashed into a lawn
at the White House [8, 9]. This incidence clearly reveals the necessity for
standardized digital forensic investigation methods to obtain evidence for
UAYV related criminal incidences, so that they can be prosecuted in front of
the court.

There is no standardized framework for digital forensics investigation of
UAVs at the time of this study. With this work, we aim to fill this gap and
propose a framework for the digital forensic investigation of UAVs. The
proposed framework is applied on DJI Phantom III, one of the most popular
commercial drones available in the market today. During the
implementation of our framework, we kept in mind the well-known forensic
investigation principles such as preserving digital evidence, preserving
chain of custody, avoiding adding data and documenting actions [10].

In Section 2, we give a literature review on the digital forensic investigation
of UAVs. In Section 3, we propose our UAV digital forensics investigation
framework and apply this framework to the digital forensic investigation of
the DJI Phantom III UAV. In Section 4, we implement the proposed
framework on our sample UAS. In Section 5, we test and compare our
framework with the other existing framework on the literature. Finally, in
Section 6, we give our conclusions and propose future research directions.

2. RELATED WORK

A UAV is defined as a pilotless aircraft or a flying machine without an
onboard flying pilot and passengers. In this definition, "unmanned" defines
the complete absence of humans [11]. The related term UAS was first
introduced by the U.S. Department of Defense (DoD), which was followed
by FAA and European Aviation Safety Agency (EASA) [12]. According to
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its definition, a UAS contains not only the aircraft but also the whole system
which is used for airworthiness such as ground control stations (GCS),
mobile devices, communication links, etc. Moreover, the terms such as
Remotely Piloted Aircraft (RPA), Remotely Piloted Aircraft System
(RPAS) and Remotely Piloted Vehicle (RPVs) are also used to denote a
UAS. A similar term “drone” is used to denote an autonomously or remotely
guided vehicle. According to this definition, drones cover not only UAVs
but also other remotely controlled devices such as remotely operated
underwater vehicle (ROV). In other words, a UAV may be considered a
drone, but a drone does not have to be a UAV [13].

Although the digital forensic investigation of UAVs is crucial for providing
security and accountability related to the use of these systems, there are only
few academic works focusing on this topic [14, 15, 16, 17, 18, 19].

The control technology embedded inside the Parrot Ar.Drone was
investigated by Bristeu and others [20]. It was shown that the Parrot
Ar.Drone has a main board embedded with a Parrot P6 processor (32-bit
ARMO-core running at 468 MHz), a navigation board embedded with a 16-
bit PIC microcontroller running at 40 MHZ, a Wi-Fi chip, a camera,
ultrasonic sensors, accelerometers, gyroscopes and a GPS chip. The
embedded P6 processor runs with a Linux based real-time operating system.
Even though the Parrot Ar.Drone was one of the most popular UAVs at the
time, its technology is considered inferior today.

Samland and others, analyzed the security threats of UAVs by using the
Computer Emergency Response Team (CERT) taxonomy [19]. They
examined the hardware and software components of the four popular drones
of the time. They revealed the vulnerabilities of these components. They
specifically investigated three different scenarios: "Hijacking the Ar.Drone",
"Interception of the video signals of the Ar.Drone" and "Manual tracking of
persons using the Ar.Drone". Their work is one of the first attempts in the
field, however, as in every field of technology, the UAV technology has
been advancing and some of the valuable information given in their work is
now out of date. The technology of the UAVs used for this research is out of
date and their UAVs are not on the market anymore. Therefore, the
techniques used in this study is not applicable for the security threat analysis
of the currently used UAVs. The UAVs that are used today have different
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and more complicated communication links. In the paper they benefit from
the security weaknesses of known network protocols such as FTP and UDP
protocols, however, UAVs of our days have their own proprietary
communication protocols. For this reason, the vulnerabilities of the UAVs
mentioned in their work do not exist on the UAVs used today.

The digital forensic analysis of a Parrot Bebop UAV was conducted by
Horsman [15]. Parrot Bebop UAV was one of the most popular drones of
2015. The four main phases of their UAV forensic investigation
implementation were identified as "Acquisition of data", "Establishing
Flight Data", "Media Taken by the Device" and "Establishing Ownership".
They established a wireless network connection to the UAV and, by using
Telnet and the File Transfer Protocol (FTP), they were able to access the
hidden folders in the UAV which contained evidential information such as
flight log files.

Kovar presented the forensic analyses of both the DJI Phantom II and DJI
Phantom III model UAVs [17]. He showed that DJI Phantom III contains
two types of flight log files. One of these log files is created by the app on
the mobile devices that are used to remotely control the UAV and the other
log file is stored inside the 4 Gb micro SD card that is located at the bottom
of the main board of the UAV. These log files are encrypted or obfuscated
and cannot be read directly.

Clark and others performed Digital Forensic Investigation of DJI Phantom
III [14]. In their research, they ascertain that DJI Phantom III series UAVs
store two kinds of log files. One of these files is created by "DJI Go"
Android application and stored on the Android device that is used for
controlling the UAV. The other log file is stored on the UAV's internal
nonvolatile storage. They correlate both of these log files and reveal that
these log files are one to one match. In their research, they emphasize that
both of these log files could be used as evidence in front of the court.

The digital forensic investigation of the DJI Phantom II model UAV was
performed by Maarse and Sangers [18]. In their work, they focused on
retrieving positional data and sequence work to build the flight path of the
UAV. They used the flight logs stored on the remote controller of the UAV
to retrieve the flight path. The flight log contains the coordinates of the
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UAV's home point, the altitude of the UAV and the coordinates of the
waypoints. All of these artifacts are stored in 16-bit character strings with
UTEF-16 little endian encoding.

Jain and Others proposed a UAV Digital Forensic Investigation Framework
[16]. Their framework consists of twelve linear phases. Their framework
contains Preparation, Identification, Class Identification, Weight
Measurement, Check for Customization, Fingerprint, Bluetooth, Wi-Fi,
Memory Card, Geo-Location, Onboard Camera and Documentation phases.
They tested their framework on five commercial UAVs.

3. METHODOLOGY

In this research, we focus on the forensic analysis of a captured UAV. The
UAYV could be a suspect UAV that is captured by security forces by being
shot by a shotgun (or by using any anti-UAV technique) or it could be a
UAYV that has crashed into a private property. In order to investigate a UAV
forensically, its hardware and software components should be identified and
investigated. Besides the investigation of the UAV components, collecting
evidence, providing chain of custody and media/artifact analysis are
important parts of the forensic investigation.

DIJI Phantom III Professional packs all major parts required in a UAV into a
small commercial drone. Furthermore, terrorist groups, such as ISIS, has
been reported to use this UAV actively [24]. The use of the DJI Phantom III
Professional UAV has been detected in several illegal activities such as
bomb dropping, remote surveillance, plane watching, etc. For all these
reasons, we decided to work on the forensic investigation of the DIJI
Phantom III Professional UAV in this study.

There has been no standardized investigation framework for the digital
forensic investigation of a UAV at the time of this study. There is only one
proposed framework [16] for the digital forensic investigation of UAVs in
the literature. The proposed framework [16], has a complex structure and is
highly dependent on platform types. To eliminate these deficiencies, we
propose a UAV digital forensic investigation framework. And then we apply
our proposed framework to the forensic investigation of the DJI Phantom III
UAYV and present our findings in detail.
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3.1. UAV Digital Forensics Investigation Framework

In order to disclose any evidence to the court and get it approved, a
standardized, or at least acceptable, investigation framework should be used
by the investigator. There are numerous kinds of UAVs available in the
market and each company uses different hardware and firmware packages.
For this reason, although it is difficult to create a single tool for
investigating all UAVs, finding a general investigation framework for all
kinds of UAVs is a reasonable solution. With this work, we propose a
seven-phased framework for the digital forensic investigation of UAVs. An
outline of our framework is given in Table 1. Furthermore, we apply our
framework to the forensic investigation of a sample UAS, namely the DJI
Phantom III Professional drone. We explain our findings on DJI Phantom
IIT Professional in detail in the later sections of the paper. We explain in
detail the seven phases of our proposed framework in the rest of this section.

Table 1. Proposed Seven-Phased UAV Investigation Framework
UAYV FORENSIC INVESTIGATION PHASES

Preparation

Scene Control

Customization Detection

Data Acquisition

Evidence Authentication

Evidence Examination

A e Bl B B e

Presentation

3.1.1. Preparation Phase

An embedded system is a special-purpose computer system designed to
perform one or a few dedicated functions. In this respect, MP3 players,
mobile phones, PDAs, telemetric systems such as car navigation systems,
etc., are all considered embedded systems [25]. Similarly, UAVs are also
embedded systems. As it is the case with all embedded devices, the digital
forensic investigation of UAVs requires special knowledge and preparation
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due to the huge diversity of UAV systems. A forensic investigator has to
follow the developments in UAV systems available in the market and have
knowledge about both their firmware and hardware components. An undue
response on the incident scene could cause irreversible damage to the
evidence. To avoid any data loss, the investigator should have knowledge
about hardware and software properties of the specific UAV that is
investigated.

3.1.2. Scene Control Phase

All kinds of investigation processes that take place on the incident scene
form the scene control phase of the digital forensic investigation. During
this phase, the investigator should take into consideration any equipment
dropped from the UAV during the incidence. Moreover, maintaining chain
of custody and protection of evidence from being altered is crucial in this
phase. If only the UAV is captured and not the remote control unit, a circle
with a radius of the range of the UAV should be explored to find the remote
control unit and the owner of the UAV.

3.1.3. Customization Detection Phase

A UAS could be modified to perform specific missions. A forensic
investigator should detect these modifications and create a report to be
presented to the court. Possible modifications to a UAS could include the
following:

a. Range extender usage for flying to longer distances,

b. Battery upgrades for increased flight time,

c. Attaching dropping gear for smuggling and dropping prohibited
items to prisons,

d. Camera upgrades for surveillance,

e. Adding autopilot software for pilotless and critical missions such as
flying over military units,

f. Deployment of explosives for terrorist activities,

g. Gun mounting for terrorist activities.
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3.1.4. Data Acquisition Phase

The Data Acquisition phase of the digital forensic investigation is probably
the most important phase in that it involves the collection of all evidence
data based on approved forensic techniques. In this phase, all volatile and
non-volatile data, such as network based data, live response data, and
removable media evidence, should be acquired. In compliance with the
"Avoiding Adding Data" principle of digital forensics [26, 27], a write
blocker should be used during this phase. Moreover, the investigator should
pay attention to the existence of any anti-forensics software laid dormant on
the UAV.

3.1.5. Evidence Authentication Phase

Evidence authentication phase is significant for the approval of the collected
evidence before the court. During the whole investigation process, the
commonly accepted principles of digital forensic investigation, such as
"Prevention of Data Loss", "Avoiding Adding Data" and "Chain of
Custody" [26, 27], should be taken into consideration. Moreover, the
forensic investigation process should be performed on the "Working Copy"
of the "Best Copy" that belongs to the original evidence. In the following
sections, we explain the evidence authentication techniques that we used
during the forensic investigation of our sample UAS.

3.1.6. Evidence Examination Phase

In the evidence examination phase, the investigator probes into all data that
is acquired from the UAS. The investigator tries to find evidence about
specific cases. The rebuilding of the flight path for a suspicious flight is of
vital importance as evidence before the court of law. Also, any kind of video
or image file could be used as an evidence.

3.1.7. Presentation Phase

Last but not least, the presentation phase is the final step of a digital forensic
investigation. All efforts made during the whole investigation process
should be explained in detail, ready to be presented before the court. A
report should be prepared that presents all evidence about the case at hand.
While preparing the report, one should always keep in mind that the judge,
or the jury, in the court does not have to be a technical person and therefore
a plain and understandable language must be used.
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4. Forensic Investigation of DJI Phantom III Professional

We applied our framework on the forensic investigation of the DJI Phantom
III Professional Drone, the DJI Phantom III Professional Remote Controller
and their associated app running on an Android tablet (Samsung Galaxy Tab
3 Lite). In the rest of this section, we explain the seven phases of our digital
forensic investigation framework applied to this tested UAS.

4.1. Preparation Phase

The sample UAS used for this study (DJI Phantom III Professional ) consist
of two main components, aircraft and ground control station (GCS). From
the outer appearance, the aircraft has four propellers, 4480mAH Li-Po
intelligent battery, gimbal, 4K resolution camera, micro SD-Card mount on
gimbal, a USB port, and Wi-Fi antennas. Inside the aircraft, there are four
brushless motors and four electronic speed control units, one for each
propeller, a single main board which contains all the modules of Inertial
Measurement Unit (IMU), a gyroscope unit, a GPS sensor, a speed
controller unit and a Wi-Fi unit. Last but not least, on the bottom of the
aircraft, there is a 4GB capacity SD-card, which is used for recording all the
flight data. The ground control station consists of a remote controller and a
mobile device which runs the "DJI Go" application. The mobile device is
connected to the remote controller through a USB port and the remote
controller communicates with the aircraft via the Lightbridge protocol on
the 2,400-2483GHz frequency [28].

The sample UAS uses Open WRT 14.07 "Barrier Breaker r2879, 14.07"
built for the "ar71xx/generic" operating system, on both the aircraft and the
remote controller. This firmware is a Linux based operating system used for
embedded systems [29, 30]. Consequently, the OverlayFS, tmpfs,
SquashFS, JFFS2, UBIFS, ext2 and mini_fo file systems, could be
contained in the UAS. The DJI Go application runs on both Android and
IOS devices. In addition to the drone's internal SD-card, the DJI Go
application creates a very detailed flight record and stores it on the mobile
device.
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4.2. Scene Control Phase

Even though this phase is within other criminal discipline's field of interest,
a digital forensic examiner should investigate the incidence area. On the
incident scene, the examiner should search for any dropped items from the
UAV. Since we conducted the flights in the scope of this paper, no dropping
off item is detected. Since our sample UAV has an up to 5 kilometers of
range, a circle whose center is the incident scene and with a radius of 5
kilometers is drawn. The remote controller and the owner of the UAV are
probably located in this area.

4.3. Customization Detection

The investigator should take into account any customizations on the UAS.
By the reason that our sample UAV contains no customization, we do not
locate any customization.

4.4. Data Acquisition

As a first step in the data acquisition phase, in accordance with the
"Prevention of Data Loss" and "Avoiding Adding Data" principles of digital
forensic investigation, we applied the factory reset procedures to both the
drone and the Samsung Galaxy Tab 3 Lite tablet before performing our
tests. We formatted the drone by using the DJI Go application. This process
deleted all of the nonvolatile files from the internal storage of the drone.
Then we formatted the Android tablet to its factory settings by using its
booting menu. After formatting, we updated the device to the latest Android
version and the latest version of the DJI Go application. As a final
precautionary step, we wiped the SD card located on the gimbal and that is
used for video and picture storage. For this wipe operation, we used the
"Disk Dump (dd) utility" with the "zero of" command which fills the whole
disk with zeroes during the wipe procedure. We formatted the disks to the
FAT32 file system.

After wiping and formatting the UAS to its factory settings, we planned and
conducted ten different flights with it. We conducted these flights on
different places, on different days and at different times of the day. We
recorded the date, time, location and flight pattern information for these
flights.
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After conducting the flights, we started the data acquisition phase of our
forensic investigation. During the data acquisition phase, we used the FTK
Imager tool for getting the physical image. To follow the "preventing adding
data" principle a "write-blocker" should be used. Firstly, image of the tablet
is generated. The image is labeled as "Evidence_storage_001" Secondly
drone's internal storage 1is imaged. The image is labeled as
"Evidence_storage_002". Lastly, the same process applied to the SD card
stored on the gimbal and labeled as "Evidence_storage_003". All of the
images are copied and the investigations are conducted on the best working
copy of the images.

4.5. Evidence Authentication Phase

This phase should be conducted right after the "data acquisition phase". In
this phase, the "mdSsum" utility was used for MD5 hash generation. The
MDS5 hash values of the Android device, the internal SD card of the aircraft
and the SD card stored on the gimbal were calculated. The hash values
which are created with the "md5sum" utility and the "FTK Imager" tool
were compared and verified to be equal. Thus, the evidence was verified to
be authentic. The evidence Authentication data is shown on Table 2.

Table 2. Evidence Authentication Data

EVIDENCE MD5 IMAGE OF THE
EVIDENCE
HASH (with FTK) EVIDENCE MD5
Evidence_storage_001 702aefc3bcl7a7ae 702aefc3bcl7a7ae
02e983021d3e0685 02e983021d3e0685
: 1309901b969b1bt7 1309901b969b1bf7
Evidence_storage_002
898c9c1711fb2£d0 898c9c1711fb2£d0
: f5d18bd470399ac5 £5d18bd470399ac5
Evidence_storage_003
12392ef0771be315 12392ef0771be315
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4.6. Evidence Examination Phase

During the Evidence Examination Phase, all of the examinations were
conducted on the best working copy of the evidence images to prevent any
alteration of the data.

We were able to locate three different digital pieces of evidence on the
sample UAS. The first one of these evidences was a ".TXT" extended file
that is created by the "DJI Go" application. This text file was stored on the
smart device which is used for controlling the drone. The second evidence
was a ".DAT" extended file that was created by the drone itself. This file
was stored in the drone’s internal memory. Finally, the third evidence found
is the EXIF data files that are stored in the drone’s internal memory for each
picture taken by the drone. Finally, at the end of the "Evidence Examination
Phase", we were able to regenerate the flight path of the flight by using GPS
coordinates information located on the flight log files. We explain the
details of these artifacts in detail below.

4.6.1. DJI Go .txt File

During the investigation of the Android tablet image, several directories
were detected that pertain to DJI. The investigation on the Android tablet
was mainly focused on these directories. In the
data/dji.pilot/DJI/FlightRecords directory of the Android tablet, the file
named as DIJIFlightRecordyYYYY-MM-DD_[HH-MM-SS].txt caught our
attention. This text file could not be opened by any text editor, however, we
were able to convert this file to a readable .csv file using some online tools
(https://airdata.com).

4.6.2. .dat File Created by the DJI Drone

DIJI Phantom III drones contain a micro SD-Card with 4 GB storage
capacity located on the bottom of the main board. To access this storage
hardware, the aircraft had to be laid open and the main board must be
removed from the drone. The SD-Card was glued to the card slot, therefore
we had to scratch the glue to remove the SD-Card. After doing this, we took
the image of the SD-Card to prevent any loss of data and then copied the
image. We inspected this copy with scrutiny. During our inspection, we
detected 10 files, named as FLY*** DAT. The numbers *** in the file
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names were consecutive numbers. We detected that these .dat extended files
were in binary format. We used the tool DatCon (https://datfile.net/) to
convert these .dat extended flight records into human readable .csv files.

4.6.3. EXIF Data File

DIJI Phantom III drones store all their recorded videos and taken pictures in
an SD-Card located in the gimbal. We exported a few pictures from the
image of the SD-Card to analyze the metadata of these pictures. At first
glance, we saw that the drone stores pictures as .jpg extended files and
videos as .mov extended files. We read the EXIF headers of the images
using the tool "ExifTool" and thus we were able to detect a lot of valuable
information such as the creation dates of the images and the GPS locations
where the images were taken.

4.7. Presentation Phase

Since the judge in the court is not necessarily a technical person, a plain and
understandable language must be used in the forensic investigation report.
In the report, all the steps of the investigation should be described properly.
An example report template that could be used to present findings in front of
the court is shown on Figure 1.

5. Testing and Comparison

There is only one proposed framework for digital forensics investigation of
UAVs at the time of this study [16]. Digital forensics investigation of the
sample UAS was conducted according to both our proposed framework and
the framework proposed by Upasita et al [16].

5.1. Testing the Proposed Seven-Phased UAV Investigation Framework

Our proposed Seven-Phased UAV Investigation Framework was tested with
the DJI Phantom III Professional UAS. During the investigation process, we
always kept in mind the well-known digital investigation principles, such as
preserving digital evidence, preserving chain of custody, avoiding adding
data and documenting actions [10].
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Suspicious Incident :

Incident Date :

Incident Scene Description and GPS Position:

Incident Scene Investigation :

Detected Customizations on Suspicious UAV :

Evidence Acquisition and Authentication :

Evidence :

Acquisition Date and Time :

Evidence Hash Value :

Image of The Evidence Hash Value:

Evidence : Acquisition Date and Time :

Evidence Hash Value : Image of The Evidence Hash Value:
Evidence Examination and Findings :

Evidence : Flight Date and Time : Flight Duration :

The Closest GPS Position to Incident
Scene :

Altitude of the Closest GPS Position to
Incident Scene :

Distance Between The Closest GPS
Position and Incident Scene :

Duration on the Closest GPS Position :

Examiners Judgement :

Figure 1. An Example Report Template
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When the phases of our framework are applied in a forensic investigation,
our framework significantly helps the investigators to detect any evidences
in the incident scene (i.e. dropped items), locate any customizations for
specific missions, present the data acquisition, authenticate the acquired data
(crucial for proving that the evidence is authentic), analyze the acquired data
with proper methods and lastly present all the findings in front of the court.

As a result of our investigation process, we were able to acquire evidence
related to a specific suspicious incident to present them in front of the court.
As it is mentioned earlier, we were able to locate three kinds of forensic
artifacts on the sample UAS. At the end of our investigation, we were able
to regenerate the flight path of any suspicious flight, thanks to the GPS
coordinates information that was included in the obtained evidence.

5.2. Results of the Framework Proposed by Upasita et al.

The investigation by Upasita et al. is conducted according to their proposed
framework in twelve steps. The twelve phases of their framework and the
result of each phase are given below.

1. Preparation Phase: Assessment of the risks, threats, and
vulnerabilities of the sample UAS are made. The sample UAS has a range
of 3.1 nm (approximately five kilometers) with 25 minutes of flight time.
The maximum operating altitude of the sample UAV is 19685 ft (6000m).
The sample UAS can run some autopilot applications to conduct some
specific missions.

2. Identification/Collection Phase: All data contained by the sample
UAS is acquired by the techniques mentioned in Section 4.4 Data
Acquisition.

3. Identify Class/Category Phase: The weight of the sample UAS is
1280 grams. According to UAV regulations of the Directorate General of
Civil Aviation in Turkey, our sample UAS is in the UAV-0 class. According
to the regulation, all UAVs in the UAV - 0 class have to be registered.

4. Measure Weight Phase: As it is mentioned in the previous phase, our
sample UAS 1280 grams and it has to be registered.
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5. Check for the Customization Phase: Same as our proposed seven-
phased UAV investigation framework, we check for any customization on
the sample UAS, and as it is mentioned hereinbefore we cannot locate any
customization.

6. Fingerprint Phase: Since detecting and investigating the fingerprints
located on a suspicious UAV is within the scope of not digital forensics but
other criminal disciplines, we do not investigate the fingerprints.

7. Bluetooth Phase: The sample UAS does not have any Bluetooth
modules.

8. Wi-Fi Phase: Even though the sample UAS communicates on the Wi-
Fi frequency, it uses a proprietary protocol called "Lightbridge" and the
communication between the aircraft and the remote controller cannot be
exploited by ordinary Wi-Fi chips.

0. Memory Card: Our sample UAS has a 16GB capacity micro SD-Card

located on the gimbal (camera mount of the UAV). The captured images
and the videos are located on this storage equipment.

10. Geo-location Phase: The sample UAS has both GPS and GLONASS
satellite positioning systems. Besides, it has a vision positioning system for
flying in indoor areas.

11.  Camera Phase: The sample UAS has a 4096 x 2160p (UHD)
resolution camera on board. The camera is located on the gimbal which
helps keep the camera stabilized during the flight.

12. Documentation Phase: The findings of the investigation are
documented, corresponding with the report template which is mentioned
hereinbefore.

5.3. Framework Comparison

Both our framework and the framework by Upasita et al. are implemented
on the sample UAS, namely DJI Phantom III Professional. We have seen
that the "Preparation" and "Customization Detection" phases are the
common phases in both frameworks.

As a result of our comparison of both frameworks, we identify some
differences. The most significant difference is that while our investigation
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framework is related to the investigation of the digital data stored on the
suspicious UAV, the other framework mainly focuses on the hardware
specifications of the suspicious drone. The framework proposed by Upasita
et.al only investigates the Wi-Fi and Bluetooth modules of the UAV,
however, some of the new generation, bigger and more complex UAVs use
different communication frequencies and protocols for communicating at
longer distances. Besides, our framework covers the investigation of the
whole UAS and not just the aircraft, whereas the framework offered by
Upasita et al. only investigates the aircraft and does not deal with the data
stored on the GCS. The main purpose of our framework is to regenerate the
flight path of a captured suspicious drone. We can achieve this in our
framework thanks to the analysis results of the flight logs and other artifacts
found on the UAS. The framework proposed by Upasita et al. focuses on
finding evidence only in the captured image and video files.

In a forensic investigation, the investigator has to prove that, the evidence
presented in front of the court are authentic. In the data authentication phase
of our framework, we prove that we conduct our investigations on the
authentic evidence. The framework offered by Upasita et al. does not prove
the authenticity of the presented evidence.

The framework proposed by Upasita et al. detects the classification/category
of the suspicious UAV. The detection of the classification/category of
suspicious UAV helps the investigator to find the regulations related to the
UAV. Most countries have regulations for registering UAVs according to
their classification. This phase helps the investigator to identify the
owner/pilot of the UAV. Since that our framework mainly focuses on the
digital data, and owner/pilot identification of the UAV is in the scope of
different criminal disciplines, this feature is not contained by our proposed
framework.
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Table 3. Comparison of the Proposed Framework and the Framework by
Upasita et al.

Seven-Phased UAV
PN Framework by
Feature Investigation .
Upasita et al.
Framework
Prepaliatio.n Before v v
Investigation
Customization Detection v v
Digital Data Investigation v X
Hardware/Gear Investigation X v
GCS Investigation v X
Flight Path Regeneration v X
Preservipg Data v X
Authentication
Classification/Category X v
Detection

6. CONCLUSION, RECOMMENDATIONS AND FUTURE WORK

With this research, we aimed to create a framework for systematically
detecting and classifying any criminal activity conducted with UAVs. The
massive increase in the usage of UAVs has also led to a dramatic increase in
the illegal usage of these devices. The illegal usage of UAVs has revealed a
legal loophole in the current aviation regulations due to the lack of sufficient
information and existing standards on the forensic investigation of these
incidents.

We proposed a seven-phased UAV digital forensics investigation
framework and tested its efficacy by implementing it on a sample UAS. We
experienced that our framework works successfully and it significantly
helps with the forensic investigation of UASs in a systematic manner. We
believe that our proposed framework contributes to digital forensics
investigators on the investigation of UAVs.
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ABSTRACT

Excitation energy of rotating machinery propagates through the connection
paths resulting in vibration responses at the structures such as machine
Sfoundations. Accurate prediction of these vibration responses at a point of a
complex structure, where the operational behavior cannot be measured
directly, is an important engineering problem for design optimization,
component selection and condition monitoring. The main step of the
prediction is to identify the internal forces acting on the connection paths of
the machinery. At the circumstances where direct measurement is
impossible or impractical due to physical constraints, an indirect approach
is to identify the exciting forces based on multiplication of an inverted
frequency response functions (FRFs) matrix and a vector of vibration
responses measured at the points where the exciting forces are transmitted
through. The aim of this paper is to present matrix inversion method to
identify the exciting internal forces and hence predict the vibration response
at the point of interest.

Keywords: Vibration Response, Matrix Inversion, Cross-Coupling,
Rotating Machinery.
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DONEL MAKINE KAYNAKLI TITRESIM CEVABININ
ONGORUSU
0z

Donel makinelerin tahrik enerjisi makinenin baglanti patikalarindan
yvayilararak makine kaidesi gibi yapilar iizerinde titresim cevabi ortaya
cikarmaktadir. Kompleks bir yapimn titregsim cevaplarimin dogru olarak
ongoriilmesi dizayn optimizasyonu, ekipman segimi ve durum izlemesi
acisindan onemli bir miihendislik problemidir. Ongoriiniin ana asamast
makinenin baglanti patikalarina etkiyen dahili kuvvetleri tespit etmektir.
Dogrudan kuvvet olciimiiniin miimkiin veya pratik olmadigr durumlarda,
frekans cevap fonksiyonlart (FCF) matrisinin tersi ile tahrik kuvvetlerinin
yayildigr noktalarda olgiilen titresim cevaplart vektoriiniin ¢arpilmasi ile
tahrik  kuvvetlerinin tespit edilmesi endirekt bir yaklasim olarak
uygulanabilir. Bu makalenin amact dahili kuvvetleri tespit etmek ve
boylelikle ilgi noktasimn titresim cevabini ongormek amaciyla kullanilacak
matris evirme metodunu sunmaktir.

Anahtar Kelimeler: Titresim Cevabi, Matris Tersine Cevirme, Bagil Etki,
Donel Makineler

1. INTRODUCTION

A mechanical vibrating system can be divided into two main groups; active
and passive. As shown in Figure 1, active part is the source creating the
vibrational energy which can be defined as force or volume velocity. On the
other hand, passive part consists of the receiver and the paths through which
the vibrational energy is transferred. This part can be defined as
acceleration/sound pressure and transfer functions, respectively.
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Figure 1. Description of a Mechanical Vibrating System

The major step of the vibration response prediction (VRP) is to identify the
exciting internal forces acting on the structure through the connection paths.
The most straightforward solution is to measure the forces directly.
However, this may not be possible due to the complexity of the structure
and the challenges of load cell applications. Consequently, indirect methods
have been widely studied in the literature [1-20]. Dynamic stiffness method,
introduced by Verheij [1], seems to be the most simple way, especially for
the rubber linked structures. However, accurate complex dynamic stiffness
data of the rubber mounts is seldom available and even if there is, it is only
valid for a given load condition. Another approach, called transmissibility
method, can be implemented to predict the vibration response at a point of
interest. In this method, the forces are replaced by the measured responses at
the force identification points and the propagation paths are represented by
the transmissibilities. This approach is much simpler and faster but
unconsidered potential cross-coupling between the paths lead to incorrect
predictions [2, 5].

In the early 1980s, the matrix inversion method has been developed [6, 7].
This method basically involves multiplication of a vector of vibration
responses with an inverted matrix constituted by the frequency response
functions (FRFs).
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In this study, prediction of the vibration response will be discussed for a
structure excited by an electric driven pump. Dynamic stiffness method is
commonly used for the rotating machinery. However, the machinery may be
mounted without resilient elements. Even if it is connected with resilient
mounts, the stiffness data of the mounts may not be available. This study
investigates the application of direct inversion method for these cases and
the effect of the cross-coupling terms.

2. MATRIX INVERSION METHOD

The vibration response of any point is related to the acting force and
corresponding point transfer function. However, the response at a particular
point is not only related to the force acting on the point but also the other
forces acting on the structure. This contribution from the other forces is
called cross-couplings. If the system consists of more than one source or
path, the cross-couplings should be considered. Cross-coupling effects are
focused on considering all transfer functions between the path inputs, as
illustrated in Equation (1). It can be stated that a high dynamic response at
any point does not indicate that the corresponding point force is the only
exciter. Due to this reason, prediction of vibration response at a point results
in errors if the cross-couplings are not taken into account. Biermayer et al.
reported that the error can be up to 10 dB in case of not considering the
cross-coupling terms [21].
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Where n is the number of paths, F is the exciting force and H is FRF
between the force and the path inputs.

In order to identify the exciting forces, the inverse procedure should be
applied. In this presented approach, a square FRF matrix, n x n, is
constituted by measured FRFs between the path inputs to take the cross
couplings into account. A vector of vibration responses is created by using
the responses measured at the points. Thus, internal forces propagating
through each path can be defined in matrix notation by applying matrix
inversion as shown in Equation (2).
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Where i and j denotes the number of paths and forces, respectively.

Once the exciting internal forces are calculated, the vibration response at the
point of interest, k can be predicted assuming that the system is linear. The
contribution of each path to the total response can be found by multiplying
the identified internal forces with the corresponding transfer functions or
FRFs. Since the system is assumed to be linear, the response of the point of
interest can be identified by adding up the partial contributions, as
illustrated in Equation (3). Besides, the dominant transfer paths can be
determined according to the partial contributions.
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Due to the defined partial contributions with Equation (3), main reasons for
the high contributions of a transfer path can be determined such as high
transfer function, high point mobility etc. Then, some remedial measures
can be applied by means of reducing transfer function or increasing local
stiffness.

3. CASE STUDY

A set-up composed of an electric motor driven pump and its foundation was
created in order to predict the vibration response at the defined target on the
foundation, as shown in Figure 2.
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Figure 2. Electric Motor Driven Pump Set-up

Experimental study was composed of three parts. First, the pump ran at
3000 rpm and the acceleration was measured as the vibration response by
means of accelerometers at the connection paths, S1 to S8, as shown in
Figure 3. The measured responses should include complex quantities having
magnitudes and phase information. They can be derived for each frequency
by using auto- and cross-spectra as;
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where Gj; is the auto-spectrum of the response at point i and Gj; is the cross-
spectrum between the reference position, 1 and point i. Equation (4) should
only be implemented if the coherence function between a; and a; is about
one. Besides, the reference position should be one of the points at where the
response is measured [16, 22].

Second part was measuring the transfer functions of the structure by means
of an impact hammer. FRFs were measured from the path locations to the
target location, S9. H1 was considered as the FRF and frequency range was
selected as 0-300 Hz. Finally, in the third part, the mentioned methodology
was implemented; the results were presented and compared with the
measured ones.
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Figure 3. Schematic View of the Set Up

It is really challenging to perform a pure one dimensional excitation at the
path connections because moments and lateral forces may be arisen.
However, moments and rotations were neglected in the study since they are
very hard to measure [23]. In this study, the vertical exciting forces were
aimed to be identified and then the vibration responses were predicted
assuming that the system is linear and time-invariant. By applying the
matrix inversion method along with the cross-coupling terms (Equation (2)
and (3)), the response at the target, S9 was identified.
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Figure 4. Vibration Response of S9

As shown in Figure 4, the predicted response catches the vibrational
character of the measured response with admissible amplitude differences
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and it can be stated that there is an acceptable consistence between the
measured and predicted result with 30 % average error in the frequency
band. The internal forces were also identified such that cross-coupling terms
were not included. Internal point force propagating through each path was
determined by using its point FRF and the path input. As illustrated in
Figure 4, it was identified that the prediction without considering cross-
coupling terms increased the overall error with about a rate of 40 % in the
frequency band.

In this methodology, there are some inevitable discrepancies, which can be
occurred due to some assumptions and measurement errors. Neglected
moment and lateral forces as well as the energy transmission loss through
the paths result in error in the force identification. Besides, measurement
errors are almost unavoidable in all experimental studies. The process of
measuring vibration is prone to errors introduced by various factors based
on the excitation, sensor, structure and environment [24-26]. Furthermore,
measured vibration is usually contaminated with other unfavorable effects
such as noise. These assumptions and measurement errors result in high
condition number of the matrix to be inverted. Thus, the condition number
of the accelerance matrix, which is basically the ratio of the largest singular
value to the smallest one, can be used as a quality indicator for the response
prediction based on the matrix inversion method. It is calculated by using
Equation (5) and compared with the absolute error of prediction in Figure 5.

."\': HH]] = G'-F"':r..t (5)

mia
As shown in Figure 5, the absolute error increases with increasing condition
number. Measurement errors, which usually occur in any FRF measurement,
amplify the prediction errors due to the inversion of the FRF matrix. Thus, it
can be stated that the condition numbers serve as the parameters influencing
the error.
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Figure 5. Condition Number of the FRF Matrix vs. Absolute Error

In addition to the vibration response prediction, the dominant paths with the
corresponding frequency are the focus of interest. For that purpose, path
contribution plot (PCP) was generated by using partial contributions for the
paths as stated in Equation (3). According to the Figure 6, 50 and 100 Hz
dominate the response since they correspond to the first and second order of
the pump, respectively.
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Figure 6. Path Contribution Plot (PCP) for S9
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4. SUMMARY AND CONCLUSIONS

In this study, the prediction of vibration response caused by rotating
machinery was discussed with the methodology of matrix inversion. An
experimental case study composed of an electric motor driven pump and its
foundation was performed. One dimensional and vertical exciting force was
considered and assumed to be the sum of the vertical internal path forces by
ignoring the lateral forces and moments. The vibration response of the target
located on the foundation was predicted by including the cross-couplings
between the paths and compared with the actual measured response. The
results show that the predicted response fits well with the measured one in
terms of character and magnitude. However, there are some acceptable
discrepancies occurred due to the combination of assumptions and
measurement errors. On the other hand, it can be determined that the
including cross-coupling terms improves the results with a rate of about 40
%. In conclusion, the matrix inversion method including cross-couplings
can be implemented for the structures excited by a rotating machinery, when
the primary concern is predicting the vibration response and determining the
dominant paths for condition monitoring and design optimization.
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