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A Survey of Hybrid Main Memory Architectures 

Zerrin Yildiz Çavdar*1, İsa Avci2, Murat Koca3, Ahmet Sertbaş4 

 
ABSTRACT 
 
Rapidly evolving technology, increased internet speed and capacity, and the widespread use of mobile 
technologies have increased the demands for faster applications and less power consumption of modern 
electronic systems. In modern electronic systems, RAM is as effective as CPU regarding performance and 
power consumption. Although DRAM is the most used types of main memory today, it has been insufficient 
in terms of provide increasing demands. One of the issues to be addressed is to improve DRAM in terms of 
performance and power consumption. Another study to address this increasing demand is the development 
of hybrid main memory architectures. Hybrid Main Memory is one of the most recent studies on RAM. In 
this research, we investigate hybrid main memory systems for a more efficient main memory architecture.  

Keywords: Hybrid Main Memory, DRAM, Phase Change Memory/PCM, performance, energy saving 

 

1. INTRODUCTION 

With the rapid growth and widespread use of 
Internet speed and capacity, modern electronic 
systems that we use in many areas of our daily 
lives are expected to be faster. At the same time, 
the production of the mobile version of many 
devices has made the power consumption / battery 
life of the devices an important issue. 

Performance and power consumption are two 
important factors in all modern electronic systems 
such as mobile phones, computers, smart home 
systems, and so on. It is desirable that the devices 
operate both very fast and with low power 
consumption (if mobile having long battery life). 
The biggest problem with developing electronic 
                                                            
* Corresponding Author: zerrinyildizcavdar@sehir.edu.tr 
1 Istanbul City University, Vocational School, Computer Technologies Department, Computer Programming, Istanbul, Turkey 
2 Turkish Airlines, Information Processing Unit, Istanbul, Turkey 
3 Hakkari University, Vocational School of Health Services, Hakkari/Turkey 
4 Istanbul University, Faculty of Engineering, Department of Computer Engineering, Istanbul, Turkey 

systems is that speed performance and power 
consumption have a negative effect on each other.  
In other words, while efforts to increase the 
performance of systems often cause to more 
power consumption, on the other hand, the work 
done on power saving negatively affects the 
performance of the systems.  

In a standard electronic system, CPU and RAM 
are the two fundamental components most 
affecting power consumption and performance. In 
order to achieve higher performance with low 
power consumption design goal in modern 
electronic systems the CPU and RAM related 
software and hardware enhancements have 
become the main interest in commercial and 
academic work. The studies show that RAMs are 
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highly efficient at high power consumption, so 
that in modern server systems, main memory 
contains almost 30-40% of total power 
consumption. [1].  

At the present, DRAM is the most widely used 
main memory type. However, it is now difficult to 
meet the demand for rapidly evolving technology 
and increased performance. DRAM uses almost 
20% to 40% of the energy consumed by an 
existing server system [2] [3].  This necessitates 
the creation of alternative main memory 
architectures (hybrid for example) for DRAM 
development. In the current studies, many hybrid 
main memory architectures are developed by 
using different memory types together. 

Newest two commercial works on improving 
main memory performance and power 
consumption are Hybrid Memory Cube and IBM 
PRAM projects.  First one is produced in 2011 by 
Micron and Samsung, and based on the principle 
that DRAM main memories are joined vertically. 
This makes it possible to use DRAM at more 
capacities without taking up more space. 
Technical details related to the study are available 
in [4] and [5]. The second one is developed by 
IBM in 2016.  IBM scientists have worked on 
PCM (Phase Change Memory) memory and have 
been able to increase the data storage capacity 
from 1 bits per cell to 3 bit per cell [6].  

In recent years, PCM has become a preferred 
solution to be used in hybrid main memory 
modules together with DRAM.   DRAM 
memories are more advantageous than PCM 
memory types in write operation. PCM memories 
are more advantageous than DRAM in reading 
and stand-by operations because they do not need 
to refresh. Therefore, the Hybrid Main Memory 
architecture therefore focuses on the solutions 
used in combination with DRAM and PCM 
memories. 

In this survey study, we are conducting a research 
on improving RAM technologies, which are very 
effective in terms of power consumption and 
performance. In the study, we investigate the 
academic works on hybrid main memory systems 

in order to produce a more efficient main memory 
architecture. In the second section of our work, we 
briefly mention non-volatile main memory types. 
In the third section, we examine hybrid main 
memory architectures. We present architectures 
under the titles DRAM + PCM, DRAM + PRAM, 
DRAM + NVM, DRAM + Other Types. The 
fourth section of the paper conducts a 
performance review. The work in this section is 
presented under the titles of energy saving, 
performance analysis and endurance / lifetime. In 
these examinations, we have tried to compare 
techniques in different ways. Some of the studies 
have been addressed in more than one section, 
because they deal with multiple categories, such 
as energy saving and endurance. In the last 
section, we give conclusions of the work. 

2. ELECTRONIC MEMORY TYPES  

This section provides basic information about the 
types of memory that can be used as the main 
memory. 

Memory types are electrically divided into 
Volatile (temporary) and Non-Volatile 
(permanent). We showed the memory types 
together in the following figure. The most 
common types of memory used in hybrid memory 
architectures are volatile DRAM and nonvolatile 
RAM.  Also volatile DRAM is well known 
memory type, so we gave basic information only 
about Non-Volatile memories (2.1-2.4) below. 

 
Figure 1: Electronic memory types 
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2.1. FRAM/FeRAM (Ferroelectric RAM) 

FRAM is one of the memory types that are 
beginning to get attention in the hybrid main 
memory architectures, which is a low-voltage, 
non-volatile memory type with fast memory [7]. 
Ramtron International Corporation presented the 
first commercial FRAM in 1988 [8]. FRAM is an 
advanced non-volatile memory that marketed 
earlier than its counterparts like MRAM, 
PCRAM, ReRAM [9]. 

2.2. MRAM  (Magnetic / Magnetoresistive 
RAM) 

MRAM is a non-volatile RAM that stores 
information with electron spin. It works by 
turning on and off the magnetic moment, not by 
electricity to determine the write state. MRAM, 
which is highly ambitious against other RAM 
technologies due to its non-volatility and power 
efficiency, is a candidate for universal memory.  

2.3. PRAM/PCM (Phase Change RAM) 

PRAM is a type of phase change memory 
designed to protect the data even when power is 
lost. While reading data from the PRAM, the 
power consumption is much lower because no 
heating is required. There is also no energy 
requirement for PRAM refresh. While PCM is 
used in many sources to describe PRAM, phase 
change RAM, it is possible for PCM to serve 
outside of the main memory. Non-Volatile PCM 
uses the phase shifting property of chlorochemical 
glasses to store data (bit information) [10] [11]. 

2.4. RRAM (Resistive RAM) 

The memory type, which is a type of a persistent / 
durable (nonvolatile) storage that functions via 
altering the exclusively designed solid non-
conducting substance’s impedance, is the resistive 
random access memory (RRAM). A RRAM 
embodies a memory resistor unit (memristor) of 
which shows a diverse level of resistance in 
accordance with the various voltages applied to it. 

3. HYBRID MAIN MEMORY 
ARCHITECTURES 

In this part, we examined the studies between the 
years 2000-2017 on the development of the hybrid 
main memory architecture. In Table 1, Group 1 
and Group 2 are works using the same architecture 
(PRAM/PCM), listed them in different groups 
because of using the different terms in their 
architectural representations.  In fact, both groups 
used Phase Change Memory.  Group 3 and Group 
4 are studies based on DRAM + NVM 
architecture, and DRAM + other memory types 
architectures respectively.  

In the remainder of this section, we tried to 
examine some selected solutions, which include 
different hybrid main memory architecture 
models given in works listed on Table 1. 

Table 1: Hybrid main memory architecture types 

Group 
No 

Suggested 
Hybrid 
Architectural 
Components 

Studies Using This 
Architecture 

1 DRAM + 
PCM 

[12], [13], [14], [15], 
[16], [17], [18], [19], 
[20], [21], [22], [23], 
[24], [25], [26] 

2 DRAM + 
PRAM 

[27], [28], [29], [30], 
[31], [32], [33], [34], 
[35], [36] 

3 DRAM + 
NVM 

[37], [38], [39], [40], 
[41] 

4 DRAM+Other 
Memory types 

[42], [43], [44], [45], 
[46], [47], [48] 

3.1. DRAM + PRAM/PCM Architectures 

In this subsection, we studied on main memory 
architectures with Phase Change Memory and 
DRAM.  Firstly, an energy-efficient main 
memory architecture, named PDRAM, using 
DRAM and PRAM together is suggested in Fig.2.  
In order to address the challenges of managing 
such an energy efficient system, the researchers 
anticipated that a hybrid (hardware + software) 
solution could be used.  Because of the write 
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endurance problem of PRAM, in this work, a 
hardware solution is used to store the page-level 
write frequency information. On the software 
side, they proposed a page managing program 
using the writing frequency from hardware at the 
operating system level [27]. 

 

 
Figure 2:  PDRAM diagram [27] 

Unlike Dhiman and his friends' PDRAM named 
hardware and software based suggestion [27], 
Park and his colleagues implemented the memory 
management system only with a solution at the 
operating system level.  In the study, the main 
memory management mechanism at OS 
(Operating System) level applied to 
DRAM+PRAM hybrid structure shown in Figure 
3, the memory pages are divided into cold and hot 
and dynamically placed in the suitable memory 
areas. 

 
Figure 3:  Hybrid main memory [28] 

For this process,  [28] used three methods called 
memory access monitoring, page switching and 
page assignment,  cold pages are transferred to 

PRAM with page transfer, hot pages are allocated 
to DRAM. They aimed to reduce energy 
consumption by this separation and by a page 
deletion structure that allows the DRAM to close 
when DRAM is not used [28]. 

Lee and his colleagues proposed a DRAM + PCM 
memory design, which increases performance 
without increasing energy consumption [12].  In 
addition to examining DRAM + PCM designs 
considering both performance and energy 
efficiency (Fig.4),  a DRAM + PCM architecture 
is proposed that combines the energy efficiency 
achieved using DRAM as a chip cache and the 
performance levels accomplished when DRAM is 
used as an buffer of PCM.   The architects have 
studied these approaches in terms of energy 
consumption and performance in their study of 
DRAM as a write cache and DRAM as cache 
memory. In the study, unlike previous studies, 
which emphasized the management of PCM 
memory, the idea of using DRAM memory in 
different forms was examined. 

 
Figure 4: DRAM/PCM configuration [12] 

In order to minimize the impact of DRAM's 
energy consumption, PRAM's write endurance 
and various limitations, [29] has worked on power 
control in DRAM + PRAM main memory, in Fig. 
5. 

 
Figure 5: DRAM/PRAM memory [29] 
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[13] aimed enlarging the PCM's lifespan by 
reducing the writing number (Fig. 6), therefore 
they presented a caching scheme called CAR 
(Cache Address Remapping). In addition, 
RanCAR (Randomized CAR) also referred to a 
practical application. In this structure, RanCAR 
may reduce PCM write-back traffic by evenly 
distributing single cache's writes to different 
cache sets. Experiments with the M5 simulator 
have shown that CAR can decrease the ~ 4600x 
DRAM cache miss ratio under particular attack and 
the PCM's lifespan can be extended to 13.8 years, 
with negligible performance loss. 

 
Figure 6: System architecture of DRAM/PCM [13] 

An evaluation framework for improving 
performance in the DRAM + PRAM memory 
architecture, named the OPAMP is suggested in 
[30].  In such a structure that emphasizes that 
hybrid memory design must be done carefully, the 
frame aggregates the environmental parameters of 
the combined main memory and evaluates the best 
performance under relevant circumstances. Here 
the mentioned above study proposed a method of 
obtaining the most suitable value with the hybrid 
master memory profiling. 

 
Figure 7: OPAMP process [30] 

As an alternative to OPAMP process in [30],  [16] 
proposed to  design a new DRAM+PCM hybrid 
main memory architecture shown in Fig. 8  that 
takes the recently used metadata cache. Thus they 

have set a different caching policy for the 
combined memory, which actuates the transition 
size causing the low access latency and low pass. 

 
Figure 8: DRAM/PCM overall architecture [16] 

Hu and his colleagues proposed SWL (Software 
Wear Leveling) algorithm and software 
techniques for correcting abrasions for prolonging 
the PCM life. They based on the architecture 
shown in Fig. 9 for their studies in the simulator 
environment. As a result of those studies, they 
could achieve a reduction about 80% of the 
number of writing by greedy algorithm and by 
ODA (Optical Data Allocation) algorithm a 
reduction of about 60% of memory access under 
6% memory access overhead [17]. 

 
Figure 9: Hybrid memory architecture [17] 

As similar to previous work focusing on software 
solutions, [31] examined the problem of task 
allocation. For to minimize energy consumption 
and memory size and extend the life of the hybrid 
memory, task allocation techniques have been 
studied in two stages, emphasizing PRAM's 
energy efficiency and DRAM write durability. 
Firstly, they designed ILP formulas to solve 
different objectives best. Then, they proposed 2 
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different heuristic algorithms, namely 3 
polynomial time offline heuristics and 3 online 
heuristics. At the end of the studies, they conclude 
that the offline heuristics they offered performed 
better than the simple ones. Furthermore, when 
compared to ILP formulations, it has been shown 
that the offline exploratory methods offer similar 
solutions, but have lost much less time [31]. 

 
Figure 10: Steps from PRAM to hybrid DRAM + PRAM 

[31] 

To increase the hybrid memory’s reliability, Mao 
and his colleagues have set up three separate low 
cost ECC-based schemes in Fig. 11.  In their work 
on a hybrid memory architecture [33], they used 
DRAM's PRAM buffer because it has some 
advantages like small standby power, speedy 
access time and big storage density. Fig.11(a) 
shows a conventional system in which only the 
PRAM’s data is protected by ECC. For this 
reason, this  system only runs if there are 
relatively low errors in DRAM. Systems 2 and 3 
provide ECC protection for the PRAM as well as 
for the data in the DRAM cache (Figures 11(b) 
and 11(c) ).  In the second scheme, the same ECC 
unit protects the DRAM cache and the data in the 
PRAM, so the ECC scheme could be more 
powerful. System 3 uses other layouts for PRAM 
and DRAM so that 2 memories’ error 
characteristics can be better identified [33]. 

 
Figure 11: ECC for hybrid DRAM/PRAM [33] 

For achieving high performance of DRAM + 
PRAM hybrid architecture, an architecture that 
can be accessed in parallel with memories (shown 
in Fig. 12) has been designed to support selective 
caching in DRAM to expand writing buffer. For 
resolving overmuch stall time the problem at the 
memory controller’s data queue, they proposed 
caching data optionally, that incur the stall 
thereabout decreasing latency in memory access 
and ameliorating fairness. Their results presented 
that the DQSA ( Data Queue Stall Aware) 
approach, achieves 21% better performance and 
2.1 times melioration in fairness examined with 
the best of existing ways in a multi-care system 
consisting of collective GPU and CPUs [34]. 

 
Figure 12: Hybrid main memory block diagram [34] 

[35] introduced a main memory system based on 
PRAM including DRAM converter, CMT 
(Convert Management Table) and MLC(Multi 
Level Cell)/SLC(Single Level Cell) PRAM. This 
work showed that the DRAM converter, which 
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consisting AFSB(Aggressive Fetching 
Superblock Buffer) and SFB (Selective Filtering 
Buffer), could improve access latency and 
improves endurance.  While the AFSB utilizes the 
regional location effectively / actively by bringing 
super blocks from the MLC PRAM, the SFB uses 
the temporary zone by adapting it. The CMT uses 
data classification management to ensure that 
pages are assigned and counting information is 
entered. The SLC PRAM takes on the task of 
extending the write buffer and the lifetime of the 
MLC PRAM to mask asymmetric write / read 
latencies [35]. 

 
Figure 13: SLC/MLC PRAM + DRAM main memory [35] 

For the sake of energy optimization of the PCM 
and DRAM combined main memory structure 
shown in Fig. 14, Wang and colleagues aimed to 
use the PCM completely to ensure the 
performance of real-time applications and reduce 
energy consumption [22]. This study proposed an 
optimal address-mapping algorithm for mapping 
an appropriate memory address for each address. 
First they calculated time cost and energy cost for 
every single address being founded on task types. 
Then they formulated an ILP model for  the 
timeline issue on distinct memory types and given 
timing constraints. So they obtained an optimal 
solution. They concluded that the introduced 
approach could meaningly decrease energy 
consumption at the minimum cost when analyzed 
by the conventional techniques [22]. 

 
Figure 14: Hybrid DRAM/PCM memory in embedded 

system [22] 

For real-time task-timeline problem for energy 
efficiency, [23] introduced static table-based and 
dynamic time lining algorithms for an 
extraordinary set of tasks. They also introduced 4 
real-time programming algorithms based on RM 
(Rate-Monotonic) and EDF (Earliest Deadline 
First) timers for real-time embedded systems with 
a combined PCM-DRAM main memory (in Fig. 
15) for a periodic task set. Finally, they have 
designed a dynamic-RM algorithm that takes 
advantage of the nearest idle time and a dynamic-
EDF algorithm that recovers the entire available 
free time to enhance the results of static solutions. 
This architecture addresses DRAM and PCM 
consecutively in order to provide a direct CPU 
access to DRAM and PCM. At the end of this 
study, they presented the timing algorithms that 
reduce real time constraints and energy 
consumption [23]. 

 
Figure 15: Hybrid DRAM/PCM memory [23] 

In [36], Cai and his colleagues examined the task 
sharing issue for DRAM + PRAM combined main 
memory structure. To improve memory 
performance and decrease energy consumption of 
the memory subsystem shown in Fig.16, they 
assigned distinct memory devices for every task. 
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They have designed an ILP offline-ASA 
(Adaptive Space Allocation) algorithm to access 
ideal task distribution for an embedded system 
with a static periodic task set.  Furthermore, they 
proposed an online-ASA algorithm for dynamic 
task set where accessions of tasks are unknown 
before [36]. 

 
Figure 16: DRAM/PCM main memory [36] 

The study in [25] described a multi-page 
concurrent transition (CMMP - Concurrent 
Migration of Multiple Pages), a new structure by 
using hardware and software to manage the 
construction shown in Fig. 17.  In this work, it is 
indicated that CMMP carries multiple pages 
simultaneously  independently the available 
memory bandwidth for programs significantly, 
brings a basic interface for the operating system to 
monitor memory access models. They also state 
that CMMP reduces the transfer bandwidth from 
PCM to DRAM by copying blocks at calls, 
decreases the bandwidth to the PCM from DRAM 
by preventing the blocks from being transferred 
back to the PCM [25]. 

 

Figure 17: Overview of CMMP [25] 

In [26] on power management of DRAM + PCM 
combined main memory (Fig. 18), it is aimed to 

decrease energy consumption of combined 
memory and increase system efficiency. A new 
page-rated energy consumption strategy and a 
new data structure road saved the pages as local 
and global access data, classified according to the 
entry dates, and then reshaped by deciding which 
memory (DRAM or PCM) will be located 
according to the memory structure. Experimental 
studies on APG (Adaptive Page Grouping) and 
PDRAM (DRAM + PCM) in the Gem5 simulator 
environment have shown that they could reduce 
energy consumption and improve performance 
with their strategy [26]. 

 
Figure 18: Hybrid DRAM/PCM architecture [26] 

3.2. DRAM + NVM Architectures 

In hybrid main memory systems, which are 
currently proposed as an ideal solution for main 
memory architecture, it is very important to 
balance the memory types used. Taking this 
balance into account, Knyaginin and colleagues in 
[37] proposed Crystal, an analytical approach to 
resource partitioning at design time for 
hierarchical hybrid systems based on DRAM + 
NVM, modeled in Fig. 19.  Crystal, which is 
rapidly identifies the most important quantities 
and trends of NVM for certain workloads and 
segmentation targets and obtains targeted design 
points for detailed evaluation. In this work, it has 
showed how to achieve system-level performance 
and energy efficiency using NVM with speed and 
energy consumption of NAND Flash in place of 
faster and more energy-efficient NVM like 
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PCM. Hybrid design calls the data to M2, if a 
requested page is not in M1(if it is in M2). Each 
insertion (page entry from disk or a transition 
from M2) could be result in an evacuation 
sequence (transition to M2 or page output to disk) 
because of showing stationary state behavior of 
curve line. Sending disk only occurs dirty pages 
of non-memory programs [37]. 

 
Figure 19: DRAM/NVM system [37] 

In addition to the advantages of DRAM + NVM 
hybrid main memory, which is considered as an 
ideal next generation architecture, they have 
significant performance problems due to 
increased memory traffic, intensive data 
migration and lack of effective migration.  For 
solving these problems in [40], it is developed a 
simulator named HMMSim shown in Fig. 20. In 
addition to introducing the properties of 
HMMSim, they observed that performance was 
improved with HMMSim in combined DRAM + 
NVM architecture in the probatory products. This 
work shows that hybrid main memory is a 
promising option with the right software support. 

 
Figure 20: Overview of HMMSim [40] 

In [41], Bock and his colleagues suggested the 
architecture in Fig. 21, which is composed of  
DRAM and NVM and is supported by the 
operating system as software. This architecture 
consists of one or more CPUs with special 
command and data L1 caching. Assume that 
requests from the CPU are tailed in L1 tails, all 
CPUs share an L2 cache, and a single L2 tail 
handles requests from all CPUs. In the study, 
working conditions such as application delay and 
page transition load of the hybrid memory 
managed by software were analyzed, and factors 
causing high cost in hybrid construction were 
determined. As a result of the study, it was seen 
that the main limiting factor was the delay in the 
NVM queue and better migration policies could 
be used to improve performance. 

 
Figure 21: Limiting factors model [41] 

3.3. DRAM + Other Memory Types  

In regards of the hybrid main memory operations, 
although PRAM/PCM main memory is preferred 
well along with DRAM, there are some possible 
other hybrid solutions. In this section, we 
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examined other hybrid architectures related to 
these studies.  

3.3.1. DRAM + SCM 

In a review of the use of SCM (Storage Class 
Memory) memory in computer systems, in [46] 
Kwon suggested using a combination of DRAM 
and SCM memory (Fig. 22) for a combined 
memory system. Although SCM is one of the 
memory types having the optimal memory and 
storage capabilities, it is not widely used because 
it is only available in small capacity. He pointed 
out that the operating system have an considerable 
role in alleviating the imperfections of the SCM 
and in using the SCM as a working memory. The 
most common difficulty of a SCM+DRAM 
combined memory is to estimate the access order 
of the data locks, for placing the hot data in 
DRAM during the write operation, and to place 
the cold write data in the SCM. He noted that in 
combined memory systems with the SCM + 
DRAM, it is necessary to investigate how to fit the 
data between the two memory moments in order 
to mitigate the imperfections of the SCM and use 
the persistence of the SCM. He also emphasized 
that the delay problem for both DRAM and SCM. 

 
Figure 22: SCM architecture [46] 

A study in [48] comparing the architecture of a big 
DRAM + SCM (small) given with the name of 
RAHMM (Retention-Aware Hybrid Main 
Memory) to BSLD (a Big SCM + a Little DRAM 
hybrid architecture) was performed. In this work, 
Jing and his colleagues used a small SCM to 
change the DRAM tail section’s data, thereby 
providing for less refreshing of the DRAM and 
thus less energy consumption. They have also 
proposed a HBS (Hidden Buffer Strategy) in order 
to improve the writing performance and solve 
endurance problem. 

 
Figure 23: RAHMM architecture [48] 

3.3.2. DRAM + PM 

In [47], the researchers investigated the influence 
of hardware stationed page replacement on a 
combined main memory. The guided model, fixed 
page swap activity was evaluated by using the 
suggestions model shown in Fig. 24. 

 
Figure 24: DRAM+PM in hybrid structure [47] 

3.3.3. Other Main Memory Architectures  

In [42], for performance modeling and analysis of 
new computer architects, an analysis by using a 
VMM (Virtual Machine Monitor) was performed 
for combined main memories includes DRAM + 
other memory type (DRAM + NAND, .....) shown 
in Fig. 25.  In the study, the hybrid structure 
mainly consists of reinforced DRAM and a slower 
second level memory.  In [43] using a customized 
VMM for performance analysis of hybrid main 
memory, it has been observed that only certain 
workloads are more suitable for these structures. 
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The study confirmed that performance evaluation 
with VMM is a valid and useful technique. 

 
Figure 25: Alternative hybrid options [42] 

In [44], a new combined main memory structure 
with multi-page cache was suggested as shown in 
Fig.26.  In this architecture, Dai and his colleagues 
proposed GFDP (Global File Data Block 
Placement) algorithm for  placement on file data 
block issue. They also developed an ILP model for 
the placement on file data-block issue [44].  

 
Figure 26: Hybrid memory options [44] 

4.  PERFORMANCE ANALYSIS 

In this part, we examined combined main memory 
architectures through comparison in terms of 
energy saving rate, performance rate and 
endurance/lifetime rate.  While the studies shown 
in Table 2 share mathematical values and 
measurement results, others interpret them in 
general, not give numerical results.  

Apart from the studies given in Table 2;   [31], 
[37], [18], [39], [22], [23], [26] have indicated that 
they have improved energy saving;   [42], [14], 
[15], [37], [19], [41], [40], [21], [26] stated that 
they could provide performance improvement 
with the solution they proposed ; [28], [38], [35] 
have pointed out that they achieved positive 
improvements in durability, in their works.  

 

Table 2: Performance analysis 
G
r
o
u
p 

Paper  Energy  
Saving 
Rate 

Perf.
Rate 

Endu
rance 
/ Life 
Time 
Rate 

Method / 
Explanation 

1 [12]  - %42 - Chip cache 
1 [16]  %18 - - A new caching 

policy 
1 [24]  %11.7 %4.2 - Refree 
1 [25]  %29 %14 - Concurrent 

Migration of 
Multiple 
Pages) 

2 [27]  %30 - - Hybrid 
(hardware + 
software)  

2 [28]  %35 - - Hot and cold 
pages method 

2 [29]  %23.5
-
%94.7 

‐ ‐ ‐ Runtime-
adaptive time 
out control 
‐ DRAM 
bypass 
‐ Keep dirty 
data cleaner 

2 [30]  %20 - - OPAMP 
2 [32]  %49 - %88 ILP and 

graphic model 
for DSP 
systems 

2 [34]  - %21 -  Data Queue 
Stall Aware 

2 [36]  %27 - - ASA 
(Adaptive 
Space 
Allocation) 

4 [47]  - %13 
- 
%28.
9 

- Instruction Per 
Cycle perform.  
with fixed page 
swap 

4 [48]  %45 %30 - Retention-
Aware Hybrid 
Main Memory 

5. CONCLUSION 

As DRAM has begun to widespread use to meet 
increasing demand, studies on new main memory 
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solutions continue increasingly. It is desirable to 
use a second / more memory with DRAM to meet 
the increasing demand without giving up the 
advantages of DRAM.  Instead of using PCM as 
an alternative to DRAM, adding PCM memory to 
DRAM (which is faster than other types of 
memory in writing) is seen as the most preferred 
method to provide read and stand-by 
improvements. Due to factors such as the fact that 
PCM memory does not need refreshing and that 
there are some very successful studies on 
eliminating the negativities such as lifetime,  PCM 
memory is preferred to other memory types in 
hybrid main memory architectures,   We expect  
that a hybrid main memory with DRAM and PCM 
memory and managed with a hybrid solution 
consisting of software + hardware can be produce 
very successful results in terms of endurance, 
performance and energy saving. 

In this survey paper, the combined/hybrid main 
memory architectures are examined in order to  
show that combined/hybrid main memory 
solutions are promising. As well known, the use 
of non-volatile PRAM in conjunction with 
DRAM is one of the most ambitious solutions for 
combined/hybrid main memory operations. So, in 
the future, it is expected that the main memory 
technology can be improved much more with new 
works regarding the hybrid main memory 
architectures. 
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Comparison and Analysis of Routing Protocols Using Riverbed Modeler 

Mahdi Ali Warsame*1, Abdullah Sevin1 

ABSTRACT 

In recent years several routing protocols have been proposed to be used on different types of networks. 

Some comparative studies were carried out to analyze and compare the performance of several routing 

protocols over Local Area Network (LAN). In this work, RIP, EIGRP, OSPF routing protocols were 

analyzed, compared and simulated over Riverbed Modeler. The performance of different protocols are 

compared using Riverbed Modeler tool in which metrics like delay, throughput, and convergence time 

are measured. The behavior of the protocols over different network topologies and different data rates 

were analyzed. 

Keywords: Routing, Protocols, Riverbed, RIP, LAN Networks, OSPF, EIGRP. 

 

INTRODUCTION 

Computers interconnect with each other through 

multi-hop link in Local Area Networks(LAN). 

Routing has great significance in the 

circumstances of transmitting the data from 

source to destination. Research colleagues have 

done several researches of routing protocols over 

different types of networks, one of such research 

is carried out to analyze and compare the 

function of most common routing protocols such 

as RIP, EIGRP and OSPF. The aim of the paper 

is to make a deep analysis of the common routing 
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protocols using Riverbed Modeler by 

implementing over different network types with 

different data rates. As a consequence of this 

work we can determine routing protocols in 

terms of the suitableness of common protocols 

over different network types. This way we can 

recommend the type of routing protocol should 

be used in a defined network type. Routing 

technique is critical part of every network types. 

Today most of enterprises prefer usage of LAN 

over their internal infrastructures for security 

reasons.  Generally Routing is classified into 
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parts as static and dynamic routing. [1], [2]. 

Static routing is performed manually while in 

dynamic routing is done by algorithms. In this 

paper, LAN is designed and various routing 

protocols were implemented over LAN in order 

to test and compare the performance of above 

routing protocols. According to the behavior of 

the protocol over different network types it can 

be implemented to the suitable network type. 

LITERATURE SURVEY 

Different studies over routing protocols have 

been carried out and some of those shows below; 

Nurul I.  and Wilford G.  Have offered some 

ways of how to increase the performance e.g by 

incrementing the buffer size. Wireless Local 

Area Network (LAN) is evaluated with using 

high priority traffic in [2]. The work of Krishna 

Gorantala in [3], tries to improves data 

transmissions over large network without any 

connection damage. A. Ahmad et.al. [4] Have 

carried out a realistic study over two routing 

protocols (AODV and DSR) on a university 

campus, they have used a quantative metrics like 

throughput, delay and receiving traffic over a 

given scenarios to analyze the performance of the 

routing protocols. Some other routing protocols 

were proposed in these works. [5] [6] [7] [8] [9] 

[10] [11]  [12] but a few comparative study were 

carried out.  The focus of our work is to make 

comparison between routing protocols over LAN 

network using Riverbed modeler, metrics like 

delay, router convergence duration, and 

throughput were measured for different data rates 

and topologies. 

ROUTING PROTOCOLS 

Every network has a goal of sharing information 

between its nodes which resides on the network. 

It’s is simple to send/receive data to a node inside 

a network, but it gets a little complicated when it 

comes to sharing an information to an outside 

network. When a network wants to communicate 

with another network routing protocol is 

necessary. Routing is fundamental for systems to 

communicate with outside networks. The duty of 

every router is to forward the coming packets to 

their suitable destinations. To achieve this, 

routers need routing protocols, that’s why routing 

protocols are crucial for every network. In order 

to do routing every router should synchronize its 

routing table with its associative neighbors and 

also throughout the network, after that a network 

topology is formed. Various routing protocols are 

described below. 

 Routing Information Protocol  

RIP is a distance vector protocol which uses 

single distance metric as ‘Hop Count’ for 

minimum hop.  RIP prevents wrong routing of 

information using a limit of 15 hubs 

(intermediate nodes). Despite the weakness and 

limited size of RIP, it offers a great advantages 

such us using UDP and port number of 520 [12]. 

Distance vectors were exchanged every 30 

seconds which is called Advertisement and each 

advertisements route to up to 25 destination in 

networks. The protocol routed in 4.3 BSD Unix 

distribution. 
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Enhanced Interior Gateway Protocol 

EIGRP is one of hybrid routing protocols it 

composed of the properties of distance vector and 

link-state routing protocols. The relationships 

forms by EIGRP known as adjancies. With 

routes in the identical autonomous system-as, by 

interchanging hello packets. Routes share their 

routing information just after the formation of 

adjacencies. The multicast address of 224.0.0.10 

is used by EIGRP to propagate its hello packets. 

For protocol packets delivery reliability purpose 

EIGRP uses Reliable transport protocol. Unlike 

other routing protocols EIGRP uses multiple 

metrics to determine optimal route to destination. 

Bandwidth (K1), Load (K2), delay of the line 

(K3), reliability (K4) and Maximum 

Transmission Unit-MTU (K5), But as default 

EIGRP uses just bandwidth and delay as metrics. 

EIGRP is one of classless routing protocols 

which supports VLSM. [13] .  

 Open Shortest Path First Protocol 

OSPF is based on Dijkstra’s algorithm and it has 

the function of calculating the minimum path tree 

of the routes. One of the main pros of the protocol 

is to detect errors by itself and finally broadcast 

domain is provided by multicast addressing in 

OSPF [12]. By default every router has a built in 

information of Link-state protocol, with the 

advantage of this OSPF makes up its topology. 

Forming the topology it helps OSPF to determine 

routing decisions. Like EIGRP, OSPF supports 

VLSM.  

 Intermediate System to Intermediate System 

IS-IS, is usually a preferred routing protocol in 

large-scale networks. IS-IS is working with 

reference to the OSI reference model which 

makes it different. With IS-IS the data is 

transported with the Connectionless Network 

Service (CLNS) standard. Hierarchical / scaling 

can be achieved by separating wide domains into 

sub-domains (areas or sub-domains). However, 

each router can only belong to one area. There is 

another important detail in transmission between 

ISs. IS-IS packages are encapsulated in Layer 2 

without being subjected to OSI Layer 3 

encapsulation [14].  

PERFORMANCE METRICS 

There are different metrics to analyze routing 

protocols over Riverbed Modeler. Delay, 

throughput, and convergence duration as 

performance metrics can give us deep view of 

how a given routing protocol over different 

network topology behaves and we can retrieve 

form that whether the protocol is suitable for the 

topology or not, with this we will also determine 

There are different metrics to analyze routing 

protocols over Riverbed Modeler. Delay, 

throughput, and convergence duration as 

performance metrics can give us deep view of 

how a given routing protocol over different 

network topology behaves and we can retrieve 

form that whether the protocol is suitable for the 

topology or not, with this we will also determine 

the performance of the protocols, over a given 

data rates to see how it adopts with different data 
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rates (increasing) as (1, 2, 4, 8) Mbps. 

Performance metrics are detailed below: 

End-to-End delay or E-to-E delay is the average 

of successfully completed packets from one 

source to destination over a network. 

Throughput is the average of successfully 

delivered packets (messages) per unit of time 

(seconds) through communication channel. In 

computer networks, throughput is measured in 

bits per second and some situations in data 

packets per second.  

Convergence duration is the time which a group 

of routers reach the state of convergence by 

creating routing tables after the convergence 

each router gets a map of the topology it resides 

from there each router decides which packet 

should be sent in which route. Optimally the 

routing protocols must have fast convergence 

time. It is calculated with the rate of second. 

Table 1. Network Parameters 

Component Model 

Nodes Ethernet workstation 
Routers Cisco 7200 
Link 100Base_T, DDS3,DDS1 
Protocol EIGRP,RIP,OSPF 
Switch Ethernet_16_switch 
Data rate 1,2,4,8 Mbps 
Packet rate 1 Packet/s 

 

SIMULATION SETUP AND EVALUATION 

In this paper, the different network topologies 

(Star and Mesh) has been modeled by using 

Riverbed modeler and the performances of 

various routing protocols in different data rates 

(1,2,4,8) Mbps has been analyzed. Attributes of 

the network design, network topologies, LAN 

parameters with different protocols and traffic 

configuration parameters are used in the 

scenarios. Results of the simulation shown in 

below section and also traffic and LAN 

parameters are shown in Table 1. The 

performance as delay, throughput and 

convergence duration for various protocols were 

chosen and analysis is performed. 

ANALYSIS AND RESULTS 

The goal of this paper is to compare routing 

protocols and evaluate the performance of the 

protocols using the Riverbed modeler in different 

situations and in different topologies. we created 

two separate topologies (star and mesh) on the 

Riverbed Modeler, and we created 12 scenarios 

in each topology. We evaluated the RIP, OSPF 

and EIGRP routing protocols to evaluate as 

follows; each protocol evaluated 8 different 

scenarios with 4 different data rates on each 

topology for delay time, throughput, 

convergence time, and protocol traffic, and as a 

result, we obtained the following graphs and 

summarized comparison of protocols is given in 

Table 2.
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Table 2. General comparison of the routing protocols 

 EIGRP RIP OSPF IS-IS 

Algorithm DUAL Bellman-Ford Dijkstra Dijkstra 
Type 

Hybrid Distance Vector Link- state Link-state 
Interior/Exterior 

Interior Interior Interior Interior 
Classful 

Yes Yes No No 
Metric 

Bandwidth/Delay Hop Count Cost Cost 
Convergence Time Very Low High Low Low 
Updates 

Any changes Full table Any Changes Any changes 
Protocol And Port 

IP, 88 UDP, 520 IP, 89 Ethernet/PPP, No Port 

 

Figures 1 and 2 illustrates that RIP, and OSPF have 

more End-to-End delay than EIGRP. Also it’s 

notable that from 1 to 4 Mbps the performance 

looks same which means at low bandwidth RIP 

and OSPF generates less delays than high 

bandwidth. 

 

 

 

Throughput is the total amount of sent/received 

bits- per second, RIP demonstrates major decrease 

of throughputs when it comes topology type. As it 

shows on the graph RIP transferred more than 

1200 bits at Star Topology but just less than 100 

bits for Mesh topology. As we know RIP sends 

update messages every 30 seconds as default. 

 

 

Figure 1. End to End Delay (Star Topology)

Figure 2. End to End Delay (Mesh Topology) 

Figure 3. Throughput (Star Topology) 

Figure 4 Throughput (Mesh Topology)
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Convergence duration is the time that a cluster of 

routers achieve the situation of convergence. The 

routing protocols should have low convergence 

rate. Figure 6 and 7 shows the convergence 

duration of the routing protocols over topologies 

(star and mesh). The figures gives us a clear view 

of how EIGRP converges faster than other 

protocols over both topologies with less than a 

second. Thus we can say that EIGRP has a fast 

convergence rate. 

 

 

CONCLUSION 

In this paper, common routing protocols were 

analyzed and compared each other according to 

end-to end delay, throughput and convergence 

duration using Riverbed Modeler, in advance to 

that the behavior of EIGRP, RIP and OSPF routing 

protocols were studied over different network 

topologies (Star, Mesh) and data rates (1,2,4,8 

Mbps).According to our findings we can say that 

CISCO’s proprietary protocol EIGRP showed best 

performance over both topologies but it has a 

drawback when the routing traffic which EIGRP 

generated more routing traffic according to RIP 

and OSPF that results extra delay to the network. 

Also RIP demonstrated poor performance to the 

experiment according to its long convergence 

duration which causes long delays as it shown to 

the end-to end delay graph. OSPF protocol gave 

good performance at 1 to 2 Mbps data rates but it 

has more delays at 4 to 8 Mbps data rates which 

shows that OSPF can be more successful at low 

bandwidth networks other than high bandwidth 

networks. We can recommend to the high 

bandwidth networks to use EIGRP because of its 

less delay and quick convergence duration with 

high throughput.  
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Exploring Analytical Model to Performance Optimization for Mobile Application 
Using End-to-End Network Slicing in Cloud-Based Vehicular Networks 

Yönal Kırsal*1  

ABSTRACT 

Today, many large usages of cloud-based vehicular networks and applications have rapidly increased. 
This rapid increase causes the requirement of systems to be reliable to share their resources without 
delay in order to ensure a better quality of service (QoS) for mobile users. Hence, network slicing is 
considered one of the key concepts to enhance QoS in 5G networks. At present, new architectures 
attempt to provide support for end-to-end server quality mechanisms. A key mechanism of network 
slicing supported by such modern architectures is able to either handover to better network or migrate 
services closer to the users as they move around. This can be done by advanced handover and server 
localization techniques. These sorts of advanced handover and server localization help to maintain the 
QoS for mobile application in heterogeneous environments. In order to obtain QoS measurements and 
get the network conditions in a specific area, a cloud-based vehicular network slicing management 
framework is proposed using an analytical modeling approach. The analytical model results obtained 
consider real scenarios from the Middlesex University vehicular ad-hoc networks (VANET) testbed. 
Using this framework, the mobile users will make a decision on which situation is better suited to obtain 
the service based on the latencies as well as queuing capacities of the networks. 

Keywords: network slicing, QoS management, analytical modelling, advanced handover, server 
localisation, vehicular ad-hoc network 

1. INTRODUCTION 

The next generation wireless network (e.g., 5G) 
will need to support new demands from a wide 
variety of users, machines, industries, 
governments and other organizations. 5G has 
several heterogeneous requirements from the 
application perspective, as well as from an 
architectural perspective [1,2]. From an 
application perspective, several Internet of 
Things (IoT) applications present many strengths 
and challenges, in terms of power, scalability and 
latency requirements. At the same time, 5G also 
needs to be highly secure whilst supporting 
mobility. Mobile subscribers demand 
uninterrupted connection from anywhere and 
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anytime as the mobile users move between 
networks [3]. From an architectural point of 
view, the new top-down network architecture 
should be service centric. They fundamentally 
expose software-defined networking (SDN) and 
network function virtualization (NFV), 
where both connectivity services and highly 
contextualized services should be provided to 
end users [4]. Hence, in order to meet these 
requirements, several emerging architectures are 
under consideration. One of the most important 
points is network slicing, which allows you to 
slice the network in a top-down application 
manner [5]. Efficient network slicing can be 
achieved by advanced handover and server 
localization techniques [6,7]. Handovers can be 
classified according to general characteristics 
such as network-based/client-based and hard/soft 
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handovers. Handovers can be further classified as 
advanced handover, dealing with the different 
mechanisms and inputs [8]. In order to improve 
the QoS, the mobile users may change their 
network operator based on the level of 
performance, or are forced to change the network 
point of attachment (PoA) [8,9,10]. Proactive 
handover is a type of advanced handover; and 
attempts to get the condition of the available 
networks in close proximity at a specific location 
before the handovers occur. Mobile users can 
calculate the time before vertical handover 
(TBVH) [11], using proactive handover policies 
[12]. Knowledge-based and model-based 
handovers policies are two types of proactive 
handover currently being developed. The 
knowledge-based policies allow mobile users to 
measure the signal strength of available networks 
over a given area beforehand [13]. Model-based 
handover is based on a mathematical model 
which calculates the point when a vertical 
handover should occur, as well as the time that 
mobile users would take to reach that point based 
on the mobile users’ speed and direction. In this 
paper, the proposed model is a type of model-
based handover. A vehicular cloud-based 
networks-service, delivery framework for video 
streaming is presented, which considers the 
network-slicing factor. We consider, services run 
on localised clouds, specifically Middlesex 
University cloud, depending on service demands 
and networks. A mathematical model is 
developed and a common scenario is also 
considered between the road-side units (RSUs) 
for enabling a 5G system with end-to-end (E2E) 
network slicing. 
The rest of the paper is organised as follows: 
Section II presents the related studies for network 
slicing on cloud-based vehicular environments. 
The proposed cloud-based vehicular system is 
given in Section III. Section IV introduces the 
analytical model and a solution approach. 
Section V presents numerical results. Finally, 
Section VI provides the conclusion and future 
work. 

2. RELATED WORK 

Network slicing organizes computing and 
communication resources of a physical 

infrastructure to enable flexible support of 
diverse use case realizations. Each physical 
network is sliced into multiple virtual networks 
with network slicing to optimize a specific 
application. A network slice can have its own 
network architecture and provision in terms of 
traffic flow and operation. Network slicing 
techniques in 5G are expected to simplify the 
creation and to allow mobile users to handover to 
another network or request that the service is 
migrated to a cloud system that is closer to the 
user’s location without an interruption while 
streaming a video [14]. In order to support the 
network slicing of a wide variety of wireless 
networks and enable the communication in such 
heterogeneous networks, Y-Comm framework 
has introduced as a generic network architecture. 
It provides the required functionalities to 
accommodate different wireless technologies as 
well as supports the mobile services and 
advanced handovers [15]. 

2.1. The Y-Comm framework 

The Y-Comm framework is a communication 
architecture to support vertical handover for 
multi-nodes mobile users in heterogeneous 
environments. The architecture has two 
frameworks. The first one is the peripheral 
framework which deals with operations on the 
mobile terminal. The second one is the core 
framework which deals with functions in the core 
network to support different peripheral networks. 
A brief explanation of Y-Comm is given in this 
paper however, a more detailed explanation can 
be found in [16]. The Y-Comm reference model 
is shown in Figure 1. 

 
Figure 1. The Y-Comm framework: The reference model 

[16] 
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In [6] and [8] a detailed classification of 
handover and Y-Comm architecture are 
presented, respectively. However, it is necessary 
to know how Y-Comm architecture support 
advance handover in order to perform seamless 
handover using a mathematical model approach. 
In Y-Comm, the handover information is 
managed by the network management layer 
(NML) in the core framework as shown in Figure 
1. The mobile user polls the NML to get 
information from all available networks as well 
as the QoS characteristics. The policy 
management layer (PML) determines where and 
when a handover should occur based on the 
obtained information with the direction and 
speed of the mobile user as well as the QoS. The 
PML calculates TBVH and the estimated 
network dwell time (NDT). This information is 
communicated to the vertical handover layer 
(VHL) which immediately requests resources to 
do a handover.  

2.2. A Service-oriented framework for mobile 
services 

However, in order to provide a complete set of 
mechanisms to enable mobile services, it is 
necessary to develop a new service architecture 
that allows services to be managed, copied or 
migrated to support mobile users [15]. This 
means that services can be managed, copied or 
migrated to support mobile users. The system 
provides algorithms that incorporate traffic 
management as well as the QoS requirements of 
the flow. This new framework was proposed in 
[7] as shown in Figure 2 which has six layers are 
briefly described below:   
• The service management layer: This layer 
manages the service that is being provided. It 
specifies the functions of the service, registers 
and obtains a unique service ID. It also specifies 
the minimum resources required by networking 
and cloud infrastructure needed to run the service 
in terms of computing resources, network QoS 
requirements and storage needs. 
• The service subscription layer: This layer 
handles the functions required for global clients 
to use the service. It, therefore, allows clients to 
subscribe to services. It provides the user with a 
unique client ID, a given service level agreement 

(SLA) and sets up accounting and payment 
mechanisms.  
• The service delivery layer: The layer is in 
charge of delivering the service to a given client. 
It first maps the SLA to a given QoS and ensures 
that the selected server as well as its networks can 
meet the required QoS. The service also receives 
notifications and triggers about handovers and 
based on these notifications, this layer may 
replicate or migrate the service closer to the user. 
• The service migration layer: The layer handles 
the replication or migration of services to 
different cloud platforms to facilitate a good 
Quality of Experience (QoE) for the mobile user. 
Migration is done at the request of the service 
delivery layer. 
• The service connection layer: This layer is 
responsible for managing the connection 
between a client and the service. It reports 
changes in transport or network parameters such 
as bandwidth or delay to the service delivery 
layer. 
• The network abstraction layer: This layer 
allows the service to interface to different types 
of networks depending on network architecture 
and addressing. This layer maps into IP 
networking with TCP/IP. In more advanced 
systems such as Y-Comm, this functionality is 
spread between the QoS and transport layers in 
core and peripheral frameworks. 

 
Figure 2. A Service-oriented framework for mobile 

services 
 
Service migration has been proposed for many 
environments but has been increased in cloud 
environments which support virtualization. This 
is possible due to the virtual machine paradigm 
which allows entire virtual machines to be 
migrated [15]. Virtual machine migration can be 
expensive as the entire virtual machine has to be 
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migrated. The emergence of container 
technology, such as Docker, in which containers 
housing several services can be migrated, is 
gaining in prominence [1]. Unikernels in which 
the operating system is bounded and customized 
to run a single main application is the next 
emerging specimen in this genre and should 
make server migration a simpler mechanism 
from the management viewpoint [1]. However, 
these efforts assume that the communications 
architecture does not help facilitate server 
migration which makes these mechanisms 
difficult to use in wide area networks (WANs) 
[15]. 
The proposed model is a powerful framework 
that can be used to allow services to migrate from 
one cloud to another. In order to decide to 
shift/migrate a service, the works in [6] and [7] 
have shown how the proposed system should 
work. In addition, the time taken to shift/migrate 
the service must be compared with the amount of 
time the user will be in the region. Thus, the 
mobility model of the user must be considered. 
However, in [6] and [7] a simple Markov 
modeling technique is applied which; there is no 
generic analytical model as well as a solution 
approach that can be used for service 
management. In addition, according to our 
knowledge, nobody has considered a real 
vehicular testbed platform to obtain realistic QoS 
results for such cases. In [17] an analytical 
modelling approach for large-scale cloud 
networks is presented from a performance point 
of view to configure the data center parameters. 
In addition, analytical models are also presented 
in [18] for cloud computing. In [19] a 
hierarchical model is presented for performance 
analysis of large-scale cloud systems. However, 
all analytical models presented in the literature 
have not considered mobile service delivery 
process with service management framework. In 
addition, the real-time based scenarios have not 
been considered. However, in this study all 
factors and issues mentioned here are considered 
to get best performance measurements. In this 
paper, the mobile users decide if a service either 
migrate (move) to another RSU (network) or 
shift closer to the mobile user by comparison 
with network response time obtained based on 
the slicing factor. The service migration is the 

network handover between mobile user and RSU 
while a service moves. In other words, when the 
mobile users move through different networks, 
the QoS information of RSUs passes to the 
mobile users. Thus, the mobile users initiate 
connections to the new cloud network where 
another instance of the service is running. In the 
proposed management framework mobile users 
have to decide to migrate the service by checking 
the response time (latency) of the networks (e.g., 
RSU). If the RSU response time is already high, 
the mobile user can ask for a cloud network to 
shift the service closer to the mobile user. 

3. THE PROPOSED CLOUD-BASED 
VEHICULAR NETWORKS AND 

ANALYTICAL MODEL 

In this section performance optimization of 
cloud-based service management for the 
vehicular network is investigated together with 
network slicing concept considering real 
scenarios and parameters using the Middlesex 
(MDX) University VANET testbed [23,24]. In 
order to optimize the use of the network for each 
mobile device, a queuing model is presented. 
This is achieved by E2E network slicing when 
the service localization and migration are 
desirable. The MDX vehicular testbed has seven 
RSUs and located as shown in Figure 3 [24]. 
However, in this paper, examples of different 
scenarios of three RSUs (namely RSU 1, RSU 2, 
and RSU 3) are considered for the proposed 
analytical model to show the effectiveness of the 
proposed analytical model and solution 
considering the common scenarios.  
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Figure 3. MDX VANET testbed, Hendon, London [23,24] 

3.1. The system model 

In this section, the proposed system is described 
as analytical modelling approach to evaluate the 
QoS of vehicular network considering network 
slicing using Markov chain. The map of the 
proposed model considered in this paper is 
shown in Figure 3. The active mobile user’s 
trajectory is taken from RSU 1 to RSU 3. A 
mobile user will be connected RSU 1, RSU 2 and 
RSU 3 during its journey, respectively.  
 
The inputs of the proposed system depend on the 
mathematical model such as average speed of the 
users (E[v]), speed of mobile users (v), radius of 
the RSUs (R), service time (TS), arrival rates () 
and network dwell times (Tdwell). The requests 
arrive to each RSU in a Poisson stream at rate λ. 
The required service time, TS is independent and 
is distributed exponentially with rate of µ for 
each RSU. In addition, network dwell times, 
Tdwell for each RSU are assumed to be 
exponentially distributed with a mean rate of 
µdwell for each network. In other words, µdwellR,i 

and µdwellL,i are different handover rates from one 
RSU to another and are defined as the mobility 
rates in this paper. An important reactive network 
slicing parameter is defined and denoted as α. By 
considering α, the mobile user will get a share of 

the maximum capacity of the network to which 
the mobile user is currently attached. In other 
words, the system will allow the mobile user to 
calculate the available network resources to use. 
Furthermore, by using the obtained 
measurements the mobile users will evaluate 
other options. The service rate is defined as the 
perceived rate of service responses that the 
mobile users are receiving. Hence, the service 
rates are the factor of α for each RSU. It is 
assumed that the service rate should be high 
enough so that it satisfies the request rate from 
the mobile users. However, the requests queue up 
by the network and consequently, the response 
time increases when this condition is not 
satisfied. Table 1 shows the radius, service and 
dwell time of all RSUs considered in this paper. 
Hence, the service rates, as well as the mobility 
rates can be calculated for proposed analytical 
modelling considering the real scenario. In 
addition, the arrival rate , the reactive slicing 
factor of the RSUs α, the average speed of the 
user (E[v]=50 Mph) are assumed for analytical 
tractability. In addition, the overlapping distance 
between RSU 1 & RSU 2 and RSU 2 & RSU 3 is 
173m and 828m, respectively.   

Table 1. Radius, service and dwell time of the RSUs 

Networks Radius (R) 
Service Time 

(TS) 

Network 
Dwell Time 

(Tdwell) 

RSU 1 974m 39.57s 43.57s 

RSU 2 1390m 58.19s 62.19s 

RSU 3 1140m 47.00s 51.00s 

The focus here is the multimedia application such 
as music, streaming video etc. that user wants to 
use during its movement. Hence, the challenge 
here is to use network slicing by handover 
techniques and server localisation to maintain a 
reasonable QoS in a real VANET testbed. The 
different formation of RSUs and mobility along 
a mobile user path represented as a multi-
dimensional model as shown in Figure 4. Figure 
4 shows the transitions of the system considered. 
The transitions of the system are described by i 
and j, specifying the RSUs configuration and 
number of requests in the RSUs, respectively. 
Thus, the steady-state probabilities of the system 
are described as Pi,js where i and j represent the 
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number of RSUs and number of requests in the 
RSUs, respectively. In Figure 4, there are three 
RSU configurations (i=1,2,3) at the x-axis. C is 
the capacity of each RSU. C is the buffer capacity 
of each RSU. Thus, C is taken as 100 requests in 
the paper. 

 
Figure 4. State transit rate diagram of the proposed model 

 
The downward transitions indicate that the 
requests are being served with service rate µi 
(i=1,2,3) which depends on the number of RSUs. 
On the other hand, upward transitions take place 
because of the new request for applications with 
rate λ to the system. Please note that the proposed 
system is an analytical model for the mobile user. 
The proposed model does not analyse the given 
network which will have many users unlike the 
previous analytical models [12,17–19,21,22]. 
Hence, the service rate of the network as seen by 
the user will vary according to how many other 
users are using the network. The service rate of 
networks is defined as the comprehend rate of 
service responses that the mobile users receive. 
Thus, the service rates are the factor of α. The 
lateral transitions indicate mobility scenarios 
between RSUs. As the mobile users move 
between RSUs, each column shows mobile 
user’s performance at the given RSU. The 
mobility of the users between columns is 
expressed as a mobility rate in the model.  µdwellR,i 
and µdwellL,i, where (i=1,2,3), represent different 
rates for the mobile user to leave the RSUs by 
moving to the right-hand side and left-hand side, 
respectively. In this paper, µdwellR,i and µdwellL,i 

rates are obtained from the MDX VANET 
testbed. Each set of the vertical column 
represents different PoA to the same RSU. 
Hence, this gives a fine-grained approach to 
obtain QoS measurements of a single network 
from different PoA. In other words, for a realistic 
scenario, the proposed model takes into account 
the characteristics of each RSU where each 
vertical column represents different RSU.  

4. MARKOV MODEL OF PROPOSED 
SYSTEM 

In this section, the proposed analytical model is 
adapted and generalized for such systems. The 
solution of the proposed model can be used for 
any type of network and configuration for 
performance analysis.  

4.1. Solution of the proposed system  

In this study, state probabilities, Pi,js are obtained 
by using the solution of the successive over 
relaxation (SOR) method. Thus, the well-known 
system of balance equations is obtained in order 
to solve the system. Figure 4 indicates the state 
transit rate diagram of the proposed system 
however, when the system generalized we can 
increase the number of RSUs and request as we 
like. For instance, N is the maximum number of 
RSUs and C is the maximum number of requests 
that can be allocated in the system. MATLAB 
package is used for the solution of the proposed 
model. The system state probabilities are 
obtained with linear equations of the form of 
Ax=B as shown in equation 1 when the balance 
equations are derived properly.  
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In the proposed system, A is of size N*C. x is a 
column vector of unknown state probabilities (Pi) 
where i=0,1,...,N*C. B consists of the scalars in 
the balance equations. A is symmetric, real and 
positive definite matrix. Cholesky factorization 
is well-known direct method for solving such 
linear system. It can be computed by form of 
Gaussian elimination. Hence, the Cholesky 
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method decomposes matrix A in the form of 
A=LTL where L is upper triangular matrix and LT 
its transpose. L can be chosen so that its diagonal 
elements are strictly positive and it is unique. 
Then, a substitution performed in the equation of 
Ax=B. Hence, the resulting equation is LTLx=B 
which can be solved for x. Let Lx=Y and the 
equation can be written as LTY=B. Therefore, 
first solve LTY=B for Y and then solve Lx=Y for 
x which will give the final solution. If the 
Cholesky factorization fails, an asymmetric, 
indefinite factorization is performed. Further 
details can be found in [25] on the Cholesky 
factoring. Bi vector is denoted, where 
B={0,0,...,0,1}. Then, the solution of the system 
is as follows: Ai.Pi=Bi where i=0,1,....,N*C. 
When the model is in steady state, transition rates 
used to obtain the matrix A considering the 
balance equations are in an equilibrium. 
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When all the steady-state probabilities, Pi,js, are 
obtained, various QoS measurements could be 
easily computed. Thus, the mean queue length 
(MQLi), throughput (γi) and mean response time 
(MRTi) of all RSUs are computed using 
equations 11, 12, and 13, respectively.  
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The proposed network slicing framework heavily 
depends on measuring the mean response time 
and mean queue length of RSUs. Hence, the 
decision of RSU selection can be done by the 
mobile users obtaining the performance 
measurements. The proposed service 
management evaluates the various QoS 
measurements of RSUs and prepares a list of 
available as well as suitable networks that how 
much of the network slice of mobile users need. 

5. SCENARIO BASED APPLICATION 
AND NUMERICAL RESULTS 

In this section, numerical results are presented 
for the cloud-based vehicular network for the 
mobile service delivery framework considering 
network slicing by calculating mean response 
time and mean queue length of RSUs when a user 
is mobile while streaming a video.  
 
In this paper, the wireless footprint method is 
also assumed in order to obtain mobility pattern 
information for the mobile user as described in 
[6]. The user mobility pattern information can be 
provided based on a user’s past mobility patterns. 
Thus, this method can be used to estimate the 
next network that the user may join to obtain best 
QoS for the mobile users. The requirements and 
modelling issues are considered for video 
application. In addition, in terms of the QoS and 
the time the user spends in these networks may 
vary because of different RSU sizes due to the 
heterogeneous environment considered. 
However, the proposed model can be adapted 
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easily to different types of application as well as 
the traffic based on the network specifications. 
Hence, in order to stream a video without 
interruption in a mobile environment, the 
analysis done in [20] is followed to obtain 
optimal latencies for the service decision making 
process. In [20] authors show that if delay, D < 
40ms, the mobile user can carry on using the 
same RSU without interruption. If 40ms ≤ D ≤ 
80ms, the mobile user should handover to better 
RSU in order to stream video. On the other hand, 
if 80ms < D, the mobile user can appeal to switch 
the service closer to the user to maintain QoS. 
Otherwise, the mobile user will lose the 
connection.  

5.1. Real time scenarios of video streaming 

This section includes two different scenarios of a 
mobile user may be commonly encountered by 
streaming a video in the real world. The results 
of these case studies can assist in understanding 
the proposed model and multimedia content 
quality adaptation. Furthermore, these results 
prove analytically that the model is functioning 
as expected. The system parameters used are 
mainly taken from MDX VANET testbed as well 
as the relevant literature [6,7,17–24]. To 
demonstrate how this model behaves in different 
scenarios, we study a case where the RSUs have 
different service rates and keep changing 
according to the intensity of mobile user in the 
system. α is the network slicing factor. In other 
words, it is the probability of service rate changes 
in all RSUs. Hence, µiα gives service rate 
changes in all RSUs while streaming a video. All 
scenarios express a case where a mobile user may 
be handed-over to any available RSUs or 
requested from the RSUs to shift the service 
closer to the mobile user in order to stream a 
video without interruption. In the considered 
scenarios, the activity of all these networks is 
very much dependent on what is happening 
during the day. 

5.1.1. Scenario I 

In this scenario, we consider a mobile user 
moving from RSU 1 to RSU 3. The RSU 1 and 
RSU 3 have slightly equal service rates as 
µ1=0.0253 reqs/sec and µ3=0.0212 reqs/sec, 

respectively. The RSU 2 is located between RSU 
1 and RSU 3. The service rate of RSU 2 is 
µ2=0.017 reqs/sec as given in Table 2. The RSUs 
based request rate, λ is 0.01 reqs/sec. The results 
will let us to predict service decision making 
process across various RSUs through a user’s 
path.  

Table 2. Service and mobility rates of RSUs for scenario I 

Networks 
Service Rate 
(reqs/secs) 

µdwellR,i 

(reqs/secs) 
µdwellL,i 

(reqs/secs) 

RSU 1 0.0253 0.023 0.023 

RSU 2 0.017 0.016 0.016 

RSU 3 0.0212 0.019 0.019 

As we see from the results in Figures 5 and 6, the 
mobile user requests are queued upon the RSU 2 
which has an insufficient service rate when 
compared to other networks. This leads to 
increase in mean response time and mean queue 
length accordingly. Consequently, there will be 
performance degradation as the network will be 
busy if the mobile user joins the RSU 2. On the 
other hand, RSU 1 had better performance results 
since the reactive service rate (µiα) is higher than 
the other RSUs. 

Finally, the RSU 2 had higher latency and 
therefore, the performance is insufficient for the 
mobile user. 

 
Figure 5. Mean queue length results as a function of 

slicing factor for scenario I 
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Figure 6. Mean response time results as a function of 
slicing factor for scenario I 

In addition, when the system is significantly busy 
α=0.9, the mobile user can be requested from 
other RSUs to migrate their services to closer. 
For example, it is assumed that a mobile user is 
out of the coverage area of RSU 1 and RSU 3. It 
is connected to RSU 2 and also it moves out of 
the coverage area of RSU 2 towards RSU 3. 
Figures 5 and 6 show the results from this case 
and we see that the performance of RSU 2 is 
insufficient to stream a video. The RSU 3 is also 
not capable of maintaining a high QoS after some 
threshold point (e.g. α > 0.8). In order to achieve 
efficient utilisation of resources, the mobile user 
can request to RSU 3 to shift the service closer to 
it and temporarily stream music from there or 
shift the service to the RSU 1 without joining to 
RSU 3 and stream video from there. 

5.1.2. Scenario II 

In this case, we consider a heavy traffic in the 
system based on the service rates provided by the 
networks and the mobility rates of the user as 
shown in Table 3. 

Table 3. Service and mobility rates of RSUs for scenario 
II 

Networks 
Service Rate 

(req/secs) 
µdwellR,i 

(req/secs) 
µdwellL,i 

(req/secs) 

RSU 1 0.067 0.023 0.023 

RSU 2 0.034 0.016 0.016 

RSU 3 0.05 0.019 0.019 

 
Figure 7. Mean queue length results as a function of 

slicing factor for scenario II 

 
Figure 8. Mean response time results as a function of 

slicing factor for scenario II 

Figures 7 and 8 also show the mean queue length 
and the mean response time results as a function 
of α for scenario II, respectively. As clearly seen 
from the figures, the performance results of the 
RSU 2 are better than the performance results of 
the RSU 1 and RSU 3. Thus, the mobile user can 
be handed-over to RSU 3 even though the 
serving capability of RSU 3 is not sufficient to 
stream a video without interruption when 
0.1<α<0.3. However, a mobile user should find 
an alternative network to be handed-over in order 
to stream a video without interruption after this. 
In addition, the mobile user has to request a 
service migration from the available RSUs in 
order to stream a video when α ≥ 0.4 for the RSU 
3. Table 4 shows the decision making results to 
find the sequence of RSUs that the mobile users 
will attach. It will either handover to available 
networks or request to service localization. 
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Table 4. Mean resposne times of RSUs for scenario II 

α RSU 1 RSU 2 RSU 3 

0.1 73.9s 37s 55.5s 

0.2 83.1s 41.6s 62.4s 

0.3 95s 47.6s 71.4s 

0.4 110.7s 55.5s 83.2s 

0.5 132.8s 66.6s 99.9s 

0.6 165.9s 83.2s 124.8s 

0.7 220.8s 110.9s 166.3s 

0.8 330.1s 166.3s 249.1s 

0.9 653.8s 331.7s 496.3s 

 
Hence, for such cases, we may consider the 
mobile user to start streaming the video from the 
RSU 1 as it firstly hits the coverage area of the 
RSU 1. When the mobile user reaches the 
coverage area of RSU 2, after some time, the 
mobile user might have to handover the service 
to available RSUs when 0.1<α<0.6 as shown in 
Table 4. However, the mobile user can be 
handed-over to the other RSUs to carry on its 
service without interruption when α≤0.5 for RSU 
2. 
  

Table 5. Comparison of mean response time results in the 
absence of the proposed approach (PM: Proposed model 

and APM: Absence of the proposed model) 

 
RSU 1 RSU 2 RSU 3 

α PM APM PM APM PM APM 

0.1 73.9s 76.4s 37s 38s 55.5s 56.8s 

0.2 81.1s 90.2s 41.6s 43s 62.4s 63.3s 

0.3 95s 98.7s 47.6s 50.6s 71.4s 75.2s 

0.4 
110.7

s 
120.8

s 
55.5s 60.2s 83.2s 89.7s 

0.5 
132.8

s 
143.8

s 
66.6s 80.8s 99.9s 110.9s 

0.6 
165.9

s 
200.1

s 
83.2s 90.3s 124.8s 140.1s 

0.7 
220.8

s 
300.6

s 
110.9s 150.4s 166.3s 183.2s 

0.8 
330.1

s 
440.2

s 
166.3s 223.5s 249.1s 320.4s 

0.9 
653.8

s 
700.2

s 
331.7s 452.7s 496.3s 520.8s 

 

In order to show the effectiveness of the 
proposed model the performance results 
presented in Table 4 are also considered and 
presented in Table 5 in the absence of the 
proposed approach. It is clearly evident from the 
Table 5 that the proposed model increases the 
system performance significantly. The mean 
response time results show that all of the RSUs 
become quickly busy when the proposed model 
is not considered. However, the response times 
of each RSUs decreases (in other words, each 
RSUs respond much quicker) when the proposed 
model is applied. Thus, the QoS of each RSUs 
increase in terms of response time when the 
proposed model is considered.  
 
Both scenarios demonstrate how various cases 
may be constructed considering the proposed 
model. It is clearly seen from the results that 
network slicing factor α, affect the system 
performance significantly. Hence, the proposed 
model can be used to analyze the overall 
performance of each scenario. This will lead the 
mobile users to choose an existing network to be 
served without interruption. In other words, the 
mobile users will decide to select the available 
RSU with better performance. Thus, this model 
can be applied as a network slicing framework in 
vehicular environments to improve QoS.  

6. CONCLUSION 

This paper proposed an analytical modelling 
approach and QoS provisioning for E2E network 
slicing service management framework in 
vehicular environments. The proposed model 
requests services directly from the available 
RSUs rather than offered services by the physical 
resources. Thus, this will simplify the process for 
end users and also gives opportunities to direct 
mobile user requests to the most appropriate 
RSUs or to run a service closer to the mobile user 
location. The proposed model calculates the 
increase in delay as a user moves while streaming 
a video. It offers the perspective of considering 
the response time of the each RSU in the system 
before the user requests a service. The mobile 
user can make a decision by analysing the RSU. 
It may either handover the service to available 
RSUs or requests to migrate the service to closer 
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location without an interruption while streaming 
a video. Overall, the results were convincing and 
show that the proposed approach can be useful in 
real networks to maintain QoS for the mobile 
user in vehicular networks.  
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Assesment of Power Quality Disturbances For Grid Integration of PV Power 
Plants 

Gökay BAYRAK*1, Alper YILMAZ 

ABSTRACT 

Power Quality problems, which have become an important consumer issue in recent years, are defined 
as changes in voltage, current, or frequency in the power system. Among the factors affecting energy 
quality in grid-connected PV systems are island mode operation, current and voltage harmonics, 
transients, flicker, interruption, DC offset, notches, frequency changes, voltage sag/swell, voltage 
imbalances in the system and power factor. Several transmission and distribution losses consist of both 
the consumers and the generators sides because of the power quality problems. The integration of PV 
power plants to the main grid will cause several power quality problems so a reliable operation of the 
grid with PV power plants is a significant issue for a distributed generation. Thus, the first step in 
preparing a reliable algorithm for detecting power quality events occurring in the current grid is to model 
a power system in which power quality impairments can be analyzed. In this study, the power quality 
disturbances that occur in the low-voltage grid that is fed through both the main grid and the grid-
connected PV system are modeled and investigated. Developed electric power distribution model 
includes simulation of voltage sags caused by the three-phase fault, transformer energization and 
asynchronous motor switching, voltage swells caused by the three-phase fault, transients due to large 
capacitor bank switching, harmonics and notches caused by the load connected via the power converter. 
Examination of the power quality disturbances with simulation clearly revealed the resulting waveforms, 
the response of the electrical power system to the fault conditions. Another advantage of the realized 
study is that the developed model can be used to measure the performance of the PV connected 
distributed generation system in fault detection and classification studies. 

Keywords: Distributed Generation, Power Quality Disturbances, Grid-Connected PV Systems 

 

1. INTRODUCTION 

The ever-increasing involvement of new 
consumers in the electricity grid, changes in user 
needs, electricity market expectations, and 
extreme dependence on today's society's 
advanced technological services are triggering 
more reliable and more flexible electrical 
infrastructure work. For this reason, integration 
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of renewable energy sources into the existing 
electricity network and the identification and 
prevention of power quality (PQ) problems have 
become a priority issue [1]. 

PQ parameters are a set of limits that allow an 
equipment to operate as intended without 
significant performance and life expectancy loss 
[2]. Any PQ problem that causes voltage, current 
and frequency deviations can lead to failure of 
consumer equipment or improper operation of 
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equipment. Among the factors for power quality 
are island mode operation, harmonics, transients, 
flicker, interruption, DC current injection, noise, 
notches, frequency changes, voltage sag/swell, 
voltage imbalances in the system and power 
factor. 

Distributed energy sources, which are increasing 
in popularity each year in the electrical energy 
market, play an important role in overcoming the 
global energy crisis. The rapid decline in the 
production costs of photovoltaic (PV) power 
plants over the last few years has led to the rapid 
development in PV energy systems. The 
integration of a grid-connected PV system with 
the existing grid and the identification of PQ 
problems and the establishment of conditions for 
identifying these problems have become an 
important issue. 

The first step in preparing a reliable algorithm for 
detecting and mitigation PQ events occurring in 
the current grid is to model a power system in 
which PQ disturbances can be analyzed [3]. 
Classification based fault detection methods 
(artificial neural networks [4], decision trees, 
support vector machines [5], feature extraction) 
and field alternating fault methods (Fourier and 
Wavelet transform) utilize the fault signals 
obtained by modeling the electrical grid [6-8].  

Waveforms of power quality impairments can be 
obtained by mathematical methods, simulation 
studies and real-time data obtained through the 
power system. It is proposed by a mathematical 
method for the analysis of waveforms resulting 
from PQ problems [9]. A Labview-based power 
quality signal generator has been proposed that 
can reproduce PQ disturbances that overlap with 
actual system data in another study [10]. One of 
the studies carried out, detection and 
classification of islanding and PQ disturbances 
were performed in a distributed generation (DG) 
based hybrid power system connected to the 
main grid [11]. In [12], PQ disturbances were 
identified and classified using real data collected 
from the system. 

In this paper, the PQ disturbances that occur in 
the low-voltage grid that is fed through both the 
main grid and the 1 MWp grid-connected PV 
plant are modeled in MATLAB / Simulink 
environment. Developed electric power 

distribution model includes different types of PQ 
disturbances simulation such as voltage sags, 
voltage swells, transients, harmonics and 
notches.  

2. POWER QUALITY DISTURBANCES IN 
GRID-CONNECTED PV PLANTS 

Different international standards for regulating 
power quality have been established. For 
example, IEEE 1547 standards set limits for total 
demand distortion (TDD) and amplitude of 
harmonic currents delivered to the main grid by 
grid-connected PV systems [13, 21]. Another 
important standard for research is the IEEE Std. 
519, which specifies voltage and current 
harmonic limits [14]. Apart from these, IEEE 
Std. 1159 offers some suggestions for monitoring 
the quality of power events [15]. In this study, the 
fundamentals of the power quality events and the 
restrictions that are defined for the reliable grid 
operation are investigated. 

2.1. Voltage Fluctuation 

When PV power plants enter and exit the circuit, 
it may cause a voltage drop or rise. These values 
are limited to ± 3.3% V according to IEC 61000-
3-3 standards [16]. In addition, the effective 
value of the voltage provided by the PV plant 
may deviate by ± 10% of the nominal value at 
95% of the year, according to the standards. 
When voltage analysis is performed, the limit 
values that the system can tolerate should be 
analyzed. 

2.2. Long and Short-time Voltage Variations 

Variations in the effective value of the nominal 
voltage that occurs over a period of more than 
one minute are called long-term voltage 
variations, while short-term changes in the 
nominal voltage of the grid are called short-term 
voltage variations. Depending on the magnitude 
of the voltage change, long-term voltage 
variations can be classified as under-voltage, 
over-voltage, and continuous interruption. 

Voltage sag/dip is defined as a 10% to 90% 
reduction in effective voltage, limited to a time 
interval of 10 ms to 60 s on a system operating 
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under nominal conditions (IEEE Std. 1159). This 
disturbance is caused by the switching of high 
power motors, overloads and short circuit faults 
along the line. 

Voltage swell is defined as a 110% to 180% 
increase in voltage, limited to a time interval of 
10 ms to 60 s on a system operating under 
nominal conditions (IEEE Std. 1159). Along 
with being a type of malfunction that is not often 
seen in the electrical system, the maneuvers in 
the power system, such as the disconnection of 
large inductive loads or the actuation of large 
capacitor banks, result in voltage swells. 
Depending on the fault location and power 
system conditions, a fault or PQ problem may 
cause a voltage drop, swelling or interruption. 
Waveforms of voltage sag, voltage swell, and 
voltage interruption are shown in Fig. 1. 

 

 
       (a)                                           (b)                   

 
                                 (c) 

Figure 1. Signal samples of (a) Voltage Sag, (b) Voltage 
swell, (c) Voltage interruption  

2.3. Voltage Imbalance 

For the low-voltage (LV) system, the imbalance 
should not exceed 2% in 95% of the 
measurement time according to the EN 50160 
standards, which are based on only the negative 
component of the voltage. In order to prevent 

voltage imbalance, the power of the PV plant 
must be distributed equally. 

2.4. Harmonics 

The ratio of the total effective value of the 
harmonics outside the fundamental harmonic in 
the voltage and current waveform to the effective 
value of the fundamental harmonic is defined as 
the total harmonic distortion (THD). 

THD =
ඥ∑ 𝑉௡ଶஶ

௡ୀଶ
𝑉ଵ
൘                                           (1) 

where 𝑉௡ is the amplitude of the n-th harmonic 
components,  𝑉ଵis fundamental componenet. 

Depending on the IEEE 519 standards, the total 
harmonic distortion for voltage in the power 
system is limited to a maximum of 8% in low 
voltage grids. In addition, each harmonic value is 
limited to be less than 5%. The most commonly 
used power quality standards for low voltage 
systems are IEC 61000-2-2, IEC 61000-3-2, and 
61000-3-4 respectively. According to these 
standards, the THD amount must be less than 8% 
up to the 40th harmonic value. Fig. 2 shows 
harmonics caused by the universal bridge 
connection.  

 
Figure 2. Harmonics caused by universal bridge 

connection 

2.5. Notches 

The notch is a voltage waveform distortion of the 
converter in a period of the voltage in a system 
operating at the grid frequency, which is 
proportional to the number of pulses of the 
converter [17]. This distortion is shorter than half 
a period. Since the frequency components 
generated by the notch effect are too high, they 
cannot be identified with conventional harmonic 
measuring devices. According to the IEEE 519-
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2014 standard, the notch area and the depth-
dependent limit values are as shown in Table 1. 

Table 1. Notch area and depth definition (IEEE 519-
2014) 

System 
Special 

Applications 
General 
System 

Systems with 
Converters 

Notch 
Depth %10 %20 %50 

Notch 
Area (𝑨𝑵) 16400 22800 36500 

Notch area 
and depth 
definition 

(IEEE 
519-2014) 

 
 

% notch depth =d/V×100 

AN = td = u sec × volt 

 

2.6. Transients 

Transients that can be examined in two classes, 
oscillatory and impulsive, are undesirable 
momentary events in power systems. These 
events occurred in less than half a period [18]. 
Impulsive transients are usually sudden and 
unidirectional distortions caused by lightning 
strokes. In oscillatory transients, the resultant 
change in polarity of the current or voltage 
occurs very quickly, resulting in bi-directional 
distortions. Oscillatory transitions are caused by 
switching off/on large loads, energization of the 
capacitor banks or the energization of the 
transformers. The voltage signal waveform 
containing the transient is given in Fig. 3.  

 
Figure 3. Transient disturbances waveform 

3. DEVELOPED ELECTRICAL POWER 
DISTRIBUTION MODEL 

This study includes simulation of voltage sags 
and swells, transients, harmonics, voltage 
fluctuations, and notches. In this paper, effective 

value conversion was used to observe the effect 
of power quality disturbances on the voltage. 

𝑈ோெௌ=ටଵ

ெ
∑ 𝑢ሺ𝑖ሻଶெ
௜ୀଵ                                          (2)      

where M is window size and  𝑢ሺ𝑖ሻ is the voltage 
waveform is the i-th sample.                                               

3.1. PV Plant Modeling 

Fig 4 shows the developed grid-connected PV 
system [19, 20] has sub-models consisting of a 
PV plant, H-bridge converter, MPPT controller 
module, load and the grid connection modules. 
The 1 MWp PV power plant is connected to the 
DC line via the three-phase inverter and the 
three-phase inverter output is connected to the 
10.5 kV Bus1 via the LCL filter.  

 
Figure 4. Developed a grid-connected PV system for 

residential power plants [17] 

3.2. Electrical Power Distribution Model 

In order to detect PQ problems, the response of 
the power system should be observed first in case 
of a fault. The simulation model was developed 
using MATLAB / Simulink which is shown in 
Fig. 5. The simulation model realized include 
phase-to-phase and phase-to-ground short circuit 
faults, starting with a large powerful 
asynchronous motor, transformer energizing, 
capacitor bank switching and system behavior 
under nonlinear load.  
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Figure 5. Matlab/Simulink model of the developed 

electrical power distribution system  

The power distribution system model consists of 
10.5 kV main grid, 10 MVA generator, 1 MWp 
grid-connected PV plant, a delta/star connected 
step down two windings transformer, inductive 
and resistive loads, induction motor, capacitor 
bank and three phase nonlinear load. The 
transformer of 10.5 kV/0.4 kV supplies three-
phase nonlinear (20 kVA RL load) and normal 
(150 kVA RL load) loads, squirrel-cage 160 kW 
induction motor at the point of common coupling 
(PCC). 0.4 kV load bus also equipped with 50 
kVA capacitor bank. 

4. ASSESSMENT OF POWER QUALITY 
ISSUES  

In this section, several grid conditions are 
investigated to indicate the power quality effects 
of the PV power plant to the main grid and the 
other electrical equipment. In three-phase 
systems, faults between phases and between 
phases and ground can be examined in two 
groups, symmetric and asymmetric. Fig. 6 shows 
the effective values of the voltages resulting from 
the fault occurring as a result of the short-
circuiting of the three phases between 0.15 and 
0.25 seconds. The resulting fault is symmetrical 
because it creates similar effects on all three 
phases. 

 
Figure 6. Effective values of voltages that occur as a 

result of three-phase short circuit fault 

Fig. 7 shows the changes in the effective values 
of the voltages of the phases during faults 
between A and B phases between 0.1 and 0.2 
seconds. The short circuit fault resistance on the 
model is selected as 7 ohms.  

 
Figure 7. Effective values of phase-to-phase voltage 

resulting from faults 

As a result of the simulation, voltage swell occurs 
in phase C, while voltage sag is observed in 
phases A and B. As seen in the Fig. 7, two-phase 
faults, single phase-to-ground, and two phase-to-
ground faults show asymmetrical characteristics.  

The breaker of the transformer was closed at 0.05 
second on the model for the analysis of the 
voltage sag that occurred as a result of 
transformer energization. As a result of 
transformer energization, the change in 
instantaneous and effective values of phases A, 
B and C is given in Fig 8. FFT analysis used in 
determining the harmonic distortion is shown in 
Fig. 8(b). Because of the different phase angles, 
there is also a difference in the size of the voltage 
sag of each phase. The collapse of the voltage 
resulting from the impulse current and the 
saturation of the core caused a sudden drop in the 
system voltage and a long period of stabilization 
began. Simulation studies have shown that the 
voltage sag is larger when transformer power or 
line power is increased. In the FFT analysis, it 
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was observed that the n-th harmonic components 
were most affected by transformer energization 
of 2nd, 6th, 12th and 18th harmonics. 

 

(a) 

 

(b) 

Figure 8. The transformer energization results in (a) the 
change in the instantaneous and effective values of phases 

A, B and C, (b) FFT analysis 

The voltage waveforms of phases A, B, and C at 
the 400 V low voltage bus as a result of the 
asynchronous motor start-up are shown in Fig 9. 
Simulation duration is 0.3 seconds and 0.02nd 
seconds the asynchronous motor is activated by 
closing the circuit breaker. As a result of the 
voltage sag event, a voltage drop of about 15% in 
the voltage effective values of the 400 V bus has 
been observed. Simulation studies have shown 
that the amount of sag depends on the power of 
the motor. The resulting fault showed a balanced 
distribution unlike the transformer energization 
and each phase voltage showed similar behavior. 

 
Figure 9. Voltages in the result of induction motor start-

up 

In order to investigate the power quality 
disturbance caused by the switching of the 
capacitor bank, 0.4 kV 50 kVA capacitor bank 
connected to the 400 V bar on the model was 
switched on with the help of a phase breaker (Fig. 
4). Fig. 10 shows capacitor bank switching upon 
closing of the breaker at 400 V feeder line causes 
transient in voltage at low voltage bus at 0.03 
seconds. In this short-time event, the effective 
value of the voltage increased about twice, 
especially in phase B, and the system frequency 
changed. After the time of the first uprising, this 
oscillation continued to increase and decrease in 
voltage and settled at the latest nominal value. 
Size of capacitor bank affects the voltage 
transient frequency. The low voltage transient 
frequency is caused by very large capacitor 
banks. Increasing the amount of load causes a 
higher damping factor.  

 

Figure 10. The voltage waveforms resulting from the 
switching of the capacitor bank 

A nonlinear load is also fed through a switched 
converter to observe the notch formation. Figure 
11 shows that each notch has a depth and a 
duration similar to those of the other. It is seen 
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that the harmonic values of 5th, 7th, 11th and 13th 
components are high in the FFT obtained as a 
result of notch formation. The location and depth 
of the voltage notch depend on the ignition angle 
control of the converter. The notch width 
depends on the amount of inductive load and 
increases as the number of load increases. 

 

Figure 11. Voltage notch waveforms at low voltage bus 

5. DISCUSSION AND CONCLUSION 

In this study, the power quality (PQ) disturbances 
that occur in the low-voltage grid that is fed 
through both the main grid and the 1 MWp grid-
connected PV plant are produced by using 
developed electrical distribution model in 
MATLAB/ Simulink environment. Examination 
of the PQ disturbances with simulation clearly 
revealed the resulting waveforms, the response of 
the electrical power system to the PQ 
disturbances conditions.  

The advantage of the realized study is also that 
the developed model can be used to measure the 
performance of the PV connected distributed 
generation system in fault detection and 
classification studies.  
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Performance Comparison for Series and Parallel Modes of a Hybrid Electric 
Vehicle 

Halit Yaşar1, Gökhan Canbolat2* 
 

ABSTRACT 

Recently, the studies in the automotive sector has concentrated on hybrid electric vehicle. The better 
results in fuel economy and vehicle performance values have been achieved with the hybrid electric 
vehicle technology. In this study, the fuel consumption and vehicle performance values are compared to 
the series and parallel hybrid electric modes of a conventional street sweeper by using AVL Cruise. 
Nowadays, there are many driving cycles used in the analysis of fuel consumption and vehicle 
performans. However the current driving cycles are not appropriate for the vehicles designed for a 
particular functions (carrying, lifting, sweeping etc.) such as street sweepers in terms of velocity and 
functionality. For this reason, a driving cycle is constructed by taking into consideration the daily tasks 
of the street sweepers with the help of AVL Cruise. The series and parallel hybrid electric configurations 
of the street sweeper were analyzed separately. Consequently, the demanded power (kW) from the 
internal combustion engine and its fuel consumption (L/h) were investiageted under the specific 
operating conditions in the driving cycle. The simulations show that the series hybrid mode has better 
fuel economy and vehicle performance. 

Keywords: Hybrid Electric Vehicle, Simulation, Fuel Consumption, Vehicle Performance 

 

1. INTRODUCTION 

Since the efficiency of electric motors is higher 
than the internal combustion engines, many 
studies are being done on hybrid electric 
vehicles. But the current world conditions and 
technology have not been able to found a suitable 
environment to pass all-electric vehicles. 
Therefore, automotive companies have 
concentrated on hybrid electric vehicles before 
the all-electric vehicles. To ensure the 
sustainable development of the automotive 
industry, the research and development of 
electric drive systems with clean energy become 
a national consensus [1]. 
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Hybrid electric vehicle technology is much more 
complex than conventional vehicles. Basically, 
the hybrid electric vehicles can be divided into 
series and parallel hybrid vehicles [2]. The 
design of the hybrid electric vehicles requires 
more effort and time than conventional vehicles. 
Simulation software packages have become 
indispensable in vehicle design. There are many 
simulation packages such as AVL Cruise, 
Amesim, Advisor, Adams, Msc Easy 5, Psat, etc. 
[3].  

In the literature, there are a great number of 
studies Hybrid Electric Vehicle (HEV) vehicle 
simulations performed by using ADVISOR [2, 4-
16]. In addition, AVL Cruise software developed 
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for this area has taken place in many automotive 
projects. AVL Cruise is a simulation program 
used in the design of vehicle and vehicle drive 
systems. Cruise enables modeling for vehicle 
design and optimization in specific applications 
such as fuel consumption, emission, acceleration 
and driving cycle tests. Previous works have 
shown the validity of AVL Cruise software and 
some works are presented here. Briggs et al. [3] 
studied that simulating of non automotive 
vehicles is higly hard according to passenger 
cars. A diesel-electric hybrid bus and an Internal 
Combustion Engine (ICE) triggered forklift is 
studied in the paper and concluded that the 
standard driving cycles are appropriate for this 
vehicle. Teixeira et al. [17] compared the the 
vehicles powered by electric motors to engine 
powered vehicles in terms of carbon dioxide 
emission and fuel economy. They presented that 
electric vehicles consumes the energy near four 
times lower than conventional vehicles at the 
standart driving cycle conditions. Wı et al. [18] 
focused on fuel consumption reduction by 
changing the power systems of sterring. The 
results demonstrate that a 1% vehicle fuel 
economy improvement can be achieved in a 
vehicle with a steering system which has electro 
hydraulic power compared to vehicle which has 
hydraulic power steering system. In addition, a 
1.7% vehicle fuel economy improvement can be 
achieved using a full electric power steering 
system in a FTP-75 driving cycle. Oh et al. [19] 
conducted modeling of vehicles powered by 
gasoline and diesel ICE for testing 10 passenger 
cars in 7 types of driving mode. The simulations 
are performed by variance of driving modes and 
the types of vehicles, and the accuracy of the 
simulations results are verified by the chassis 
dynamometer. It is informed that the accuracy of 
simulations in termes of fuel economy and 
CO2 emission are found compatible with test data 
results.  

There is no HEV simulation study on street 
sweepers. In this article, an appropriate driving 
cycle was developed for Hybrid Electric Street 
Sweepers (HESS) by using Random Cycle 
Generator (RCG) of AVL Cruise. The series and 
parallel hybrid configurations of the HESS were 
simulated in this driving cycle. AVL Cruise 
simulations were performed to compare the 

series and parallel hybrid drivetrain 
configurations based on fuel consumption and 
vehicle performance.  

2. THE DRIVETRAIN SYSTEMS OF 
HYBRID ELECTRIC VEHICLES 

HEV are defined as vehicles with more than one 
energy source. Hybrid electric vehicles mainly 
consist of an ICE which generates the power, an 
energy storage system and an EM. 

HEVs are mainly divided into two main 
configurations, serial and parallel [4]. In series 
hybrid electric vehicles, the ICE is used in the 
generating electric energy and EM is used for 
driving the vehicle (Figure 1.). The lack of a 
coupling system between the EM and the ICE in 
series hybrid electric vehicles facilitates the 
design of these vehicles. ICEs are used for the 
generating the electrical energy that will drive the 
vehicle. In addition, the most important 
advantage of series hybrid electric vehicles is that 
the internal combustion engine is operated at a 
constant speed, resulting in low fuel consumption 
and high efficiency. 

 

 
Figure 1.Series hybrid configuration 

 

Another configuration is parallel hybrid electric 
vehicles (Figure 2.) In parallel hybrid 
configuration, the vehicle can be drived by an 
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ICE or EM or together depending on changing 
driving conditions. Parallel hybrid configuration 
is more complex than series hybrid 
configuration. In a parallel hybrid configuration, 
a power split unit is required to separate the ICE 
and EM. Depending on changing driving 
conditions, EM or ICE can be driven at different 
times. 

 
Figure 2. Parallel hybrid configuration 

 

3. MODELING AND SIMULATION 

In recent years, simulations have become a 
common tool used in vehicle design. In this 
study, the powertrain of a hybrid electric street 
sweeper is modeled. A driving cycle suitable for 
the daily operating conditions of street sweepers 
was created by using AVL Cruise software. 

 

3.1. Creating an Appropriate Driving Cycle 

Driving cycles are needed when examining 
vehicle performance, fuel consumption and 
exhaust emissions. Driving cycles are used to 
compare goals. Because they are usefull to 
estimate the exhaust emissions, fuel economy 
and performance [20]. In the the past a few 
decades, countries developed a variety driving 
cycles for urbans (Federal Test Procedure 72 
(FTP-72), the New European Driving Cycle 

(NEDC), Japan 10 15 Mode and highway driving 
cycles like US 06, Highway Fuel Economy Test 
(HWFET)) [21]. 

 

 
Figure 3. The vehicle velocity according to driving cycle 

 
Figure 3. shows the driving cycle created for the 
hybrid electric street sweeper. This driving cycle 
was created by taking into account the daily tasks 
and operating conditions of the vehicle. The 
driving cycle consists of 1400 s and two driving 
modes (Transport and Sweeping). In the cycle, 
the range of 0-400 s represents the tranport mode 
and during this mode, the speed of the vehicle is 
set at maximum 25 km / h. Also during the 
transport mode the vehicle only moves from one 
location to another without sweeping. In the 
driving cycle, the range of 400-1400 s represents 
the sweeping mode, during sweeping mode fan, 
sweeping and water pump motors are operated. 
During the sweeping mode, the average speed of 
the vehicle is set at 8 km / h, which is the most 
efficient sweeping velocity obtained from the 
field conditions.  
 
In order to reflect the actual values, brakes and 
accelerations were added in driving cycle. The 
fluctuations seen in the cycle are the result of the 
added brakes and accelerations. 

3.2. Hybrid Electric Street Sweeper 

Hybrid electric vehicles have better fuel 
economy, lower emissions and energy efficiency 
than conventional vehicles. In recent years, many 
hybridizations studies on heavy vehicles and 
electric propulsion systems have been developed 
for these vehicles [22]. 
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Table 1. The basic characteristics for the hybrid elektric 
street sweeper 

Vehicle Mass (kg) 2500 

Frontal Area (𝑚ଶሻ 𝐴௙=2,2 

Drag Coefficient 𝐶஽=0,65 

Rolling Resistant 
Coefficient 

µr=0,01 

Vehicle-Width (mm) 1400 

Vehicle-Length (mm) 3700 

Vehicle-Height (mm) 1650 

Wheel-Radius (mm) 320 

Air Density (kg/𝑚ଷሻ 1,25 

Maximum Speed (km/h) 25 

 

The general characteristics of the vehicle 
modeled in this study are given in Table 1. In 
addition, the 3-D model contructuded with 
Solidworks software is presented in Figure 4. 

 

 
Figure 4. Hybrid electric street sweeper 

 
In this study, a four-stroke and turbocharged 
diesel engine was selected for the hybrid electric 
street sweeper. As a result, it is predicted that the 
most suitable engine in terms of performance and 
geometry is a Mitsubishi diesel engine. The 
technical characteristics of the ICE were given in 
Table 2. The selected internal combustion engine 
is modeled with AVL Cruise and interpolations 
were made for different speeds (rpm). 
 

Table 2. The technical specifications of internal 
combustion engine 

Internal Combustion 
Engine 

Mitsubishi 

Type 
4-stroke, cylinder in 
line, direct injection, 

turbocharged 
Number of cylinders 4 

Displacement volume (𝑐𝑚ଷ) 3331 

Compression ratio 17:1 

Bore (mm) - Stroke (mm) 94 - 120 

Engine Power (kW/rpm) 36,8 / 1500 

Engine Torque (Nm/rpm) 196 / 1500 

 
Once the internal combustion engine was 
selected, the required step is the choice of the 
appropriate generator. The demanded torque 
values in the vehicle must be calculated correctly 
and the generator selection is important. In this 
study, a Gensan alternator was chosen by 
considering the vehicle's sweeping functions as 
well as the torque required to move the vehicle. 
The technical characteristics of the selected 
generator are given in Table 3. 
 

Table 3. The technical specifications of generator 

Generator GENSAN 

Continuous Power (kVA) 30  

Standby Power kVA) 33  

Speed (rpm) 1500 

Frequency (hz) 50 

Voltage (V) 231/400 

 
During the sweeping mode shown in the driving 
cycle, generator selection is made by taking into 
account that the electric motor, fan motor, brush 
motors and water pump are activated. 
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Table 4. The technical specifications of the motor which 
drives the vehicle 

AC Motor 
3-Phase, 2-Pole, 

Asynchronous Motor 

Power (kW) 15 

Speed (rpm) 3000 

Current (A) 28,6 

Torque (Nm) 48,8 

Cos (φ) 0,89 

Efficiency (Ƞ) %89 

Mass (kg) 81 

 
When selecting the electric motor; air, rolling, 
acceleration resistance forces acting on the 
vehicle are taken into account. 

3.3. The Modeling of The Series and Parallel 
Hybrid Electric Configurations 

Vehicle control algorithm for the hybrid electric 
street sweeper vehicle according to the driving 
cycle and the daily operating conditions is 
created. AVL Cruise models are constructed for 
the series and parallel hybrid modes of vehicle. 
Figure 5. and Figure 6. represent the series and 
parallel hybrid electric vehicle models. The 
model was created by using AVL Cruise 
software. Each box in the models represents one 
module and each module can be arranged 
according to the requirements of the user. The 
blue and red lines in the models show the 
mechanical and electrical connections, 
respectively. In addition to mechanical and 
electrical connections, each module is connected 
to each other via a communications network. 
Modules communicate with information by 
networks with each us. This control algorithm is 
the result of the operating conditions of the 
vehicle, which is also determined by the driving 
cycle. 

 

It is seen in the Figure 5. that the HEV  is driven 
only by the EM. The internal combustion engine-
generator module is only used to generate the 
electrical energy required for the electric motors. 
In addition, the sweeping components are 
controlled according to the driving cycle. 

 
Figure 5. Series hybrid electric model by using AVL 

Cruise 

 
Figure 6. shows the AVL Cruise model for the 
parallel hybrid electric road sweep vehicle. As it 
seen in the model, a parallel hybrid electric 
vehicle can be driven by an internal combustion 
engine or an electric motor with the aid of a 
power split unit. The vehicle can also be driven 
simultaneously with the ICE and the EM to meet 
the demanded total power according to the 
driving conditions. 
 

 
Figure 6. Parallel hybrid electric model by using AVL 

Cruise 

In order to compare the series and parallel hybrid 
mode in respect of the fuel consumption and 
vehicle performance, the vehicle was driven only 
by the electric motor during sweep mode, but in 
transport mode the electric motor is used for 
series hybrid mode and the internal combustion 
engine is used for the parallel hybrid mode. 
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4. SIMULATION RESULTS 

The simulations were conducted to compare 
series and parallel hybrid electric street sweeper 
in terms of fuel consumption and vehicle 
performance. According to the driving cycle, the 
sweeping components are operated through the 
sweeping mode and driven by the electric 
motors. Detailed technical informations about 
the used electric motors are supplied from the 
manufacturers and integrated into AVL Cruise 
software. In addition, during sweeping mode, the 
vehicle is powered by an EM in series and 
parallel hybrid modes, since the sweeping 
components are active and the velocity of the 
vehicle is very low. Therefore, the fuel 
consumption and vehicle performance values for 
the series and parallel hybrid modes will be same 
during the sweeping mode, so the comparisons 
will be detailed for the transport mode. 

 

 
Figure 7. The demanded power accordig to driving cycle 

for series and paralel cases 

 

Figure 7. shows the required power (kW) values 
for series and parallel hybrid cases. The range of 
0-400 s represents the transport mode, and during 
this prosess, the average power values required 
for serial and parallel hybrid situations are 10 and 
25 kW respectively. These results with AVL 
Cruise simulations show that for the series hybrid 
situation, 60 % less power is required. The 
fluctuations shown in Figure 7. are the result of 
accelerations and brakes added to the driving 
cycle and are intended to reflect the real values. 
The power values indicate that less power is 
demanded for the series hybrid mode because the 
vehicle is driven only by EM during the series 
hybrid mode. AVL Cruise simulations clearly 

demonstrate that EMs have higher efficiency and 
torque at lower speeds than ICE. 

 

During the sweeping mode (400-1400 s), as 
shown in Figure 7. sweeping components (brush, 
water pump and vacuum fan) are activated and 
the vehicle is driven by electric motor only. 
During this mode the internal combustion engine 
is only used for generating electricity with the aid 
of the alternator and operated at constant speed 
(1500 rpm). The total demanded power during 
the sweeping mode is 18 kW, which can rise to 
23 kW according to the driving cycle conditions. 

 

 
Figure 8. Fuel consumption variation for series and 

paralel hybrid cases according to driving cycle 

Figure 8. presents the fuel consumption values of 
the HESS according to the driving cycle. During 
transport mode, the sweeping components are not 
activated. During this mode, average fuel 
consumption values for serial and parallel hybrid 
situations are seen as 3.8 L/h and 6.2 L/h 
respectively. When for the sweeping mode in the 
driving cycle, the sweeping components start to 
be driven by EMs, in addition to which the 
vehicle is driven only by an EM. During 
sweeping mode, the average fuel consumption 
value is 6 L / h. 

 

CONCLUSION 

In this paper, simulation on series and parallel 
hybrid configurations of a hybrid electric street 
sweeper were carried out by using AVL Cruise. 
The powertrain of the vehicle is modeled and the 
control algorithm of the vehicle is presented 
according to driving cycle (transport and 
sweeping mode). The control block diagrams of 
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the vehicle in terms of mechanical, electrical and 
informational connections were constructed to 
reflect the real driving conditions. 

 

Due to the fact that the current driving cycles are 
not appropriate for such vehicles, necessitates to 
create of a appropriate driving cycle for the daily 
working and speed conditions of the street 
sweepers increased. For this reason an 
appropriate driving cycles for street sweeper is 
created by considering the real operation 
conditions of these vehicles. 

 

The simulation results clearly show that fuel 
consumption and emissions in series hybrid 
configuration were lower compared to the 
parallel hybrid case. The reason is that the ICE 
runs at a constant speed in series hybrid mode 
during the transport mode. On the other hand, the 
engine speed is variable in parallel hybrid mode. 
Therefore, the high combustion efficiency 
provides the lower fuel consumption.  
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Autonomous flight performance improvement of a morphing aerial robot by 

aerodynamic shape redesign 

Harun Çelik*1 , Tuğrul Oktay2 , Metin Uzun3 

Abstract 

In this article, autonomous flight performance of an unmanned aerial robot is advanced by benefiting 

aerodynamic nose and tail cone shapes redesign both experimentally and computationally. For this 

intention, aerodynamic performance criteria (i.e. maximum fineness) of a scaled model of autonomous 

aerial robot called as Zanka-II manufactured at Erciyes University Faculty of Aeronautics and 

Astronautics Model Aircraft Laboratory is first observed in subsonic Wind Tunnel. Results obtained in 

such wind tunnel are subsequently validated using computational fluid dynamic (CFD) software (i.e. 

Ansys). Therefore, nose and tail cone of fuselage are improved in order to improve maximum fineness 

of the autonomous aerial robot. Finally, a novel scaled model using optimum data is redesigned and 

placed in Wind Tunnel to validate Ansys results with experimental results. By using geometrical data of 

ultimate aerodynamically optimized aerial robot, better autonomous flight performance is achieved in 

both simulation environment (i.e. Matlab and Simulink) and real time flights. 

Keywords: aerodynamic shape, aerial robots, autonomous performance, nose cone, tail cone 

 

Nomenclature  

α Angle of attack 

CD Drag Coefficient 

CL Lift Coefficient 
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CFD Computational Fluid Dynamic 

𝐸௠௔௫ Maximum fineness value 

𝑱 Cost function 

𝐾஽ Derivative gain 

𝐾ூ Internal gain 
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𝐾௉  Proportional gain 

PID Proportional–Integral–Derivative 

𝑇௥௧  Rising time 

𝑇௦௧  Settling time 

xwmp, xhmp aerial morphing parameters 

𝑊𝑇 Wind tunnel 

 Pitching angle of Aerial Robot 

%𝑂𝑆 Percent overshoot 

1. INTRODUCTION 

For around last five quarters, aerial robots have 

been largely performed for military tasks as well 

as in commercial operations because of the 

reality of that they have several eligibilities with 

respect to the traditional manned vehicles. Some 

of these eligibilities are cost-effective 

manufacturing and operation, not risking pilots 

on hazardous conditions, and elastic 

configuration for customer request. 

Various aerial robots have been used in aerial 

agriculture; for instance, crop monitoring and 

spraying, coast guarding such as sea lane and 

coastline, photography, conservation such as 

land monitoring and pollution during civilian 

missions. 

On the other hand, aerial robots have also been 

utilized for military operations. For example, 

they have been operated for navy such as 

decoying missiles via the emission of artificial 

signatures and shadowing enemy fleets; army 

such as surveillance and reconnaissance of 

enemy activity; and air force tasks such as radar 

system destruction and jamming, and airfield 

base security. Considerable diversity in the aerial 

robots is proposed in detail by [1]. Additionally, 

various scientific researhes on design, 

manufacturing and autonomous control of aerial 

robot have been currently investigated [2-7]. 

In order to obtain maximum performance for an 

air vehicle, several researhes are conducted on 

aerodynamic shape improvement [8-11]. In 

Several tail cone shapes such as elliptical tail 

cone, conical tail cone and spherical tail cone are 

tested in order to reduce drag [9]. Also, optimal 

wing shapes are investigated to obtain minimum 

drag for an experimental unmanned aerial 

vehicle by using an aerodynamic shape 

improvement algorithm [10]. These studies show 

that 30% of wing drag reduction can be achieved 

by aerodynamic shape improvements. In another 

research, improvement of free-to-rotate tail fins 

are performed [11]. Both steady and unsteady 

asymmetric flows among its designs in canard 

fins are calculated by solving the Reynolds-

Averaged Navier-Stokes solutions with Fluent 

[12-14]. The optimum tail fin reduced roll rate of 

the tail fins around 6%, and increased the normal 

force about 4%. 

In aerodynamic shape improvement studies, this 

is the first journal article considering 

aerodynamic nose and tail cone shape 

improvement for performance improvement of 

autonomous aerial robot by simultaneous design 

of a load-carrying aerial robot and autopilot 

system. Moreover, a stochastic optimization 

method is first time benefited for this purpose, 

hence the optimum value of cost function is 
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found accurately and fast. In addition, although 

smaller values of overshoot, settling time and rise 

time are satisfied during tracked trajectory, 

aerodynamic nose and tail cone shape 

improvement advanced autonomous flight 

performance considerably [15]. 

2. MORPHING MECHANISM OF THE 

AERIAL ROBOT 

Aerial robot wings yield the aerial robot to satisfy 

the flight conditions, but wings solely are not 

sufficient to satisfy the best flight performance in 

each condition. In order to achieve the optimal 

performance, mechanisms such as morphing 

flaps and wing tips that can change wing surface 

and aerial robot geometry during flight have 

studied by researchers and designers. After 

seeing accomplishment of these studies, 

placement of mechanical moving elements on the 

wing tips and remote control of wing tips are 

developed [16, 17]. In this study, both nose and 

tail cone of aerial robot are redesigned. Drawing 

of manufactured morphing aerial robot Zanka-II, 

and its side and upper view photos are illustrated 

in Figure 1. 

 

(a) 

 

(b) 

 

(c) 

Figure 1. Drawing of morphing aerial robot 

(morphing aspects are brown) (a), side (b) and 

upper view (c) photos of Zanka-II 

Each one of the wing system comprises gear 

teeth, micro motor, bidirectional mini brushing 

electronic speed controller (ESC), and M3 worm 

gear. As seen in Figure 2 (a), micro motor is a 

DC motor and operating between ranges 6-9 V, 

creates a torque of 1.8 kg. The gear motor is 

placed on the shaft of the related motor (see 

Figure 2 (b)). This gear operates with a second 

gear placed on the bearing compatibly (see 

Figure 2 (d)). In released state of the gear 

mounted on bearing, the gear has M3 tooth. For 

turning the engine right or left by the remote 

control, a bistable switch is used to send signal to 

ESC (see Figure 2 (c)). ESC is a bidirectional and 

brushed circuit, and works in two sides in terms 

of the incoming signal directly through the 
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remote control switch (see Figure 2 (e)). The 

direction of gear rotation determines moving of 

motor, and hence a mechanical system that has 

such a gear can lead screw in-or-outward 

smoothly (see Figure 2(f)). This movement 

results to moving of wing tip parts, and therefore 

provides alteration of the wing area. 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

 

(e) 

 

(f) 

Figure 2. Morphing mechanism. DC (a) and gear motor 

(b) placed on shaft. Servo motor placement in the wing 

(c). Electronic speed controller (d). Assembly of the 

expanding parts of the wing (e). 3D view of the moving 

part of the wing (f) 

3. AERODYNAMIC SHAPE 

IMPROVEMENT 

Aerodynamic shape improvement of an air 

vehicle can be achieved by maximum fineness 

ratio that is a combination of the lift and drag 

forces of the air vehicle. An increase in the lift 

force of the air vehicle increases the 

controllability, hence the distance of take-off and 

landing decrease, and similarly the decrease in 

the drag force reduce fuel consumption. 

Maximum fineness ratio can be defined as the 

ratio of the lift force to the drag force in general 

expression. However, solely increasing the lift 

force or decreasing the drag force for 

performance improvement may not be sufficient, 

since the drag force is proportional to the square 

of the lift force as given in (1). Therefore, 

examining (2) can be more accurate and reliable 

for aerodynamic improvement. 

0

2
D D LC C KC      (1) 
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0

max

1

2 D

E
KC

     (2) 

where DC  and LC  are drag and lift coefficient. 

0DC  depicts the drag force coefficient when the 

lift force is 0. 1 / ( )RK A e  where RA  is wing 

aspect  ratio, and e is oswald constant. 

3.1. Numerical Method 

Flight performance of an autonomous aerial 

robot improved by optimum aerodynamic nose 

and tail cone shape may be computationally 

investigated by using CFD code with commercial 

Ansys [20-22] software depended on finite 

volume technique [23]. The aerial robot has 1.06 

m length and 1.60 m wingspan. For all 

simulations, velocity, density of air, and 

kinematic viscosity are defined as 16.6 m/s 

(about 100km/h), 1.036 kg/m3 and 1.5111x10-5 

m2/s, respectively. Also, Angle of attack is 

selected as -4, 0, 4, 8, 12 and 16 degrees. 

The turbulent viscosity was worked out through 

Standard k-ε Turbulence Model [24-26]. All 

solution variables were solved via first order 

upwind discretization scheme [27]. For these 

simulations, the convergence criterion is selected 

to be 10-6.  

3.2. Boundary Condition 

Computational domain extended to 15 

wingspans (C) for upstream of the leading point 

and downstream of the trailing point of the aerial 

robot. Also 20 C was implemented from pressure 

outlet surface. Velocity inlet boundary condition 

was applied upstream and downstream with 

speed of 16.6 m/s. No-slip boundary condition is 

used at solid surfaces. Figure 3 illustrates all 

these properties for simulations. Velocity 

components are defined for each angle of attack 

situation. The x component of velocity is 

calculated by x=16.6cosα, and y component of 

velocity is defined with y=16.6sinα formula, 

where α is the angle of attack in degree. 

 
(a) (b) 

Figure 3. The dimensions (a) and boundary conditions (b) of the computational domain (nose and tail cone) 

Aircraft 
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3.3. Grid Independency Study 

The grid for simulations is generated by Ansys 

Mesh program, and nose options with mesh are 

shown in Figure 4. Patch conforming/sweeping 

method which is suitable for clean computer aided 

design geometries is used for meshing. For 

eliminating of mesh effects, optimum mesh 

element number should be determined. Increasing 

of the element number provides more accurate 

results, but using more element increases solving 

time. For this reason, grid independency study has 

been done with 0.1k, 0.4k, 1k, 2.4k, 6k and 10k 

elements where k=106. In Figure 5, lift coefficient 

(CL) variation with different element numbers are 

given at 0 degree angle of attack. For elements 

number larger than 2.4k, lift coefficient values do 

not change considerably. So it can be decided that 

2.4k elements are enough for the accurate results. 

Approximately all of these analyses completed 

between 10000 and 20000 iterations. Used 

computer for these analyses has 3.60 GHz CPU 

and 8 GB RAM. Maximum analysis time for a 

simulation was 2 hours. Similar to nose cone, all 

of these processes are reperformed for the tail 

cone. 

To summurize, in this section, various nose and 

tail cone equations have been examined to 

improve the autonomic performance of the aerial 

robot.  

Emax values are calculated using various equations 

of nose and tail cone with both CFD and WT. 

Comparation results of CFD and WT are given in 

Table 1 and 2. Solid drawings of these various 

values performed in nose and tail cone equations 

are shown in Figure 4.  The most appropriate 

equation for both nose and tail cone are obtained 

as conic equation with Emax value of 6.54 and 

6.44, respectivelly. 

 

(a) 

 

(b) 

 

(c) 
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(d) 

 

(e) 

Figure 4. Mesh of nose options. Conical (a), Biconical (b), 

Elliptical (c), Spherically tangent ogive (d), Initial reference 

manufactured (e) 

 

Figure 5. Grid independency result for lift coefficient (nose 

and tail cone) 

3.4. Aerodynamical Results 

In this subsection, various nose and tail cone 

shapes such as elliptical, conical, biconical, 

inverse-parabolic, parabolic, spherically blunted 

tangent ogive, and haack series [18, 19] are 

investigated to maximize the value of maximum 

fineness (Emax). In Table 1 and 2, CFD drawings, 

CFD and Wind Tunnel (WT) results, and Emax 

values are presented for nose and tail cone shapes, 

respectively. From these tables, it can be seen that 

the maximum value of Emax is obtained for 

spherically blunted tangent ogive nose cone shape, 

and conical tail cone shape. The maximum values 

of Emax are around 1.4-3% larger than the one of 

initial reference aerial robot. This amount may 

seem smaller, but it has very important 

advantageous for performance characteristics such 

as maximum range, endurance and autonomous 

performance. It is important to state that initial 

cone and ultimate cone which has maximum Emax 

values (i.e. optimum geometry) are only 

experimented in wind tunnel.  The maximum 

fineness value for the remainder of cones is 

expected computationally, so do not need to test 

with the aforementioned cone configurations. In 

Figure 6, wind tunnel experiments for initial and 

optimum geometry are presented. 
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Table 1. Improvement results for nose cone 
Nose cone CFD CL- CD Emax 

Produced 

Aircraft 
 

 

6.35 

Elliptical 

 

 

6.33 

Conical 

 

 

6.22 

Biconical 

 

 

6.36 
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Spherically 

Blunted 

Tangent Ogive  

 

6.54 

 

Table 2. Improvement results for tail cone 
Tail cone CFD CL- CD Emax 

Produced 

Aircraft 
 

 

6.35 

Haack 

Series 

C=0.3  

 

6.2 

Inverse 

Parabolic 
 

 

6.37 
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Elliptical 

 

 

6.29 

Conical 

 

 

6.44 

 

 

(a) 

 

 

(b) 

 

Figure 6. Wind Tunnel tests. Spherically blunted tangent ogive nose (a). Conical tail cone (b) 

4. AUTOPILOT AND PERFORMANCE 

EVALUATION 

4.1. Autopilot System 

For both simulation environment (i.e. Matlab) and 

real-time flight study, classical PID based 

hierarchical autopilot system is chosen [28]. In the 

system structure, three layers of hierarchical PID 

controller to satisfy tracking trajectory are 

performed as seen in  

Figure 7. In this autopilot, control signals are 

provided by inner loop, desired pitch and yaw rates 

are achieved by middle loop, and the trajectory of 

aerial robot is tracked by outer loop. The T, h, r,  

,, and  indicate throttle, altitude, rudder, yaw, 

pitch and roll, respectively. 
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Figure 7. Hierarchical autopilot system 

4.2. Autonomous Performance Evaluation 

Generally, PID-based hierarchical controller 

system enables to control altitude, yaw angle, and 

velocity for tracking a definite trajectory. The 

proposed system includes 6 PID controllers with 

the 3 layers that are outer, middle, and inner loops. 

These PIDs have also upper and lower restrictions, 

and guarantee to track desired trajectory. For 

general situation, interested autopilot user needs to 

set totally 18 parameters of PID (i.e., 6 parameters 

for each P, I and D) to benefit from all internal 

PIDs. Moreover, in this study for simultaneous 

morphing aerial robot and autopilot design 

strategy, two more structural parameters (i.e. 

optimum extension ratios of horizontal tail and 

wing) are set. For high-performance trajectory 

tracking, a cost function consists of settling time 

(Tst), rise time (Trt), and overshoot (OS) is defined 

as 

 
(3) 

where subscript u denotes upper value; then 

optimization problem can be described as  min J  

where 𝑱 is the function of 20 terms (18 controller 

design parameters and 2 aerial morphing 

parameters) and can be given as 

1 1 1 2

2 2 6 6 6

, , , , ,

, , ............, , ,

, P I D P

I D P I D

xwmp xhmp
=

K K K K

K K K K K
f
 
  
 

J  (4) 

where xwmp and xhmp are aerial morphing 

parameters,     and     , ,P I DK K K      are     autopilot  

 

parameters for each PID. Terms of cost function 

is calculated by using simultaneous perturbation 

stochastic approximation (SPSA) [29, 30] as 

If ,  is non-defined else

,  is its value
 

(5)
 

If ,  is non-defined else,

,    is its value
 

(6)
 

If ,  is non-defined else

, is its value
 

(7)
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SPSA results of cost function 𝑱 for the best nose 

(a) and tail (b) cone are given in Figure 8. After the 

simultaneous optimization process, 3% and 1.4% 

improvements in maximum values of Emax result to 

2.6% and 1.1% improvement in entire autonomous 

performance by using nose and tail cone redesign, 

respectively. These improvements of Emax may 

seem small. However, the improvements are 

obtained with a very small modification in aerial 

robot geometry, and it is very important in terms 

of controller performance since reducing flight 

energy consuption. After applying the design 

methodology, and when Von Karman turbulence 

[31] exists to model a flight condition closed to 

real, satisfactory tracking trajectory of the aerial 

robot for pitch angle is depicted in Figure 9. 

  

 (a) (b) 

Figure 8. SPSA results of cost function 𝑱 for the best nose (a) and tail (b) cone. 

 

Figure 9. Trajectory tracking for resulting ultimate aerial robot 

5. CONCLUSIONS 

In order to improve flight performance of an 

autonomous aerial robot, aerodynamic nose shape 

optimization both experimentally and 

computationally were examined in this article. 

Aerodynamic performance criteria (i.e., maximum 

fineness) of a scaled model of the autonomous 

aerial robot manufactured at the Model Aircraft 

Laboratory was first observed in subsonic Wind 

Tunnel. Obtained results were validated using a 

computational fluid dynamics software (i.e. 

Ansys). Nose and tail cone of fuselage were 

optimized in order to maximize maximum fineness 

of the autonomous aerial robot by using various 

shape equations in Ansys. After deciding the 

optimum shape, a new scaled model using the 

optimum data was then produced and placed in 
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Wind Tunnel in order to validate Ansys results 

with experimental results. By using geometrical 

data of ultimate aerodynamically optimized aerial 

robot, better autonomous flight performance was 

found both in simulation environment (i.e. Matlab) 

and real-time flight tests. 

A small increase (around 3% and 1.4%, 

respectively) for the maximum value of fineness is 

obtained via aerodynamic nose and tail cone shape 

optimization for morphing autonomous aerial 

robot. Finally, a minor, but important, 

improvement (around 2.6% and 1.1%, 

respectively) in autonomous performance is 

achieved. 

For the future, nose and tail cone can be 

investigated with a simultaneous design while it is 

studied separately in this article. Explicitly, each 

nose and tail cone shape is designed and then 

examined in computational fluid dynamic 

software and subsonic Wind Tunnel separately. In 

the future, various configurations of nose and tail 

cone can be examined at the same time. Thus, 

higher improvements can be achieved in 

autonomous performance. 
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Passive RFID the Forward and Backward Link Budgets and Comparison of ASK 
and BPSK Backscatter Modulations 

Kazım Evecan*1 

ABSTRACT 

Reflected signal levels in passive RFID require seperate TX and RX antennas to overcome the reader threshold. 
Using latest improvements, it is shown in this work that both the forward and backward links restrict 
communication distance given with equations depending upon tag power dissipation, antennas in use, type of 
modulation and operating environment and parameters to make both distances equal are given. Complete link 
budget for the forward and backward links in a RFID system are given with constituent parts in detail. After that, 
to further elaborate on the link budgets, reflection coefficient and power equations are obtained from a RFID 
front-end model with circuit theory and shown on a passive RFID system. This study shows modulation index m 
and antenna gain Gt for BPSK and ASK modulations to make two distances equal for the environment to be 
within, found from two way link equations. Also, ASK and BPSK modulations are compared on communication 
distance for given average backscatter difference power, minimum SNR to targeted BER on the reader by the 
equations obtained on the circuit model and MATLAB simulations. 

Keywords: RFID, RFID link budget, communication distance, ASK and BPSK backscatter Modulation, 
reflection coefficient, transmitted power, reflected power. 

 

1. INTRODUCTION 

RFID technology has been employed in many 
promising applications with low cost in various 
fields, such as access control, biomedical implants, 
identification, tracking, logistics, sensor networks, 
security, fast payment system, loss prevention and 
shopping malls. This technology has a growing 
potential in massive deployment and retail stores with 
distant RFID tags working in UHF and microwave 
bands. 

RFID technology is different from conventional 
transceiver communication systems. In passive RFID 
systems, reader sends electromagnetic waves to 
energize tag and to inform key information. After tag 
obtained enough power to work, tag to reader 
information is supplied by reflecting incoming 
electromagnetic waves between two impedance states 
backscatter modulation. During this operation, tag 
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switches input impedance between two different 
states namely matched and short circuit conditions. 

Since low amount of power extracted from the field, 
all the circuit blocks must have low power feature. At 
UHF and microwave frequencies, tags work from 
long distance in obstructed and nosiy environment 
and that is why this feature is very essential. On the 
other hand, the amount of reflected power from this 
weak incoming field between two impedance states 
must reach reader and have to be above reader 
sensitivity or threshold to establish communication 
channel. As it is understood, in RFID system we have 
one of two limitations namely reader to tag uplink 
distance and tag to reader downlink distance. 

Communication distance for the forward and 
backward links are shown with eqations and distances 
for incoming and reflected fields are given in latest 
studies.  In [1], [2] and [3], backscattered power using 
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RCS (radar cross section) is studied with classical 
radar equation and range equations and tag threshold 
are given by using RCS. Passive backscatter power 
for UHF band with RCS equations is shown on RFID 
front end model for different load conditions and 
measured in anechoic chamber with network analyzer 
for short circuit, open circuit and chip loaded 
conditions in [1]. From these measurements, working 
distance is found. Communication distance and 
complete link budget using RCS are shown with 
typical sample values in [2] and [3]. The forward and 
backward link budgets are given with example 
parameters in detail for monostatic and bistatic 
configurations and different environments in [4] and 
in reference to the latest RFIDs in the literature and 
their testing systems at the end in [5]. Passive RFID 
uplink and downlink design considerations in block 
level and backscatter modulation schemes with their 
performance comparisons are presented in [6]. 
Detailed RF input power and backscattered power 
equations for BPSK, ASK and OOK are given in [7]. 
In these studies, nothing is told about making two 
distances equal in precense of specific operation 
environment. 

In this study, tag power dissipation, antenna gain, 
reader threshold considering operation environment 
and modulation parameters included uplink and 
downlink distances are shown for UHF RFID in detail 
and parameters to make two distance equal are given. 
Two way link budgets for UHF RFID with reference 
to power consuming hardware parts and loss 
mechanisms is presented in detail in second section. 
It is shown that reflected signal levels forces to 
choose bistatic configuration for distant operation. In 
third section, power equations and reflection 
coefficient are shown on a RFID front-end model. 
Backscattered difference power between two states 
found in section four is used to find minimum SNR 
and BER for targerted reliability and this SNR value 
can be used to find reader sensitivity in section five. 
In last section, with the equations rather than RCS, 
modulation parameters included uplink and downlink 
range are found for both ASK and BPSK 
modulations. It is shown with examples that range is 
limited with either uplink or downlink depending 
upon tag power dissipation, antennas in use, reader 
sensitivity level and modulation type. In addition, 
modulation index m and antenna gain Gt for BPSK 
and ASK modulations are obtained to make two 
distances equal. 

2. LINK BUDGET AND CONSTITUENT 
PARTS 

Each parameter must be utilized effectively or 
optimized in communication link to maximize 
communication range. For uplink communication, 
incident power on the tag antenna must be enough to 
perform two functions, data extraction and tag 
energizing, for a communication channel to exist. 
Incident power is given in (1) for a tag located d from 
reader, Pt transmitted output power from reader, Gt 
reader transmit antenna gain with polarization match, 
Gr tag antenna gain with polarization match and L 
path loss [4]. For lossy environments and free space, 
path loss d away from reader is given with (2) and (3), 
n path loss exponent (n=4-6 in obstructed buildings, 
n=2-3 in obstructed factories, etc.), d0 reference path 
loss measurement distance and λ wavelength [8]. 
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Figure 1. Link budget for a passive RFID system with the 
same path loss for uplink and downlink [5] 

Reader EIRP (equivalent isotropically radiated 
power) or ERP (effective radiated power) given with 
Pt Gt product are limited by authorities, see table 1. 
When we look at equation (1), only parameters we 
can adjust in the wireless link are Gr tag antenna gain 
and L path loss. Gr tag antenna gain is traded with 
antenna size, getting bigger with decreasing 
frequency restricting RFID label size and path loss 
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increases with frequency. Therefore, for a given size 
of receive antenna, the environment that RFID tag 
operated affects your choice of wireless link 
frequency for maximum power transfer. For 
operating frequency band, 868 MHz or 915 MHz 
depending upon countries are employed mostly. 

 

Table 1. Half wavelength dipole antenna sizes and 
allowed maximum output power for RFID applications 

for different frequency bands [9] 

Hw. Dipole 868 MHz EU 
902-928 MHz 
N. A. and J. 

2.45 GHz for 
EU 

EIRP= 1.64ERP 
500 mW ERP, 
0.5-2W with 

power control 
4W EIRP 

500 mW 
EIRP, 0.5-4 
W indoor 

with power 
control 

Antenna size 17.3 cm 12.4 cm 6.1 cm 

Antenna gain 1.64 1.64 1.64 

Power obtained on RFID antenna must be utilized 
effectively in circuits because very low amount of 
power reaches RFID tag in obstructed and noisy 
environment. Induced voltage on an antenna is 
rectified or multiplied to supply the power to 
demodulator, backscatter modulator and digital part 
with peripherals on passive RFID, see figure 2. 
Voltage multiplier or rectifier power conversation 
efficiency (PCE) η also put constraints on the range 
because substrate couplings, parasitics, threshold 
voltage drop and reverse leakage current of diodes 
reduces efficiency. Self-synchronous and differential 
rectifier is proposed to effectively remove these 
effects at critical communication distance [10], [11] 
and [12], see figure 3. The best result is achieved in 
[11] with %66 PCE. 

 
Figure 2. Passive RFID with subcircuits and monostatic 

and bistatic zero-IF reader 

In subsequent stages of rectifier or multiplier, RFID 
digital core dissipates the most amount of power at 
one time restricting tag distance because activity of 

demodulator, backscatter modulator and standard 
functionalities on digital core are distributed over 
time. By using ultra low power design techniques, a 
RFID processor at 0.33 V supply voltage and 1 MHz 
input clock with 80 nW power consumption has been 
designed [13]. 

In addition to that, when the induced power changes 
on the RFID antenna, non-linear effects manifest 
themselves and change RFID input impedance. 
Therefore, to have long communication distance, 
RFID input impedance must be matched to antenna 
impedance at critical communication distance in 
which RFID just obtains the power to run [10], called 
threshold. 

Using the latest results in the literature %66 PCE and 
80nW RFID processor Ptag, equal to 242.5 nW 
incident power on the antenna, for the range equation 
given in (4) for free space, it is found that range is less 
than or equal to 64.8 m at 868 MHz for half 
wavelength dipole tag antenna of gain 1.64 and 500 
mW ERP in perfect matching conditions assumed. If 
power is increased to 2W ERP, distance becomes 
129.7 m. 
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ට
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 ൌ ඨ
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ആ

                    

(4) 

On the other hand, downlink communication is 
restricted by the backscattered power in either one 
state during reflection. When it is assumed that in 
perfect matching condition half of incident power is 
reflected in ASK backscatter modulation, 121.3 nW 
power are reflected during high impedance states. -
102 dBm power is obtained on reader antenna for half 
wavelength dipole antenna with 1.64 gain (Gt reader 
receive antenna gain), using equation (5). If power is 
increased to 2W ERP, -108.5 dBm power is obtained 
on reader PRX. 

𝑃௥௘௔ௗ௘௥ ൌ 𝑃ோ௑ ൌ
௉ೝ೐೑ீೝீ೟

ሺ
రഏ೏

ഊ
ሻమ

                               

(5)  

-108.5 dBm signal is around the thermal noise level 
and falls below reader threshold for monostatic 
configuration around -80 dBm. Therefore, bi-static 
configuration, separate TX and RX antenna, with 
high antenna gain, narrow band filter and low noise 
feature must be employed to overcome noise floor 
limitation (SNR) [4], shown in figure2. For the 
amount of power more than 2W ERP, distant tag can 
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be energized but downlink signal would be masked 
by thermal noise in this case. The same result for PRX 
signal level can be found by log distance path loss 
model with reduced distance. 

3. REFLECTION COEFFICIENT AND 
POWER EQUATIONS ON AN RFID 

FRONT-END MODEL 

In figure 3, passive RFID front-end model is shown 
and power induced on antenna, antenna impedance 
and RFID chip input impedance are represented by a 
power source with V0 open circuit voltage, Zant and 
Zload respectively. RFID input impedance is 
capacitive due to parasitic capacitances of transistors 
in rectifier circuit set by semiconductor technology in 
use and When the induced power changes on the 
RFID antenna, non-linear effects manifest themselves 
changing RFID input impedance. That is why a 
matched inductive antenna to RFID input impedance 
is employed at tag threshold. 1 and 2 indices for Zload 
is used to show different states of input impedance 
during backscatter modulation. 

 

 

Figure 3. Passive RFID antenna model, rectifier and load 
@868 MHz 
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Transmitted power to RFID from incoming RF field 
before backscatter modulation is given in (5) [7]. As 
we remember from transmission line theory, 
impedance matching, equal to zero reflection 
coefficient, is required to achieve maximum power 
transfer. In our case, conjugate match load (Zant = 
Z*load) corresponds to zero reflection coefficient and 
half of the power induced on antenna is transferred to 
load (Pinc/2). 

4. BACKSCATTER MODULATION POWER 
EQUATIONS 

There are two common backscatter modulations ASK 
and BPSK to be considered. On the reader side, 
average difference power radiated from antenna 
resistance between two states given in (8) is 
considered for data and the absolute power given in 
(7) must be above reader threshold at least one of two 
state. During backscatter communication in state 1 
and 2, power transmitted to or obtained by tag is given 
in (9). (8) restricts communication range. 
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Matched load, open circuit and short circuit for ASK 
backscatter is easily grasped on the model in figure 3. 
For BPSK backscatter, real part of reflection 
coefficient is zero and imaginary part equal in amount 
but opposite in sign, ±m. Modulation is achieved by 
changing RFID input capacitance equal amount and 

so changing phase of voltage signal on antenna 
radiation resistance in equal degree. Base band signal 
from tag to reader is proportional to this phase signal 
φ which must be detectable on the reader side. 
Resistance and reactance values of RFID input 
impedance for BPSK equal amount of mismatched 
condition are found below. 
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(12) 

𝑋ଵ,ଶ ൌ െ𝑋௔௡௧ േ
ଶ௠ோೌ೙೟

ଵା௠మ                                           

(13) 

𝑅ଵ,ଶ ൌ
൫ଵି௠మ൯

ሺଵା௠మሻ
𝑅௔௡௧                                          

(14) 

In table 2, induced RFID chip and backscatter power 
equations for different modulations are presented. 
RFID-A and RFID-B can be run from longer distance 
than RFID-C increasing duty cycle up to 0.9 or 0.95 
because RFID input power and average difference 
backscatter power have increasing trends in ASK 
backscatter in contrast to conflicting trends in BPSK 
modulation. OC case in RFID-A brings more average 
difference backscatter power on the reader side than 
SC case in RFID-B, as shown in [1]. However, in 
standards such as EPC Class1 Gen2 (GS1), each 
symbol has equal amount of time for high or low 
state, forcing %50 duty cycle and state duration for 
ASK and BPSK backscatter modulation types. In 
practice it is hard to create OC case. Actually, there is 
always reflection due to finite mismatches. 
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Table 2. Backscatter modulation comparisons [6] 

 RFID-A RFID-B RFID-C 

Type of 
Modulation 

ASK 
backscatte

r 

ASK    
backscatter 

BPSK      
backscatter 

State 1 

𝜌ଵ ൌ 0 
𝑝ଵ ൌ 𝐷𝐶 
Matched 

load 

𝜌ଵ ൌ 0  

𝑝ଵ ൌ 𝐷𝐶  

Matched load 

𝜌ଵ ൌ െ𝑗𝑚 

𝑝ଵ ൌ 0.5 

Equal mismatch 

State 2 

𝜌ଶ ൌ 1 

𝑝ଶ ൌ 1 െ
𝐷𝐶 Open 

circuit 
(OC) 

𝜌ଶ ൌ െ1  

𝑝ଶ ൌ 1 െ 𝐷𝐶  

Short circuit (SC) 

𝜌ଶ ൌ 𝑗𝑚  

𝑝ଶ ൌ 0.5  

Equal mismatch 

Average 
difference 
backscatter 

power 

𝑃஻ௌௗ௜௙

ൌ 𝐷𝐶ଶ𝑃௔௩௔௟

𝑃஻ௌௗ௜௙

ൌ ሺ3𝐷𝐶
െ 2ሻଶ𝑃௔௩௔௟ 

𝑃஻ௌௗ௜௙

ൌ 𝑚ଶ𝑃௔௩௔௟ 

Average 
input power 

𝑃ோி௜௡௔௩௚

ൌ 𝐷𝐶𝑃௔௩௔௟ 

𝑃ோி௜௡௔௩௚

ൌ 𝐷𝐶𝑃௔௩௔௟ 

𝑃ோி௜௡௔௩௚

ൌ 1 െ 𝑚ଶ𝑃௔௩௔௟ 

State 1 
backscatter 

power 
𝑃௔௩௔௟  𝑃௔௩௔௟  

𝑃஻ௌଵ

ൌ 𝑃௔௩௔௟ሺ1 ൅ 𝑚ଶሻ 

State 2 
backscatter 

power 
0 

𝑃஻ௌଵ

ൌ 𝑃௔௩௔௟ ቆ
4𝑅௔௡௧

ଶ

𝑅௔௡௧
ଶ ൅ 𝑋௔௡௧

ଶ ቇ 

𝑃஻ௌଵ,ଶ

ൌ 𝑃௔௩௔௟ሺ1 ൅ 𝑚ଶሻ 

5. REALIABILITY OF BPSK AND ASK 
MODULATIONS AND MINIMUM SNR 

Minimum signal to noise ratio for a targeted BER is 
required to be known for reader sensitivity. Signal 
from tag to reader passes through multipath 
environment getting attenuated by reflected signals 
from near-by objects, called multipath fading for 
small amplitudes and shadowing for large 
amplitudes. In addition to that, channel noise must be 
considered to see effects of real environment 
challenges. On signal side, backscattered difference 
power is relevant for reader, given in equation (8). 

To see effect of scattered signals and noise on the 
signal power, proper channel models are employed 
depending upon application environment. Weak ASK 
and BPSK backscatter modulated signals are assumed 
to pass through AWGN channel (Additive White 
Gaussian Noise), Rayleigh fading channel, useful 
model when there is no line of sight or there are many 
reflectors, and Rician fading channels to see their 
performances, used when the line of sight component 

is much stronger than others figure 4. Bit error 
probability is given in (15), (16) and (17) for AWGN, 
Rayleigh and Rician channel models, Eb energy per 
bit and N0 noise. When you think about situation that 
the same place located tags with BPSK modulation 
index 0.5, 0.41 change in reactance is equal to 
resistance, 0.32 and ASK %50 duty cycle has -3 dB, 
-4.7 dB, -7 dB and -3 dB lower SNR ratio with respect 
to a tag BPSK modulation index 0.707 figure 4. They 
are compared to exhibit SNR and BER performances 
considering differences by simulations in theory and 
10 million normal distributed samples in figure 4 
[14]. k is ratio of dominant LOS component power to 
scattered components power in Rician channel model. 

𝑃௕ ൌ
ଵ

ଶ
𝑒𝑟𝑓𝑐 ൬ට

ா್

ேబ
൰                                          

(15) 

𝑃௕ ൌ
ଵ

ଶ
ሺ1 െ ඨ

ಶ್
ಿబ

ಶ್
ಿబ

ାଵ
ሻ                                          

(16) 

𝑃௕ ൌ
ଵ

ଶ
𝑒𝑟𝑓𝑐 ቌඨ

௞
ಶ್
ಿబ

௞ା
ಶ್
ಿబ

ቍ                                         

(17) 

 

 

Figure 4. ASK and BPSK backscatter modulation BER 
curve for AWGN, Rayleigh and Rician channel models 

BER value for BPSK m=0.707 tag is always lower 
than other ASK and BPSK tags and %50 ASK and 
BPSK m=0.5 are the same although input power to 
tag in BPSK tag is %50 higher than ASK tag. Effect 
of noise for low modulation indexes is higher since 
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signal power is low. There is always needed much 
higher signal to noise ratio in multiple reflector 
environment. 

Practical value of 10-4 and 10-5 BER are used general. 
For example, 10-4 and 10-5 BER result in 0.05 and 
0.005 read error rate for 64 byte EPC (Electronic 
Product Code) and similarly, 0.01 and 0.001 for 12 
byte EPC. For 10-5 BER value, minimum SNR levels 
are around 9.5 dB, 11 dB and 44 dB corresponding to 
AWGN, Rician for k=25 and Rayleigh fading 
channels. 

6. MAXIMUM RANGE 

During backscatter modulation, tag can be run out of 
energy due to low state of symbol. For ASK case, 
there are two situations limiting the uplink distance. 
First, it is considered that tag has enough energy on 
the capacitor Cload during low level of symbol with 
short duration for fast enough communiation not to 
run out of energy as in sensor tags, see figure 3. In 
this case, we are limited with equation (18). On the 
other hand, equation (19) limits uplink distance for 
tags with small Cload and low state of symbol with 
long duration for low speed communications. For 
BPSK case, equation (4) can be rewritten as in (20). 
Equations are given for %50 state durations. 

𝑟 ൑
ఒ

ସగ
ට

௉ಶ಺ೃುீೝ

௉೔೙೎
 ൌ

ఒ

ସగ
ඨ

௉ಶ಺ೃುீೝఎ ቀଵିหఘభ,ห
మ

ቁ 

ଶ௉೟ೌ೒
    

(18) 

𝑟 ൑
ఒ

ସగ
ට

௉ಶ಺ೃುீೝ

௉೔೙೎
 ൌ

ఒ

ସగ
ට

௉ಶ಺ೃುீೝఎ ൫ሺଵି|ఘభ|మሻାሺଵି|ఘమ|మሻ൯ 

ସ௉೟ೌ೒
     

(19) 

𝑟 ൑
ఒ

ସగ
ට

௉ಶ಺ೃುீೝ

௉೔೙೎
 ൌ

ఒ

ସగ
ට

௉ಶ಺ೃುீೝఎ ሺଵି௠మሻ

ଶ௉೟ೌ೒
                 

(20) 

For downlink communication, working distance can 
be rewritten for ASK and BPSK modulations in 
similar case to above (21), (22) and (23) assuming 
that tag obtains only enough power to run, Gt reader 
receive antenna gain. For ASK and BPSK 
modulations, backscatter difference power and so 
PBS1,2 for either one of states must be above reader 
receive threshold, Preader_th represents this level. 
Reader sensitivity can be found by Preader_th=-174 
dBm/Hz+NF+10log(BW)+SNRmin, NF noise figure 
of system, BW bandwidth and SNRmin minimum 
signal to noise ratio of the system, sum of channel 

SNR, RF chain SNR and analog baseband SNR. First 
three terms represents integrated noise of system 
called noise floor. 

𝑑 ൑
ఒ

ସగ
ට

௉ಳೄ೏೔೑
ீೝீ೟

௉ೝ೐ೌ೏೐ೝ_೟೓
                                            

𝑑 ൑
ఒ

ସగ
ට

଴.ଶହ ௉೟ೌ೒ீೝீ೟

ఎ௉ೝ೐ೌ೏೐ೝ_೟೓ሺଵି|ఘభ|మሻ
                        

(21) 

𝑑 ൑
ఒ

ସగ
ට

଴.ହ ௉೟ೌ೒ீೝீ೟

ఎ௉ೝ೐ೌ೏೐ೝ_೟೓ሺሺଵି|ఘభ|మሻାሺଵି|ఘమ|మሻሻ
               

(22) 

𝑑 ൑
ఒ

ସగ
ට

௉೟ೌ೒௠మீೝீ೟

ఎ௉ೝ೐ೌ೏೐ೝ_೟೓ሺଵି௠మሻ
                            

(23) 

As stated before maximum communication distance 
is restricted by either uplink or downlink 
communication, found by min(r,d) for two 
modulations. Using the latest results in the literature 
%66 PCE η, 80nW RFID processor Ptag, half 
wavelength dipole tag antenna gain 1.64 for given 
size, reader receive antenna gain 6.56 (8.14 dB), 2 W 
ERP, 0 state 1 reflection coefficient ρ1, -1 state 2 
reflection coefficient ρ2 and -101 dBm reader 
threshold Preader_th with GS1 640 kHz, 5.5 dB noise 
figure and 9.5 dB more than thermal noise at 868 
MHz in perfect matching conditions assumed, results 
are listed in table 3. 
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Figure 5. Uplink distance for ASK and BPSK 
modulations for given parameters 

 

Figure 6. Downlink distance for ASK and BPSK 
Modulation for given parameters 

During design time, rectifier efficiency η, tag power 
dissipation Ptag, tag antenna gain Gr for a given RFID tag 
label size, reader threshold Preader_th and transmit power 
PERP limited by authoroties are known and for given 
parameters above, only, reader receive antenna gain Gt 
and m modulation index for ASK and BPSK 
modulations can be changed. This point can be 
utilized to find antenna gain Gt and m modulation index 
to make d equal to r, given in (24), (25) and (26). If 
system is uplink limited, the distance difference 
brings more signal power on reader side so more SNR 
and reliable operation. When downlink limits 
distance, equations (24), (25) and (26) must be 
considered. We face this situation now and in further 
improvement of Ptag and η and higher Preader_th 
requirement. The same results can be found by log 
distance path loss model. 

𝐺௧ ൌ
௉ಶ಺ೃು௉ೝ೐ೌ೏೐ೝ_೟೓ఎమቀଵିหఘభ,ห

మ
ቁ

మ
 

଴.ହ ௉೟ೌ೒
మ                             

(24) 

𝐺௧ ൌ
௉ಶ಺ೃು௉ೝ೐ೌ೏೐ೝ_೟೓ఎమ൫ሺଵି|ఘభ|మሻାሺଵି|ఘమ|మሻ൯

మ
  

ଶ ௉೟ೌ೒
మ                               (25) 

𝐴 ൌ 𝑃௥௘௔ௗ௘௥_௧௛𝑃ாூோ௉𝜂ଶ 𝐵 ൌ 2𝑃௧௔௚
ଶ 𝐺௧ 

𝑚 ൌ ටାଶ஺ା஻േ√ସ஺஻ା஻మ

ଶ஺
                                         

(26) 

Table 3. Maximum free space range for η=0.66, 
Ptag=80nW, Gr=1.64, Gt=6.56, Preader_th=-101 dBm, 

PERP=2W @868MHz 

Modulat൴on 
Upl൴nk 

D൴stance 
Downl൴nk 
D൴stance 

Max൴mum 
Range 

ASK %50 
SC and 
matched 

load 

129.7 m for 
Eq. (18) 

55.6 m for 
Eq. (21) 

55.6 m 

91.7 m  for 
Eq. (19) 

78.6 m for 
Eq. (22) 

78.6 m 

BPSK 
m=±0.707 

(φ=±35.3˚) 
91.7 m 111.2 m 91.71 m 

BPSK        
r and d equal   

m=±0.66 

(φ=±33.4˚) 

97.5 m 97.7 m 97.5 m 

BPSK 
m=±0.5 

(φ=±26.6˚) 
112.3 m 64.2 m 64.2 m 

BPSK 
m=±0.41 

(φ=±22.3˚) 
118.2 m 50.1 m 50.1 m 

BPSK  
m=±0.32 

(φ=±17.8˚) 
122.9 m 37.0 m 37.0 m 

BPSK  
m=±0.22 

(φ=±12.4˚) 
126.5 m 25.4 m 25.4 m 

After RFID tag design, changes can be made on Gt 
reader receive antenna gain and reader threshold 
Preader_th (actually there is no change) to make two 
distances equal. If modulation index m is bigger than 
m=0.66, tag is limited by uplink distance. Modulation 
index value close to 1 cannot be used because tag 
cannot be energized (20). Low gain Gt antenna can be 
used for cost reduction or Preader_th reader threshold 
requirement can be relaxed to higher values with low 
BER values while keeping the modulation index and 
so uplink distance the same (23). Actually, uplink 
limited system has more reliable operation. In ASK 
case, there is similar situation. On the other hand, 
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below m=0.66 value, signal will not be fetched for the 
distances more than maximum downlink distance. 
Higher gain receive antenna can bring additional 
degree of freedom to increase downlink distance as 
much as possible or similarly Preader_th reader threshold 
level can be reduced for this purpose at the cost of 
more BER while keeping the modulation index m and 
so uplink distance the same. However, it is needed to 
be considered that baseband signals with low 
modulation index m is hard to detect on reader side 
and effect of noise inceases. That is why for the 
environment being operated the lowest level 
modulation index m must be decided first. Then, 
antenna gain Gt and Preader_th can be adjusted to make 
two distances equal, a kind of trade-off (20) and (23). 
Further reduction of Ptag and improvement of η has 
also bright future in terms of increasing distance, 
modulation index m and so increasing SNR on reader 
(23). In ASK case, situations are similar. In addition, 
if downlink limited distance, antenna gain could be 
increased to 35.7 (15.5 dBi) and 8.8 (9.5 dBi) to make 
two distances equal (24) and (25). 

7. RESULTS 

In this study, uplink and downlink distances are 
shown for UHF RFID in detail and parameters to 
make two distance equal are given. Also, it is shown 
that reflected signal levels require separate TX and 
RX antenna, bistatic configuration. Latest works 
show that BPSK tags are proper choice for working 
distance and reliability. 

Complete link budget in a RFID system is given for 
different environments. Power consuming parts 
effecting this range in a passive RFID hardware are 
presented with power reduction techniques to have 
longer range because distant operation is desired in 
harsh and noisy working environments. It is shown on 
the range equations by using the results from 
literature that both uplink and downlink 
communication distance must be considered during 
the design. Hence, in the future we will see next 
generation RFID tags and readers working from 
longer range in challenging environments due to low 
power nature of RFID tags, especially in supply chain 
management and mid-range passive wireless sensor 
network (WSN) environment and lower detection 
threshold of readers. 

Parasitics included simulations in TSMC 0.18 um RF 
technology show that differential rectifier efficiency 

in figure 3 is around %66-68 over wide range of input 
power up to more than -37 dBm with fine tunings. 
Latest works on RFID tag processor achieved 80 nW 
in similar technology node [13]. With these points 
and reasonable parameters given in table 3, two state 
difference electromagnetic power reaching RFID 
reader is around integrated or thermal noise of 
systems. This result directs to separate TX and RX 
antenna bistatic configuration for RFID reader. 

ASK tag with large capacitor at the rectifier output 
and matched load have longer uplink distance than 
other ASK tags and BPSK tags when you look at 
equations (18), (19), (20) and table 3. On the other 
hand, Downlink limits due to noise floor of reader. 
For this purpose, high gain reader receive antenna 
must be employed to increase range considering cost 
containment. Similarly, higher modulation index 
BPSK modulation has higher downlink distance. 

In the presence of current improvements, BPSK tags 
are proper choice in noisy environments and have 
higher working distance. High modulation index 
BPSK modulation has more reliable operation with 
low BER proper to use harsh environments for safe 
information and to decrease error. None the less, 
situation reverse to ASK in terms of working distance 
and reliability if high antenna gain Gt around 16 dBi 
is used.  The same results and conclusions can be 
found by log distance path loss model except running 
distance. 

Simulations on different communication channel 
models show that noise requires wide range of 
modulation index tags depending upon operating 
environment. One tag with programmable mismatch 
in BPSK case like capacitor banks looks more logical. 

Some other opportunities are seen. First, when you 
look at equation (8) and (9), there is a potential to use 
available power in BPSK modulation for higher speed 
and bandwidth efficient M-ary modulation formats 
such as QAM.  In table 3, the same situation is seen 
by looking at decreasing angle arctan(±m) and 
decreasing magnitude (or distance) (1+m2)Paval going 
down to table. Realization can be done employing 
more number of varactors on BPSK modulator over 
positive x-plane at cost of the distance penalization. 
Advantage of M-ary modulation formats is reduction 
of the amount of processing time on massive 
deployments. Second, for portable devices, operation 
distance is defined and less than maximum distance, 
low cost reader hardware with small power amplifier 
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and fast operation can be used to dissipate less 
energy, to have long battery duration, to have less air 
traffic and to create less electromagnetic interference. 
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Numerical and experimental approach of various sectioned new concept of the 

crash-boxes to determine the reliability and crashworthiness of the vehicles during 

frontal impacts 

Ibrahim Kutay Yilmazcoban*1, Omer Adanur1, Ahmad Bakhtiyar1, Asli Ergun1 

ABSTRACT 

Overview on vehicle collisions shows us a perspective to evaluate the impact behavior of the vehicles 

and occupant safety. To decrease the deformations of the vehicle body and occupant injuries, many 

products have been developed already. The mentioned safety measures can be defined via active and 

passive security systems. This study is about, passive safety systems used naming “the crash-box” for 

vehicles during accidents, are investigated experimentally to reduce the shock effects of the frontal 

impacts. For crash-boxes square, circular or other standard closed sections are preferred regularly due 

to ease of the production. For this research, open section crash-boxes are studied. Up to the 

manufacturing restrictions one of the designs in four, is preferred. The new concept of crash-box is, 

assembling the specimens in front of the chassis and just behind front bumper, instead of using it like 

regular crash-boxes. Cross-section type of w shape, steel, sheet-metal crash-boxes are manufactured as 

a shock absorber unit. Height of 2.88m drop test setup was used for the experiments. Considering the 

limitations of the test setup, one eighth of a real accident scenario for a 1200kg vehicle can be processed 

with this experimental system. The impact tests are handled with 150kg drop weight and one crash-box 

unit as an accepted collision scale. To understand the most appropriate thickness for the absorbers is 

decided between 2mm, 1.5mm, 1mm and 0.8mm thick samples. Finally, 1mm thick St37 w shape cross-

sectional sheet metal crash-box is strong enough to absorb the impact energy of the frontal collisions. 

Keywords: Vehicle Reliability, Impact, Shock Energy, Crash-box, Occupant Safety 
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INTRODUCTION 

Due to the advancement of vehicle technologies 

with the comfort and speed, accidents have also 

increased concerning the human factors. During 

collisions even sophisticated safety procedures, 

injuries and sometimes fatalities are inevitable. 

One of the most important problem of vehicles 

collision is frontal impact for decades [1-8]. 

Thus, manufacturers and establishments (Euro 

NCAP etc.) have been trying to facilitate rules 

and create different type of prevention systems. 

Recent studies indicate about features; inside the 

chassis and under the hood staying in front of the 

driver like protection bars to decrease the 

collision effects and prevent the passengers. This 

safety system defined as a crash-box [9-11]. 

Crash box is a system converting the kinetic 

energy caused by the collision, via deforming 

itself in plastic region of the material and 

absorbing the impact energy and shock waves of 

the accident and is expected to be collapsed with 

absorbing crash energy prior to the other body 

parts so that the damage of the main cabin frame 

is minimized, and passengers have saved their 

lives. Crash-box or thin walled safety structure is 

designed for absorbing approximately 50% of 

kinetic energy of vehicles during frontal impact 

collision [12-14]. Widely known cross section of 

energy absorbers is mainly utilized as a 

rectangular/square shape. Previous studies 

indicated to understand impact behavior of 

rectangular/shape under static or dynamic axial 

loading. The most significant design parameters 

for the crash-box can be described as energy 

absorption efficiency and light weight [15,16]. 

Shock absorbing capability advances gradually 

by using pre-notched crash-boxes; otherwise in 

non-notched samples observed deformation is 

materialized in an uncontrolled way. Yet, 

because of the additional manufacturing 

processes for the notching, it is increasing the 

costs of the production. Considering the 

effective, simple and economic way, non-

notched samples have been preferred for this 

study. 

Instead of regular shapes known as rectangular or 

circular cross sections [17,18], different 

geometries like W folded crash-boxes are 

selected for this research. W shaped design could 

make many fold ways [19-21], but up to the 

manufacturing ability and limitations, one of the 

designs are accepted. 

The manufactured specimens could not be 

carried out in the form of actual vehicle crash 

tests due to real collisions, laboratory conditions 

and material availability. Instead, the tests were 

accomplished using the drop test setup. The data 

obtained from the current test setup were 

analyzed and evaluated by the experimental 

approach. Considering the deformations of the 

different thicknesses of crash-boxes, 1mm thick 

specimen gain enough amount of the shock 

energy of the impact scenarios. 

MATERIAL AND TESTING 

Experimental study of the impact procedures is 

handled via drop test module at laboratory 
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facilities in Sakarya University, Turkey. While 

the real accidents are very difficult to simulate in 

the laboratory conditions, some parts of the 

collisions are partially imitable to actualize the 

daily life incidents. In this perspective frontal 

crash case will be evaluated with a drop test 

approximation. 

2.1. Experimental Setup 

The drop test module (Figure 1) is able hold 150 

kg and drop it from 2.88m height. Because of the 

sample height is 300mm, it can reach a crash-box 

contact maximum speed of 24.6024km/h 

measured by the speed sensor. 

The impact velocities were measured by the 

velocity sensor just before the contact of the 

crash-box and steel plate. To understand the 

absorbing capability, four distinct specimen 

thicknesses are selected considering previous 

studies for different cross sections [22]. Deciding 

which thickness is the most appropriate for the 

absorbers, 2mm, 1.5mm, 1mm and 0.8mm thick 

sheet metal boxes crashed respectively via drop 

test experiments. 

Up to the calculations, the experiments 

represents eight crash-box mounted in front of a 

1200kg vehicle, 4 by 4 symmetrically in a 

24.5km/h impact scenario. 

 

Figure 1. Drop Test Setup 

2.2. Material Properties 

When creating a description for the safety 

precautions of the accidents, companies usually 

try to facilitate economical methods to reduce the 

deformations and injuries of the occupants. 

Sometimes this way is enough, nevertheless 

unfortunately not enough for all. Protective 

systems should be developed and the system 

should not much expensive for the mass 

production. Regarding the automobile industry 

St-37 mild steel sheet-metal material was applied 

to the W shaped cross-sectional designs just 

because the St-37 material is financially suitable 

for the manufacturers. 
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Just because the regular shapes had been studied 

before for decades, different profiles were 

designed to demonstrate the behavior of the W 

shaped folded crash boxes. The designs can be 

seen in Figure 2. With the limitations of the 

manufacturer, the most convenient design 4 was 

selected as a crash-box during the frontal impact 

scenario of the vehicle. 

 

 

Figure 2. The designs of the W shaped crash 
boxes 

The dimensions and perimeter of the columns are 

designed up to the recent studies and appropriate 

space imagined between the chassis and the 

frontal bumper of the daily used vehicles. When 

the height is 304mm, width and depth are 260mm 

and 90mm respectively. The height and the 

perimeter of the samples are considered by the 

effects of the collisions during frontal impacts of 

the vehicles to absorb enough amount of the 

shock energy. And also the thicknesses are 

decided up to the availability of the sheet metal 

market as 0.8mm, 1mm, 1.5mm and 2mm. The 

dimensions of the design 4 is given in Figure 3. 

 

Figure 3. Dimensions of the W cross section 

2.3. Experiments 

The main idea in the impact shock absorbers like 

crash boxes is to deform enough to absorb 

sufficient amount of destructive energy. But if 

the specimens deform all the way in a large 

deformation scale, there will be no space to fold 

on itself and protect the vehicle anymore. Thus, 

initially the optimum thickness should be 

evaluated between very large deformations and 

not enough deformable behavior of the crash-

boxes. During the tests the folding mechanism 

usually starts from the bottom side, opposite of 

the initial contact region as a reaction attitude. 
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2mm thick specimen: Initially a little more 

buckling seen at the left side. Folding 

deformations are determined above from the 

right side of the column is 69mm, left side is 

79mm and the center is 75mm. After the impact 

test the average height became 279mm. This 

sample is so rigid and is not able to absorb 

harmful shock energy. The crash-box will 

transfer the shock wave directly to the vehicle. 

The impact deformation of the 2mm thick 

specimen can be seen on Figure 4. 

 

Figure 4. The impact deformation of the 2mm 
thick specimen 

1.5mm thick specimen: As seen in the Figure 5, 

buckling at left side is more than the right. After 

first fold reached to the bottom, second fold at 

right is 33mm above from the bottom, and for the 

left is 29mm above. Defined plastic deformation 

at right column is 14mm, at left 16mm and at 

middle 15mm. Right column decreased to 

247mm, and left decreased to 243mm. 1.5mm 

thick plate sample crash-box is not able to absorb 

enough energy because of rigidity. 

 

Figure 5. Drop test result for the 1.5mm thick 
specimen 

0.8mm thick specimen: After the impact tests 

for the 0.8mm thick specimens, large 

deformations were determined. Opposite of the 

2mm and 1.5mm thick samples, 0.8mm thick 

crash-boxes were not able to absorb enough 

energy considering that the all 0.8mm thick 

specimens deformed in an extra-large behavior. 

Two other specimens are behaved identically. 

 

 

Figure 6. Drop test result for the 0.8mm thick 
specimen 

Results up to this section shows that 2mm and 

1.5mm thick samples are acted rigidly and not 

sufficient folding mechanism is detected. On the 
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other hand, all of the three 0.8mm thick samples 

present extra-large deformation and this sample 

is not capable to withstand the impact forces. 

According to the results to gain optimum 

thickness for the crash-box should be between 

1.5mm and 0.8mm. Subsequently, 1mm thick 

easily obtainable St37 sheet metal is decided for 

the next experiment. 

1mm thick specimen: The samples 0.5mm 

thinner than the previous one, thence the 

deformation result and mechanism is different. 

The increase of number of the folding 

mechanism represents an acceptable folding 

process for an efficient impact absorbing 

capability, besides the crash-box is not indicating 

large-deformation which is favorable. To depict 

the correlation between the numbering of the 

samples and specimen numbering in the Figure 7 

subsequently the trial sample 

(W01_I1_S01_T01: specimen 1) which is not 

given, the specimen numbering starts from the 

number 2. After the first trial impact test, the 

second impact test (Figure 7-2) represents the 

gradually and acceptable folding deformation for 

absorbing enough energy. The results for the 2nd 

specimen shows that it absorbed the shock waves 

and energy during the deformation between 

304mm to199mm. The drop test for the 3rd 

sample is carried out, and the result of the test is 

depicted in Figure 7-3. The outcome for the 3rd 

specimen demonstrate that absorbing the impact 

energy during deformation, is starting from 

304mm to approximately 200mm. Impact test for 

the fourth specimen (Figure 7-4), the height of 

the crash-box decreased to, between 189mm 

to184mm. The second folding is not at the 

bottom like the 2nd and 3rd; it is on the top region 

of the crash-box. When the 5th specimen is 

examined in Figure 7-5, two folds were observed 

just above the lower surface. Just below the upper 

surface, folding starts in the two columns, but the 

plastic deformation of buckling in the right 

column is greater than in the left column. The 

result of 5th specimen was found to be 209mm 

on the right side from 300mm and 211mm on the 

left side. For the 6th and 7th (See Figure 7-6 and 

7) specimens, the folding behaviors are close to 

4th one. One fold at the bottom and the other fold 

at the top surface of the crash-box. Results of 6th 

specimen shows that the height decreased from 

300mm to 187mm on the right side and from 

300mm to 185mm on the left side. And the 7th 

specimen’s height decreased from 300mm to 

181mm on the right side and from 300mm to 

182mm on the left side. 

 
Figure 7. Drop test results of the 1mm thick specimen 

When the all experiments are considered, the 

results at Table 1 should be investigated.
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Table 1. Experimental results of the drop tests 

Specimens 

Velocit

y (m/s) 

Absorbed 

Energy 

(J) 

Mean 

Deformatio

n (mm) 

Deformation 

W01-I2-S01-T01 

(2mm thick) 
6,815 3072 25 

Not Enough 

(Rigid) 

W01-I1.5-S01-

T01 (1.5mm thick) 
6,821 3119 57 

Not Enough 

(Rigid) 

W01-I1-S01-T01 

(1mm thick-trial 

sample) 

6,79 3164 98 

Acceptable 

W01-I1-S01-T02 

(1mm thick) 
6,827 3202 101 

W01-I1-S01-T03 

(1mm thick) 
6,809 3189 99 

W01-I1-S01-T04 

(1mm thick) 
6,811 3204 111 

W01-I1-S01-T05 

(1mm thick) 
6,814 3173 91 

W01-I1-S01-T06 

(1mm thick) 
6,834 3209 115 

W01-I1-S01-T07 

(1mm thick) 
6,825 3226 118 

W01-I0,8-S01-

T01 (0.8mm thick) 
Error Error 245 

Large-Def. 
W01-I0,8-S01-

T01 (0.8mm thick) 
6,741 3343 256 

W01-I0,8-S01-

T01 (0.8mm thick) 
6,88 3447 230 

 

After comparing the results, 1mm thick St37 W 

shaped crash-box absorbers exhibit better results 

to eliminate the shock effects of the frontal 

collision scenario. For the further studies, 1.2mm 

thick samples will be added to the W shaped 

cross sections expanding with regular sections 

thickness of 1mm to compare the different shapes 

acts. After deciding the best shape and thickness 

the height optimization will take place for a 

superior crash-box design. To improve the 

experiments, accelerometer is going to be 

included while the numerical approximation of 

explicit dynamics procedures will be conducted 

with LS-DYNA software. 

 

CONCLUSION 

According to the experimental study of the 

frontal impact simulations via drop test setup is 

admissible to describe the direct collisions as 

expected. Although crash-box developments 

spread on spacious studies, there are still 

sufficient amount of undiscovered areas exist. To 

saturate some part of not defined areas of the 

impact absorbing field, this study has 

accomplished using not regular shapes. 

Instead of using standard cross-sections, w cross-

section open form crash-boxes are preferred to 

see the mechanical behavior of the new concept. 

And also for the further studies, the W shaped 

cross sections will be investigated via comparing 

with the standard cross sections. 

Thickness optimization of the crash-box has been 

processed by the experiments. The impact 

absorbing capability of the 2mm and 1.5mm 

thick crash boxes is not appropriate because of 

the rigid and not enough deformable behavior. 

When 0.8mm thick boxes are investigated the 

mechanical strength was found so week to absorb 

enough impact energy, considering all samples 

have large-deformations. 

According to the results to gain optimum 

thickness for the crash-box should be between 

1.5mm and 0.8mm. Hereby, 1mm thick easily 

obtainable St37 sheet metal is capable to absorb 
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enough impact energy by folding two times on 

itself while the rigid ones just fold once and the 

soft samples fold all the way. 

Finally, repeated 1mm thick specimen 

experiments, verify the absorbing ability during 

many drop tests. And also the results for the new 

design of crash-box concept are promising. 
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A Modeling Study on Surface Roughness of Spinneret Mold Sections Machined By WEDM 

 

Erdoğan Kanca*1 Volkan C. Taşkın1, Ali Günen2  

 

ABSTRACT 

The Wire Electrical Discharge Machining (Wire EDM) is widely used in the cutting of Bulk Continuous 
Filament (BCF) spinneret molds. Because of the low surface roughness of the spinneret molds obtained 
by the Wire EDM method, it ensures that the polypropylene material has a steady flow, volume and 
cross-sectional shape. Since the yarn extruded from the sections on the BCF acquire a number of physical 
and visual properties surface roughness of these molds have a great of importance. In this context, a new 
model was developed to predict the surface quality of spinneret mold sections, AISI 431 martensitic 
stainless steel, machined using Wire EDM by Analysis of variance (ANOVA). Machining parameters 
such as voltage, current, pulse time and wire feed rate were used as independent input variables and 
surface roughness was used as dependent output parameters.  Contribution of input variables into the 
output variable determined by means of analysis of variance. Developed mathematical model 
estimations have been found to be in good agreement with the measured ones. The parameters with the 
most effect on surface roughness are listed as voltage, current, pulse, and feed, respectively. It is 
predicted that the steel used in spinneret mold can be machined more economically and practically by 
using the empirical formula obtained from this study. 

Keywords: Wire EDM, Surface Quality, ANOVA 

 

1. INTRODUCTION 

 BCF (Bulk Continuous Filament) yarns are 
manufactured by means of extruding polymer 
through spinneret molds. Stability of yarn flow 
and yarn quality are determined directly by 
surface quality of spinneret mold sections. Holes 
with different sections are machined on 
spinnerets by means of wire electrical discharge 
machining (Wire EDM).  

Wire EDM is based on electric discharges 
between wire electrode and workpiece body so 
that it is a non-contact machining process. 
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Consequently material removal is not dependent 
upon material hardness [1]. Wire EDM is the best 
choice for most of the machining operations 
because of its ability to produce intricate shapes 
with good dimensional accuracy and surface 
roughness. 

Performance measures of Wire EDM processes 
are classified as material removal rate, 
dimensional accuracy and surface quality. 
Analytical and statistical methods are used to 
determine useful parameters for optimal 
machining performances [2].  
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Discharge current, pulse duration and pulse 
frequency  are found to be Most affecting factors 
material removal rate by Scott et al. on the other 
hand they found that wire  speed, wire  tension 
and dielectric flow rate have least effect on MRR 
[3]. An approach for determining parameters 
setting based on Taguchi design method and 
ANOVA proposed by Liao et al. it is conclude 
that MRR is influenced easily by feed rate and 
pulse on time [4]. Similar results have been 
reported by Rozenek et al and Huang and Liao [5], [6]. 
Hsue et al presented a systematic analysis for 
MRR in corner cutting by Wire EDM and they 
formulated the MRR of geometrical cutting [7]. 

Lots of research tried to improve dimensional 
accuracy of Wire EDM by using different 
approaches. Firouzabadi et al. have investigated 
errors of small radius convex and concave 
successive cutting (two roughing and one 
finishing). They have found that roughing is the 
most influential stage of Wire  EDM cutting and 
in can be better by optimization of process 
parameters [8].  Sanchez et al. also concluded 
that errors produced by previous cuts must be 
considered during optimization of corner radius 
[9].  Chen et al. have achieved to reduce corner 
radius error 50% by optimization of control 
factors [10]. 

Surface roughness is a very important 
performance parameter for Wire EDM as well as 
other machining processes.  Durairaj et al. have 
used multi  

objective optimization technique grey relational 
theory to get optimum values of gap voltage, wire  
feed, pulse on time and, pulse off time for 
machining of Stainless Steel (SS304) to get 
minimum surface roughness and the results have 
been validated with experimental results [11]. In 

another study, Pulse-on time, pulse-off time, 
peak current, spark gap voltage, wire feed rate, 
and wire tension have been selected as input 
variables of optimization of surface roughness of  
Inconel 718. Mathematical models have been 
developed by using surface response 
methodology and surface roughness was 
predicted with error less than 5% [12]. As a result 
of a study on Wire  EDM of titanium alloy pulse 
off time has been determined as the most 
significant parameter on material removal rate, 
surface roughness and kerf with [13].   

 There are a vast amount of papers on effects of 
cutting parameters of Wire EDM on dimensional 
accuracy and surface quality. But, a little of them 
about Wire EDM machining of martensitic 
stainless steel, which is material of spinnerets. In 
this study effects of Wire EDM cutting 
parameters (voltage, current, pulse time and wire 
feed rate) on surface roughness of spinneret 
material, which is 1.4057 stainless steel, will be 
studied. 

2. MATERIALS AND METHOD 

2.1. Experimental 

Because of high pressure and high temperature 
conditions, DIN X17CrNi16-2 (1.4057) 
martensitic stainless steel (AISI 431) is used for 
spinneret mold applications. Blocks with 
35x10x5 mm dimensions made from AISI 431 
was prepared for Wire EDM cutting operations. 
Required and chemical composition of the 
material according to the standard and chemical 
analysis of the used specimen are given in Table 
1. The used cutting pattern for this experiment is 
shown in Figure 1.  

 

Table 1. Chemical composition of (wt. %)  AISI 431 martensitic stainless steel used in the experimental studies 

 %C %Si %Mn %Cr %Ni 

Standard 0.12-0.22 1.00 (max) 1.50 (max) 15-17 1.50-2.50 

Chemical Analysis 0.172 0.274 0.482 15.4 2.11 
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Figure 1. Cutting pattern used for experiments 

During experimental cutting cupper plated brass 
wire with 0.25 mm thickness used on SPM 
EZ20S EDM machine tool. Used cutting 
parameters during experiments are listed in Table 
2. The used specimens marked by cold stamping 
is shown in Figure 2. 

Table 2. Cutting parameters 

Parameters Used Values 

Voltage (V) 38, 44, 50 

Current (A) 7, 9, 11 

Pulse On Time (µs) 1, 2, 3 

Feed Rate (m/min) 3, 4, 5 

 

 

Figure 2. Marked and cut sample specimens 

 

Surface roughness values were measured with 
respect to JIS 01- 0.25x5 standard as shown in 
Figure 3. Three measurements were applied for 
each experiment and mean values were recorded. 

2.2. ANOVA 

During ANOVA analysis the total sum of squares 
was calculated by adding the sum of the squares 
of residual random error into the sum of sum of 
squares of individual factors. Corresponding sum 
of squares of the factors were divided by 
associated degrees freedom to calculate mean 
squares of the factors. Then, null hypothesis was 
tested for individual factors to evaluate the effect 
or significance at a particular probability level of 
them. For this, the ratio of mean squares of 
factors to the mean squares of the residual error, 
i.e. F-statistic, was calculated and compared to 
the tabulated F-values related to Fisher 
distribution. Number of degrees of freedom of 
the individual factors, number of degrees of 
freedom of residual error and the probability 
level affects the F-values [14]. Degree of 
contribution (ρ %) of each significant factor in 
model was also determined according to 
computed value of F distribution. The ratio of F- 
value of each factor to the sum of computed F 
values give the degree of contribution of each 
significant factor. The q% values in Table 3. 
Define the degree of contribution of each 
independent factor to the measured dependent 
parameter.  
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Figure 3. Measurement of surface roughness 

The test results listed in Table 4 were analyzed to 
find out the variation in the surface roughness 
depending on the cutting parameters i.e. voltage, 
current, pulse and feed rate.  Analysis of 
variances (ANOVA) have been performed by 
using a commercial statistical software (Design-
Expert 7.0.3). Cubic regression model was 
determined as the best fitted among others by 
comparing estimations with measured values.

 

Table 3. Results of ANOVA 

Independent 
Parameters 

Degree of 
Freedom 

Sum of 
Squares 

Mean Square F Value P value 
 ρ% 
(% effect on 
model) 

Model 16  2.53         
A-Voltage 1 0.66 0.66 31.6 < 0.0001 25.8 
B-Current 1 0.49 0.49 23.4 0.0003 19.1 
C-Pulse 1 0.11 0.11 5.25 0.0394 4.3 
D-Feed 1 1.57E-03 1.57E-03 0.075 0.7886 0.1 
AB 1 0.062 0.062 2.97 0.1082 2.4 
AC 1 0.05 0.05 2.4 0.1455 2.0 
AD 1 0.17 0.17 8.01 0.0142 6.5 
BC 1 0.011 0.011 0.54 0.4767 0.4 
BD 1 9.03E-05 9.03E-05 4.31E-03 0.9486 0.0 
CD 1 1.02E-03 1.02E-03 0.049 0.8284 0.0 

A
2

 1 0.14 0.14 6.9 0.0209 5.6 

BCD 1 0.25 0.25 11.73 0.0045 9.6 

A
2

C 1 0.11 0.11 5.27 0.0389 4.3 

A
2

D 1 0.016 0.016 0.75 0.4007 0.6 

AB
2

 1 0.47 0.47 22.51 0.0004 18.3 
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Table 4. Predicted and measured surface roughness values with respect to independent variables 

Voltage 
(V) 

Current 
(Ω) 

Pulse On 
Time 
(µs) 

Feed Rate 
(m/min) 

Surface Roughness 
% 
Error Predicted 

(µm) 
Measured 
(µm) 

44 9 2 4 3.035 3.047 0,48 

44 9 2 3 3.063 3.013 -1,65 

44 9 2 5 3.007 2.957 -1.70 

44 9 3 4 2.687 2.687 0.00 

44 7 2 4 2.783 2.797 0.049 

44 11 2 4 3.112 3.110 -0.06 

38 9 2 4 3.404 3.410 0.18 

38 7 1 3 2.878 2.987 3.64 

38 7 1 5 2.665 2.617 -1.85 

38 7 3 3 2.966 2.817 -5.30 

38 7 3 5 2.290 2.370 3.38 

38 11 1 3 3.282 3.123 -5.08 

38 11 1 5 2.565 3.187 19.51 

38 11 3 3 2.981 3.177 6.16 

38 11 3 5 2.791 2.660 -4.93 

50 9 2 4 2.254 2.260 0.27 

50 7 1 3 2.316 2.203 -5.11 

50 7 1 5 2.513 2.557 1.71 

50 7 3 3 2.628 2.773 5.24 

50 7 3 5 2.361 2.277 -3.70 

50 11 1 3 2.970 3.130 5.11 

50 11 1 5 2.662 2.567 -3.71 

50 11 3 3 2.892 2.697 -7.24 

50 11 3 5 3.112 3.243 -4.05 

3. RESULTS AND DISCUSSIONS 

 A statistical analysis was performed to 
determine the statistically significant dependent 
parameters and interactions of them on 
roughness.  

Results of ANOVA are given in Table 3. The F 
value in the table provides an information of the 
degree of contribution of the independent 
parameters to the measured dependent parameter 
(roughness). If the F is high, the contribution of 
the factors to that particular response is high. P 

Kanca et al.
A Modeling Study on Surface Roughness of Spinneret Mold Sections Machined By WEDM

Sakarya University Journal of Science 23(1), 85-93, 2019 89



 

values are related with the significance of 
independent parameters on the dependent 
parameter.  P values smaller than 0.05 means that 
related parameter is statistically significant on 
result. 

A regression model in reduced cubic polynomial 
form is built as a result of ANOVA. The 
coefficients of terms of the model equation are 
listed in Table 5. 

Table 5. Regression coefficients of model equation 

Coefficient Factor 

-98.512 Constant 

2.83989  * Voltage 

17.70618  * Current 

20.58278  * Pulse 

-4.73774  * Feed 

-0.38086  * Voltage * Current 

-0.86624  * Voltage * Pulse 

+0.24745  * Voltage * Feed 

-0.23450  * Current * Pulse 

-0.12506  * Current * Feed 

-0.54944  * Pulse * Feed 

-0.015138  * Voltage2 

-0.96548  * Current^2 

+0.061938  * Current * Pulse * Feed 

9.95E-03  * Voltage2 * Pulse 

-2,62E-03  * Voltage2 * Feed 

+0.021448  * Voltage * Current2 

 

Evaluation of regression model by comparing 
predictions versus measured values is given by 
Figure 4. and Table 4. Figure 4 depicts actual 
values of the experiment results versus the 
predicted ones. The points on the graph shows a 
uniform distribution in a region close to the 45° 
line which represents the perfect fit. In addition 
actual and corresponding predicted values of 

surface roughness values and % error are listed 
in Table 4. Maximum absolute % error in this 
table is 19.51 % and the rest of the errors are less 
than 7 %. 

 

Figure 4. Evaluation of model estimations 

It is seen that from the Table 3. the most 
significant variables are voltage, current and 
pulse on time.  In addition interactions of factors 
i.e. multiplication of them, which have 
significant effect on the result (surface roughness 
value) are, voltage*pulse on time, voltage2, 
current*pulse on time* feed, voltage2*pulse on 
time, voltage*current2. The findings revealed by 
ANOVA are compatible with literature [2], [15], 
[16]. Developed model have four basic variables 
so that it can be represented by only a surface in 
a five dimensional hyperspace. Consequently the 
model depicted in three dimensional space by 
keeping constant two of the variables and 
constructing the model graph in three dimensions 
or contour graphs  for changing values of 
remaining two variables. Three dimensional 
graphs of 6 combinations the variables are 
presented in Figures 5 to 10. It must be noted that 
the graphs are valid just for stated values of the 
constant factors. The graphs are varied for the 
changing values the constant factors.  

Effects of voltage and current on surface 
roughness for constant values of pulse on time at 
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2 μs and feed rate at 4 m/min is depicted in Figure 
5. Increase in current have a positive effect up to 
about 10 A. After this value it decreases slightly. 
On the other hand surface roughness decreases 
with increase of voltage. 

 

Figure 5. 3d plot of change of surface roughness with 
current and voltage for constant values of pulse on time =2 
μs and feed = 4 m/min. 

 

Pulse on time have almost no effect on surface 
roughness for constant values of current at 9 A 
and feed rate at 4 m/min as seen in Figure 6. 
Increase in voltage causes decrease of roughness 
values in similar manner with Figure 5 but in this 
case the rise is quite steep. 

 

 

Figure 6. 3d plot of change of surface roughness with pulse 
on time and voltage for constant values of current = 9 A 
and feed = 4 m/min. 

 

Change in surface roughness voltage and feed 
rate for the constant values at current value of 9 
A and pulse on time of 2 μs is shown in Figure 7. 
As in Figures 5 and 6. roughness have sharp rise 
with increase in voltage. Increase in feed rate 
have a negative effect on roughness for lower 
values of voltage although it have almost no 
effect on roughness for higher voltages. 

 

 

Figure 7. 3d plot of change of surface roughness with feed 
and voltage for constant values of current =9 A and pulse 
on time = 2 μs. 

Figure 8. shows change in surface roughness 
with respect to current and feed rate for voltage 
of 44 V and pulse on time of 2 μs. As being 
compatible with Figure 5. roughness increases 
with increase in current. Similar with Figure 7. 
roughness values decreases slightly with increase 
in feed rate.  
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Figure 8. 3d plot of change of surface roughness with feed 
and current for constant values of voltage = 44 V and pulse 
on time = 2 μs. 

 

Effect of pulse on time and feed rate for constant 
values of voltage at 44 V and current at 9 A on 
surface roughness is depicted in Figure 9. 
Roughness increases with increase in feed rate. 
On the other hand roughness is increasing very 
slightly with decrease in feed rate. 

 

Figure 9. 3d plot of change of surface roughness with feed 
and pulse on time for constant values of voltage = 44 V and 
current = 9 A. 

 

Change in surface roughness with respect to 
pulse on time and current for constant values of 
voltage of 44 V and feed rate of 4 m/min is shown 
in Figure 10. Current influences the roughness 
positively however pulse on time influence it 
negatively.   

 
Figure 10. 3d plot of change of surface roughness with 
pulse on time and current on time for constant values of 
voltage= 44 V and feed = 4 m/min 

4. CONCLUSIONS 

A mathematical model to estimate surface 
roughness of Wire EDM cut spinneret material 
(AISI 431 martensitic stainless steel) have been 
developed during this study. Voltage, current, 
pulse on time and feed rate have been chosen as 
input variables. Statistical regression analysis 
have been conducted to get contribution of input 
variables and their products into the output 
parameter (surface roughness).  

As a result of the study: A mathematical model 
in a form of cubic polynomial developed to 
predict surface roughness as a function of 
voltage, current, pulse on time and feed rate. 
Developed model predicts the surface roughness 
with maximum relative error of 19.51%. Voltage 
(25.8%) and current (19.1%) have been 
determined as most effective factors on surface 
roughness. Other effective parameters are listed 
as interaction of current pulse feed (9.6%), 
interaction of voltage feed (6.5%) and pulse 
(4.3%), parameters respectively. 
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Secrecy Outage Probability of Modified TAS/Alamouti-STBC Schemes under Pilot 
Contamination Attacks 

Ahmet Faruk COŞKUN*1 

ABSTRACT 

Modified transmit antenna selection (M-TAS)/Alamouti orthogonal space-time block coding (STBC) 
schemes have been shown to achieve superior error performance together with a reduced-rate feedback 
channel in the presence of feedback imperfections when compared to the conventional TAS/Alamouti-
STBC schemes. By shifting the focus of the investigation, this paper answers the query on whether the 
modified schemes provide enhancements in also the secrecy outage probability (SOP) performance of 
multi-antenna schemes in wiretap channels. The exact expressions of the SOP for the M-TAS/Alamouti-
STBC schemes in Rayleigh fading channels have been derived and validated via Monte Carlo 
simulations. Additionally, the deteriorating effect of active eavesdropping has been demonstrated by 
simulating the pilot contamination attacks (PCAs) on the feedback channel. The extensive investigation 
and comparisons to the conventional schemes have shown that M-TAS/Alamouti-STBC schemes 
employed at the transmission end of the legitimate link provide considerable enhancements in the 
secrecy rates of wireless communications systems in the presence of PCAs.  

Keywords: Pyhsical layer security, TAS, Alamouti-STBC, pilot contamination attack 

 

1. INTRODUCTION 

Due to the broadcasting nature of wireless 
communications systems, the information 
content of the legitimate transmitter - receiver 
link might be intercepted by eavesdroppers in the 
same network. Accordingly, communications 
security is becoming a more challenging design 
issue to be resolved especially as the state-of-the-
art and forthcoming wireless communications 
standards encourage to successfully operate in 
heterogenous networks each serving massive 
number of user terminals. Traditional measures 
that promise secure communications mainly 
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employ cryptographic protocols to be 
implemented in the network layer [1]. 
Nevertheless, the involved secret-key 
distribution and management processes might be 
unaffordable and extremely fragile to attacks [2]. 
Hence, by exploiting the characteristics of 
wireless channels, physical layer security 
concept is becoming more prominent for the 
purpose of providing secure data transmission 
between the transmitter and legitimate user(s) in 
wiretap channels. 

The pioneering researches that have focused on 
communications security by physical-layer 
means have examined the single-input single-
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output (SISO) wiretap scenario constituted by 
transmitter, receiver and eavesdropper terminals 
with single transceiver [1]-[5]. Afterwards, as the 
multi-antenna transmitter and/or receiver designs 
have attracted utmost attention for the sake of 
their spectrally-efficient and fading-resistant 
characteristics in rich multi-path scattering 
environments, enhanced-security physical layer 
designs consolidated by multi-input multi-output 
schemes have come up [5]-[20]. The 
investigations prosecuted within these studies 
have examined the communications security 
concept of several well-known transmit and/or 
receive diversity schemes from the perspective of 
secrecy outage probability (SOP) in the presence 
of single- or multi-antenna eavesdroppers. SOP 
which might be briefly defined as the probability 
that the secrecy capacity is less than a specific 
transmission rate, constitutes a useful metric for 
the researchers to assess the communications 
secrecy. The average SOP achieved by a single-
antenna transmitter and a maximal-ratio-
combining (MRC) receiver at the legitimate user 
in the presence of an eavesdropper with also 
MRC-receiver has been examined in [8] for 
Rayleigh-distributed channel amplitudes. The 
study in [9] has focused on the wiretap scenario 
constituted by single-antenna transmitter and 
receiver ends in the legitimate link and a multi-
antenna eavesdropper that is considered to 
employ MRC or selection combining (SC) in 
Rician fading environments. In addition to 
receive-diversity-based schemes employed at the 
legitimate user and eavesdropper users, the usage 
of transmit-diversity based schemes consisting of 
or including transmit beamforming (TBF), 
space-time block coding (STBC) and transmit 
antenna selection (TAS) have also attracted the 
researchers' attention. The communications 
security has been shown in [10]-[13] to be 
enhanced efficiently with the help of TBF. 
Despite being probably the most efficient means 
of transmit diversity scheme that enables secure 
communications, TBF suffers from its 
dependency on the precise channel state 
information (CSI) of the legitimate and the 
wiretap link at the transmitter. The high feedback 

burden and computational complexity faced by 
TBF schemes especially in case of increased 
number of transmit radio-frequency (RF) chains 
might be seen as unaffordable from the 
implementation perspective.  

As an efficient way to achieve enhanced transmit 
diversity orders and reliable communications 
with reduced feedback requirements and 
hardware complexity, TAS-based transmission 
strategies have been of interest [14]-[20]. The 
simplest TAS scheme that switches the single 
transmit antenna maximizing the received SNR 
at the legitimate user has been investigated for 
MRC receivers [15]-[18] and generalized SC 
receivers [19] at the legitimate user and 
eavesdropper users in Rayleigh [14], [16]-[19] 
and non-identically distributed Nakagami-m [15] 
fading environments. The examination in [16] 
has introduced the average SOP performance of 
TAS/MRC scheme in the presence of an MRC-
enhanced eavesdropper by also taking the 
practical conditions of time-delayed feedback 
(TDF) and binary symmetric channel-based 
feedback errors (FEs) into account. The authors 
of [17] have also concentrated on the same 
scheme in TDF conditions, and have proposed a 
modified TAS/MRC scheme that promises to 
achieve enhanced communications security in 
the presence of feedback delays. Relying on the 
practical assumption that the CSI of 
eavesdropper channels is difficult to be available 
at the transmitter especially if the eavesdropper 
is not a registered user of the same network or is 
a dedicated wiretapper, the antenna selection 
criterion employed within the studies [15]-[17], 
[19] and [20] is based on maximizing the 
instantaneous combined SNR at the legitimate 
receiver.  

The conventional form of the combined 
TAS/STBC scheme has only been examined in 
[20] for Rayleigh fading environments from the 
communications security perspective. Here, 
under the assumptions of delayless and error-free 
feedback between the legitimate user and 
transmitter terminals, the authors have provided 
an extensive analysis on the average secrecy 
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performances achieved in the passive 
wiretapping scenario where the transmitter 
employs combined TAS with dual-branch 
Alamouti-STBC, and the legitimate user and 
eavesdropper users employ MRC. By providing 
comparisons between the SOP performances of 
single TAS and the conventional2 
TAS/Alamouti-STBC (C-TAS/Alamouti-STBC) 
schemes, [20] has demonstrated the superiority 
of the combined scheme when compared to the 
single-branch TAS.  

Being motivated by the lack of an investigation 
on the effects of active eavesdropping (e.g., 
PCAs) on the secrecy performance of C-
TAS/Alamouti-STBC schemes and the potential 
enhancements offered by the modified 
TAS/Alamouti-STBC (M-TAS/Alamouti-
STBC) schemes under practical imperfections 
(as shown in [21] for imperfect feedback case), 
this paper focuses on the SOP performances of 
both schemes in the presence of PCAs. By 
focusing on the practical scenario where the 
transmitter does not have any CSI of the 
eavesdropper's channel, this paper analyzes the 
usage of the conventional and M-TAS/Alamouti-
STBC schemes at the transmitter end of a 
legitimate wireless link in the presence of PCAs 
in flat Rayleigh fading channels, and makes the 
following specific contributions: 

 The exact SOP expression for M-
TAS/Alamouti-STBC schemes, 

 the exhibition of the advantages such as the 
average SNR required to achieve a specific 
level of communications secrecy that are 
obtained by employing M-TAS/Alamouti-
STBC schemes instead of the conventional 
ones, 

 effects of active eavesdroppers that perform 
pilot contamination attack (PCA) [5] to the 

                                                            

2 Here, the term conventional is used to distinguish 
the straightforward but optimal antenna-subset-

feedback channel in the legitimate (i.e., 
main) link, 

 a useful perspective for the design of multi-
antenna diversity schemes that are more 
robust to active eavesdropping techniques, 
and that provide enhancements in the 
average communications secrecy. 

2. SYSTEM MODEL AND SNR 
STATISTICS 

This paper focuses on the average secrecy 
performances of the multi-antenna diversity 
schemes that are constructed by performing 
Alamouti-STBC signaling combined with TAS 
at the transmission sessions and MRC scheme at 
the reception sessions. As sketched in Figure 1-
(a), the investigated diversity schemes employ 
conventional and modified versions of the 
combined TAS/Alamouti-STBC with two active 
RF chains among 𝑛஺ total antennas of the 
transmitter (namely Alice). And at the receive 
ends of both the legitimate and the eavesdropping 
users (namely Bob and Eve, respectively), 
optimal receive-combining (i.e., MRC) is 
employed through 𝑛஻ and 𝑛ா antennas, 
respectively. 

 
(a) (b) 

Figure 1 (a) Schematic representation of the 
TAS/Alamouti-STBC techniques in the presence of an 

selecting scheme from the modified versions that 
have been previously introduced in [21]. 
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eavesdropper (b) Detailed view of RF switching block for 
the conventional (at bottom) and modified (at top) schemes 

For clarity, we first recall the system descriptions 
of both the C-TAS/Alamouti-STBC and M-
TAS/Alamouti-STBC schemes. As shown in 
Figure 1-(a), both schemes occupy a feedback 
channel that is dedicated to convey the antenna 
subset index to Alice and to assist the 
transmission process through the best transmit-
receive branches between Bob and Alice. 

2.1 Conventional TAS/Alamouti-STBC 

Since modified versions of combined 
TAS/STBC scheme have been proposed and 
analyzed in [21] in the presence of feedback 
imperfections, the scheme with the most 
straightforward approach to perform 
transmission over an optimal subset has been 
labeled as conventional. Note that, the antenna 
subset selection strategy has been shown to 
provide the optimal solution with the highest 
total channel gain in ideal feedback and antenna 
switching conditions, whereas it is not the case in 
practical conditions as shown in [21]. 

Without regarding the feedback burden of high-
complexity brute-force subset selection and its 
complications on a practical feedback link, the C-
TAS/Alamouti-STBC scheme performs dual-
branch STBC transmission after selecting the 
antenna subset that consists of the transmit 
antennas with the ordinal numbers 𝑜஼,ଵ and 𝑜஼,ଶ 
among 𝑛஺ total transmit antennas as seen in 
Figure 1-(a). Hence, the ordered antenna indices 
ሺ𝑜஼,ଵ, 𝑜஼,ଶሻ, where 𝑜஼,௝ ∈ ሼ1,2, … , 𝑛஺ሽ, 𝑗 ൌ 1,2, 

comprise only a subset among 𝐾஼ ൌ ቀ
𝑛஺
2 ቁ total 

combinations, and denote the orders of the 
transmit antennas selected (perfectly or 
erroneously). It would be clear that in the case of 
ideal subset selection (i.e., no PCAs or other 
imperfections), the ordinal numbers would be 
𝑜஼,ଵ ൌ 1 and 𝑜஼,ଶ ൌ 2. Besides, this type of subset 
selection is shown to result in a feedback-bit load 
of 𝑘஼ ൌ ⌈logଶ 𝐾஼⌉ in [22] since the feedback 
information should only convey the subset index 
corresponding to two transmit antenna indices. 

Here, ⌈∙⌉ denotes the smallest integer that is 
greater than or equal to its argument. 

2.2 Modified TAS/Alamouti-STBC 

Modified TAS/STBC (M-TAS/STBC) schemes 
are constructed by modifying the antenna 
selection/switching strategy at the transmitter 
ends of communication links, and are proposed 
to reduce the average feedback-bit requirement 
and to enhance the average error probability in 
the presence of practical feedback impairments. 
They are shown to efficiently reduce the 
feedback requirement of the C-TAS/STBC and 
to provide average SNR savings when compared 
to C-TAS/STBC schemes in the presence of FEs 
[22]. 

As seen in Figure 1-(b), the modified scheme 
with the single antenna selection allocates the 
first transmit antenna for transmission regardless 
from the antenna selection process, and switches 
the second transmit antenna by determining the 
best antenna with the highest total channel gain 
among the remaining 𝑛஺ െ 1 ones. Since the size 
of antenna set that is subject to the single-
selection is shrinked to 𝐾ெ ൌ 𝑛஺ െ 1 (when 
compared to the conventional case), the 
feedback-bit load required to switch the selected 
antenna is reduced to 𝑘ெ ൌ ⌈logଶ 𝐾ெ⌉ per each 
Alamouti-STBC transmission period. 

The Alamouti-STBC mapper at Alice inserts the 
digitally-modulated message symbols 𝑥ଵ and 𝑥ଶ 
into the first row of the Alamouti transmission 
matrix that had been denoted by 𝒢ଶ and defined 
as 

𝒢ଶ ൌ ൬
𝑥ଵ െ𝑥ଶ

∗

𝑥ଶ 𝑥ଶଵ
∗ ൰ (1) 

as also provided in Eqs. (3) and (4) of [21]. Each 
row of the matrix consists of the symbols that are 
transmitted from each antenna while columns 
correspond to transmission time slots. Hence, the 
symbols 𝑥ଵ and െ𝑥ଶ

∗ will be conveyed through the 
first transmit antenna (i.e., dedicated regardless 
from the TAS process). After the selection of the 
single transmit antenna that had been determined 
to maximize the output SNR at the legitimate 
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receiver, the signal transmission of the second 
row of the Alamouti STBC codeword matrix is 
directed to the selected (single) transmit antenna. 

2.3 SNR Statistics of M-TAS/STBC Schemes 

The envelopes of the complex Gaussian-
distributed fading coefficients ℎ௝,௜, 𝑖 ൌ 1,2, … , 𝑛஻, 

𝑗 ൌ 1,2, … , 𝑛஺ defined through the transmitter and 
receiver antennas of the legitimate user, and 𝑔௝,௜, 

𝑖 ൌ 1,2, … , 𝑛ா defined through the transmitter and 
receiver antennas of the eavesdropper are 
assumed to be i.i.d. Rayleigh fading variables 
with the squared mean of unit magnitude Ω ൌ

𝐸 ቂหℎ௝,௜ห
ଶ

ቃ ൌ 𝐸 ቂห𝑔௝,௜ห
ଶ

ቃ ൌ 1, ∀𝑖, 𝑗. Here, 𝐸ሾ⋅ሿ 

denotes the expectation operator. Under the 
assumption that the channel estimation processes 
are perfectly done at Bob and Eve, the combined 
instantaneous SNR at each receiver output of 
Bob and Eve through the 𝑗௧௛  transmit antenna 

would be obtained as: 𝛾஻,௝ ൌ �̅�஻ ∑ หℎ௝,௜ห
ଶ௡ಳ

௜ୀଵ  and 

𝛾ா,௝ ൌ �̅�ா ∑ ห𝑔௝,௜ห
ଶ௡ಶ

௜ୀଵ  where the subscripts 𝐵 and 𝐸 
stand for the main link (i.e., the link between 
Alice and Bob) and the wiretap link (i.e., the link 
between Alice and Eve), respectively. Besides, 

�̅�஻/ா ൌ
ாೞ

ே೚,ಳ/ಶ
 are the average branch SNRs 

defined in terms of the average energy per 
symbol (𝐸௦) and the one-sided power spectral 
densities of the additive white Gaussian noise 
(AWGN) (𝑁௢,஻ and 𝑁௢,ா) at each receiver antenna 
of Bob and Eve, respectively. The instantaneous 
SNR 𝛾஻,௝ and 𝛾ா,௝ will follow Gamma 
distribution with the PDF and CDF given as 

𝑓௅,௝ሺ𝑥ሻ ൌ
௫೙ಽషభ௘షೣ/ ംഥಽ

ఊഥಽ
೙ಽ௰ሺ௡ಽሻ

 and 𝐹௅,௝ሺ𝑥ሻ ൌ
టሺ௡ಽ,௫/ ఊഥಽሻ

௰ሺ௡ಽሻ
ൌ

1 െ 𝑒ି௫/ ఊഥಽ ∑ ሾ௫/ఊഥಽሿ೙

௰ሺ௡ାଵሻ
௡ಽିଵ
௡ୀ଴ , 𝑥 ൒ 0, respectively 

where 𝛤ሺ⋅ሻ and 𝜓ሺ⋅ሻ denote the Gamma and the 
incomplete Gamma function, respectively, and 
the label 𝐿 becomes 𝐵 and 𝐸 for the main and 
wiretap links. 

2.3.1 SNR Statistics of the Legitimate Link 

For multi-antenna diversity systems employing 
M-TAS/Alamouti-STBC scheme, the first 
transmit antenna is employed regardlessly as 

seen at the top of Figure 1-(b), and the single 
transmit antenna which maximizes the received 
instantaneous SNR at Bob is selected among the 
remaining 𝐾ெ ൌ 𝑛஺ െ 1 antennas by comparing 
the instantaneous SNRs 𝛾஻,௝, 𝑗 ൌ 1,2, … , 𝑛஺: 

𝛾஻,௠௔௫ ൌ max
௝ୀଵ,ଶ,…,௡ಲ

൛𝛾஻,௝ൟ. After switching the 𝑚௧௛, 

𝑚 ∈ ሼ1,2, … , 𝐾ெሽ best transmit antenna as a result 
of possible erroneous decoding, the resulted 
instantaneous post-processing SNR at the 
receiver output of the legitimate user will be 

𝛾஻,ெ
ሺ௠ሻ ൌ

1
2

൫𝛾஻,ሺ௠ሻ ൅ 𝛾஻,ଵ൯. (2) 

Here 𝛾஻,ሺ௠ሻ denotes the 𝑚௧௛ maximum 
instantaneous SNR among 𝐾ெ transmit branch 
SNRs and 𝛾஻,ଵ denotes the instantaneous 
combined SNR of the first transmit branch used 
regardlessly from the antenna selection process. 
As seen from Eq. (2), the total transmit power is 
equally distributed among two active transmit 
antennas. The statistics of the instantaneous 
combined SNR in Eq. (2) could be examined by 
evaluating the moment-generating function 
(MGF) 

ℳ
ఊಳ,ಾ

ሺ೘ሻሺ𝑠; 𝑚ሻ ൌ 𝐸 ቂ𝑒ି
௦
ଶఊಳ,ሺ೘ሻቃ 𝐸 ቂ𝑒ି

௦
ଶఊಳ,భቃ. (3) 

Since the PDF expression related to the order 
statistics 𝛾஻,ሺ௠ሻ has been defined in [21] as 

𝑓ఊಳ,ሺ೘ሻ
ሺ𝑥; 𝑚ሻ ൌ

ቀ𝑛஺ െ 2
𝑚 െ 1

ቁ 𝑓஻ሺ𝑥ሻሾ𝐹஻ሺ𝑥ሻሿ௡ಲି௠ିଵ

ሺ𝑛஺ െ 1ሻିଵሾ1 െ 𝐹஻ሺ𝑥ሻሿଵି௠  (4) 

using the Laplace transform pair in [25, Eq. 

(2.2.1-2)], ℳఊಳ,ሺ೘ሻ
ሺ𝑠; 𝑚ሻ ൌ 𝐸 ቂ𝑒ି

ೞ
మ

ఊಳ,ሺ೘ሻቃ is 

expressed as 

ℳఊಳ,ሺ೘ሻሺ𝑠; 𝑚ሻ ൌ 𝑏଴ ෍ 𝑏ଵ

௡ಲି௠ିଵ

௡ୀ଴

෍  

ሺ௡ା௠ିଵሻሺ௡ಳିଵሻ

௥ୀ଴

  

ൈ
𝜇௥,௡ା௠ିଵ,௡ಳ

2௥ା௡ಳ

Γሺ𝑟 ൅ 𝑛஻ሻ
ሾ𝑠 ൅ 2ሺ𝑛 ൅ 𝑚ሻ/�̅�஻ሿ௥ା௡ಳ

 (5) 

Where 𝜇௥,௡ା௠ିଵ,௡ಳ
 is the multinomial coefficient 

that has been defined in [23, Eq. (0.314)], 𝑏଴ ൌ
௡ಲିଵ

ఊഥಳ
೙ಳ୻ሺ௡ಳሻ

ቀ𝑛஺ െ 2
𝑚 െ 1

ቁ, 𝑏ଵ ൌ ሺെ1ሻ௡ ቀ𝑛஺ െ 𝑚 െ 1
𝑛

ቁ. By 

substituting Eq. (5) and the MGF corresponding 
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to the single-diversity-branch SNR 𝐸 ቂ𝑒ି
ೞ
మ

ఊಳ,భቃ ൌ

ቂ1 ൅
௦ఊഥಳ

ଶ
ቃ

ି௡ಳ
 into Eq. (3), and applying inverse 

Laplace transform, the overall PDF of the 
combined instantaneous SNR for the M-
TAS/STBC scheme could be obtained as: 

𝑓ఊಳ,ಾ
ሺ𝑥; 𝑚ሻ ൌ 𝑏଴ ෍ 𝑏ଵ

௡

෍ 𝑏ଶ

௥

𝑤ሺ𝑥ሻ. (6) 

Here, the parameter is  𝑏ଶ ൌ
୻ሺ௥ା௡ಳሻఓೝ,೙శ೘షభ,೙ಳ

ఊഥಳ
೙ಳଶೝశమ೙ಳ

 

and the 𝑥-dependent function 𝑤ሺ𝑥ሻ is obtained 
by after partial fraction decomposition (PFD) 
prescribed in [23, Eq. (2.102)] and the inverse 
Laplace transform: 

𝑤ሺ𝑥ሻ ൌ

⎩
⎪
⎨

⎪
⎧

𝑥௩భା௩మିଵ𝑒ି௫఑భ

Γሺ𝑣ଵ ൅ 𝑣ଶሻ
, 𝑛 ൌ 0, 𝑚 ൌ 1

෍ ෍
𝑒௜௝𝑥௜ିଵ𝑒ି௫఑ೕ

Γሺ𝑖ሻ

௩ೕ

௜ୀଵ

ଶ

௝ୀଵ

, otherwise.
 (7) 

Here 𝑣௝ ൌ 𝑛஻ ൅ 𝑟ሺ𝑗 െ 1ሻ, 𝜅ଵ ൌ 2/�̅�஻, 𝜅ଶ ൌ 𝜅ଵሺ𝑛 ൅

𝑚ሻ and 𝑒௜௝ denotes the PFD coefficients. 

2.3.2 SNR Statistics of the Wiretap Link 

The eavesdropper user, assumed to have perfect 
knowledge of the channel coefficients 𝑔௝,௜, 𝑗 ൌ

1,2, … , 𝑛஺, 𝑖 ൌ 1,2, … , 𝑛ா, intercepts the 
information conveyed in the legitimate link 
(between Alice and Bob) by employing 𝑛ா-
branch MRC. Since the wiretap channels can 
only make use of dual transmit branches that is 
accordingly switched due to the channel quality 
of the legitimate link, Eve could achieve no 
additional diversity gain provided by TAS but the 
STBC combining gain with the asymptotic 
diversity order of 2𝑛ா. The combined 
instantaneous SNR at the receiver output of Eve 
could be defined as 

𝛾ா ൌ
1
2

൫𝛾ா,௧ ൅ 𝛾ா,௝ஷ௧൯, 𝑡, 𝑗 ∈ ሼ1,2, … , 𝑛஺ሽ (8) 

as given in [18] and [20]. With the help of 
independence between branch SNRs, the MGF of 
Eq. (8) might be easily obtained as ℳఊಶ

ሺ𝑠ሻ ൌ

ቂ1 ൅
௦ఊഥಶ

ଶ
ቃ

ିଶ௡ಶ
. By using the Laplace transform 

pair given in [25, Eq. (2.1.2-71)], the PDF of the 
combined SNR at the receiver output of Eve 
could be expressed as  

𝑓ఊಶ
ሺ𝑥ሻ ൌ

𝑥ଶ௡ಶିଵ𝑒ିଶ௫/ ఊഥಶ

ሾ�̅�ா/2ሿଶ௡ಶ𝛤ሺ2𝑛ாሻ
, 𝑥 ൒ 0. (9) 

As infered from the instantaneous combined 
SNR expression in Eq. (8) and its PDF in Eq. (9), 
the SNR statistics would have no dependency on 
TAS process, which later will be mentioned in 
Section V to provide advantages by means of 
communications secrecy. 

3. FEEDBACK CHANNEL 

For C-TAS/Alamouti-STBC technique, the 
feedback information between Bob and Alice 
conveys the single index corresponding to the 
antenna index vector that consists of the selected 
antenna indices. Since each combination of the 
antenna indices would correspond to a 
combination of ordered antenna indices (i.e., 
𝒐஼,௠ ൌ ሺ𝑜஼,ଵ, 𝑜஼,ଶሻ), the index 𝑚 ∈ ሼ1,2, … , 𝐾஼ሽ, 
will also represent the index of the vector that 
consists of ordinals. For a transmitter 
configuration of 𝑛஺ ൌ 3, there would only be 

𝐾஼ ൌ ቀ3
2

ቁ ൌ 3 total combinations of the ordered 

antenna index vector (i.e., ሺ𝑜஼,ଵ, 𝑜஼,ଶሻ ൌ ሺ1,2ሻ, 
ሺ1,3ሻ and ሺ2,3ሻ), and the corresponding index of 
an ideally or erroneously activated antenna 
subset would be 𝑚 ൌ 1,2,3, respectively. The 
ordered index vector corresponding to the ideal 
antenna selection/switching case would be 𝒐஼,ଵ ൌ
ሺ1,2ሻ that is meant to use the first and second best 
transmit antennas for two-branch STBC. 
However, due to the FEs, the feedback message 
might be decoded to other antenna index vectors 
𝒐஼,௠, 𝑚 ് 1: 𝒐஼,ଶ ൌ ሺ1,3ሻ or 𝒐஼,ଷ ൌ ሺ2,3ሻ. For 
different values of 𝑛஺, the antenna index 
combinations and the corresponding index 
values (i.e., 𝑚) might be easily associated and 
employed via a look-up table-like mechanism. 
Whereas for M-TAS/Alamouti-STBC technique, 
the feedback information conveys simply the 
single index corresponding to the selected 
antenna: 𝑚 ∈ ሼ1,2, … , 𝐾ெሽ. 
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The indices related to the selected transmit 
antenna subsets are fed back from Bob to Alice 
over an open (non-secure) and low-rate feedback 
link that is considered to have fading 
characteristics from a more realistic viewpoint 
[22]. Here, note that Eve might access the 
antenna indices determined by Bob, she will not 
be able attain any diversity gains since she has no 
information about the main link's CSI and even 
though she had, the indices are tailored due to the 
main link. However, in the case of active 
eavesdropping, Eve might contaminate the 
feedback channel from Bob to Alice in order to 
manipulate the antenna switching procedure 
through her favor. 

The 𝑘஼- and 𝑘ெ-bit feedback informations are 
sent to Alice followed by ℒ஼- and ℒெ-phase shift 
keying (PSK) modulation where ℒ஼ ൌ 2௞಴ and 
ℒெ ൌ 2௞ಾ. Due to degrading effects of the 
feedback channel with fading characteristics and 
the PCAs on the feedback channel, the index 
information might be decoded erroneously. For 
C-TAS/Alamouti-STBC and M-TAS/Alamouti-
STBC cases, the antenna subset with an ideally 
or erroneously determined index vector 𝒐஼,௠ and 
the index 𝑚 will be activated with the 
probabilities 𝑝௠ ≜ 𝐏ሼ𝒐஼,௠ሽ and  𝑝௠ ≜ 𝐏{m} 

while the other antennas are kept silent. The a 
priori probabilities are defined as 𝑝௠ ൌ

∑ 𝑝൫𝑠௝൯
௄಴/ಾ

௝ୀଵ 𝐏ሺ𝑠௝ → 𝑠௠ሻ, where 𝑠௝ denotes the 

baseband symbol belonging to ℒ஼/ெ-PSK 
modulation, 𝑝൫𝑠௝൯ represents the occurrence 
probability of the symbol 𝑠௝ and 𝐏ሺ𝑠௝ → 𝑠௠ሻ is the 
pairwise error probability (PEP) related to the 𝑗௧௛ 
and 𝑚௧௛ symbols corresponding to the 𝑗௧௛ and 
𝑚௧௛ best transmit antennas (or subsets). The 
feedback message, delivering 𝑘஼/ெ bits in order 
to represent 𝐾஼/ெ transmit antenna combinations, 
can be erroneously decoded to one of the ℒ஼/ெ ൒

𝐾஼/ெ index values because of feedback 
imperfections and PCAs. This might cause the 
proper transmit antenna (subset) indices 
1,2, … , 𝐾஼/ெ to be de-mapped to any of the 
improper transmit antenna (subset) indices 
𝐾஼/ெ ൅ 1, 𝐾஼/ெ ൅ 2, … , ℒ஼/ெ (which can be called 

feedback failure (FF)). Thus, assuming that each 
transmit antenna subset is selected equally-likely 
in the presence of FF as in [22], the a priori 
probabilities would be increased by the factor 

ଵ

௄಴/ಾ
∑ 𝑝௝

ℒ಴/ಾ

௝ୀ௄಴/ಾାଵ  yielding 

𝑝௠
ᇱ ൌ 𝑝௠ ൅

1
𝐾஼/ெ

෍ 𝑝௝

ℒ಴/ಾ

௝ୀ௄಴/ಾାଵ

. (10) 

Hence, it would be possible to cover also the case 
of ℒ஼/ெ ൐ 𝐾஼/ெ rather than the limited case of 
𝐾஼/ெ ൌ 2௕, 𝑏 ∈ ℤା. 

4. THE EFFECTS OF ACTIVE 
EAVESDROPPING 

This section describes the effects of active 
eavesdropping on the average SOP values of 
TAS-aided diversity schemes (e.g., conventional 
and modified TAS/STBC, single TAS/MRC). In 
order to investigate the degradations on the 
communications secrecy, the eavesdropper is 
assumed to act not only to scrounge the 
information of the legitimate link but also to 
contaminate the TAS and antenna switching 
processes at Alice in order to manipulate the 
information flow from Alice in her favor. For this 
purpose, the active eavesdropping scheme based 
on pilot contamination attack (PCA) introduced 
in [5] has been involved. As could be found in 
Section 3 of [5], PCA might be applied by 
eavesdroppers in both in full-duplex and half-
duplex communications modes. Hence, 
eavesdroppers would be able to contaminate the 
training and reverse training phases performed 
between Alice and Bob. Here, by assuming that 
the communications between Alice and Bob are 
half-duplex and Eve has syncronized to the 
timelines of the legitimate link, the training phase 
(i.e., run via the feedback transmission) between 
Alice and Bob could be misleaded by the 
intruding signal replica of Eve. Firstly, both Bob 
and Eve determines their optimal transmit 
antenna subsets individually. Then, during the 
feedback transmission phase (i.e., accomplished 
for the purpose of enhancing the communications 
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security between Bob and Alice via TAS), both 
Bob and Eve transmit their modulated symbols to 
the feedback decoder at Alice. Hence, because of 
the high-rate coherence between the feedback 
signals conveyed to Alice, the baseband symbols 
received at Alice could be expressed as in [5, Eq. 
(4)]: 

𝑦஺,௣ ൌ ඥ𝑃஻,௣ℎ஻,஺𝑠௠ಳ
൅ ඥ𝑃ா,௣ℎா,஺𝑠௠ಶ

൅ 𝜂஺ (11) 

Here, ඥ𝑃஻,௣ and ඥ𝑃ா,௣ are the average power 
values related to the signal transmissions over the 
feedback links Bob→Alice and Eve→Alice, 
respectively. Similarly, ℎ஻,஺ and ℎா,஺ are the 
complex Gaussian-distributed channel gains of 
both links, 𝑠௠ಳ

 and 𝑠௠ಶ
 denote the unit-

magnitude (i.e., ห𝑠௠ಳ
ห ൌ ห𝑠௠ಶ

ห ൌ 1) modulated 
PSK symbols those correspond to the transmit 
antenna subset indices 𝑚஻ and 𝑚ா determined by 
Bob and Eve, respectively,  and 𝜂஺ is the complex 
AWGN with zero mean and variance of 𝑁௢,஺. 
Since the average SNR of the legitimate feedback 

link is defined as �̅�ி஼
ሺ௅ሻ ≜ 𝑃஻,௣/𝑁௢,஺, the average 

SNR of the eavesdropping link would be 

similarly obtained as �̅�ி஼
ሺாሻ ≜ 𝑃ா,௣/𝑁௢,஺. Assuming 

that the channel estimation at Alice is perfect, 
Alice would attempt to decode the received PSK 
symbol in order to determine the selected 
transmit antenna subset index and to enhance the 
communications security. After defining the 
power ratio Γி஼ ≜ 𝑃ா,௣/𝑃஻,௣, it is intuitively 
obvious to state that the increasing values of Γி஼ 
would cause Eve to contaminate and dominate 
the feedback information. In the case of Eve's 
relatively increased feedback transmit power, 
Alice would decide on the transmit antenna 
indices in the favor of Eve. 

5. SECRECY PROBABILITY 
PERFORMANCES 

After having the SNR statistics of both the main 
link and the wiretap link derived, we have 
focused on the examination of M-TAS/STBC 
schemes from the communications security 
perspective. In order to examine the SOP 
performances of multi-antenna diversity schemes 

that employ M-TAS/Alamouti-STBC techniques 
at the transmitter, we have focused on deriving 
the exact expressions for the PDF, CDF and 
average SOP. With the help of the derived 
performance metrics, it would be possible to 
examine the variation of the average SOP of the 
modified schemes due to the several system 
configurations and practical imperfections such 
as PCAs. 

SOP is the probability that the secrecy capacity 
𝐶௦ is less than a specific transmission rate ℛ଴ 
(bits/channel-use) where 𝐶௦ is expressed in [17, 
Eq. (6)] as 

𝐶௦ ൌ ቐ
logଶ ൬

1 ൅ 𝛾஻

1 ൅ 𝛾ா
൰ , 𝛾஻ ൐ 𝛾ா,

                         0, 𝛾஻ ൑ 𝛾ா.
 (12) 

The SOP that is formulated as 𝑃ௌை௉ሺℛ଴ሻ ൌ
Pr ሺ𝐶௦ ൏ ℛ଴ሻ has been shown in [17, Eq. (14)] to 
be evaluated as 

𝑃ௌை௉ሺℛ଴; 𝑚ሻ

ൌ 1 െ න න 𝑓ఊಳ,ಾ
ሺ𝑥; 𝑚ሻ

ஶ

௫ୀఉሺ௬ሻ 

ஶ

௬ୀ଴

𝑓ఊಶ
ሺ𝑦ሻ𝑑𝑥𝑑𝑦 (13) 

where 𝛽ሺ𝑦ሻ ൌ 2ℛబ𝑦 ൅ 2ℛబ െ 1. Substituting the 
PDF expressions 𝑓ఊಳ,ಾ

ሺ𝑥; 𝑚ሻ and 𝑓ఊಶ
ሺ𝑦ሻ given in 

Eq. (6) and Eq. (9) into Eq. (13) would result in 

𝑃ௌை௉ሺℛ଴; 𝑚ሻ ൌ 1 െ 𝑏଴𝑤଴ ෍ 𝑏ଵ

௡

෍ 𝑏ଶ

௥

𝑊ሺℛ଴ሻ. (14) 

Here, 𝑤଴ ≜ ሾ�̅�ா/2ሿିଶ௡ಶ/𝛤ሺ2𝑛ாሻ and 𝑊ሺℛ଴ሻ is 
derived for the case of 𝑛 ൌ 0, 𝑚 ൌ 1 as 

𝑊ሺ௡ୀ଴,௠ୀଵሻሺℛ଴ሻ ൌ 𝑒ି఑భሺଶℛబିଵሻ ෍
𝜅ଵ

௞ି௩భି௩మ

Γሺ𝑘 ൅ 1ሻ

௩భା௩మିଵ

௞ୀ଴

 

ൈ ෍ ൬
𝑘
𝑞൰

2௤ℛబሾ2ℛబ െ 1ሿ௞ି௤Γሺ𝑞 ൅ 2𝑛ாሻ
ሾ2ℛబ𝜅ଵ ൅ ሺ1/�̅�ாሻሿ௤ା௩భା௩మ

௞

௤ୀ଴

 (15) 

and for the case of 𝑛 ് 0, 𝑚 ് 1 as 

𝑊ሺ௡ஷ଴,௠ஷଵሻሺℛ଴ሻ ൌ ෍ ෍ ෍
𝑒௜௝𝑒ି఑ೕሺଶℛబିଵሻ𝜅௝

௞ି௩ೕ

Γሺ𝑘 ൅ 1ሻ

௩ೕିଵ

௞ୀ଴

௩ೕ

௜ୀଵ

ଶ

௝ୀଵ
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ൈ ෍ ൬
𝑘
𝑞൰

2௤ℛబሾ2ℛబ െ 1ሿ௞ି௤Γሺ𝑞 ൅ 2𝑛ாሻ

ൣ2ℛబ𝜅௝ ൅ ሺ1/�̅�ாሻ൧
௤ା௩ೕ

.

௞

௤ୀ଴

 (16) 

Consequently, Eqs. (14)-(16) constitute the exact 
average SOP performance of the M-
TAS/Alamouti-STBC scheme. Note that, the 
average SOP performance 𝑃ௌை௉ሺℛ଴; 𝑚ሻ is only 
valid in the case of (ideally or erroneously) 
activating the 𝑚௧௛ combination of transmit 
antenna subset 𝑚 ∈ ሼ1,2, … , 𝐾ெሽ. Hence, the 
overall average SOP performances of the 
modified schemes would be obtained by simply 
weighting by the a priori probabilities 𝑝௠

ᇱ  defined 
by Eq. (10) and superposing the above-
mentioned ordinal-dependent performance 
metrics over the entire possible transmit antenna 
indices and the subset combinations:  

𝑃ௌை௉ሺℛ଴ሻ ൌ ෍ 𝑝௠
ᇱ

௄ಾ

௠ୀଵ

𝑃ௌை௉ሺℛ଴; 𝑚ሻ. (17) 

6. NUMERICAL RESULTS 

This section presents numerical results 
consisting of exact SOP performance results 
together with Monte Carlo simulations of 
diversity schemes that employ C-TAS/Alamouti-
STBC and M-TAS/Alamouti-STBC under active 
eavesdropping effects. In order to examine the 
practical performances of these schemes and to 
highlight the robustness of the modified schemes, 
several performance results are provided in 
Figures 2 and 3 consisting of comparisons for 
different system and channel configurations. In 
both figures, the numerical results related to C-
TAS/Alamouti-STBC, M-TAS/Alamouti-STBC 
and TAS/MRC schemes are depicted by black, 
blue and green curves respectively. Besides, by 
comparing the secrecy performances of M-
TAS/STBC schemes to those of the conventional 
ones under same system and channel conditions, 
the enhancements gathered by the modified 
schemes have been exhibited. For this purpose, 
the SOP values of the C-TAS/STBC schemes 
under passive eavesdropping conditions (perfect 
feedback w/o PCAs) are evaluated by using the 

theoretical expressions provided by the 
pioneering work in [20]. For benchmarking 
purposes, the average SOP performance results 
of single TAS/MRC scheme have been included 
in Figures 2 and 3. The SOP performances of 
both the conventional schemes in the presence of 
PCAs and all cases of single TAS/MRC scheme 
are evaluated via Monte Carlo simulations. 
Besides, the simple decoding procedure for the 
received feedback signal defined in Eq. (11) has 
been performed via Monte Carlo simulations that 
would result in the a priori probabilities given in 
Eq. (10). 

With the aim of examining the variation in the 
average SOP performance of TAS/STBC and 
single TAS/MRC schemes in the presence of 
PCAs, we have focused on the scenario with the 
parameters 𝑛஺ ൌ 3, 𝑛஻ ൌ 2, 𝑛ா ൌ 1, ℛ଴ ൌ 1 

bit/s/Hertz, �̅�ா ൌ 5 dB, �̅�ி஼
ሺ௅ሻ ൌ 0 dB. In Figure 2, 

the effects of active eavesdropping based on PCA 
are demonstrated in the presence of a noisy 
feedback channel (i.e., 𝑁௢,஺ ് 0). 

 
Figure 2 Average SOP of TAS/STBC and single 
TAS/MRC schemes for 𝑛஺ ൌ 3, 𝑛஻ ൌ 2, 𝑛ா ൌ 1, ℛ଴ ൌ 1 

bit/s/Hertz, �̅�ா ൌ 5 dB, �̅�ி஼
ሺ௅ሻ ൌ 0 dB and under the effects 

of PCA (Γி஼,ௗ஻ ∈ ሼെ∞, െ10,0,20ሽ) 

 

In Figure 2, the C-TAS/Alamouti-STBC, M-
TAS/Alamouti-STBC and single TAS/MRC 
schemes are seen to face degradations with the 
increasing values of Γி஼. When compared to the 
single TAS/MRC scheme which severely suffers 
from vanishing transmit diversity order (i.e., 
unity as the non-transmit-diversity SISO/SIMO 
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schemes) in the presence of practical 
imperfections such as PCAs, C-TAS/Alamouti-
STBC and M-TAS/Alamouti-STBC schemes 
keep maintaining at least the transmit diversity 
order achievement of twice the SISO/SIMO 
schemes. Besides, the modified schemes are seen 
to achieve average SNR gains of 0.35 dB, 0.25 
dB, 0.1 dB and 0.2 dB for Γி஼,ௗ஻ ∈
ሼെ∞, െ10,0,20ሽ, respectively at an average SOP 
of 10ିଶ when compared to the conventional 
schemes. This clearly shows that the modified 
schemes are more robust against PCAs when 
compared to the conventional (and also to single 
TAS/MRC) schemes. 

Another examination on SOP performances of 
single TAS/MRC, C-TAS/Alamouti-STBC and 
M-TAS/Alamouti-STBC schemes has been 
made by considering a noise-free feedback 
channel (i.e., 𝑁௢,஺ ൌ 0) and demonstrated in 
Figure 3 for 𝑛஺ ൌ 4, 𝑛஻ ൌ 2, 𝑛ா ൌ 2, ℛ଴ ൌ 1 
bit/s/Hertz, �̅�ா ൌ 5 dB and Γி஼,ௗ஻ ∈
ሼെ∞, െ10,0,20ሽ.  

 
Figure 3 Average SOP of the TAS/STBC and single 
TAS/MRC schemes for 𝑛஺ ൌ 4, 𝑛஻ ൌ 2, 𝑛ா ൌ 2, ℛ଴ ൌ 1 

bit/s/Hertz, �̅�ா ൌ 5 dB, �̅�ி஼
ሺ௅ሻ → ∞ and under the effects of 

PCA (Γி஼,ௗ஻ ∈ ሼെ∞, െ10,0,20ሽ) 

As seen from the SOP curves given in Figure 3, 

for the ideal case of �̅�ி஼
ሺ௅ሻ → ∞ and Γி஼,ௗ஻ → െ∞ 

(i.e., perfect feedback w/o PCAs), single TAS/MRC 
scheme outperforms both the C-TAS/Alamouti-
STBC and M-TAS/Alamouti-STBC schemes in 
lower SNR (i.e., < 10 dB) region. For higher SNR 
values, the C-TAS/Alamouti-STBC scheme 
achieves the best SOP performance among three 

schemes. However, as the dominance of the 
Eve’s contamination signal becomes evident (by 
the increasing values of Γி஼), the M-
TAS/Alamouti-STBC schemes are seen to 
provide additional SNR savings when compared 
to both single TAS/MRC and C-TAS/Alamouti-
STBC schemes. Similar to the cases in Figure 2, 
employing modified schemes instead of the 
conventional ones provides average SNR savings 
of 0.6 dB, 0.3 dB and 0.37 dB, respectively for 
Γி஼,ௗ஻ ൌ െ10,0,20 at an average SOP of 10ିଵ.  

7. CONCLUSIONS 

We have examined the advantages obtained by 
the usage of the M-TAS/Alamouti-STBC 
schemes at the transmitter of a closed-loop 
diversity scheme from the perspective of 
physical layer security. The analytical 
derivations and the numerical results presented 
within this paper have exhibited the robustness of 
the modified scheme also to the active 
eavesdropping techniques such as PCAs when 
compared to the conventional scheme. 
Considering fading channel characteristics at 
both the legitimate/wiretap links and the 
feedback links, statistics related to the output 
SNR and the performance metrics have been 
presented in the presence of PCAs. SOP curves 
have shown that, in the presence of PCAs both 
schemes maintain the asymptotic diversity order 
that is provided by the pure Alamouti-STBC 
transmission and the optimal-diversity reception 
provided by the MRC. Analytical and numerical 
performance results clearly point out the 
potential of secrecy performance degradations 
that might be faced by both the C-
TAS/Alamouti-STBC and M-TAS/Alamouti-
STBC schemes due to the feedback 
imperfections caused by PCAs, and the 
superiority of M-TAS/Alamouti-STBC scheme 
to C-TAS/Alamouti-STBC scheme in the 
presence of PCAs.  

Consequently, the considerable average SNR 
gain achieved against the conventional scheme in 
the presence of PCAs, provide the modified 
scheme to maintain significant importance in 
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real-world wireless communications system 
design from also the perspective of 
communications secrecy. 

The authors think that further researches would 
be worth to be carried out on proposing novel 
antenna selection strategies and optimizing them 
by paying regard to probable imperfections in 
channel estimation and feedback processes (e.g., 
channel estimation errors, feedback delay and 
errors, and active eavesdropping). 
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Performance comparison and analysis of Linux block I/O schedulers on SSD 

Yunus Ozen*1, Abdullah Yildirim1 

ABSTRACT 

A computer system’s one of the slowest operation is disk seek operation. Sending out read and write 
requests to the block devices such as disks as soon as the request arrives results in poor performance. 
After performing sorting and merging operations, the operating system kernel issues block I/O requests 
to a disk for improving the overall system performance. The kernel subsystem to perform scheduling the 
block I/O requests is named as the I/O scheduler. This paper introduces performance comparison and 
detailed analyses of Deadline, CFQ, Noop and BFQ block I/O schedulers that are contained in the Linux 
4.1x kernel. The tests have been carried out on an SSD block device that is common in hardware 
combinations of both personal and professional use-case scenarios. The performance of the schedulers 
has been evaluated in terms of throughput. Each scheduler has advantages in different use-case scenarios 
and provides better throughput in a suitable environment.  

Keywords: Block I/O Scheduler, Deadline, Noop, CFQ, BFQ. 

 

1. INTRODUCTION 

Block devices such as hard drives or flash 
memories run in a random access fashion to write 
or read fixed-size pieces of data. That data is 
named as a block. Whenever a piece of data is 
requested for a block device, the read/write head 
seeks from a position to another position. This 
seeking operation is a slow operation. Since 
block devices are performance-sensitive the 
kernel has a dedicated sub-system called block 
I/O layer to optimize seeking operations. The 
main motivation of the Linux kernel version 2.5 
development was to optimize the block I / O 
layer. The bio struct proposed with version 2.5 in 
addition to the bufferhead struct is still an 
essential part of the modern Linux kernel [1]. The 
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bio struct is the basic container for block I/O 
requests in the Linux kernel. It stores the active 
block I/O operations as a list of segments. A 
segment represents a bunch of buffers that are 
contiguous in memory. The bio struct provides 
flexibility to perform multiple block I/O 
operations with its segments based approach. 

Block devices have request queues to schedule 
pending read or write requests. The kernel 
subsystem to perform scheduling the block I/O 
requests is called the I/O scheduler. Sending 
requests to the block device immediately ends up 
in poor performance. The scheduler organizes the 
request order in the queue and dispatching time 
to the block device. The main objective is 
reducing seeks to improve overall throughput of 
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the system. The kernel issues the requests to the 
device after performing some merging and 
sorting operations in this purpose. Merging is the 
bundling of two or more requests into a single 
request. Merging the requests reduces overhead 
while decreases the seek operations. The whole 
request queue is kept sorted according to sector 
positions. The purpose in sorting is minimizing 
the number of seeks by keeping the disk head 
moving into the same direction [2]. 

Linus Elevator was the first I/O scheduler in the 
Linux. It performs both merging and sorting 
operations to optimize the number of seeking. 
The request is added to the tail of the request 
queue, if a suitable location is not found for a 
request to merge [3]. If an existing request is 
older than a threshold, the new request is added 
to the tail of the queue. That is not efficient but 
prevents several requests to be starved. This 
improves latency but causes to request starvation. 

Several schedulers such as Deadline, CFQ, and 
Noop are introduced after version 2.6 to 
overcome this starvation problem. The main 
motivation of those earlier schedulers was 
reducing the number of seek operation on 
rotational magnetic block devices such as hard 
drives [1]. 

Rotational magnetic block devices have been 
replaced by solid state drives (SSDs) recently in 
areas ranging from smart devices to large data 
center implementations. SSDs have some 
advantages over traditional HDDs in terms of 
throughput, reliability, and energy consumption. 
They are free from the latency of the seeking time 
of rotational magnetic disks. However, existing 
I/O hardware and schedulers have been designed 
and optimized for rotational magnetic disk 
specifications [4]. 

The SSDs are getting research interest for their 
potential to make appropriate optimizations with 
a new motivation [5]. 

The literature already has some recent studies 
that modify queue structures of existing state of 
the art schedulers and exploit the internal 
parallelism of SSDs. FlashFQ [6] analyzes 
request size to estimate the response time and 
uses the start-time fair queueing to provide 
fairness among concurrent tasks on SSDs. Gao et 

al. [7] proposed a scheduler called PIQ for 
minimizing the access conflicts among the I/O 
requests in one batch. External mergesort is a 
common sorting algorithm to sort large amounts 
of data. FMsort focuses on enhancing the merge 
phase of external mergesort for SSDs [8]. Several 
studies have been proposed to take advantage of 
the internal parallelism of SSDs to improve 
performance [9]. Mao et al. designed a new I/O 
scheduler called Amphibian by utilizing internal 
parallelism of SSDs. Amphibian performs size-
based request ordering to prioritize requests with 
small sizes [10]. Chen et al. performed 
experiments to show the results of optimization 
based on internal parallelism for the performance 
improvement [11]. Guo et al. [12] proposed a 
scheduler called SBIOS considering full use of 
read internal parallelism and avoiding the block 
cross penalty. Most of the studies in the literature 
focus on existing complex schedulers for 
adapting them to hardware opportunities of 
SSDs. Revisiting state of the art schedulers in 
terms of throughput and highlighting the 
potential for a simple scheduler is needed. 

The focus of our study is to make a comparison 
between the state of the art I/O schedulers in the 
Linux kernel in terms of throughput. 

The rest of the paper is organized as follows. The 
schedulers Deadline, CFQ, Noop, and BFQ block 
I/O are presented in Section 2. Benchmark setup, 
experimental platform details, performance 
metrics, and preferred workloads are described in 
Section 3. Performance evaluation is presented in 
Section 4. We finally conclude this paper in 
Section 5. 

2. I/O SCHEDULERS 

The I/O scheduler merges and sorts the pending 
block I/O requests into the request queues and 
sends them to the system. This section briefly 
describes the Deadline, CFQ, Noop, and BFQ 
block I/O schedulers that are compared in terms 
of throughput and analyzed in this paper. 
Deadline, CFQ, Noop and BFQ block I/O 
schedulers are chosen, because they are 
contained in most of the Linux distributions with 
the 4.1x kernel. 
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2.1. The Deadline I/O Scheduler 

The Deadline scheduler is one of the earliest 
schedulers that focus on the starvation problem 
of the Linus Elevator. Linus Elevator targets 
merging I/O requests to a specific portion of the 
disk and this causes starvation of the requests to 
another portion of the disk. The read requests are 
generally dependent on each other because of 
data locality. The scheduler merges them to 
minimize the seek operation and this causes 
starvation. There is a tradeoff between 
minimizing seeks and preventing starvation. The 
Deadline scheduler contains a request queue that 
is sorted sectorwise on disk and merged like 
Linus Elevator.  The Deadline scheduler inserts 
the request into another queue according to the 
type of request. Write requests are inserted into a 
write FIFO queue and read requests are inserted 
into a read FIFO queue. Deadline scheduler 
maintains a balance to make these operations fair 
with its multi-queue structure. It gives smaller 
expiration value to the read requests than write 
requests to prevent write requests starving read 
requests. The simplified diagram of deadline 
scheduler is shown in Figure 1. 

 

Figure 1. Deadline scheduler. 

2.2. The Complete Fair Queuing I/O 

Scheduler (CFQ) 

The CFQ scheduler organizes incoming I/O 
requests to the queues based on the processes. 
The newly submitted I/O request is combined 
with neighboring requests and insertion sorted 
sectorwise in every queue. The CFQ scheduler 

differs from other schedulers with its per-process 
queues. The round-robin structure lets a number 
of requests to be dispatched before continuing on 
to the next one. Each process gains an equal slice 
of disk bandwidth and this algorithm provides 
fairness at a per-process fashion. The simplified 
diagram of CFQ scheduler is shown in Figure 2. 

 

Figure 2. CFQ scheduler 

2.3. The Noop I/O Scheduler 

The Noop scheduler does not sort requests before 
inserting to the queue. It merges the new request 
to the adjacent request and maintains a single 
request queue in a near-FIFO order. It is said to 
be the first I/O scheduler that targets the block 
devices such as flash memories that run in a 
completely random-access fashion. The 
simplified diagram of Noop scheduler is shown 
in Figure 3. 

 

Figure 3. Noop scheduler. 

Yunus Ozen, Abdullah Yildirim
Performance comparison and analysis of Linux block I/O schedulers on SSD

Sakarya University Journal of Science 23(1), 106-112, 2019 108



 

2.4. The Budget Fair Queueing I/O Scheduler 

(BFQ) 

The BFQ scheduler is an equal-share disk 
scheduling algorithm. It is based on CFQ that is 
default I/O scheduler in several Linux 
distributions. BFQ converts time intervals based 
round-robin to the number of sectors based 
round-robin. It assigns a sector budget to each 
request instead of a time slice. The simplified 
diagram of BFQ scheduler is shown in Figure 4. 

 

Figure 4. BFQ scheduler. 

3. EXPERIMENTAL EVALUATION 

The benchmark setup and the experimental 
platform with the different file sizes used for the 
performance analysis of the Deadline, CFQ, 
Noop, and BFQ schedulers are presented in this 
section. The results provided are read, reread, 
write and rewrite results of different schedulers 
as already explained in Section 2. For our 
analysis, we used IOzone to perform 
benchmarking of selected I/O schedulers. 

3.1. Benchmark Setup 

The preferred benchmark tool for the study 
presented in this paper is the IOzone 
benchmarking tool [13]. It generates workloads 
for several file operations. The IOzone provides 
a framework to run different scenarios to 
measure the performance of the system. It can 
measure the performance of file operations with 
different file sizes and different sized chunks of 
the file at a time. These chunks are particular 

spots within a file to read or write in one try. The 
size of these chunks affects the I/O performance. 
The experiments have been executed for each of 
the schedulers on the selected platform with 
constant 64 KB sized chunks and varying file 
sizes from 64 KB to 500 MB to measure the 
throughput performance against varying file 
sizes. The maximum throughput obtained for 
each of the file operations has been reported. 

3.2. Experimental Platform 

The experiments have been carried out on 4 cores 
1.90 GHz Intel i7 351U processor system, with 
4GB main memory, 256KB L2 cache, 4MB L3 
cache running Manjaro Distribution (Linux 
4.19.0-3). The SSD was a 240GB Sandisk U100 
SATA 600. An EXT4 file-system has been used 
on the drive. The computer has been rebooted 
before each experiment to remove cache related 
effects. 

3.3. Performance Metrics 

The throughput of disks is finite and 
comparatively small while reading and writing. It 
causes bottlenecks that block I/O schedulers 
intend to improve overall system performance by 
changing the throughput performance. Total disk 
throughput (in KB/s) has been used as the metric 
to show the performance of the schedulers in the 
benchmark experiments. I/O intensive process 
execution time has been used to measure disk 
throughput. Any other processes have been killed 
except the daemons before benchmark execution. 
In these experiments, larger throughput (smallest 
execution time) means better scheduling for that 
file operations. 

3.4. Workloads 

The write, rewrite, read, and reread workloads 
have been used for the experiments using IOzone 
benchmark tool. 

The read test is for measuring the reading 
performance of an existing file. The reread test is 
for measuring the reading performance of a file 
that was recently read. In this case, the 
performance tends to be higher as the data is 
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cached by the OS as it is recently accessed. The 
write test is for measuring the writing 
performance of a new file to the disk. Whenever 
a new file is written, the metadata is written on 
the block device in addition to the data itself.  The 
rewrite performance becomes higher than the 
performance of writing a file because of this 
overhead. The rewrite test is for measuring the 
writing performance of a file that already exists 
on the disk. Whenever an existing file is written, 
the required effort is lower as the metadata is not 
written again. 

4. ANALYSIS AND RESULTS 

This section shows a comparative performance 
analysis using the workloads described in 
Section 3 for the Linux I/O schedulers Deadline, 
CFQ, Noop, and BFQ. The aim of the analysis is 
to understand how different schedulers perform 
under different workloads in terms of throughput. 

For multiprocess throughput evaluation, we let 
IOzone run 3 processes for the initial write, 
rewrite, read, reread tests. These tests have been 
carried out 10 times and the results have been 
analyzed through the average of these tests. 

Figure 5 shows the initial write test results. Noop 
gives the best performance with its SSD-ready 
structure. CFQ scheduler gives equal chance to 
every process and it has better write performance 
comparing to Deadline and BFQ. The schedulers 
without process priority have worse throughput 
results. Noop has an average 10% better write 
performance than its closest competitor CFQ. 

 

Figure 5. Write test results. 

Figure 6 presents the rewrite test results. The 
throughput results have nearly the same ratio 

with the write test results.  The write tests write 
the data and also the metadata for the file, but the 
rewrite test writes only the data to disk. All 
schedulers have higher rewriting performance 
than writing performance. The average rewrite 
performance of all schedulers is 38% better than 
the write performance. Noop has an average 4% 
better rewrite performance than its closest 
competitor CFQ. 

 

Figure 6. Rewrite test results. 

The read and reread tests are shown in Figure 7 
and Figure 8. Both read and reread throughput 
results are better then write and rewrite results for 
all schedulers. Noop has the best results. 
Deadline scheduler has better results than CFQ 
and BFQ in both read and reread tests because it 
prioritizes reads more than writes. Noop has an 
average 7.1% better read and 10.2% better reread 
performance than its closest competitor 
Deadline. Deadline has an average 2.9% and 
6.7% better read performance than CFQ and 
BFQ respectively. It also has an average 1.5% 
and 7.9% better reread performance than CFQ 
and BFQ respectively. 

 

Figure 7. Read test results. 
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Figure 8. Reread test results. 

The average of all tests is shown in Figure 9. 
CFQ scheduler provides an equal chance to each 
process in its round-robin structure. This makes 
it not suitable for environments that might need 
to prioritize request types for processes. Deadline 
scheduler is suitable for read-intensive works. Its 
default timeout values prioritize reads more than 
writes. These values are configurable according 
to the features of the work. Noop scheduler is 
optimized for systems that do not need a specific 
I/O scheduler. It has a modest structure with its 
single FIFO queue. It is suitable for the 
environments where the operating system is in a 
hypervisor. The underlying host operating 
system does scheduling itself in hypervisors or 
cloud environments that the operating systems 
inside virtual boxes do not need complex I/O 
schedulers. The BFQ scheduler is optimized for 
interactive tasks of personal-use scenarios 
instead of server scenarios. It focuses on 
delivering the lowest latency rather than reaching 
higher throughput. The operating system 
distributions focusing on personal usage do not 
perform the heavy read or write operations 
generally and lower latency is the prioritized to 
throughput. 

 

Figure 9. Avarage of all test results. 

5. CONCLUSION 

Block devices maintain request queues and 
approaches to schedule pending read or write 
requests. The kernel I/O scheduler subsystem is 
responsible for request optimization. The 
performance of Deadline, CFQ, Noop, and BFQ 
block I/O schedulers that are included in the 
latest Linux 4.1x kernel are compared in terms of 
throughput this paper. The tests have been 
carried out on an SSD block devices that are 
common in ranging from small handheld devices 
to large-scale data center configurations. 
According to the test results, each scheduler has 
different advantages over others. CFQ scheduler 
is suitable for the systems that require balanced 
I/O access and do not need process prioritization. 
Deadline scheduler has better performance on 
read-intensive works. Noop is for the systems on 
the cloud or hypervisors. BFQ performs better on 
interactive use-case scenarios. Noop is the 
simplest scheduler and it is considered to have 
the potential for optimized new implementations 
targeting SSD block devices. 
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Optimization of Surface Roughness of AISI 1040 Stainless Steel in Milling Process 

Using Taguchi Method 

Neslihan Özsoy*1, Murat Özsoy1 

ABSTRACT 

Surface roughness significantly affects the work efficiency and life of machine parts interacting with 
each other. There are lots of parameters that affect surface roughness such as processed material, cutting 
tool, cutting parameters, cooling type. For this reason, optimization of the machining parameters and 
proper processing conditions are very important. In this study, the optimum machining conditions were 
determined by investigating the surface roughness of the milled AISI 1040 steel alloy depending on the 
feed per tooth (0.08 mm/tooth, 0.12 mm/tooth, 0.16 mm/tooth, 0.20 mm/tooth), spindle speed (2000 
rpm, 3000 rpm, 40000 rpm, 5000 rpm) and the cooling type (liquid, air) parameters. The Taguchi 
experimental design method was used to help achieve results at acceptable levels and to save time and 
cost in achieving optimal results. Experiments designed with the Taguchi method were based on the L16 
orthogonal array and signal / noise (S/N) ratios were used in the evaluation of the experimental results. 
The optimum levels of control factors for minimizing surface roughness were determined using S/N 
ratios. The ideal conditions of surface roughness were seen at A1B1C2 (i.e.,feed per tooth=0.08 
mm/tooth and 2000 rpm spindle speed, cooling type=liquid). Variance analysis (ANOVA) was also 
conducted in the study. According to the results of analyses, it was found that spindle speed was the 
most dominant parameter for surface roughness. Lastly, confirmation tests were run to check the success 
of the optimization. 

Keywords: Taguchi method, optimization, surface roughness, ANOVA, milling of stainless steel 

 

1. INTRODUCTION 

Due to the demand for more precise and complex 

products in the automotive, tooling and 

aerospace sectors, the increase in workability 

studies is taking place. Especially the flexibility 

of high-speed CNC machine tools, CAD/CAM 

software and the improvements in cutting tool 
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technology show that the work in this area is 

dispersed in a very wide range. 

AISI 1040 steel is widely used in the machinery and 

manufacturing industries and is used in a variety of 

machine parts, automotive parts, molds, fixtures and 

many other areas. Technological developments in the 

field of machining in recent years have led to many 
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problems affecting machining performance, although 

machining makes machining more efficient. 

The work in this area is focused on examining the 

cutting parameters (cutting speed, axial depth of cut, 

radial depth of cut and feed rate), cutting tool 

geometry/material and workpiece material changes 

on surface roughness. In the 1960s, the Taguchi 

method proposed by Genichi Taguchi is widely used 

due to its proven success in improving industrial 

product quality. The relevance to the "Taguchi" 

method of researchers is increasing day by day, 

especially because of the low number of experiments, 

ease of application and easy evaluation of qualitative 

variables.  

Some studies on the subject:  

Tosun et al. examined the surface roughness of 

AA7075-T6 using conventional and air cooling 

methods. They used a mixture of boron oil and water 

as the cutting process. They selected parameters as 

cutting tools, spindle speed and feed rates. As a result 

it was determined that the surface roughness 

increased when the feed rate increased and the surface 

roughness decreased when the spindle speed 

increased. [1]. 

Kahraman studied about optimizing cutting 

parameters to reduce surface roughness in turning of 

studs manufactured from AISI 5140 steel. She chose 

rotational speed, feed rate and depth of cut as control 

factors for the surface roughness and L9 orthogonal 

array for experiment trials. She considered rotational 

speed, feed rate and depth of cut as control factors for 

the surface roughness, and used L9 orthogonal array 

for experiment trials. She found optimal surface 

roughness as 1.70 µm according to S/N ratio 

analysis[2]. 

Kıvak experimented to investigate the machinability 

of hadfield steel with PVD TiAlN- and CVD 

TiCN/Al2O3-coated carbide inserts in dry milling 

conditions. He used the Taguchi method and 

regression analysis in his study. He selected cutting 

tool, cutting speed and feed rate as machining 

parameters. He obtained that feed rate had been the 

most effective parameter according to variance 

analysis [3]. 

Günay, AISI 316L austenitic stainless steel 

processing of the Fc and Ra cutting parameters and 

tool nose radius examined the optimization. He 

performed the experiments using Taguchi method [4].  

Cakiroglu and Acir investigated drilling performance 

of Al2014 materials in dry cutting. They found out 

that cutting speed, feed rate and cutting tool had been 

effective on the  performance [5]. 

In another study Debnath et all investigated effects of 

cutting speed, feed rate, depth of cut and cutting fluid 

conditions on surface roughness and tool wear in 

turning process of mild steel bar. They carried out 

experiments according to Taguchi’s L9 orthogonal 

array and found that feed rate and the flow rate of the 

cutting fluid were the most effective parameters on 

surface roughness. On the other hand they explained 

that cutting speed and depth of cut were the dominant 

factors influencing tool wear [6]. 

Manivel and Gandhinatan optimized surface 

roughness and tool wear in hard turning of 

austempered ductile iron. They designed experiments 

by Taguchi method and selected cutting speed, feed 

rate and depth of cut as parameter [7]. 

Pillai et all conducted an experimental study of 

optimization of surface roughness and machining 

time in milling of Al6005A alloy. They used Taguchi-

Grey relational and ANOVA to investigate effects of 

parameters [8]. 

Mandal et all conducted experimental work based on 

L9 orthogonal array with three parameters. These 
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were depth of cut feed rate, cutting speed at three 

levels. They investigated machinability of AISI 4340 

steel and found that depth of cut had maximum 

contribution on tool wear [9]. 

Vishnu et all made a study to investigate effects of 

type of machining conditions, cutting speed, feed 

rate, depth of cut, type of tool on surface roughness 

of EN-353 Alloy Steel in turning operation. They 

used L27 orthogonal array in experiments and 

ANOVA to dedicate influence of parameters. As a 

result they found that type of coolant had been the 

most effective factor [10].  

In this study, experiments were planned according to 

Taguchi method, surface roughness was evaluated 

statistically using ANOVA in the milling of AISI 

1040 stainless steel. 

2. MATERIALS AND METHODS 

2.1. Taguchi method 

Taguchi method is an experiment design and 

optimization method based on parameter design, 

system design and tolerance design. Most 

commonly used in statistical analysis of data 

collected within the scope of quality assurance 

systems. Taguchi's experimental design method 

is a very useful method to detect the optimum 

combination between different levels of different 

parameters. This technique had been popular in 

the world  after the 1980s. The benefit of Taguchi 

design is that many factors can be considered 

together. It also searches for nominal design 

points that are insensitive to changes in 

production and user environments to improve 

productivity in production and reliability in the 

performance of a product. At the same time noise 

factors can be checked. Although similar to the 

experimental design (DOE/design of 

experiment), the Taguchi design performs only 

combinations of balanced (orthogonal) 

experiments, making Taguchi design more 

effective than fractional factorial design. 

Industries can greatly reduce product 

development cycle time for both design and 

production, thereby reducing costs and 

increasing profits using the Taguchi method. 

Besides, Taguchi allows examine to the 

variability caused by noise factors, which are 

usually neglected in the traditional DOE 

approach [11]. 

In cases where a considerable amount of 

experimental work is required for all 

combinations involving each level of each 

parameter, it is possible to achieve a much lower 

number of experimental studies using the 

Taguchi method. The methodology developed in 

the Taguchi experimental design method consists 

of three basic concepts; system design, parameter 

design and tolerance design [12, 13]. 

2.2. Work piece material  

The work piece material selected for 

investigation is AISI 1040 steel with the 

compositions as shown in table 1. The AISI 1040 

steel used in the test is of the general production 

grade class and is widely used in the market. 

Since it is suitable for heat treatment, it is used in 

many mold sets, apparatus making, automotive 

sector, parts subjected to various difficulties, 
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transferring miller and some gears. It has a tensile 

strength of 600 MPa, a modulus of elasticity of 

210 GPa and a 24% elongation. The dimensions 

of the work piece used in tests are 20X150X80 

mm3. 

Table 1. Chemical content of the workpiece material 

C % Si % Mn % Pmax % Smax % 

0,40-0,50 0,25-0,35 0,60-0,90 0,04 0,05 

2.3. Experimental plan and procedure 

Three different parameters were chosen in the 

experiment design: Feed per tooth (Fpt), spindle 

speed (rpm), cooling type (Ct). Selected parameters 

and levels are specified in Table 2. The most suitable 

orthogonal array L16 (42x21) was selected to 

determine optimum conditions and analyse the 

parameters [14]. The L16 mixed level orthogonal array 

shown in table 3.  

Table 2. Control parameters and their levels 

Symbol Parameters Level 
1 

Level 
2 

Level 
3 

Level 
4 

A Fpt 
mm/tooth 

0.08 0.12 0.16 0.20 

B rpm 2000 3000 4000 5000 

C Ct Air Liquid - - 

All statistical analyses were performed using the 

Minitab 17 statistical package program at 90% 

confidence level.  

Experimental samples were prepared at TAKSAN 

brand TMC 700V model CNC vertical machining 

center in Sakarya University Mechanical Engineering 

Department Laboratory. 

Table 3. The L16 mixed level (42x21) orthogonal array 

Experiment # Factor A Factor B Factor C 
1 1 1 1 
2 2 1 1 
3 3 1 2 
4 4 1 2 

5 1 2 1 
6 2 2 1 
7 3 2 2 
8 4 2 2 
9 1 3 2 
10 2 3 2 
11 3 3 1 
12 4 3 1 
13 1 4 2 
14 2 4 2 
15 3 4 1 
16 4 4 1 

MAHR-MARSURF PS1 model desktop roughness 

measurement instrument was used to measure surface 

roughness values and is shown in figure 1. 

Measurements were taken at room temperature. The 

instrument measures according to DIN EN ISO 3274 

standards. Measurements were taken from the 

workpiece on the same axis at one point. The cutting 

length (Lc) was chosen as 0.8 mm and the 

exemplification length (Lt) as 5.6 mm for the 

measurement of the surface roughness values which 

occurred during machining on the workpiece. 

APXT1035PDSR-MM coated cementitious                

carbide endmill cutter manufactured by Korloy, was 

used for milling in the sample AISI 1040 stainless 

steel at 20x150x80 mm3. The diameter of the endmill 

was selected as 16 mm.  

3. RESULTS AND DISCUSSION 

3.1. S/N ratio results 

The average surface roughness (μm) measurements 

made and their average values are given in Table 4.  

Optimization was done with the help of the results 

obtained. In this optimization process, there are three 

different convenient functions known as the Taguchi 

loss function, also referred to as the signal to noise 

ratio (S/N) function. They are '' smallest best, the 

highest (the largest) is the best, the nominal 'is the 

best' cases. The aim of this work was to decrease 
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surface roughness. Therefore “the smallest the better” 

quality characteristic was used as shown in equation 

1.  

 η ൌ S
Nൗ ൌ  െ10 log ቂଵ

௡
∑ 𝑦௜

ଶ௡
௜ୀଵ ቃ                 (1)                                                                           

Here yi =the observed data at the ith experiment and 

n= the number of the experiments [4]. 
 

Figure 1. Desktop roughness measurement instrument

Table 4.  The experimental results 

Experiment # 
Feed per tooth 

(mm/tooth) 
Spindle speed (rpm) Cooling type 

Surface Roughness, 
Ra (µm) 

S/N ratio for 
Ra (dB) 

1 0.08 2000 Air 1.121 -0.9902 
2 0.12 2000 Air 1.279 -2.1374 
3 0.16 2000 Liquid 1.336 -2.5161 
4 0.20 2000 Liquid 1.392 -2.8697 
5 0.08 3000 Air 1.313 -2.3653 
6 0.12 3000 Air 1.501 -3.5291 
7 0.16 3000 Liquid 1.599 -4.0770 
8 0.20 3000 Liquid 1.497 -3.5059 
9 0.08 4000 Liquid 2.350 -7.4232 

10 0.12 4000 Liquid 3.586 -11.0928 
11 0.16 4000 Air 2.628 -8.3917 
12 0.20 4000 Air 3.687 -11.3341 
13 0.08 5000 Liquid 2.287 -7.1853 
14 0.12 5000 Liquid 1.919 -5.6615 
15 0.16 5000 Air 2.367 -7.4830 
16 0.20 5000 Air 2.882 -9.1924 

 

Taguchi analysis, '' the smallest better '' signal 

noise ratios (S/N) according to the surface 

roughness (μm) of the values indicating the order 

of the effect of the values shown in table 5. The 

optimal levels for optimum surface roughness 

can be seen from this table. The graphical forms 

of the levels of control factors for Ra given in 

Table 5 are illustrated in figure 2. The best level 

of each factor was found by looking at the highest 

S / N ratio in the levels of its control factor. 

Accordingly, factor A (Level 1, S/N=-4.491), 

factor B (Level 1, S/N=-2.128) and factor C 

(Level 2, S/N=-5.541) were the factors that gave 

the best Ra value. That means an optimum Ra 

value can be acquired from these levels of 

factors. 

 

Figure 2. S/N graphs for surface roughness 

Table 5.  S/N response table for surface roughness 

Level A B C 
1 -4.491 -2.128 -5.678 
2 -5.605 -3.369 -5.541 
3 -5.617 -9.560 - 
4 -6.725 -7.381 - 

Delta 2.234 7.432 0.136 
Rank 2 1 3 
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3.2. ANOVA results 

With Variance Analysis (ANOVA), the effects of 

which factors are effective on the process are 

determined statistically. In the analysis of variance, 

the aim is to determine the effects of the factors 

examined on how much they affect the output values 

selected to measure the quality and how the different 

levels cause the variability. In addition, the statistical 

reliability of the results obtained is also tested. 

Analysis was conducted with ANOVA to determine 

the effects of feed per tooth, spindle speed and 

cooling type on surface roughness. The ANOVA 

results of the surface roughness are given in table 6. 

The analysis was performed with a 10% significance 

level and a 90% confidence level.  

 

Table 6. Results of ANOVA for surface roughness 

Variance source 
Degree of 

freedom (DoF) 

Sum of 

squares(SS) 

Mean square 

(MS) 
F ratio Contribution rate (%) 

A 3 0.7338 0.24459 1.71 7 

B 3 8.1682 2.72272 19.09 80 

C 1 0.0411 0.04108 0.29 0.4 

Error 8 1.1412 0.14265 - 13 

Total 15 10.0842 - - 100 

 

The importance of control factors in ANOVA is 

defined by comparing the F values of each control 

factor. The percentage value of each parameter 

contribution and the degree of impact on the process 

performance is shown in the last column of the table. 

The contribution of A, B and C factors to surface 

roughness was found to be 7%, 80% and 0.4%, 

respectively (Table 6). So the most dominant factor 

affecting the surface roughness was feed per tooth 

(factor B, 80%). 

3.3. Confirmation tests 

The last step of Taguchi method is to control 

optimum levels. So, verification experiments of 

the control factors were performed with optimum 

levels. Confirmation test results are shown in 

table 7. 

Table 7. Confirmation test results 

 Prediction Experimental 

Level A1B1C2 A1B1C2 

Parameters 
2000 0.08 

Liquid 
2000 0.08 Liquid 

Average surface 

roughness 
0.952 1.03 

 

According to the difference between actual result and 

prediction calculated error is %7.5. This value is 

within acceptable level. That means, the optimization 

for surface roughness was obtained in confidence 

interval. 

4. CONCLUSION 

In this work, the effects on the average surface 

roughness of the feed per tooth, spindle speed, 

cooling type parameters in the milling of the AISI 

1040 Stainless Steel were evaluated using the 
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Taguchi test design method. The following results 

may be drawn. 

 The best average surface roughness value was at 

A1B1C2 (i.e., feed per tooth=0.08 mm/tooth, 

spindle speed=2000 rpm, cooling type=liquid). 

 It was observed that the spindle speed was the 

most significant factor in the roughness change 

with the ratio of 80 %, and this parameter was 

followed by feed per tooth (7%) and cooling type 

(0.4%) interactions according to the order of 

significance. 

 Measured values were within the 90% 

confidence level according to the confirmation 

experiments. 

These results show that the Taguchi method is a trusty 

process for reducing the machining time and 

production costs of milling AISI 1040 stainless steel. 

These results can be used for future academic 

research as well as industrial applications. 
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The influence of canola oil biodiesel on performance, combustion characteristics and 
exhaust emissions of a small diesel engine  

Mehmet Şen*1  

ABSTRACT 

In this work, the influence of canola oil biodiesel addition to eurodiesel was evaluated on combustion, 
performance characteristics and exhaust emissions of a single cylinder diesel engine. In the experiments, 
fuel mixtures obtained by adding 10%, 20% and 50% canola oil biodiesel (named COB10, COB20 and 
COB50 respectively) to eurodiesel fuel (COB0) were used. The test engine was loaded at full load with 
electrical dynamometer and data was recorded between 1500 rpm and 3000 rpm at 500 rpm intervals. The 
result show that addition of biodiesel to eurodiesel reduced cylinder pressure, engine torque and BTE while 
increased BSFC. Ignition delay decreased slightly with the addition of biodiesel.  NOx emission and smoke 
density were decreased as the biodiesel content increase in the fuel blends. 

Keywords: Canola oil biodiesel, performance, combustion, exhaust emissions 

 
 

1. INTRODUCTION 

Biodiesel is a renewable resource and a good 
alternative to diesel fuel. Waste oils, used cooking 
oils, vegetable oils and animal fats and microalgae 
can be used as biodiesel raw materials. HC, CO, 
CO2 and PM emissions except NOx emissions are 
less emitted with the use of biodiesel in diesel 
engines. The lubricant feature extends engine life 
without any additional lubricant additives. It is 
also more economical as it is derived from local 
and renewable sources, so that it is a solution for 
energy demand [1]. The use of 100% biodiesel in 
diesel engines is not recommended because of the 
high density and viscosity of biodiesel which 
causing injector and fuel line problems [2]. For 
these reasons, biodiesel is usually blended with 
diesel fuel at various proportions without any 
engine modifications [3]. 

Canola seeds are very suitable for biodiesel 
production with very high oil content 
                                                 
* Corresponding Author 
1 Bolu Abant İzzet Baysal University, Bolu Technical Sciences Vocational School, Bolu, Turkey, sen_m@ibu.edu.tr 

(approximately 40-45%) from other oily seeds [4]. 
Canola biodiesel is well mixed with diesel fuel 
because the density difference between the canola 
oil biodiesel and diesel fuel (canola 883.5 kg/m3, 
diesel fuel 831.5 kg/m3) is not as large as the 
viscosity difference (canola 4.32 mm2/s, diesel 
fuel 2.6 mm2/s) [5]. One of the advantages of 
biodiesel compared to diesel fuel is oxygen 
content. Canola biodiesel has approximately %10 
oxygen content. The high oxygen content cause 
the reduction in the ignition delay and exhaust 
emissions (PM, CO and HC) and improve the 
combustion [6]. 

There are many studies in the literature using 
edible vegetable oil biodiesel in diesel engines. 
Can et al. [7] studied the effects of canola biodiesel 
blends in different mixing ratios at different loads 
in a single-cylinder diesel engine. As a result, they 
reported that the canola biodiesel blends caused a 
shorter ignition delay for all engine loads because 
of the earlier combustion timing. When the ratio of 
canola biodiesel increased, maximum in-cylinder 
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pressures, maximum heat release rate and brake 
thermal efficiency (BTE) decreased while brake 
specific fuel consumption (BSFC) increased. In 
addition, it was stated that canola biodiesel 
mixtures caused a decrease in smoke, HC and CO 
emissions and increased NOx and CO2 emissions. 

Ozsezen et al. [8] investigated the effect of 
injection characteristics, performance and 
combustion behaviors of a direct injection diesel 
engine when it was operated with palm oil and 
canola oil methyl esters under full load. The results 
indicated that the brake power reduced and the 
BSFC increased when the test engine was operated 
with both methyl ester blends. Also, methyl esters 
caused reductions in CO, HC, CO2 and smoke 
emissions. However, both methyl esters caused 
more NOx emissions. Zhang and Van Gerpen [9] 
examined the of soybean oil methyl esters blends 
in aturbocharged diesel engine. The results 
showed that the methyl ester blends caused similar 
combustion characteristics as diesel fuel. 

Many studies were reported in the literature on 
engine performance and emission characteristics 
of various edible vegetable oil biodiesel blends. 
However, the studies on the analysis of 
combustion are limited. The main objective of this 
study is to evaluate the effects of canola oil 
biodiesel blends on combustion, performance, and 
emissions. 

2. MATERIALS AND METHODS 

The fuel mixtures obtained by adding 10%, 20% 
and 50% canola oil biodiesel (named COB10, 
COB20 and COB50 respectively) to eurodiesel 
fuel (COB0) were used in the experiments. Table 
1 shows some basic properties of the test fuels. The 
experimental set-up is shown in Figure 1. 

Table 1. Important features of the test fuels. 

Properties Diesel COB10 COB20 COB50 
Density 
(kg/m3) 

831.5 836.7 841.9 857.5 

Kinematics 
Viscosity 
(mm2/s) 

2.40 2.60 2.79 3.36 

Lower heating 
value (MJ/kg)  

43.20 42.73 42.26 40.85 

Cetane 
Number 

58.8 58.3 57.9 56.5 

 

The engine was connected to a 15 kW Kemsan 
brand DC dynamometer. The test engine was 
loaded at full load and data was recorded between 
1500 rpm and 3000 rpm at 500 rpm intervals. 
Torque measurement was made by a flange 
system, consisting of the torque measuring unit 
KiTorq rotor Type 4550A and the torque 
evaluation unit KiTorq stator Type 4541A.In order 
to measure the cylinder pressure, Kistler 6052c 
having a piezoelectric crystal which achieves high 
sensitivity has been used. The Kistler 4065B 
compact high pressure sensor is attached on the 
fuel line to detect the start of injection. Kistler 
2614B type optical crank angle encoder was used 
to calculate the crank angle and TDC data (a 
resolution of 720 x 0.1° crank angle degree 
(CAD)). Table 2 shows the specification of the 
Lombardini brand 15 LD 350 model diesel engine 
used in the experiments.  
 

 
Figure 1. Schematic representation of the experimental setup 

Table 2. The specification of the Lombardini 15 LD 350  

Items Specifications 
Cylinder 1 
Cooling Air cooled 
Maximum torque 16.6 Nm/2400 rpm 
Compression ratio 20.3/1 
Displacement 349 cm3 
Bore 82 mm  
Stroke 66 mm 
Nozzle opening pressure 207 bar 
Injection pump type QLC type 

All data excluding emission values were collected 
with KiBox To Go data acquisition system and 
evaluated with KiBox Cockpit software. 
Mobydick 5000 was used for obtain smoke density 
and NOx values. The basic feature of the Mobydick 
5000 is shown in Table 3. Before collecting data 
for each test the engine was run for 10 minutes 
until it reaches operating temperature. A scale and 
stopwatch were used to measure fuel consumption. 

Mehmet Şen
The influence of canola oil biodiesel on performance, combustion characteristics and exhaust emission...

Sakarya University Journal of Science 23(1), 121-128, 2019 122



 

Table 3. The basic feature of the exhaust analyzer 

Emission Unit Range Accuracy 
Smoke Density  m-1 0-20 0.01 
NOx  ppm 0-5000 1 

 
The following formulas were used in the 
calculations: 
 
The Engine brake power (kW): 
 

𝑃௕ ൌ
ெ.௡

ଽସହଽ
     (1) 

 
The brake specific fuel consumption (g/kWh): 
 

𝐵𝑆𝐹𝐶 ൌ
௠೑ೠ೐೗ሶ .ଷ଺଴଴

௉್
    (2) 

 
The Brake Thermal Efficiency (%): 
 

𝐵𝑇𝐸 ൌ
௉್

௠೑ೠ೐೗ሶ .௅ு௏
. 100    (3) 

 
The Rate of Heat Release (RoHR) (J/CAD): 
 

𝑅𝑜𝑅𝐻 ൌ
௞

௞ିଵ
𝑃
ௗ௏

ௗఏ
൅

ଵ

ଵି௞
𝑉
ௗ௉

ௗఏ
   (4) 

 
5% of total heat release and 90% of total heat 
release were taken as the start of combustion (SoC) 
and the end of combustion (EoC), respectively. 
Duration of combustion (DoC) is difference 
between SoC and EoC. The start of injection (SoI) 
is the crank angle corresponds to at which fuel line 
pressure reaches nozzle opening pressure (207 
bar). Ignition delay (ID) is the difference between 
SoI and SoC. 

3. RESULTS AND DISCUSSION  

Figure 2 shows the torquevariation of test fuels 
with respect to different engine speed. Unlike to 
gasoline engines, torque is less dependent on 
engine speed in diesel engines. Due to the increase 
in the volumetric efficiency and the decrease in the 
heat losses with gas leaks per stroke, the torque has 
increased upto 2500 rpm for all fuel. The reduction 
of torque at 3000 rpm depends on the decrease in 
volumetric efficiency and the increase of friction 
losses. Due to the low heating value of the 
biodiesel, engine torque was decreased as the 
amount of the biodiesel in the blend increase. Also, 

the high viscosity and density of biodiesel reduce 
the atomization efficiency, therefore engine torque 
decrease [10]. 
 

 
Figure 2. Engine torque graphs of the test fuels 

The BSFC of test fuels are shown in Figure3. The 
decrease in BSFC upto 2500 rpm in all test fuels is 
thought to be due to increase in volumetric 
efficiency and decrease in gas leakage and heat 
loss. The most important factor affecting BSFC is 
heating value [11]. Low heating value of canola 
biodiesel increased BSFC as seen in Figure3. 
 

 
Figure 3. BSFC graphs of the test fuels 
 
BTE is the ratio of the effective power measured 
at the engine output to the power to be obtained by 
the complete combustion of the fuel. It provides 
information about combustion efficiency. BTE 
changes of the test fuels according to different 
engine speed at full load are shown in Figure 4. 
BTE value was decreased with addition of 
biodiesel because biodiesel has low heating value. 
In spite of the high oxygen content of COB, BTE 
has decreased due to the high density and high 
viscosity of biodiesel, which worsens the fuel 
atomization [12]. A similar trend was observed at 
BTE for all test fuels at all engine speed. BTEs 
increased with engine speed increase, reached 
peak values at 2500 rpm then slightly decreased at 
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3000 rpm as shown in Figure 4. The BTE 
differences at high engine speeds were observed as 
smaller when compared with lower engine speeds. 

Physical and chemical fuel properties such as 
density, viscosity, cetane number and heating 
value affect the combustion characteristics, engine 
performance and emissions. By evaluating the 
cylinder pressure, RoHR and ID, the combustion 
performance of different fuels can be compared 
[13]. 

 
Figure 4. BTE graphs of the test fuels 
 
The cylinder gas pressure and RoHR for diesel fuel 
and blends are presented in Figure 5. Because of 
the high heating value of diesel fuel, cylinder 
pressures are higher than biodiesel blends for all 
engine speeds as seen in Figure 5. The torque 
curves in Figure 2 confirm this. It is seen that the 
maximum pressure values of diesel fuel are higher 
than around 1-2 bar compared to the biodiesel 
blends. This is related to the higher heating value, 
but also to the longer ignition delay time of diesel 
fuel. As it can be seen more clearly in the RoHR 
curves, the rapid combustion of fuel accumulated 
in the cylinder during the ignition delay, which is 
called the pre-mixed combustion phase, causes the 
higher in-cylinder pressure and heat. 
 
Figure 6 shows the change of SoI, SoC, and EoC 
of the canola oil biodiesel at four different engine 
revolutions. With the increase in engine speed, the 
premixed combustion phase decreased and the 
diffusion combustion duration increased because 
of the moving of SoC toward TDC, which caused 
the decrease in the maximum pressure values. In 
spite of similar RoHR values, the torque values at 
3000 rpm are lower than those of 2500 rpm, due to 
increased friction losses. 
 

In the engines with mechanical fuel pumps, the 
fuel line pressure increases due to the low 
compressibility, high density and high viscosity of 
biodiesel blends and thus the injector opens earlier 
[14]. Although the SoC for all engine speed is 
quite close to each other, SoC of COB50 is about 
0.3-0.5 CAD earlier in comparison to the diesel 
fuel as seen in Figure 7. 
 

 
Figure 6. Change of SoI, SoC and EoC of the test fuels 
 
The ignition delay is an important determinant for 
the combustion characteristics. Oxygen content, 
atomization of the fuel, cylinder pressure and 
especially cetane number influence the ignition 
delay. Since ID is the time between SoI and SoC, 
all the parameters affecting them also affect the ID. 
The addition of biodiesel to the eurodiesel reduced 
the ID slightly as shown in Figure7. Although the 
cetane number of diesel is slightly higher than 
those of the blends, the oxygen content of biodiesel 
is effective in reducing the ID. In addition, the 
small amount of aromatic content of biodiesel is 
one of the factors that reduce the ID [15]. 
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Figure 5. Cylinder pressure and RoHR graphs of the test fuels. 

 

 
Figure 7. ID graphs of the test fuels 

Since the fuel injected into the cylinder is exposed 
to higher temperatures and pressures as the SoI is 
late, the ignition takes less time.  However, with 
increasing engine speed, this time corresponds to a 
larger crank angle [16].  
 
The change in exhaust temperature is shown in 
Figure 8. As the engine speed increases, frequency 
of combustion increases in unit time, so that the 
exhaust temperature increases. The increase in the 
diffusion combustion phase is also effective in 
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increasing the exhaust temperature as shown in 
RoHR graphics. The increase in the amount of 
biodiesel in the blends for each engine speed 
reduces the exhaust gas temperature. 
 

 
Figure 8. Exhaust temperaturegraphs of the test fuels 
 
The change in NOx emissions is shown in Figure 
9. As defined in Zeldovich Mechanism, the 
oxygen and nitrogen in the air react with each other 
due to the high temperature in combustion 
chamber. Thus, NOx emerge as products. The 
formation of NOx depends on ignition delay, 
oxygen content of fuel and combustion 
temperature [17].  
 

 
Figure 9. NOx graphs of the test fuels 
 
As seen in Figure 9, the concentration of NOx was 
decreased as the biodiesel content increase in the 
fuel blends, because the low heating value of 
biodiesel causes in lower cylinder pressure and 
temperatures. 

Smoke density is the coefficient of light absorption 
of the exhaust emission gases released by the 
engine. It increases with the increase of particles 
formed by unburned carbon atoms. Smoke density 
depends on the temperature of cylinder, the 
amount of oxygen and soot particle residence time 

in the combustion chamber [18]. The change of 
smoke density of test fuels according to engine 
speed is shown in Figure 10. The addition of COB 
to euro diesel reduced the smoke density. Smoke 
density of the test fuels was lower at 1500 rpm but 
increased at 2000 and 2500 rpm and dropped again 
at 3000 rpm. As seen in Figure 10, the diesel fuel 
has highest smoke density at all engine speeds. 
COB10 comes after diesel fuel and is slightly 
lower than those of diesel fuel. Approximately 
40% reduction was observed in COB50 according 
to diesel fuel for all engine speeds. The low C/H 
ratio and low oxygen content of canola oil 
biodiesel is thought to have an effect on reducing 
smoke density. 
 

 
Figure 10. Smoke density graphs of the test fuels 

4. CONCLUSIONS  

In this study, the influence of canola oil biodiesel 
addition to eurodiesel was evaluated on 
combustion, emissions and performance 
characteristics of a single cylinder diesel engine at 
full load. In the light of the results, the following 
conclusions were obtained: 
 
1. With the increase of the biodiesel in the fuel 
blends, engine torque decreased and BSFC 
increased due to the low heating value of the 
biodiesel. 
2. Despite the high oxygen content of biodiesel, 
BTE decreased because of the high density and 
viscosity of biodiesel, which worsens fuel 
atomization. 
3. The cylinder pressures of the diesel fuel are 
higher than those of the biodiesel blends for all 
engine speeds because of the high thermal value of 
diesel fuel. 
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4. The maximum cylinder pressure values of diesel 
fuel are higher than around 1-2 bar compared to 
the biodiesel blends. 
5. The addition of COB to the eurodiesel reduced 
the ID slightly. 
6. Because the low heating value of biodiesel 
causes lower cylinder pressure and temperatures, 
the NOx emissions decreased with the increase the 
biodiesel content in the fuel blends. 
7. The addition of COB to euro diesel reduced the 
smoke density. 
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