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Abstract- Nowadays, one of the major internet security 

problems being faced is ‘Web Phishing’, whereby attackers get 

hold of the personal and sensitive information of the internet users. 

Sometimes, attackers create fake web pages just to mislead users 

and give them wrong information. With the increase of more and 

more sophisticated attacks like Whale Phishing, Spear Phishing, 

and Ransomware among others, internet users easily fall in 

attackers’ traps. Most web browsers are not able to counteract or 

block these attacks and hence internet users consider the spoofed 

webpages to be legitimate ones and end up giving their details like 

credit cards details, passwords and usernames among others. In 

this paper, an application has been developed in Java that 

performs several tests on a URL, on the different hyperlinks 

present on the web page and on the content of the web page and 

provides a security rating to the internet user. Together with the 

percentage security, the user is informed if the web page is safe, 

doubtful or unsafe. The security ratings of several website domains 

such as, .gov, .co, .edu, .info, .mu, .ac, .org, .net, .com were also  

analysed. Furthermore, tests using independent samples ANOVA 

and Tukey HSD were performed and they revealed that there was 

a significant difference between the security ratings of the 

websites. 

 
Index Terms— Phishing, IP, URL, Web Security 

I. INTRODUCTION 

ITH the increase in internet usage, there has been a 

significant increase of phishing attacks. Usually 

attackers impersonate as someone else to gather information or 

to provide the user with misleading information. Often, it might 

happen that the user receives an e-mail from a phisher where he 

is asked to upgrade his profile through an embedded hyperlink. 

However, when the user enters the hyperlink and enters his 

personal information, the attacker gets hold of this information 

and misuses them. Since these e-mails are malicious copies of 

legitimate ones, it is hard for the human eyes to distinguish 

between the legitimate and the malicious e-mail. According to 

[1], in 2015, at least 230,280 phishing attacks were recorded 

which increased to 255,065 in 2016 worldwide.  
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Several publications have proposed schemes to counteract 

web phishing. An overview is given next. In [2], to secure 

online transactions, an Anti-Phishing Prevention Technique 

[APPT] was proposed where a One-Time Password [OTP] will 

be generated and communicated to the user via an alternate e-

mail or via SMS [3]. After that, a token containing the user’s 

information will be created and stored in the user machine. The 

password and the token together will authenticate the user. 

When the user logs on a webpage, his personal data are checked 

and the token name is retrieved. In [4], a rating of webpages 

was provided based on users’ experiences on a webpage. If a 

majority of people have rated a webpage positively, it will 

display ‘This site is safe’, if the majority have rated negatively, 

it will display ‘This site is unsafe’, else it will display 

‘Unknown site’. In [5], if alterations were detected on 

webpages, the webmasters are alerted and if a user browses a 

phishing webpage or is about to download a malicious file, a 

warning is displayed to him. Also, a transparency report is 

displayed to the user. Furthermore, several web extensions can 

be used to prevent phishing attacks. In [6], AntiPhish was used 

which is suitable for non-experienced web users as it keeps 

track of the user’s personal information. It scans a webpage and 

if it finds it malicious, it prevents the submission of personal 

information to that webpage. However, AntiPhish is limited to 

webpages written in HTML. In [7], Link Guard Algorithm is 

proposed which can detect and stop 195 out of 203 attacks. This 

algorithm analyses the differences between the visual link and 

the actual link and calculates the similarity of the URI of the 

hyperlink with that of the legitimate website. If they are not the 

same, then it is considered to be an attack. In [8], ratings and 

reviews are collected from experienced users and the ratings of 

the webpages are displayed as traffic lights next to the search 

engine. In [9], GeoTrust developed TrustWatch where 

information is displayed to users so that the identity of websites 

for e-commerce services can be verified. TrustWatch can also 

block pop-up windows and report suspicious webpages. In [10], 

the web extension GoldPhish is proposed where the logo of 

suspicious webpages is extracted and are converted to text. The 

text is queried as a google search and the result obtained is 

compared with the suspicious webpage. If the results do not 

match, then it is considered as a possible attack. In [11], an 

approach based on K-Means and Naïve-Bayes was proposed to 

check the behaviour of browsed webpages. With this method, 

approximately 18,480 unique phishing webpages have been 

detected. Firstly, a K-Means Classifier is used and then a Naïve-

Bayes Classifier is used and based on the results, the webpage 

is rated as phishing, non-phishing or suspicious. In [12], it has 

been proposed that through the source code, phishing webpages 

can be detected. For example, if the logo loads from an external 
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link, it is a phishing characteristic. Another characteristic would 

be if the URL contains characters such as ‘@’ and ‘_’. Phishing 

webpages are normally short-lived and the content has language 

anomalies. The presence of pop-up windows asking to update 

and validate accounts usually means that the webpage has been 

compromised. 

In this paper, an application was developed in Java to 

give a percentage security rating to a webpage based on 

different features such as the Uniform Resource Locator (URL), 

the Hyper Text Markup Language (HTML) source code and the 

content of the webpage. However, compared to the previous 

proposed solutions, this application conducts its tests on nine 

sets of domains which are ‘.com’, ‘.net’, ‘.org’, ‘.ac’, ‘.gov’, 

‘.mu’, ‘.info’, ‘.edu’, and ‘.co’. The percentage security 

obtained are recorded and an Analysis of Variance (ANOVA) 

test is performed on them with the HSD Tukey test to determine 

whether the difference between the means of the percentage 

security is significant or not. 

The organisation of this paper is as follows. Section 2 

gives an overview of the different Phishing attacks and some 

existing solutions. Section 3 describes the methodology 

employed to conduct the research. Section 4 describes the tests 

performed on the application and the results obtained and 

Section 5 concludes the paper. 
 

II. BACKGROUND 

This section starts with an overview of the different 

types of web-phishing attacks that have been recorded 

worldwide, followed by some existing solutions. 

 

2.1 Overview of web-phishing attacks 

 
Different types of web-based phishing attacks have been 

encountered till now, for instance: 

a. Deceptive Phishing [13]: in this case, the user 

receives an e-mail with an embedded hyperlink and 

he will be asked to update his account or to warn 

him about system failures. When the user browses 

the provided hyperlink, he will be asked to enter his 

personal information and login credentials. 

However, the success of this type of attacks depend 

on how closely the phishing webpage is similar to 

the legitimate one. 

b. Spear Phishing [14]: this is the most common type 

of phishing where the goal is to lure users to click 

on malicious hyperlinks so that the attackers get 

hold of personal information. 

c. Pharming [15]: in this case, the Domain Name 

System (DNS) server is the target and the Internet 

Protocol (IP) addresses are altered. When a user 

browses a webpage, he will be redirected to the 

webpage desired by the attacker. 

d. Clone Phishing [16]: legitimate e-mails are cloned 

and the attachments and hyperlinks are altered to 

redirect the users to malicious webpages where their 

credentials are captured by the attacker. 

 

2.2 Security features in Web Browsers 

a. Connection Security: for some webpages, a lock 

icon is displayed in the location bar to inform the 

user that the connection to that particular webpage 

is safe. For example, this icon appears when a user 

browses to ‘https://www.ebay.com’. 

 

 

 

 

 
Figure 1: Lock icon for secure connection 

 

b. Protection against trackers [18]: information about 

user’s browsed webpages can be collected by 

trackers. Furthermore, trackers also keep track of 

the device that the user is using to access the 

webpages. To seek protection from these trackers, 

Mozilla Firefox has developed a security feature to 

block them. 

 

 

 
Figure 2: Protecting Mozilla Firefox from trackers 

III. PROPOSED ANTI-PHISHING APPLICATION 

 

3.1 Software Architecture 

The application interface is shown in Figure 3. 

 
Figure 3: Application Interface 

 

Lock icon to inform user 

about secure connection 

Blocking tracking domains 
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Twelve text fields are created to be set to either red or green 

depending on the result of the different tests conducted. 

Furthermore, two buttons are created namely ‘Phishing 

Detection’ and ‘Phishing Report’. All these are implemented in 

the Java Web Browser. When ‘Phishing Detection’ button is 

clicked, tests will be carried out on the URL, HTML and 

content of the webpage and the text fields will be set 

accordingly. And when ‘Phishing Report’ button is clicked, a 

report is provided to the user based on the results of the different 

tests.  

 

 
Figure 4: Software Architecture 

 

The architecture of the anti-phishing software is shown in 

Figure 4. The Java web Browser declares and initialises the 

global variables and contains two buttons: ‘Phishing Detection’ 

and ‘Phishing Report’. The pseudocode for ‘Phishing 

Detection’ is given in Section 3.2 and that of ‘Phishing Report’ 

in Section 3.3. 

 

3.2 Pseudocode for ‘Phishing Detection’ 

1. Declare and initialise global variables  

2. txt_protocol, txt_symbol, txt_slashes, txt_dots, 

txt_tld, txt_content, txt_length, txt_date, txt_tag, 

txt_ads, txt_window, txt_redirect, txt_blankurl, 

txt_content: set to either red or green depending on the 

result of the tests 

3. Create Java web browser 

4. Create text fields degree1 to degree12 null, of length 

‘1’ 

5. degree1 – degree12: Background set to either red or 

green depending on the result of the tests. 

6. Declare and initialise scale to ‘0’: scale counts the 

number of anomalies detected. 

7. Declare and initialise arrays for malicious words and 

percentage spam 

8. Extract browsed URL 

9. Pass URL in blackhole filter and check if present 

10. If yes, 

11. Set text fields degree1 to degree12 to red and display 

‘Phishing Webpage’ 

12. Else, 

13. Extract protocol 

14. If protocol = https, 

15. Set degree1 to green and set txt_protocol to green 

16. Else, 

17. Set degree1 to red and add 1.0 to scale 

18. Check for ‘@’ and ‘_’ 

19. If present, 

20. Set degree2 to red and add 1.0 to scale 

21. Else, 

22. Set degree2 to green and set txt_symbol to green 

23. If no. of slashes > 5 

24. Set degree3 to red and add 1.0 to scale  

25. Else, 

26. Set degree3 to green and set txt_slashes to green 

27. If no. of dots > 5 

28. Set degree4 to red and add 1.0 to scale 

29. Else, 

30. Set degree4 to green and set txt_dots to green 

31. Extract Top-Level Domain 

32. If (tld > 4) && (tld < 2), 

33. Set degree5 to red and add 1.0 to scale 

34. Else, 

35. Set degree5 to green and set txt_tld to green 

36. If content length of browsed URL = -1 

37. Set degree6 to red and add 1.0 to scale 

38. Else, 

39. Set degree6 to green and set txt_content to green 

40. If (expiry date < last modified date), 

41. Set degree7 to red and add 1.0 to scale  

42. Else, 

43. Set degree7 to green and set txt_date to green 

44. If empty tags present in source code 

45. Set degree8 to red and add 1.0 to scale 

46. Else, 

47. Set degree8 to green and set txt_tag to green 

48. If ads present in source code 

49. Set degree9 to red and add 1.0 to scale 

50. Else, 

51. Set degree9 to green and set txt_ads to green 

52. If pop-up present in source code 

53. Set degree10 to red and add 1.0 to scale 

54. Else, 

55. Set degree10 to green and set txt_popup to green 

56. If URL is redirected, 

57. Set degree11 to red and add 1.0 to scale  

58. Else, 

59. Set degree11 to green and set txt_redirect to green 

60. If webpage contains blank URL, 

61. Set degree12 to red and add 1.0 to scale 

62. Else, 

63. Set degree12 to green and set txt_blankurl to green 

64. Read content of webpage 

65. Compare each word of webpage against elements in 

array of malicious words 

66. Declare percent of type double and initialise to ‘0.0’: 

percent counts the percentage of all malicious 

words[19] that have been detected. 

67. If present,  

68. Add respective percentage spam to percent 

69. If (percent >50), 

70. Add 3.0 to scale 

71. Result = 100 – ((scale/15)*100) 
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72. Display result 

73. If (result > 70), 

74. Display ‘High Safety Level’ and set txt_content to 

green 

75. If (result <70) && (result > 50), 

76. Display ‘Average Safety Level’ and set txt_content to 

red 

77. Else, 

78. Display ‘Not Safe’ 

 

As it can be observed in the above pseudocode, different checks 

are performed and based on these results, the text fields are set 

to either red or green and a value of 1.0 or 0.0 is added to scale. 

Then the percentage security is calculated and if it is greater 

than 70, the webpage is considered as having a high safety level. 

If the percentage safety is between 50 and 70, then it is 

considered to be having an average safety level, else it is 

considered as being not safe. 

 

3.3 Pseudocode for ‘Phishing Report’ 

 

1. Create button ‘Phishing Report’ 

2. Declare and initialise local variables  

3. Pro: secure or not depending on content of 

txt_protocol 

4. Sym: contains symbols or not depending on the 

content of txt_symbol 

5. Slash: more than 5 slashes or not depending on the 

content of txt_slash 

6. Dot: more than 5 dots or not depending on the content 

of txt_dot 

7. Tld: valid or not depending on the content of txt_tld 

8. Len: -1 or not depending on the content of txt_length 

9. Date:  last modified date greater than expiry date or 

not depending on the content of ‘txt_date’ 

10. Tag: contains tag or not depending on the content of 

‘txt_tag’ 

11. Ads: contains ads or not depending on the content of 

txt_ads 

12. Win: opens another window or not depending on the 

content of txt_window 

13. Redirect: redirects webpage or not depending on the 

content of txt_redirect 

14. Burl: contains blank url or not depending on the 

content of txt_blankurl 

15. Con: set to ‘safe’, ‘doubtful’ or ‘unsafe’ depending on 

the content of txt_content 

16. If (txt_protocol = green) 

17. Set pro to ‘secure’ 

18. Else, 

19. Set pro to ‘not secure’ 

20. If (txt_symbol = green) 

21. Set sym to ‘not contain ‘@’ and ‘_’’ 

22. Else, 

23. Set sym to ‘contain ‘@’ and ‘_’’ 

24. If (txt_slashes = green) 

25. Set slash to ‘not contain more than 5 slashes’ 

26. Else, 

27. Set slash to ‘contain more than 5 slashes’ 

28. If (txt_dots = green) 

29. Set dot to ‘not contain more than 5 dots’ 

30. Else, 

31. Set dot to ‘contain more than 5 dots’ 

32. If (txt_tld = green) 

33. Set tld to ‘valid tld 

34. Else, 

35. Set tld to ‘invalid tld’ 

36. If (txt_length = green) 

37. Set len to ‘not -1’ 

38. Else, 

39. Set len to ‘-1’ 

40. If (txt_date = green) 

41. Set date to ‘expiry date not less than last modified 

date’ 

42. Else, 

43. Set date to expiry date less than last modified date 

44. If (txt_tag = green) 

45. Set tag to ‘not contain empty tags’ 

46. Else, 

47. Set tag to ‘contain empty tags’ 

48. If (txt_ads = green) 

49. Set ads to ‘not contain ads’ 

50. Else, 

51. Set ads to ‘contain ads’ 

52. If (txt_window = green) 

53. Set win to ‘not open another window’ 

54. Else, 

55. Set win to ‘open another window 

56. If (txt_symbol = green) 

57. Set sym to ‘not contain ‘@’ and ‘_’’ 

58. Else, 

59. Set sym to ‘contain ‘@’ and ‘_’ 

60. If (txt_blankurl = green) 

61. Set burl to ‘not contain blank URLs’ 

62. Else, 

63. Set burl to ‘contain blank url’ 

64. If (txt_content = green) 

65. Set con to ‘safe content’ 

66. Else If (txt_content = green), 

67. Set con to ‘doubtful content’ 

68. Else, 

69. Set con to ‘content not safe’ 

70. Concatenate all the strings 

71. Display result 

 

It can be observed from this pseudocode that the global 

variables are set to green or red. Depending on these global 

variable, the local variables are set. At last, all the local 

variables are concatenated and displayed to the user. 

 

ANOVA [20] is a statistical method that is used to test the 

differences between the means of two or more groups of data. 

This test is done on a general basis among the means. One-way 

ANOVA [21] is when only one qualitative variable is taken into 

consideration. Each set must contain same number of elements 

and must be normally distributed with the same variance. 

 

In this work, for nine domains, the security percentage of 50 

websites have been recorded. The mean security level of each 

of these domains was then computed and an independent 
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samples one-way ANOVA was used to determine if the 

difference between the means was significant. 

IV. RESULTS 

 

As mentioned earlier, nine different domains of websites were 

tested, each containing fifty (50) links. 

 

4.1 Testing with ‘.com’ 

 

The tested URL is ‘https://www.bestbuy.com’  

 
Figure 5: Navigating to the desired webpage 

 

 
Figure 6: Result of test 

 

 

 
Figure 7: Hyperlinks present on webpage 

 
Figure 8: Phishing Report 

 

Figure 5 shows the navigated webpage. When ‘Phishing 

Detection’ is clicked, a percentage security of 93.33 is shown 

along with ‘High Safety Level’ as shown in Figure 6. Figure 

7 shows the different hyperlinks present on the webpage and 

Figure 8 is displayed when the user clicks on ‘Phishing 

Report’. The selected result in Figure 8 shows the anomaly 

that has been detected by the application. 

 

 

4.2 Testing with ‘.org’ 

 

The tested URL is ‘www.readingrockets.org’ 

 

 
Figure 9: Navigating to the desired webpage 

 

 

 
Figure 10: Result of test 
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Figure 11: Hyperlinks present on webpage 

 

 
Figure 12: Phishing Report 

 

The navigated webpage is shown in Figure 9 and after clicking 

on ‘Phishing Detection’, the results are displayed as shown in 

Figure 10. Figure 11 shows the different hyperlinks present on 

the webpage and Figure 12 shows the different anomalies that 

have been detected by the application. 

 

The mean security percentages for each domain is shown in 

Figure 13. 

 
 

Figure 13: Bar Chart for average percentage security 

 

An ANOVA Independent test and an HSD Tukey test were 

performed on the nine sets of results that were obtained. The 

value obtained for Fobs and Ftable were 2.7618 and 1.9594 

respectively. Hence, it can be concluded that the difference 

between the means is significant. Furthermore, the HSD Tukey 

test revealed that the pairwise differences between the means of 

‘.com and .gov’ and ‘.gov and .mu’ are significant. 

 

V. CONCLUSIONS AND FUTURE WORK 

Web phishing is a rising security risk which target many 

people and provide them with misleading information. In this 

paper, an application has been designed which gives a rating 

when the button ‘Phishing Detection’ is clicked. The rating is 

based on tests on different characteristics of the URL, the 

HTML code and the content of the webpage. Compared to [12], 

the application can check for anomalies in the content of the 

webpages and based on the results, a rating is displayed to the 

user. 

The program also rates a webpage based on the different tests 

carried out. In contrast with [4] where the rating is based on the 

users’ experiences. Moreover, the ANOVA test performed 

confirmed that the difference between the security of different 

domains is significant. Finally, it will be interesting to 

investigate the possibility of integrating the schemes developed 

in [22] and [23] into the proposed application. 
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Abstract— This paper presents the cross saturation effect on a 

specially designed spoke type permanent magnet synchronous 

motor (PMSM) for the sensorless vector control. The cross 

saturation effect becomes very important where the sensorless 

control algorithm is used. Accurate flux linkage modeling is 

required to obtain a satisfactory position estimation and 

eventually minimum induced torque error. The magnetic 

saturation is the most impacting parameters affecting the 

position error. Since the Ld and Lq inductance difference is 

generally less than 5% in the spoke type PMSM, the accurate 

estimation of the cross saturation is critical for the sensorless 

vector control.  In this paper, the designed PMSM has the Ld and 

Lq difference in 15% level even for the overload capacity. So it is 

even possible to operate the motor in the transient modes with 

the overload capacity by estimating right cross saturation effect 

with certain time limits. The mapping of the inductances and 

efficiency are obtained by using Finite element method and 

presented in the paper. Some experimental results are also given 

such as efficiency and power-speed variation at the constant 

torque.  

 

Index Terms—Permanent magnet synchronous motor, finite 

element method, cross saturation effect, d-q inductances, 

sensorless vector control.   

I. INTRODUCTION 

HE rapid developments in magnetic materials used in the 

production of electric motors has led to the development 

of special electric motors such as brushless DC, permanent 

magnet synchronous motors with the electronic commutation. 

Reaching high speeds in the electronic components used in 

motor drive systems and the cost reduction in the 

manufacturing are also supporting this development. It is very 

critical to find the most suitable motor and drive system in 

terms of the design and control algorithm for the application. 

Permanent magnet synchronous motors (PMSM) can be used 

widely in the systems from low to medium power because of 

their high efficiency, high torque/inertia ratio, high reliability 

and high dynamic performance features. The efficient motor 

design was the main focus on the early literature [1]. How 

ever the control algorithms become more important in the 

recent publication. Generally, ac variable-speed drive of a 

permanent magnet synchronous motor needs a position sensor 

for the commutation and also current control.  
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Position sensor brings some disadvantages such as increased 

drive cost, reduced mechanical robustness of the overall 

system, etc. [2]. Sensorless control solutions have been studied 

since the beginning of 80s to cope with these drawbacks [3-6]. 

There are two methodologies in the literature: one is based on 

the back-EMF and the other is based on the position 

dependency of the winding. In low speed applications extra 

high frequency signal should be injected to estimate the rotor 

flux position. The significant saliency between Ld and Lq 

becomes critical. Interior PM synchronous motors are 

naturally suitable for the sensorless control because of their 

saliency. Rahideh et.al. succeeded the high performance direct 

torque control of PMSM by using fuzzy logic and genetic 

algorithms in 2007 [7]. Novak et al. used the field oriented 

control with the flux weakening in 2008 [8].  PMSM with 

sensorless control requires to take into account the cross 

saturation carefully. The cross saturation was studied by 

different researchers. Fuchs et al. pointed the constraints of the 

model d, q in the case of turbo alternators in 1973 [9]. The 

similar study was performed on the salient pole synchronous 

motor and the limitation of classical linear uncoupled model 

compared to experimental results was shown [10]. Especially 

the experimental validation of the saturation and cross 

coupling are studied in some literature [11–14]. This paper 

presents the analysis of a spoke type PMSM motor with its 

cross saturation inductances and performance calculations. It 

is also shown that the motor can be operated with the accurate 

positioning at under and overload conditions by using the 

sensorless control without any problem.  

II. CROSS SATURATION OF PMSM 

 

PMSM motor control systems generally have two-axis 

model, direct-axis (d-axis) and quadrature-axis (q- axis). 

Moreover these two-axis inductances, Ld and Lq directly 

affects the performance of the motor, such as output torque. 

Therefore, the analysis of these inductances is very critical for 

the dynamic characteristics of the motor. These d- and q-axes 

inductances are not constant. They are changing under 

different operating conditions non-linearly because of the 

varying current phase and magnitude and changing reluctance 

due to the saturation of the magnetic material [14]. This issue 

becomes more important especially for the dynamics model 

of the highly saturated PMSMs [12]-[14]. The cross 

saturation is taken in to account in the flux models where the 

models are linear or non-linear. The nonlinear flux linkage 

equations for a saturated interior type PMSM are given as 

Cross Saturation Inductance Analysis of a 

Permanent Magnet Synchronous Motor 

L.T. Ergene, Member IEEE, M. Imeryüz and C. Ekin 
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follows [15]:                                                          

            
                                       (1) 

                                                                

where d and q are the total flux linkages in d and q axes 

respecitvely. d, PM and q, PM are the permanent magnet 

flux linkages in d and q axes. The electromagnetic torque 

equations in synchronous machines is defined as in Eq(2) 

                                                                               

                                               (2)  

                            

After substituting the non-linear flux linkage equqtions into 

Eq(1), the torque equation becomes: 

 

                                                 

                                (3)                                              

 

There are five terms in Eq.3. First and second terms 

represent the permanent magnet components. Third 

term is the reluctance torque term. Fourt and fifth terms 

are the cross saturation terms. The stator voltages of the 

PMSM can be given in dq-reference frame as follows: 

 

                                        (4) 

 

 
 

Steady state voltage equations at  speed, E back 

electromotive force (EMF) with the assumption of  

negligibly small q, PM are given in Eq(5) 

 

 

            

                                  (5)                       

 

The cross saturation terms can be approximated by 

using numerical equations as follows 

 

             

                                      
                                   (6)   

 

 

                            

III. MODELLING OF PMSM 

A. Specifications of the PMSM  

 

The test PMSM motor is a special designed and optimized 

motor which has an efficiency class IE5. The motor  has 1.1 

kilowatts, 10 Poles, 12 stators slots, ferrite permanent 

magnets, 3.5 Nm, 3000 min-1 rated values (500-4000 min-1 

without flux weakening and 6000 min-1 with the flux 

weakening). The needle winding is used for the stator. The 

motor layout is given in Fig.1. in two and three dimensions. 

 
Fig.1. 1.1 kW PMSM motor view. 

 

B. Numerical Modeling of PMSM 

A commercial software (EMAG FEM) which based on 

Finite Element Method is used for the numerical 

simulations. The motor half geometry with the equi flux 

lines are given in Fig.2.  

 

 
 

Fig.2. PMSM FEM Model (half of the motor).  

 

The motor is simulated at very low speed to see the 

reluctance effect as known as the cogging torque. The 

cogging torque is shown for the half of the motor in Fig.3.  

 

 
Fig.3. Cogging torque of the PMSM 
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The peak to peak value of the cogging torque is 14 mNm. 

Saliency of the motor is about 1.2 for this sensorless vector 

control algorithm. The motor has the cogging torque less 

than 1% of the rated torque. The simulated output torque 

profile is given in Fig. 4. Torque ripple is less than 10% of 

the rated torque. 
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Fig.4. Output torque of the PMSM 

 

The first model would be the no-load operation to calculation 

of d-axis flux linkage. Later different loading conditions will 

be applied to obtain d and q axes flux linkages. The flux 

density distributions for the different loadings are given in Fig. 

5. 

 

 
                         (a)                                                        (b)                                       

 
                         (c)                                                      (d) 

Fig.5. The flux density distribution   (a) No-load at 3000 min-1    (b) q-axis 
align, Iq = 2.5A, Id = 0A, 3000 min-1     (c) d-axis align, Iq = 0A, Id = 2.5A,  

3000 min-1 (d) d-axis align, Iq = 1.8A,  Id = 1.8A, 6000 min-1 

 

Fig.6a gives the d-axis inductance (Ld) variation due to the 

Id/IN and Iq/IN while Fig.6b shows the d-axis flux linkage 

variation respect to the Id/IN and Iq/IN for peak IN= 3.5 A.  The 

differential inductance method is used to define the inductance 

values especially in the saturation region. Fig.7a and 7b 

present the similar variations for the q-axis inductance and 

flux linkage respectively for peak IN= 3.5 A.  Fig.8a shows Ldq 

cross saturation inductance which is calculated by using 

Equation 5. Ldq is calculated by taking the differential d axis 

flux change ( d) respect to q axis current (Iq) while keeping the 

d-axis current (Id) constant.  

 

 

(a) 

 
(b) 

Fig.6.(a) Ld “d” axis inductance vs Id and Iq currents (b) Flux linkage of 
“d”axis vs Id and Iq   currents  

 

 
(a) 

 
(b) 

 
Fig.7.(a) Lq “q” axis inductance vs Id and Iq currents (b) Flux linkage of 

“q”axis vs Id and Iq  currents     
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Similarly, Lqd cross saturation inductance is also calculated 

by using Eq.6 and drawn as given in Fig.8b. Lqd is calculated 

by taking the differential q axis flux change ( q) respect to d 

axis current (Id) while keeping the q-axis current (Iq) constant. 

 

   (a) 

   (b) 
Fig.8.(a) Ldq cross saturation inductance (b) Lqd cross saturation inductance  

 
(a) 

 
(b) 

Fig.9.(a) Lq “q” axis inductance vs Id current and rotor position (Iq=IN, 
peak=3.5 A)     (b) Ld “d” axis inductance vs Iq current and rotor position 

(Id=IN, peak=3.5 A)   
 

The efficiency maps of the motor for the power vs. speed and 

torque vs. speed are given in Fig.10 and Fig.11. Some results 

can be derived from these inductance and flux linkage profiles: 

Id current has low effect on “q” axis inductance. Iq current has 

high effect on “d” axis inductance for high current. The motor 

performs over 90% efficiency in the 1500-4000 min-1 speed 

range. The back EMF results of FEM and test are given in Fig. 

13 to verify the modeling consistency. The relative erros is less 

than 1%. Total harmonic distortion is also calculated as less 

than 1%. For rated performance Id=0 and doesn’t affect “q” 

axis flux. For rated performance Id0 and also doesn’t affect 

“q” axis flux. It doesn’t have effect on “d” axis flux, up to rated 

Iq. For start-up with high torque, high Iq current affects the 

control. Saturation effect on Lqq is 12 % up to the rated current. 

Saturation effect on Lqq is 33 % up to four times of the rated 

current. Saturated saliency is about Ld/Lq= 1.17 up to rated 

current. Saturated saliency is about Ld/Lq= 1.20 up to the four 

times of the rated current. 

 

Fig. 10. Efficiency map of the PMSM (power vs. speed) 

 
Fig. 11. Efficiency map of the PMSM (torque vs. speed) 

IV. EXPERIMENTAL SETUP OF PMSM  

The prototyped PMSM motor and its test setup are given in 

respectively Fig. 12 and Fig.13. YASKAWA brand driver are 

used for the vector control. The driver is a commercial type 

which can be used to drive any type of the motor such as 

inductance, synchronous reluctance, etc. MAGTROL type 

hysteresis brake dynamometer is used to load the motor.  

 

 

         Fig.12. Manufactured PMSM  
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Fig.13. PMSM Experimental Setup 

The Back-EMF variation of the motor for the test and 

simulation results is given in Fig.13.  
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Fig.14. Back-EMF of the PMSM 
 

The output power variation with the speed at constant torque 

from the test results is presented in Fig.14. The variation is 

linear as expected. There is no field weakening in that region. 

The efficiency with speed from the test results is shown in 

Fig.16.  

 
             Fig.15.The output power vs. speed at the constant torque                                              

 

 
Fig.16. Efficiency vs. speed for the PMSM 

Maximum current limit is chosen according to the 

demagnetization and winding heating. Steady state thermal 

analysis is used for continuous running region.  

V. CONCLUSIONS 

The paper presents the analysis of a special designed spoke 

type PMSM motor with the sensorless control for the 

industrial applications. Saturation of inductances is so 

important for the sensorless vector control, especially for low 

speed high torque region. The dynamic and not accurate 

response in positioning of the Spoke type PMSM with 

sensorless control because of its low saliency ratio becomes a 

critical drawback. The result of the motor for a full-speed 

range is given in Fig.17.  

 

 
Fig.17. Torque vs. speed profile for full speed-range of the PMSM 

 

The motor overcomes this drawback even in overloading 

conditions. Three times of the rated torque and four times of 

the rated current are achieved with control strategy including 

compensation of the cross-saturation effect.  
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Abstract—We proposed and experimentally demonstrated a 

fast and simple technique to measure refractive index of liquids. 

A commercial Optical Time-Domain Reflectometer (OTDR) was 

implemented for interrogating sensor tips from a remote 

location. The system uses Fresnel reflected light from standard 

single mode fiber tips as sensing points without requiring any 

chemical coating, delicate fiber components, and/or sophisticated 

architecture at the sensor head. We reported new measurements 

of refractive indices of common solvents and solutions at both 

1550 nm and 1625 nm. The precision of the proposed 

measurement system was found to be in the order of 10-4. The 

experimental results have been validated by the way of 

theoretical calculations. 

 

Index Terms—Fiber optic refractometer, Fresnel reflection, 

OTDR, refractive index measurement.  

I. INTRODUCTION 

EFRACTIVE INDEX measurement is frequently used in 

a variety of fields, such as chemical industry, food quality 

and safety analysis, bio-medical applications, environmental 

imaging systems, petroleum and oil industry and material 

processing [1]. Being a very critical parameter in all of these 

areas, there is an increasing interest, in recent years, in 

determining the exact value of the refractive index of the 

materials. Several research groups have published different 

types of fiber-based refractive index sensors which include 

fiber Bragg gratings (FBG) structures, long period gratings 

(LPGs) structures, interferometers, photonic crystal fibers 

(PCF) and sensors using Surface Plasmon Resonance (SPR) 

effects [2, 3].   

Among these various sensor approaches, Fresnel reflection-

based refractometers have emerged as promising tool for 

refractive index monitoring due to their simplicity and easy 

accessibility. In Fresnel-reflection-based refractometers, 

interrogation can be done in various ways. Table I summarizes 

the interrogation methods, sensitivities and precisions of 

different Fresnel-reflection-based fiber optic refractometers 

reported in the literature. 
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In the literature, for the methods based on conventional 

single-wavelength OTDR scheme, the separation of different 

sensor points is limited by the OTDR’s dead zone. Hence, the 

multi-point measurement capability remains as a critical issue. 

This problem was addressed by our previous work [4] 

presenting a limited number of proof-of-concept 

measurements. Thanks to this approach, where a multi-

wavelength OTDR is used for measuring the modified optical 

power of the light reflected from the sensing probes, the 

spatial resolution of OTDR does not limit the distances 

between sensors point.  

In the present work, we elaborated our previously proposed 

method taking into account all the practical parameters such as 

real concentration values of the solutions as well as the 

effective refractive indices of the sensor tips at the 

measurement wavelength range. We investigated the refractive 

indices of common solvents, glycerin-water, and alcohol-

water solutions in the infrared wavelength region (used in 

fiber-optic telecommunications). Moreover, our proposed 

method was extensively supported by a considerable amount 

of measurements including long-term repeatability tests. 

Comparison of the experimental results with that of theoretical 

calculations presented a good agreement. This shows a great 

potential of the system in a wide panel of applications 

requiring the self-calibration and easy implementation 

features, particularly those in difficult environments. 

II. SENSING PRINCIPLE OF FRESNEL REFLECTION-BASED 

REFRACTIVE INDEX SENSOR 

The operation principle of the proposed sensor was based on 

the measurement of Fresnel-reflection coefficient at the 

interface between the optical fiber and the sample. In this 

sensor, conventional single mode fiber tips were used as 

sensing points and a multi-wavelength OTDR was used as 

interrogation unit. 

At the fiber end (flat cleaved fiber end) where the index of 

refraction differs, a small portion of the incident light is 

reflected back into the fiber. Power reflection coefficient R of 

this Fresnel reflected light can be quantified by the following 

expression at the interface between fiber end and air:  

  

 
(1) 

 

C. İde, K. Yüksel 

Experimental Investigation of Refractive Index 
Measurement of Common Solvents and 

Aqueous Solutions in the Infrared Wavelengths 

R 
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Where n1 is the effective refractive index of the fiber, and n2 is 

the refractive index of the second medium which is air in this 

case (n2= nair =1.0002739) [5]. Power reflection coefficient can 

be measured by using an optical time domain reflectometer 

(OTDR) as represented in Fig. 1. 

 
TABLE I 

SUMMARY OF THE FRESNEL REFLECTION-BASED REFRACTOMETERS  
 

Source Interrogator Sensitivity Precision Ref. 

Diode laser  
(modulated by a pulse train) 

Photodetector and 
computer 

 
- 

 
2.5 x 10-5 [6] 

Diode laser  
(modulated by a pulse train) 

Photodetector and digital 
oscilloscope 

 
- 

Short-time: 2.8 x 10-6 

Long time: 2.9 x 10-5 [7] 

Broadband Source  
(centered at 1550 nm) 

Photodetector  
- 

Short-time: 8 x 10-6 

Long-time: 5 x 10-5 [8] 

Broadband Source  
(centered at 1538 nm) 

OSA 55.2 dB/RIU to 
148.1 dB/RIU 

 
- 

[9] 

Laser diode (at 635 nm) Photodetector - 10-4 [10] 

OTDR’s light source Commercial OTDR  
(1550 nm) 

38.70 dB/RIU to 
304.73 dB/RIU 

 
Long-time: 2.9 x 10-5 [11, 12] 

OTDR’s light source Multi-wavelength OTDR 
and AWG (1550 nm and 

1625 nm) 

-  
4.7 x 10-4 

 

This 
work 

 

 

 

 
Fig.1. Refractive index measurement using OTDR. AWG: Array 

Waveguide Grating  

 

The amount of reflected light can be calculated by the 

differences in the refractive index of the two fibers joined, or 

any sample (air or chemical) at the end of the fiber. When the 

fiber tip is immersed into the liquid sample as shown in Fig. 1, 

the RI value of the liquid can be determined by measuring the 

end reflection peak (Rend): 

 

 
(2) 

 
(3) 

 

The effective refractive index of the fundamental mode (n1 

or neff) was obtained as n1 = 1.4473 at 1550 nm, and n1 = 

1.4463 at 1625 nm. In the case of each wavelength (1550 nm, 

1625 nm) the very well-known Sellmeier equation given in (4) 

was implemented for the sensor fiber (4.5% GeO2 doped silica 

fiber) [6, 13, 14].  

 

 

(4) 

 

III. EXPERIMENTS 

The glycerin-pure water solutions having different 

concentration levels were used to obtain the calibration 

characteristics of the Fresnel-based refractive index sensor. 

Reference measurements were realized with a conventional 

refractometer (model: RE50 digital refractometer). Fig. 2 

represents the relation between the concentration values and 

the corresponding refractive indices of the glycerin-distilled 

water measured by the RE50 digital refractometer. 

Refractometer’s light source emits at 589.3 nm.  
 
 

 
Fig.2. Measured refractive indices of the glycerin-distilled water solutions 

 
 

The fitting function of Fig. 2 is n = 0.0014904×C+1.3337, 

having a fitting degree of R2 = 0.9999.     

In the experiments, two fiber tips were simultaneously used 

as sensing points. The optical pulses sent by the interrogation 

unit (Multi-wavelength OTDR) at two wavelengths (1550 nm 

and 1625 nm) were separated by a WDM coupler. The fiber 

tips were standard single mode fibers without the jacket (cut 

perpendicularly to the fiber axis by using a cleaver).  

OTDR parameters set during the measurements are listed in 

Table II. 
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TABLE II 

OTDR PARAMETERS 

Parameter Value 

Distance range 10 km 

Averaging time 15 secs 

Pulse width 5 ns 

 

The experiments were realized in two sections: 

 

• SET-1: The sensor tip at 1550 nm was immersed in 

glycerin solutions prepared at different concentrations, while a 

second sensor tip at 1625 nm was kept in pure water.  

• SET-2: The sensor tip at 1625 nm was immersed in 

glycerin solutions prepared at different concentrations, while a 

second sensor tip at 1550 nm was kept in pure water. 

In both cases, the reflection coefficients from sensor tips 

were measured on the OTDR display. As an example, the 

change of end reflection peak for three different glycerol 

concentration values (20%, 30%, and 40%) is shown in Fig. 3. 

Once the calibration characteristics had been obtained for 

both sensor tips, additional experiments were realized to 

measure the refractive indices of some chemicals such as 

acetone, isopropyl alcohol, methanol and ethanol.   

 

 
Fig.3. Enlarged view of the reflection from the sensor tip when the fiber is 

exposed to 20%, %30, and 40% glycerol solutions 

IV. ANALYSIS OF EXPERIMENTAL RESULTS 

Based on the measured reflection coefficient from the sensor 

tips, the refractive indices of the prepared solutions were 

calculated using Eq. (2) and (3). Table III and IV show Rend 

values measured at different wavelengths (at 1550 nm and 

1625 nm), together with the calculated refractive indices using 

these Rend and n1 values.  

The absence of highly sensitive test equipment (e.g. 

electronic micropipette) prevented the preparation of the 

solution at the pre-determined concentration values. To 

overcome this limitation, the actual amount of concentration 

of the prepared chemicals were determined using the RI values 

measured by RE50 digital refractometer of distilled water, 

pure glycerin and related chemical (Eq. (5)). These 

concentration amounts were then used to determine the 

refractive indices of the solutions at 1550 nm. Conversion of 

the refractive indices of the chemicals at 589 nm to that of at 

1550 nm was realized based on the refractive index values of 

distilled water and glycerin at 1550 nm given in the literature 

[15].  

The real concentration values (Xreal) of a glycerin-water 

solution at different wavelengths were obtained as: 

 

 
(5) 

 

A numerical example for determining the exact 

concentration value of 70% glycerin solution for 589.3 nm: 

nwater = 1.33300, npure_glycerin = 1.47332 and nx = 1.43612 at 

589.3 nm. From Eq. (5) Xreal was found to be Xreal = 73.489%. 

The refractive index value of 73.489% glycerine-water 

solution at 1550 nm was then calculated to be nx = 1.419799 ≈ 

1.4198 using: nwater = 1.3164 and npure_glycerin = 1.4571 (at 1550 

nm). 

 

 
TABLE III 

EXPERIMENTAL RESULTS AND REFERENCE RI VALUES FOR GLYCEROL SOLUTIONS (SET-1) 

 

Concentrations 

 

Reference RIs  

Rend 

(dB) 

Calculated RIs at 

λ = 1550 nm, 

n1 = 1.4473 Originally 

aimed % 

Real % n(λ) 

λ = 589.3 

nm 

n(λ) 

λ = 1550 

nm 

Air - 1.00027 - - 16.35 1.0649 ± 3.85 x 10-3 

Water - 1.33300 1.3164 - 27.70 1.3327 ±
 
1.25 x 10-3 

10 9.999 1.34703 1.3305 - 28.80 1.3459 ±
 
1.10 x 10-3 

20 23.425 1.36587 1.3494 - 30.80 1.3662 ±
 
0.95 x 10-3

 
30 33.089 1.37943 1.3630 - 32.00 1.3764 ±

 
0.80 x 10-3 

40 43.052 1.39341 1.3770 - 34.00 1.3907 ±
 
0.65 x 10-3 

50 48.439 1.40097 1.3846 - - 

60 63.626 1.42228 1.4059 - 38.40 1.4129 ±
 
0.40 x 10-3 

70 73.489 1.43612 1.4198 - 41.60 1.4234 ±
 
0.30 x 10-3 

75 78.328 1.44291 1.4266 - 43.80 1.4287 ± 0.20 x 10-3 

84 85.640 1.45317 1.4369 - 48.70 1.4367 ±
 
0.10 x 10-3 

86 86.959 1.45502 1.4388 - 49.40 1.4375 ±
 
0.10 x 10-3 

87 88.783 1.45758 1.4413 - 50.50 1.4387 ±
 
0.10 x 10-3 

88 90.287 1.45969 1.4434 - 52.00 1.4400 ±
 
0.05 x 10-3 

90 96.045 1.46777 1.4515 - 58.97 1.4506 ±
 
0.05 x 10-3 

100 - 1.47332 1.4571 - 52.23 1.4544 ± 
 
0.05 x 10-3 
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TABLE IV 

EXPERIMENTAL RESULTS AND REFERENCE RI VALUES FOR GLYCEROL SOLUTIONS (SET-2) 
 

Concentrations n(λ) 

λ = 589.3 

nm 

Rend (dB) 

Calculated RIs at 

λ = 1625 nm,  

n1 = 1.4463 

Originally 

aimed % 
Real % 

Air - 1.00027 - 16.40 1.0660 ±
 
3.80 x 10-3 

Water - 1.33300 - 28.10 1.3368 ±
 
1.20 x 10-3 

10 9.999 1.34703 - 28.50 1.3415 ±
 
1.15 x 10-3 

20 23.425 1.36587 - 29.70 1.3546 ±
 
1.00 x 10-3 

30 33.089 1.37943 - 31.00 1.3670 ±
 
0.90 x 10-3 

40 43.052 1.39341 - 32.70 1.3808 ±
 
0.75 x 10-3 

50 48.439 1.40097 - 34.30 1.3916 ±
 
0.60 x 10-3 

60 63.626 1.42228 - 38.40 1.4119 ±
 
0.40 x 10-3 

70 73.489 1.43612 - - 

75 78.328 1.44291 - 43.90 1.4280 ±
 
0.25 x 10-3 

84 85.640 1.45317 - 51.45 1.4386 ±
 
0.10 x 10-3 

86 86.959 1.45502 - - 

87 88.783 1.45758 - 54.10 1.4406 ±
 
0.10 x 10-3

 
 

88 90.287 1.45969 - 57.75 1.4426 ±
 
0.05 x 10-3 

90 96.045 1.46777 - 59.85 1.4492 ±
 
0.05 x 10-3 

100 - 1.47332 - 54.84 1.4515 ±
 
0.05 x 10-3 

 

In the Table III and IV calculated RIs were given by adding 

the OTDR’s precision (± 0.1 dB). A systematic difference 

between the measured and the theoretical Rend values was 

observed. This difference can be attributed to the OTDR’s 

optical return loss (ORL) measurement accuracy, which is ± 1 

dB.  

The RI values obtained by using the proposed method versus 

reference refractive index values calculated for 1550 nm (for 

experimental Set-1 at 1550 nm) are represented in Fig. 4. The 

slope of the linear fit is: 0.83901. The fitting function is n = 

0.83901×REF+0.23157, with a fitting degree of R2 = 0.9973, 

norm of residuals = 0.0074. The corrected version based on 

the OTDR’s ORL accuracy was plotted on a new graph (Fig. 

5) and the slope closer to 1 was obtained. The slope of the 

linear fit is: 0.93735. The fitting function on this new graph 

was obtained as n = 0.93735×REF+0.089037, having a fitting 

degree of R2 = 0.9975, and norm of residuals = 0.0081. 

It was observed that the refractive index differences occurred 

between the reference and the calculated values decreased as 

the refractive index of the external medium becomes closer to 

the effective refractive index value of the core (cf. Table III 

and IV).  

The refractive index of the materials depends on the 

wavelength of the light source used for the measurement, as 

well as on the temperature.  

For most of the liquids, the temperature dependence of the 

refractive index (∂n/(∂T)) is 10-4℃-1 [16]. The temperature 

variation of the laboratory was maximum 1 – 2℃ during the 

whole experiments, therefore the influence of temperature 

could be ignored for measurements. 

 

 

 

 

 

 

 

 

 

 

 

 
Fig.4. The reference refractive index values (at 1550 nm) vs the refractive 

index values (at 1550 nm) calculated using the proposed method 
 
 

 
Fig.5. The reference refractive index values (at 1550 nm) vs the refractive 

index values (at 1550 nm) calculated using the corrected Rend values 
 
 

 
Fig.6. The reference refractive index values (at 589 nm) vs the refractive 

index values (at 1625 nm) calculated using the proposed method 
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Fig.7. Experimental results and the theoretical curve fitting 

 
 

Fig. 7 shows the experimental results (at λ=1550 nm) and 

the theoretical curve fitting these experimental points in the 

same graph. 

The experimental results obtained for various chemicals 

such as ethanol, methanol, acetone and iso-propanol are 

presented in Table V. The differences between the values were 

in the second digit after the decimal point. The measurements 

were repeated three times to determine the measurement 

precision. The repeated measurements for acetone is listed in 

Table VI, where the standard deviation (precision) was 

obtained as 4.7x10-4. 

 
TABLE V 

EXPERIMENTAL RESULTS AND REFERENCE RI VALUES FOR 
VARIOUS CHEMICALS  

 
Chemical 

Reference RIs 
(n(λ)) 

 
Experimental 

RIs At 1550 

nm 

 
 

∆n At 589  

nm 

At 1550 

nm 

2-propanol 1.3772 1.3661 1.3756 ± 0.80 x 
10-3 

0.95 x 10-2 

Ethanol 1.3614 1.3522 1.3624 ± 0.95 x 
10-3 

1.02 x 10-2 

Acetone 1.3586 1.3483 1.3605 ± 0.95 x 
10-3 

1.22 x 10-2 

Methanol 1.3284 1.3174 1.3556 ± 1.05 x 
10-3 

3.82 x 10-2 

 
TABLE VI 

DETERMINATION OF SENSOR PRECISION  

Number of 

measurement 

Rend 

(dB) 

 

n1 =1.4463 

Deviation of 

each point 

1 - 29.9 1.3566 0.0003 

2 - 29.9 1.3566 0.0003 

3 - 29.8 1.3556 0.0007 

 

V. DISCUSSION & CONCLUSION 

Requirements for quality standards in different areas, and 

increased public awareness have created a need for more 

reliable, faster, automated, remote and/or portable refractive 

index sensors and monitoring systems with multi-

measurement capability. Fiber-based RI sensors provides 

attractive solutions in this area.  

The measurement of refractive indices of common solvents 

in the range of telecommunication wavelengths is becoming 

critical due to the growing interest in fiber optic sensing at 

telecommunication wavelength range [17].  

The aim of this work is to meet the calibration requirements 

of RI sensors that operate in the infrared wavelength range. 

We provided a straightforward solution to this requirement 

using a conventional tool (OTDR) as the sensor interrogation 

unit. 

Indeed, the wavelength range implemented in most of the 

fiber-based sensors and applications is within the classical 

telecommunication wavelength region as the commercial 

opto-electronic devices are readily available with reasonable 

prices. OTDR is one of them. On the current marketplace, one 

can easily find out a hand-held OTDR emitting at two 

wavelengths at reasonable prices. This opportunity is largely 

due to the emerging deployment (and related testing 

requirements) of optical fibre, particularly in the broadband 

access networks (e.g. NG-PONs). Hence, the proposed method 

based on OTDR provides cheap and easy RI measurement 

capability eliminating all expensive devices (lock-in amplifier, 

fast pulse modulation of laser source, fast detectors, GHz 

oscilloscopes...) and custom fibers (photonic crystal, 

microfiber, plastic optical fibers, SPR) reported in the 

previous literature. 

The refractive index sensor investigated in this study is 

based on Fresnel reflection which uses SMF fiber tip as 

sensing point interrogated by an OTDR (operating at two 

different telecom wavelengths) from a distant location. 

Experimental work realized on different concentrations of 

glucose-water and glycerol-water solutions successfully 

demonstrated the capability of the proposed sensor in 

measuring RI of liquid chemicals with a precision of 4.7x10 -4. 

We provided substantial amount of measurements of refractive 

indices of common solvents and solutions at both 1550 nm 

and 1625 nm using a systematical and comparative approach. 

Compatibility of the proposed sensor with the classical 

telecommunication wavelength range test equipment is the key 

advantage. Processing method used in the experiments (in 

calculating real concentration values of the solutions and 

determination of effective refractive index of the sensor tip) 

would serve as a reference for future investigations in this 

domain.  

A wide panel of applications can be envisaged for the 

proposed sensor system, particularly those in difficult 

environments, requiring the self-calibration, easy 

implementation, multi-point, and remote measurement 

features. 
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Abstract— Fast simplified real frequency technique (FSRFT) is  

a numerical solver used to solve microwave broadband double-

matching (DM) circuit design problems in a much faster and 

effective manner. Recently, it has been reported that an FSRFT 

based Matlab code can complete the design of a  order 

lowpass lumped element double matching network to match a 

given generator and load impedance within an optimization time 

of only 0.6 seconds, a 47 fold less time than that of the same 

design done using the classical simplified real frequency 

technique (SRFT). FSRFT owes this superior speed performance 

to the fact that it tracks only  (system unknowns  plus 1) 

number of passband extremum points selected from among the 

 number of gain data ( ). This work introduces a simple 

numerical technique called PED (passband extremums 

determination technique) to be used in determination of these 

passband extremum points (PEs). An exemplary  order 

microwave bandpass DM circuit design using FSRFT based 

Matlab (of Mathworks Inc.) code and the simulation of this 

design via MWO (of AWR Corp.) has yielded the same circuit 

performance with an exact agreement. Thus, FSRFT, equipped 

with the PED, newly proposed hereby, might be used as a 

powerful solver in designing broadband circuits in many fields 

such as RF/microwave, radar, and communications.  

 
 

Index Terms— Broadband matching, FSRFT-fast simplified 

real frequency technique-, lumped elements, scattering 

parameters.  

 

I. INTRODUCTION 

SRFT, fast simplified real frequency technique, is a 

powerful RF/microwave design tool because of both its 

superior design completion speed and accuracy. Since its first 

introduction in [1], many RF/microwave filters and broadband 

matching network designs have been done by its author and 

the circuit performances yielded by FSRFT based Matlab [2] 

code have shown that these performances exactly agree with 

the results obtained from the simulations of the same circuits 

done via industry standard microwave packages such as MWO 

(Microwave Office) [3]. Design completion times are very 

small, even under sub-second times have been reported [1].  

The major motivation in introducing of FSRFT in [1] was 
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several difficulties faced in the optimization based design of 

broadband  matching circuits, such as i) slow design times, ii) 

yielding different circuits depending on the different optimiza- 

tion initials. All these difficulties have been overcome with 

ease by using FSRFT. FSRFT is fast, gives almost always the 

same circuit with any randomly chosen optimization initials.  

FSRFT is essentially a faster variant of the classical SRFT 

(simplified real frequency technique). Some important works 

of the classical and recent literature on broadband double 

matching can be counted as given in [4-9]. Since its first 

introduction in 1982 [10], SRFT has always found an 

indispensable place to itself as a very powerful solver in many 

broadband matching design applications such as 

RF/microwave filters, matching networks, low and high power 

amplifiers, LNAs (low noise amplifiers) [1, 11-20]. 

Previously, an example design, given in the section V of 

[1], has been done using both SRFT and FSRFT for 

comparison purpose. It involves the design of a  order 

lowpass equalizer, with  , cut-off frequency 

, generator impedance  

load impedance , with 12
G

R    

3
G

L nH  , 6
G

C pF  , 34
L

R   , 4
L

L nH  8
L

C pF  . 

According to Table I of [1], FSRFT completes a typical 

double matching design problem in far less time, 0.6 seconds 

(vs ~29seconds) -~47 fold less time compared to those of 

other solvers-, since the FSRFT uses only the amplitude 

extremums of the gain data. Thus, FSRFT can be thought as a 

far superior solver in terms of speed compared to the classical 

SRFT. An Intel 2.20 GHz i7 CPU with 8 GB RAM has been 

used as the computer running the experimental Matlab code 

[1]. 

Manual determination of PEs (passband extremums) and 

their entrance into the FSRFT based broadband double 

matching design code is a cumbersome process, thus, an 

algorithm for automatic determination of PEs is needed. 

Therefore, this work is devoted to present the PED (numerical 

passband extremums determination technique).  

Organization of this paper is as follows: Section II gives a 

short review of broadband DM technique based on FSRFT as 

described in [1]. Section III introduces the newly proposed 

simple PED to be equipped into the FSRFT. Section IV 

presents a bandpass broadband DM design example solved via 

the FSRFT equipped with PED feature. Since a vast review of 

both SRFT and FSRFT has already been given in section II 

FSRFT Based Broadband Double Matching via 

Passband Extremums Determination 

R. Kopru, Member IEEE  
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and section III of [1], those who are not familiar with SRFT 

and FSRFT, are recommended to consult to [1] for a much 

more detailed knowledge. Thus, only some summarized parts 

of FSRFT taken from [1] are given in the following section.  

II. REVIEW OF FAST SIMPLIFIED REAL FREQ. TECH. - FSRFT- 

In classical literature, the problem of broadband double 

matching is described by “designing a 2-port matching 

network or equalizer in an arbitrary or predefined topology 

constructed with lossless elements such as lumped and/or 

distributed inductors, capacitors, transformers and 

transmission lines” [1,7]. An algorithm for double matching 

designs in accordance with the FSRFT is given in the 

following algorithmic steps. Notice that the following 

algorithm is a version that includes the BP (bandpass) DM 

designs whereas the one given in [1] was only for LP 

(lowpass) DM designs. 

 

FSRFT Algorithm with PED  for Broadband Double Matching 

1) Enter the specs of the bandpass DM problem: 

- passband ripple factor, equalizer order:  ,  

- begin and end freqs. of the optim. range  (GHz):   

- lower and upper cut-off freqs. of the BP gain (GHz):  

- center freq. is computed as (GHz):  

 

2) Enter the impedance data to be matched: 

- impedance data: , ,   . 

- frequency data: , .  

 

3) Generate normalized frequency and impedance data: 

- freq. normalization factor:  

- norm. freq: , ,  

- normalized center freq.:  (rad/s) 

- impedance norm. factor:   

- norm. imp.: . 

- norm. freq.: , . 

- norm. complex fr.: ,   

 

4) Generate target gain func.  to be tracked by the 

optimization: 

 

(1) 

where  is an th order Chebyshev function. 

 

5) Construct “initial target data, ”: 

 
 

6) Form a “selected target data S : 

STD is constructed from passband extremums (PEs) of  

(initial target data)  using the PED (passband extremums 

determination technique) proposed in this work (PED is 

explained in detail in section III)  

 
Or, in terms of PEs, , . 

 

7) Run the “constraint optimization” code  

With the initial ‘unknowns’ vector , call the 

optimization function , 

 
where  are lower and upper boundaries of the 

constraint optimization that can be set to sufficiently small 

values so as to make the optimization as fastly converging as 

possible. 

 

8) Optimization function: : 

 ,  

 Set the polynomial , i.e. 

midterm is 1. 

1

1 2 1( ) .. ..n n ndc

ndc nf p f f f fp p p

      (2) 

where  Note that  is the 

number of DC transmission zeros and generally chosen as 

 to obtain a symmetrical bandpass gain shape. 

 Calculate the even polynomials  by 

 

 

 

 

(3) 

(4) 

(5) 

(6) 

where  sign denotes “paraconjugate” of any polynomial 

, i.e. . The polynomial  must be a strictly 

Hurwitz polynomial for obtaining realizable networks and 

can be obtained from even polynomial  by  

 

 
 

where  is the 1st coefficient of the polynomial  and  

 Matlab command represents a 

polynomial constructed of left half plane roots selected 

among the roots of the polynomial .  is written in a form 

of [1, 7], 

 

 
 

 

(7) 

 Compute scattering matrix  in Belevitch form by 

 

(8) 

 

 

where  is unimodular constant ( ) [1, 7]. 

In SRFT formalism, the ultimate aim of designing  an 

equalizer is to be able to optimize the coefficients of the 

numerator polynomial  of the input reflection function 

 

 (9) 

 

 Compute the gain  via (10) or (11) as follows 

[1, 7], 

 

 

(10) 

  

 

(11) 
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obviously, 

 (12) 

 

where  

 
 

 

(13) 

 

and 

 

(14) 

 

where  are the elements of the unit-

normalized scattering matrix  of the equalizer E.  and 

 are generator and load reflectances expressed in terms of 

generator and load impedances  and  [1, 7].  and  

are input and output reflectance functions, respectively,  seen 

at the related port of the matching network when the other 

port is terminated with  and , respectively [1, 21]. A 

much simpler and handy impedance based gain formulae 

which are equivalent to the reflectance based gain formulae 

given in (10) and (11) can also be used to calculate the gain 

such that [21] 

 

 

 

(15) 

 

 

 

(16) 

 

 Compute error func.: . 

 optimization ends with success, 

, 

            yielding optimized polynomial  such that  . 

             is known as ’sum of squared errors’ [1]. 

 

9) Network Synthesis and Gain Plotting: 

 

 Make the final design calculations repeating (2) to 

(16) using the optimized polynomial . 

 Compute the driving point input impedance  of 

the equalizer by [1, 7] 

 

 

(17) 

 

          where polynomials  and  are given in the form [1, 7] 

 

 (18) 

 (19) 

 

 Polynomials  and  are entered into a 

Matlab based high precision synthesis package [22- 

24] which then extracts the schematic with element 

values of the designed equalizer. 

 Plot  vs  to check if the gain performance  

     T of the designed equalizer agree well with the desired 

target gain  performance.  

     The equalizer designed in the Matlab environment [2] can be 

simulated in a commercial microwave package such as 

MWO [3]. 

III. PED - PASSBAND EXTREMUMS DETERMINATION TECH. 

This section introduces the proposed PED (numerical 

passband extremums determination technique) which is 

embedded into the FSRFT. PED is a simple technique to find 

the passband extremums (PEs) of a given target gain function 

 for the DM system seen in Fig.1.  In FSRFT, these 

 number of predetermined PEs are then tracked by the 

optimization algorithm to optimize the  number of 

coefficients   of the polynomial  

given in (2).  

Fig.2 shows an example target gain function  with  

number of data  generated by an th order 

Chebyshev approximation using (1). Use of this target gain 

function in broadband equalizer design would elapse great 

time due to the fact that the optimization algorithm must track 

an  number of data, , which is much greater than the 

order  of the equalizer to be designed. However, with 

FSRFT, the optimization algorithm has to track only  

number of data which are predetermined at the exact positions 

or vicinity of the PEs of the target gain function. Tracking PEs 

 

                               

                                       E

 
Fig.1. Broadband double matching problem. 

 

 
Fig.2. PED-passband extremums determination technique-: Chebyshev 

approximated th order target gain function  is plotted (solid red line) 

with  number of gain amplitudes  ( ).  number of 

passband extremums PEs (blue dots) are determined at passband extremum 

points over the target gain function . 
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in the optimization process is very advantageous to reduce the 

optimization time because the PEs are already at the exact 

points where the solution of the system resides.  “Therefore, 

selection of  number of frequency locations 

 where the passband extremums  

occur is naturally the wisest selection having a potential to hit 

the solution  as quick as possible” [1]. 

 Passband extremums determination algorithm given below 

is a numerical method that uses a given target gain function 

 so that a pair of frequency and gain amplitude at each 

passband extremum of  function is calculated such that 

 In the literature, 

available equations [7] can be used to find the passband 

extremums analytically for an th order Chebysev function, 

however the method presented here is a numerical one that 

might be used for a gain function with any arbitrary shape. 

 

PED -Passband Extremums Determination- Algorithm 

STEP 1. Enter the given target gain function Tt as a pair of 

frequency and gain amplitude at each , i.e. 

. If the number of gain data 

 is not sufficiently large (data number is close to the order  

of the equalizer to be designed, i.e. ), apply an 

interpolation to obtain a gain function  with sufficiently 

large number of data such that , for instance 

.  

STEP 2. The first passband extremum  is determined by 

the designer by examining the  gain plot (Fig.2) and it is 

chosen estimately at a frequency  around where the 

passband begins as seen in Fig.2. Thus,  is entered to 

the code as  for , or equivalently, 

 again for . 

The frequency index  is increased by 1, i.e. . 

 

STEP 3. A 1st local slope is calculated as  

The frequency index  is increased by 1, i.e. .  

A 2nd local slope is calculated as  

The frequency index  is increased by 1, i.e. . 

 

STEP 4. If the product of two slopes satisfies 

, this means that two successive slopes 

have the same direction indicating that this frequency point 

 can not be a new extremum (PE). Then, goto STEP 3. 

Otherwise, if , this means that two 

successive slopes have opposite direction indicating that a new 

extremum (PE) is located at this frequency point . Then, 

increase  and assign .  

 

If  Goto STEP 3, Otherwise goto STEP 5. 

 

STEP 5. All passband extremums  

have now been determined via the PED algorithm given in 

the above steps. Thus, continue the design from the Step 6 of 

the FSRFT Algorithm given in section III. 

 

MATLAB CODE: A Matlab function developed using the 

PED algorithm given above is listed as follows: 

 
global nd ki wnorm Tm 

    PE_i=zeros(1,n+1);% array that holds PE order 

    PE_f=zeros(1,n+1);% holds PE freq. (GHz) 

    PE_Tk=zeros(1,n+1);% holds PE amplitude 

  

    Fb=0.90;% GHz 

    Fe=3.2;% GHz 

    nd=300; 

    % designer must enter the 1st PE data as: 

    ki=53;%initial k 

    PE_i(1)=1; 

    PE_f(1)=f(ki)*wnorm;% 

    PE_Tk(1)=Tm(ki);% 

 
    [PE_i,PE_f,PE_Tk]= PED_func(PE_i,PE_f,PE_Tk);                                    

 
function 

[PE_i,PE_f,PE_Tk]=PED_func(PE_i,PE_f,PE_Tk) 

        global nd ki wnorm Tm 

 

        i=1; 

        for k=ki:nd 

            k=k+1; 

            m1=Tm(k)-Tm(k-1); 

            k=k+1; 

            m2=Tm(k)-Tm(k-1); 

            m12=m1*m2; 

            if m12<0 

                i=i+1; 

                PE_i(i)=i; 

                PE_f(i)=f(k)*wnorm; 

                PE_Tk(i)=Tm(k); 

            end 

        end 

end 

 

IV. DESIGN EXAMPLE 

A bandpass double matching (DM) problem is given in this 

section and solved via FSRFT based on the proposed PED 

technique. A broadband design is to be done  involving an  

 order bandpass Chebyshev approximated lumped 

element equalizer, with  passband ripple factor , 

lower and upper cut-off frequencies of , 

, generator impedance  

and load impedance , built of 40 ,
G

R    

0.8 , 1
G G

L nH C pF     , 30
L

R   , 1.2 , 0.6
L L

L nH C pF      

Solution via FSRFT with PED: 

First, the optimization frequency range can be chosen for 

instance varying from  upto . 

Using FSRFT algorithm given in section III, initial target data 
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P O R T
P = 2
Z = Z L  O h m

P O R T
P = 1
Z = Z G  O h m

C A P
ID = C 3
C = 0 .8 5 7  p F

IN D
ID = L 6
L = 3 .8 9 9 7 6  n H

C A P
ID = C 5
C = 0 .8 3 5  p F

C A P
ID = C 1
C = 2 .1 9 8 9 4  p F

IN D
ID = L 4
L = 1 0 .6 3 2 8  n H

IN D
ID = L 2
L = 8 .4 3 8 8  n H

o o
1:n 1

1

2

3

4

X F M R
ID = X 1
N = s q r t (5 0 /R 7 )

R L = 3 0

R 7 = 7 9 .8 7

L L = 1 .2 e -9

Z G = 1 /(1 /(R G + p * L G )+ p * C G )

R G = 4 0

C G = 1 .0 e -1 2
L G = 0 .8 e -9

C L = 0 .6 e -1 2
Z L = 1 /(1 /(R L + p * L L )+ p * C L )

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

a) 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

b) 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

c) 

 
Fig.3. MWO [3] Simulation results of the example DM system design done via the Matlab code: 
a) overall circuit schematic of the DM system designed via the Matlab code is redrawn in MWO. 
b) gain performance of the DM system. 
c) input/output reflectance performance of the DM system. 
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set  is generated for the whole range of optimization 

frequencies [ ]=[0.9, 3.2] GHz, for example, 

freq. points, i.e. ( ) , , ,{ ( ) ( ) (k t k G k LITD k T z z    

)}k   Therefore, the PED 

Algorithm given in section III, determines the indices of the 

passband extremums occurring at the indices of 

 whose element number 

is the equalizer order  plus 1, i.e. . Then the 

passband extremums are determined by the Matlab code 

PED_func  as ( ) ( ),tPE i T k
1 2 3 4 5{ , , , , ,PE PE PE PE PE PE  

6 7, }PE PE 9 , 23 , 53 , 109 , 183 , 249 ,{ ( ) ( ) ( ) ( ) ( ) ( )t t t t t tT T T T T T  

286 ,( )}tT where ,(1.07, 

1.00),  
1.000), (3.088, 0.911)}, where all  frequencies are given in 

GHz. It is better to choose  as large as possible, for instance 

 to obtain accurate PE locations. Table I shows the 

determined PE list for . The optimization range in 

determining the PEs of Table I has been chosen as 

 The selected target data set 

 is then constructed by one to one mapping from 

 to  yielding ( ) { ( ), ,( ) ( )}G k L kSTD i PE i z z  . 

 
TABLE I 

PEs DETERMINED BY MATLAB FUNCTION PED_FUNC() 

   

 0  

   

   

   
   

  1.000 

 3.088 0.911 

 

Upon a succesful optimization, the code yields the 

optimized polynomial as 6 5 4( ) 0.352 0.322 1.216h p p p p    

3 20.540 1.216 0.109 0.386p p p    with the polynomial 

 

 and . The designer having the 

optimized polynomial  given above, can reconstruct the 

equalizer circuit using only this polynomial  without 

reexecuting the optimization code at all but following only the 

remaining steps of the FSRFT Algorithm given in section II.  

Overall circuit schematic of the DM system (with the designed 

equalizer between the ports) is seen in Fig.3.a. In Fig.3.b and 

c, gain and input/output reflectance performance of the 

designed DM system are shown. Fig.3.b shows clearly that the 

gain performance of the designed DM system is in almost 

excellent agreement with that of the desired target gain 

function . Notice that the measurement points marked by m1, 

m2, ..., m7 are the PEs of the system. Fig.3.c shows also that 

the input/output reflectance performance of the designed DM 

system is very well, around -14.1 dB pretty below -10 dB 

along the operating band.  

FSRFT completes the solution of this broadband bandpass 

DM design problem within as low as only 0.58 seconds using 

only  number of PEs. The same computer, an Intel 

2.20 GHz i7 CPU with 8 GB RAM, that has been used in the 

previous work of [1] has been used as the computer running 

the experimental Matlab code here. 

V. CONCLUSION 

The proposed PED is a simple but very effective technique 

in determining the PEs which eases the design process of 

broadband DM system tremendously. The work presented 

here gives also the design method of broadband bandpass 

matching networks which are much more needed in wideband 

microwave amplifiers compared to their lowpass counterparts. 

Thus, need for bandpass designs using FSRFT has also been 

met with this work. With the addition of proposed PED feature 

here, FSRFT might be a good candidate to be a fast and 

effective design tool utilizable in broadband RF/microwave 

area. 
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Abstract— Recently, the permanent magnet synchronous 

generator (PMSG) has been gained attention by wind turbine 
(WT) manufactures due to advance of control system and power 
electronics. The permanent magnet synchronous generator based 
on three level neutral point control (NPC) system using fuzzy 
logic control proportional integral (FLC PI) is proposed in this 
study. The NPC systems of DC link are implemented more easily 
than  two  level  systems.  The  NPC  systems  provide  better  
harmonic reduction than conventional two level voltage source 
converters. The control strategies of the NPC systems reduce 
semiconductor losses. The proposed system can be implemented 
to the multi-level converters above three-level. The proposed 
system is developed using the steady state technique. The 
performance of the PMSG system under variation operation 
condition is investigated in this study and the performances of 
the PMSG based on three level NPC using FLC PI are analyzed. 
The validity of the proposed system is implemented and verified 
in the MATLAB/Simulink using three-level insulated gate 
bipolar transistor (IGBT) converter. 
 

 
Index Terms— Permanent magnet synchronous generator 

(PMSG), wind turbine (WT), neutral point control (NPC) 
systems. 
 

I. INTRODUCTION 
ECENTLY, PMSG has been gained attention by wind 
turbine (WT) manufactures owing to improvement of 

control system and power electronics [1]. The variable speed 
WT provides more effective power available than constant 
speed. Therefore, the WT enhances to operate at variable 
speed value [2,3]. A control system is improved to available 
maximum power from the WT [4,5]. In addition, the control 
system supplies to required fixed frequency and voltage for 
the grid. Therefore, the PMSG is used for high efficiency and 
controllability  in  the  variable  speed  WT  systems  [6].  The  
PMSG can be connected to the electrical grid by GSC systems 
[7]. However, these power electronic converters cause 
harmonic distortion for electrical grids.  
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In this study, a grid side converter for variable speed PMSG 
based  on  three  level  NPC  is  proposed.  Three  level  NPC  
system has implemented to high power wind energy 
conversion system (WECS). One of the most important 
characteristics of the three level NPC system is providing 
better harmonic reduction than conventional two level voltage 
source converter. The control strategies of the NPC system 
reduce semiconductor losses. The aim of this paper is the 
controlling and dynamic modelling of WECS based on the 
PMSG. Moreover, both MSC and GSC system based on three-
level NPC using FLC PI control are designed for the load 
systems. The validity of the proposed system is implemented 
and verified by MATLAB/Simulink using three-level NPC 
system. 

The rest of the paper is organized as follows; Section 2 
introduces of each element of the wind power system. The 
mathematical model for PMSG is introduced in Section 3. 
Block diagram of proposed PMSG based on WECS is given in 
Section 4. The simulation results of proposed protection 
system are presented in Section 5. Finally, conclusions are 
given in Section 6. 

II. DYNAMIC MODEL OF WIND TURBINE  
This section introduces mathematical model for each 

element of the wind power system, composed of WT, drive 
train, PMSG, electric grid, as given in Fig. 1. The PMSG is 
utilized as wind turbine generator type in this study. The 
PMSG without gearbox link to wind turbine and connected to 
electrical grid. 

A. Wind turbine  
Wind turbine converts wind power into mechanical rotate 

power. The wind turbine consists a classic three-bladed 
horizontal-axis. Used model in this paper has aerodynamic 
behaviors of wind turbine. Mechanical power obtained from 
wind turbine can be described as in Eq. (1) [1]. 

3),(
2
1 vACP pm

where  depicts the air density, A shows the area swept by a 
classic three-bladed horizontal-axis, v is wind speed,  and Cp 
denote the wind turbine blade tip speed ratio and power 
coefficient, respectively.  expressed the aerodynamic 
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behaviors of the WT. The power coefficient Cp depicts a 
nonlinear function of the blade pitch angle  and the tip-speed 
ratio  [1]. 

A wind turbine operates a wide range of wind speed value. 
Due to being very complex of the aerodynamic system in this 
operation conditions, results are difficult obtained as analytical. 

B. Drive train for PMSG 
The drive train of variable speed WECS is composed of the 

hub with blades, a rotor shaft, a blade-pitching mechanism 
with a spinner, and generator. The electromechanical torque is 
obtained from PMSG and the aerodynamic torque is acquired 
from rotor in the WT. Torque equations are given in Eq. (2) 
and Eq. (3) [1]. 

r

m
m

P
T

r

e

e

e
e

P
P

P
T 2

In general, the mechanical equation of a PMSG is given in 
Eq.(4). 

r
m r e

d
J T B T

dt
 

where e represents electrical angular frequency of PMSG, P 
shows pole number of PMSG, J denotes inertia moment of 
PMSG and B is friction coefficient of the PMSG. 

III. MATHEMATICAL MODEL OF PMSG 
The mathematical model of PMSG can be used to simulate 

entire system. This model is required to control methods of the 
PMSG. This model aims to solve control problems as 
theoretical and analytical [1,4]. 

Two phase coordinate reference dq frame is quite simple 
according to real three phase abc frame. The dq frame has dc 
quantities under steady-state operation, while the abc frame 
appears as sinusoidal quantities. Therefore, two phase 
coordinate reference dq frame is widely used to control and 
simulation purposes rather than real three phase abc frame at 
reference rotate speed. Linear equations are obtained using the 
mathematical facilitation. Additionally, these equations 
simplify the decoupled control of active power and reactive 
power in three-phase systems [8]. 

The hysteresis losses, skin effect, magnetic saturation, and 
stator core losses are neglected in the most widely accepted 
PMSG model. PMSG voltage equations are expressed by[9]: 

sqe
sd

dsdssd dt
diLiRv  

sde
sq

qsqssq dt
di

LiRv  

If the dq axes rotate at the synchronous speed and the d-
axis is aligned with the rotor flux, the stator flux components 
are given by [9]: 

fsddsd iL  

sqqsq iL  

As a result, the voltage equations in the dq synchronous 
reference frame are given as follows [9]: 

sqqe
sd

dsdssd iL
dt

di
LiRv  

fesdde
sq

qsqssq iL
dt

di
LiRv  

IV. PROPOSED SYSTEM FOR PMSG 
Block diagram of proposed PMSG based on WECS is given 

in  Fig.  1.  A  WECS  based  on  PMSG  consists  of  a  WT  
connection to a drive train, a MSC connected with stator of 
PMSG and a GSC connected with the load. Three level NPC 
is utilized for MSC and GSC. The diode clamped topology is 
exploited for three level NPC in this study. The inputs of the 
PMSG are connected to drive train, blade and other 
mechanical systems in wind turbine. The outputs of the 
generator are connected to a MSC, DC link, a GSC, and load 
in the WECS, respectively.  

A. Machine side converter and controller  
The MSC and GSC scheme based on three levels NPC for 

PMSG is illustrated in Fig. 1. Three level NPC system has 
implemented to high power WECS. One of the most important 
characteristics of the three level NPC system is providing 
better harmonic reduction than conventional two level voltage 
source converter. The control strategies of the NPC system 
can reduce semiconductor losses. In order to achieve three 
steps in output AC voltages, two capacitors are employed in 
the three level NPC system [10]. 

Control block diagram of the MSC is given in Fig. 1. The 
controller structure of the MSC consists of two loops such as d 
and q loops controller. The operation of the MSC requires d 
and q loops of the reference frame that are determined by 
sustaining output of the stator and the output active power. For 
the reactive power compensated, stator current is controlled by 
d and q loops of the reference frame in the unity power factor 
control system. For generated maximum power torque of the 
generator, stator current in the maximum torque is controlled 
by only q loop [11,12]. However, rated power of the generator 
is surpassed due to the reactive power is not adjusted. The 
voltage waveforms of the MSC are acquired by equating the d 
and q loops of  both reference and actual current values. The 
voltage waveforms are supplied voltage source PWM to 
maintain a constant switching frequency [12]. 
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Fig.1. Permanent magnet synchronous generator system based on WECS 

 

B. Grid Side Converter and Controller 
 The GSC consists three level NPC system, with three legs. 

For one per phase of the NPC system is used two series 
connected IGBT and anti-parallel diodes. Three level half 
bridge power module using IGBT are implemented to 
proposed system. This power module has two topologies: a 
switched topology and a control topology. A switched 
topology uses the semiconductors using three level NPC 
system. A control topology uses controlled current sources 
using PI control system.  

In the control topology, a GSC control system 
implemented as a PI regulator provides a current set point to 
an inner dq current controller as shown in Fig. 1. The current 
controller measures the DC voltage and calculates the error 
compared to the Vdc reference value. The current controller has 
separate PI regulators for direct and quadrature currents that 
produce a dq reference [10,11]. The AC phase voltages and 
currents are measured and fed to the current controller. A 
phase-locked loop generates the reference phase angle for the 
abc to dq transformations. A low pass filter is inserted into the 
feedback path from the Ia,b,c measurement to represent the 
limited bandwidth of the current sensor. Modulation indices 

are generated for each of the three separate modulators for the 
three phase legs. 

C. Fuzzy logic-PI controlle  
Conventional PI control method is widely implemented in 
wind  turbine  systems  owing  to  its  simple  structure.  The  PI  
control method forces the system to achieve the optimum 
values by using the two gain parameters. Therefore, PI 
equations are expressed by Eq. (11):  
 

1

0

( ) ( ) ( )
k

P s
P

iI

K T
u k K e k e k

T
   (11) 

 
where, KP and KI are proportional gain, integral gain, 
respectively. The e(k), TS, and TI is the error, the sampling 
period, the integral time constant, respectively. In addition to 
these, maximum overshoot of the system, steady-state error, 
and the time response features of rise time is fixed by 
conventional controller.  
In general, conventional controller method has non-linear for 
parameter variations under load variation. When parameter 
variations come about in different operational conditions, the 
conventional control system can not resolve the error of the 
wind turbine system. Therefore, Fuzzy PI control is presented 
to improve system robustness in this study.  Fuzzy PI control 
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is implemented both GSC and MSC for wind turbine based on 
PMSG.  The general block diagram of  fuzzy PI control 
method is given in Fig 2.  

 
a) 

 
b) 

Fig.2. a) The general block diagram of  fuzzy PI control 
method. b) MFs of e, e , and u 

 
The fuzzy sets of FLCs are divided into seven sections for the 
input and output variables that consist of seven variables in the 
proposed study. These seven variables are named as Negative 
Big (NB), Negative Medium (NM), Negative Small (NS), 
Zero (Z), Positive Small (PS), Positive Medium (PM), and 
Positive Big (PB) [13].  
The centroid defuzzification technique is given in Eq.(12). 

1

1

( )
m

i i i
i

m

i
i

y y
y          (12)  

Where, y, m, yi are the defuzzified output, the output 
quantificational index, and the output variable. i(yi) is the 
membership function. 
Therefore, the rules of the FLC are obtained according to these 
principles, as given in Table 1. [13]. 
 
Table 1.  Rule bases for e, e, u  
 

e / e NB NM NS Z PS PM PB 
NB PB PB PB PS Z Z Z 
NM PB PB PB PS Z Z NS 
NS PB PB PB Z Z NS NS 
Z PS PS PS Z NS NS NM 
PS Z PS Z NS NM NM NB 
PM Z Z NS NM NB NB NB 
PB Z NS NM NB NB NB NB 

V. SIMULATION RESULTS 
The simulation results of PMSG using three level NPC are 

presented in this section. The proposed model is designed to 
deliver power to a load. The presented simulations are realized 
for an 850-kW PMSG using three level NPC. The proposed 
model system is modelled and analysed in the 
Matlab/Simulink. The proposed model is proven to verify 
under different load conditions.  

The proposed system is implemented varying load 
conditions. From time t=0s to t=2s, from time t=4s to t=6s, 
and from time t=8s to t=10s, the load value is 0.5 pu 
operation. The time t=2s to t=4s, the load value increases to 
0.1 pu operation. From time t=6s to t=8s, the load value 
increases to 0.75 pu operation conditions. 

The rotor speed is given in Fig. 3. When load value 
changes between 1 pu, 0.75 p.u and 0.5 pu, rotor speed 
remains a constant  1 p.u value.  The DC link voltage (Vdc) is 
illustrated in Fig. 4. When load value changes between 1 pu, 
0.75 p.u and 0.5 pu, the DC link voltage remains a constant 
500V.  

The active power of PMSG and load are given in Fig. 6 
and 7, respectively. When load value changes between 0.5 pu 
and 0.1 pu, the active power value of PMSG and load change 
between 0.5 p.u and 1 p.u, respectively. The active power 
value of PMSG changes same with varying load. 

The stator current of PMSG (rms) is given in Fig. 8. When 
load value changes between 0.5 pu and 0.1 pu, the stator 
current of PMSG changes between 0.5 p.u and 1 p.u, 
respectively. The stator current value of PMSG changes same 
with varying load. 

The stator voltage of PMSG (rms) and load voltage are 
given in Fig. 9 and 10, respectively. When load value changes 
between 1 pu, 0.75 p.u and 0.5 pu, the stator voltage of PMSG 
and load voltage remains a constant 1 p.u.  

The load current is given in Fig. 11. When load value 
changes between 0.5 pu and 0.1 pu, the current of load 
changes between 0.5 p.u and 1 p.u, respectively.  

The total harmonic distortion (THD) of the proposed 
system is given in Fig. 12. The THD is calculated using fast 
Fourier transform (FFT) analysis technique. The electrical grid 
voltage THD is approximately 1.49% for the NPC topology. 

 
Fig.3. Rotor speed of PMSG (pu). 

 
Fig.4. DC link voltage (pu) 
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Fig.6. Active power of PMSG (pu) 

 
Fig.7. Active power of load (rms) (pu) 

 
Fig.8. Stator current of PMSG (rms) (pu) 

 

 
 

Fig.9. Stator voltage of PMSG (rms) (pu) 
 

 
Fig.10. Load voltage (V) 

 
Fig.11. Load current (pu) 

 

 
 

Fig.12. THD of injected voltage to grid. 

VI. CONCLUSION 
The permanent magnet synchronous generator has been 

gained attention by wind turbine manufactures due to advance 
of control system and power electronics. A grid side converter 
and machine side converter for PMSG based on three level 
NPC using fuzzy PI is proposed in the study. Neutral point 
control system of the DC link can be implemented more easily 
than two level systems. From the Matlab/Simulink results, it is 
observed that the voltage balance of the DC link is controlled 
fairly well under the variation speed of the PMSG. The 
performance of the PMSG system under the effects of varying 
load condition is detailed investigated in this study. The 
performances of the PMSG using GSC and MSC based on 
three level NPC using fuzzy PI are analysed. The electrical grid 
voltage THD is  approximately calculated 1.45% for the NPC 
topology. It is verified by performed analysis that the proposed 
model can be operated stably under varying load conditions.  
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Abstract—In Wireless Sensor Networks (WSNs), the sensor 

nodes have limited energy resources with their mostly 

irreplaceable batteries. This makes to encourage design protocols 

that are energy efficient to provide a longer network lifetime. This 

paper proposes a method to divide the sensor network into equal-

size grids namely regular geometric shaped clusters, selecting 

Cluster Head (CH) and Vice Cluster Head (VCH) for each grid by 

using Fuzzy Logic System (FLS). Since the CH being the central 

node and performing additional tasks in the cluster often results 

in early energy drain, the VCHs are introduced here as additional 

internal resources to replace CHs in the network. Unlike other 

typical hierarchical routing protocols, the CHs are not changed 

per each round; rather they are replaced on-demand in order to 

reduce energy consumption. We analyze and compare our 

proposal in the MATLAB with the well-known cluster-based 

protocol, LEACH and its modified version MODLEACH. The 

results show a significant improvement in network throughput, 

energy consumption and network lifetime. 

 
 

Index Terms—Cluster head, fuzzy logic system, grid, vice cluster 

head, wireless sensor network.  

I. INTRODUCTION 

N WSNs, most of the energy is consumed during 

communication processes. The sensor nodes sense and gather 

information from the environment and transmit them separately 

to the sink. The energy resources for sensor nodes are of finite 

capacities. Many energy efficient routing protocols have been 

presented to address this problem. Mainly they are divided into 

two categories; flat routing protocols and hierarchical routing 

protocols [1]. 

In flat routing protocols, all the nodes perform same tasks in 

the network and have similar functions. Data is usually flooded 

in the network and is transmitted in a multi-hop fashion to the 

sink. Flat routing protocols perform well in small-scale 

networks but they are not effective for large-scale networks 

because all sensor nodes generate high data processing and use 

more bandwidth [1]. Some famous examples of flat routing 

protocols are SPIN (Sensor Protocols for Information via 

Negotiation) [2], Directed Diffusion [3], Rumor Routing [4] 

and Gossiping [5]. 
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On the contrary, in hierarchical routing protocols, different 

nodes perform distinct tasks. They are arranged in groups or 

clusters and each cluster has a CH, whose task is to collect data 

from their member nodes and send them to the Base Station 

(BS). Generally, the node with highest energy level in a cluster 

is selected as the CH. Hierarchical protocols work in rounds, 

where a round usually includes; making of clusters, selecting 

CHs and delivering the collected data to the sink. This type of 

routing protocols are proved more energy efficient than flat 

based routing protocols [1] [6].  

The functions of CHs in a hierarchical routing protocol are 

greater than a normal node. It includes; overhearing, receiving, 

data aggregation and transmission of packets to the sink. The 

tasks of CHs in cluster-based networks are not just limited to 

the respective clusters, they are also involved in routing of the 

data from their neighbor CHs. Particularly, the CHs located 

near the sink are most prone to energy exhaustion because of 

their role as an intermediate node for the other part of network 

that can’t reach the sink directly. These tasks are energy 

consuming and they make the lifetime of a CH shorter as 

compared to the normal nodes [7] [8]. 

In this study, we propose an alternative VCH for CHs, when 

they suffer from energy dissipation. The current CH selects the 

next VCH. After this selection, VCH does not take part in any 

process until its energy level dissipates to a threshold level. 

Later, the VCH is notified from CH and replaces the CH’s 

functions. It will select a new VCH for itself. Fuzzy Logic 

System is used to calculate the ranks of the nodes and according 

to ranks, CHs and VCHs are selected. Its decision making 

process is based on two parameters; residual energy and 

centrality. The highest-ranking node is selected as the CH and 

the second highest as VCH. 

The remaining part of the article is organized as follows. 

Section II discusses the VCH and its usage with a literature 

review. The proposed mechanism with details is explained in 

section III. The simulation results are analyzed and discussed in 

section IV. Finally, section V concludes the paper. 

II. VICE CLUSTER HEAD 

The concept of VCH in the literature is presented to extend 

the network lifetime and handle the nodes in a cluster after the 

inability of the current CHs to perform. Mostly, the node having 

second highest residual energy in a cluster is selected as the 

VCH and it replaces CH’s functions in case of its energy drain. 

The protocols that utilizes VCHs are proved more energy 

efficient with a better throughput. 

Energy Efficient Routing Protocol to Extend 
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LEACH [6] as a famous example of hierarchical routing 

protocol, has inspired many reformations in this area. It works 

in rounds, where a round includes; setup phase and steady state 

phase. In setup phase, some nodes are selected to become CHs 

based on the predefined conditions, then, the nearby nodes join 

them to form clusters. In steady state phase, the CHs collect and 

aggregate the data from their cluster members and send them to 

the BS. The CH selection process takes place in each round. 

However, [9] avoids this often CH selection per round in order 

to reduce energy consumption, by introducing a VCH in each 

cluster. The VCH takes over CH’s place when it begins to 

consume too much energy. In this way the duration of steady 

state phase is increased and the extra energy that is consumed 

in setup phase is avoided, which results in networks lifetime 

extension. 

Similarly, [10] presents VCHs in its clusters. The VCHs are 

selected by the CHs based on their energy levels. The VCH does 

not participate in any process until the energy level of CH 

decreases to a certain threshold value (such as, 10%). On getting 

the call, VCH starts working as the new CH and announces 

itself in the cluster. 

Reference [11] uses VCH in LEACH-C [12] protocol to 

improve its performance. VCH is selected by the CH and 

replaces the CH when its energy level decreases to a minimum 

value. Likewise, [13] improves the performance of LEACH by 

introducing a VCH in the network and it takes over CH’s 

function when the CH dies. Some other protocols like [14] and 

[15] follow the same method as well and utilize the VCHs after 

the death of CHs. 

In the proposed method, VCH is the node having highest rank 

after CH in a cluster. The ranks are calculated by FLS based on 

two parameters; energy level and centrality. The VCH sleeps 

after its selection in order to avoid energy dissipation until it 

gets a wakeup call from the CH. The CH sends this call when it 

consumes 1/10th of its initial energy. The VCH then starts 

functioning as the new CH. 

III. PROPOSED MECHANISM 

Our proposed mechanism runs two phases; setup phase and 

transmission phase. The setup phase includes; division of nodes 

into grids, selection of CHs and VCHs for each grid by using 

FLS. In the transmission phase, CHs collect sensed data from 

their cluster members, aggregate and transmit them to the BS. 

They are further explained in details as follows. 

A. Making of Grids 

The grids are established to divide the network into equal 

sized areas with a group of nodes. This method gives a fair 

distribution of the load across the network. The size of grids are 

defined according to the signal range of sensor nodes, as 

calculated in [16] and [17]. The CH of a grid should be able to 

reach all its member nodes and as well as to the neighbor CHs. 

The CHs in cluster-based routing protocols are used as 

intermediate nodes to re/route the packets from distant CHs that 

cannot reach the BS directly. Therefore, the CHs should be 

accessible from each other. Fig. 1 shows a network with 

randomly deployed nodes, grouped into grids and each grid 

have a CH and a VCH. MATLAB is used to run and display the 

values in the figure according to the input values taken from 

Table1. 

 

 
Fig.1. Grid formation 

 

 

B. CH Selection 

The selection of CH only takes place in the setup phase; later 

this process is avoided in order to reduce the energy 

consumption that is caused during the selection process. FLS is 

used to select the CHs, and its decisions are based on two 

parameters; residual energy and centrality. 

 

1) Residual Energy 

The existing energy level of a node to become CH is 

important to evaluate, because a CH has more energy 

consuming tasks to perform than a normal node. Ref [9] and 

[10] consider only energy level as the primary parameter for CH 

selection. However, we consider the centrality as well as the 

energy level to get results that are more appropriate. As stated 

in [18] and [8], the residual energy (RE) of a node can be 

calculated when the consumed energy (CE) is subtracted from 

the initial energy (IE) (see equation (1)). 

 

RE = IE – CE (1) 

 

2) Centrality 

Centrality is the sum of square distances of a node with 

respect to the other cluster members as stated in [19] [20]. The 

distances between the nodes are calculated by using the distance 

formula, from equation (2). The most central node in a cluster 

has minimum distance from other cluster members and it will 

cause them to consume less energy. Therefore, centrality is 

considered an important parameter for CH selection, so that the 

member nodes can communicate with CH conveniently. 
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𝐷 =  √(𝑁𝑥 − 𝑀𝑥)2 + (𝑁𝑦 − 𝑀𝑦)2 (2) 

 

3) Fuzzy Logic System 

In our study, FLS is used to arrange the sensor nodes into 

ranks because of its spontaneity and energy efficiency [18] [8]. 

FLS works with linguistic variables and divides the input values 

into different levels according to their ranges such as, in this 

study, the both inputs i.e. residual energy and centrality are 

divided into three levels; Low, Medium and High, ranging from 

0 to 0.5 J (Fig. 2) and the centrality is divided into three levels; 

Close, Medium and Far, ranges between 0 and 400 m (Fig. 3) 

respectively. From these input variables, the nodes are 

categorized into five different levels, as the fuzzy output such 

as; Low, Low Medium, Medium, High Medium and High, 

ranging between 0 and 1 (Fig.4).  

 

 

Fig.2. Membership functions for residual energy 
 

 

 

Fig.3. Membership functions for centrality 
 

 

 

Fig.4. Membership functions for rank 
 

C. VCH Selection 

The node with the highest rank in a cluster is selected as the 

CH. After selection, the CH announces itself in the cluster by 

broadcasting a message. The member nodes send ACK 

messages along with their ranks. The CH chooses the node with 

the highest rank as the VCH and declares it. VCH after its 

selection does not participate in any task; it simply waits for a 

notification call from the CH if its energy level decreases to a 

threshold level (the threshold energy is taken as the 1/10th of 

initial energy). When getting the call, the VCH replaces CH’s 

functions and announces itself in the cluster as the new CH. The 

member nodes send the ACK message with their ranks again, 

as they did before. The new CH selects the highest-ranking 

node as the new VCH in the same way it was selected. 

By employing the method the setup phase is not run 

repeatedly, rather the CHs are changed on-demand. This gives 

a great energy boost to the network, as demonstrated from the 

simulation results. The entire working mechanism of the 

proposed method is explained in Fig. 5. 

 

 
Fig.5. Model of the proposed method 

IV. SIMULATION RESULTS AND DISCUSSION 

The simulations are performed in MATLAB and the results 

are compared with LEACH and MODLEACH [21] as far as we 

could find the related performance values in the literature. 

MODLEACH is a modified version of LEACH. Unlike 

LEACH, it does not change the CHs in each round unless their 
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energy level decreases below a certain threshold value. It gives 

a better performance compare to the LEACH. The authors in 

[22] proposed using a VCH enabled in the cluster with two 

purposes; guard the CH against failure for energy drain and 

reduce the clustering frequency. Its function is different from 

our method, however, the authors compared with their results 

with LEACH again. Reference [23] also proposed to use a 

second cluster head. However, the authors named the cluster 

heads as master and vice cluster heads and claimed they could 

work together on data collection, fusion and transition. They 

also proved a longer network lifetime for large-scale sensor 

networks. We believe that our method outperforms both 

LEACH and MODLEACH, by consuming less energy, 

delivering higher data rate and extending network lifetime in a 

VCH proposed scenario. 

The experiments are performed in an area of 100 by 100 m, 

where the BS is placed at the center of the network along with 

100 sensor nodes. The simulation parameters are listed in the 

Table I. 

 
TABLE I 

SIMULATION PARAMETERS 

Parameter Value 

Field size 100m x 100m 

Number of sensor nodes 100 

BS location 50m x 50m 

Initial energy (Eo) 0.5 J 

Transmission Energy (ETX) 50 nJ/bit 

Receiving energy (ERX) 50 nJ/bit 

Packet Length 4000 bits 

Free space amplifier (Efs) 10 pJ/bit/m2 

Multipath amplifier (Emp) 0.0013 pJ/bit/m2 

Data aggregation (EDA) 5 nJ/bit 

 

The longer a node takes to die, the higher will be its lifetime. 

From the Fig. 6 it can be seen that the first node dies at 1563 

rounds and the last node dies after 4340 rounds, which is about 

64.4% and 51.8% higher than MODLEACH and LEACH 

respectively. 

 

 

Fig.6. Network lifetime 

 

The proposed approach is able to perform for a longer time 

because of its lower energy consumption per round. It 

consumes about 12.8%, 24.4%, 38.5% and 51.3% energy at 

rounds 325, 650, 975 and 1300 respectively (from Fig. 7). 

However, MODLEACH consumes 26.5%, 53%, 79.6% and 

98.8% while for LEACH it is 27.3%, 54.7%, 81.2% and 99.2% 

respectively. From the listed numbers, it can be observed that 

the other two protocols likely consume twice as much energy 

as ours. 

 

 
Fig.7. Energy consumption 

 

 

The throughput of a network depends on number of packet 

delivered to the destination. Fig. 8 shows packet delivery ratio 

to the sink according to the rounds. MODLEACH and LEACH 

have higher delivery in the first 1000 rounds, but this number 

decreases with the increase of number of rounds. Their number 

of packet does not change after 3000 rounds, that shows there 

is no more alive nodes left in the network. However, in our 

protocol it raises at rate of 29.5%, 59%, 87.8%, 99.9% and 

finally 100% with respect to the total number of delivered 

packets until 5000 rounds with a difference of 1000 rounds. 

 

 

Fig.8. Throughput 

V. CONCLUSION 

In this study, we proposed a method to improve the 

performance of wireless sensor networks by using the network 

resources. The nodes are divided into grids and a CH and a 

VCH is selected for each grid by using the fuzzy logic system. 
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The VCH does not participate in any process after its selection 

until the energy level of the CH decreases to a threshold level. 

The VCH then becomes the CH and selects a new VCH for 

itself as its backup. By continuing this order, there will always 

be a CH in the cluster to manage its member nodes. 

The process of selecting CHs can be improved in the future 

by adding more parameters to FLS, such as, number of neighbor 

nodes, density of network and speed of the nodes in case of a 

mobile network. It will result in selecting the optimal nodes as 

the CHs, and ultimately causing less energy to consume for 

communications tasks. 
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Abstract--The utilization of renewable energy sources have 

been increasing day by day. Solar, wind, biomass, wave, etc. are 

some of the renewable energy sources. Solar, wind and hydro 

are more commonly used than others. Solar energy has many 

advantages such as abundance, renewability, continuation, and 

pollution free etc. Advancing technology increases people’s life 

standards. Over time, high life standards have stopped being a 

luxury and entered people’s homes with smart home automation 

systems. With the advances in Internet technologies, people now 

expect to be able to control their homes and workplaces over the 

Internet too. This study controls six different 

Computer/Internet-based systems of smart home automation in 

a house which is included solar arrays. These systems were 

illumination of three different rooms, temperature control of a 

room, garden irrigation system control, and home security 

system control. With the software written, all these systems were 

monitored online on a website. These controls were successfully 

experimented on the model house with the smart home 

automation system designed. 

 
 

Index term-- Internet access, pv arrays, renewable energy, 

smart home automation. 

I. INTRODUCTION 

UMAN needs are changing increasingly by the day 

along with the advancing technology. Millions of 

engineers and scientists around the world are working 

towards achieving these advances. Recent human needs entail 

the facilitation of home and work life. Many previously 

manual operations can now be performed automatically with 

the automation systems developed with the help of advancing 

technology. Such efforts are known by the name “Smart 

Home Automation Systems”. The main goal of this concept 

is to enable a safer, easier, more comfortable and economic 

life. The energy consumption has been also increasing since 

these systems are increasing. So, it is utilized from renewable 

energy sources to meet the energy.  

Commonly used methods in smart home automation 

systems include phone control, internet based control, Plc 

control and computer control. 

Even though smart buildings were defined for the first time 

at the beginning of the 1980s in the USA, it only reached 

Turkey in 1984. At first, applications in the country were 

based on observation. Many applications around this time and 

thereafter targeted the comfort of healthy and ordinary 

people. Yumurtaci et al. studied smart home systems and the 

technologies usually used in these systems [1]. 
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Yet another study designed a smart home automation 

system over GSM technology.  This technology works over a 

phone line by processing digitized tones, and has the 

advantage of being used independently of time and place. 

Isik et al. used a different method to design another mobile 

phone based smart home automation system [2]. Bekcibasi 

and Tenruh studied control over telephone and concluded that 

it may be preferred owing to its ease and reasonable 

maintenance costs [3]. There are many other studies on GSM 

technology [4-8]. For Internet control, the design is made 

with a server card embedded into the web interface and 

accessing the system over the Internet [9-12]. Other 

researchers studied computer controlled smart home 

automation systems. In this method, control is achieved via 

the interface program on a desktop or laptop computer by 

accessing micro-controlled circuits over ports [13-14]. Smart 

home systems designed for Plc control operate by accessing 

the Plc over a written Scada [15]. There are also other studies 

on smart home automation systems, most of which used 

micro controller design [16-17]. Other researchers have 

investigated the general structure of smart home automation 

systems [18-30]. Hazer et al. studied the control parameters 

and benefits of smart home automation [31]. Some 

researchers have investigated the renewable energy and 

energy systems of smart home automation systems [32, 33]. 

Smart home automation systems may be used to control 

electronic tools and systems such as security [34, 35], 

temperature [36, 37], RF command [38, 39], illumination 

[40], TV, sound systems, irrigation systems, curtain control, 

and garden/garage gate control. These systems may 

particularly benefit disabled and old people’s lives. 

When people are away from their homes, they wish to 

control what is happening over smart home automation 

systems. For instance, having left for their summer vacation, 

a family may want to check their home security system or 

irrigation for the garden from afar. Similarly, a family may 

want to check the temperature at home on the internet and 

adjust it before they arrive home after an evening out. This 

study aims to enable the control of different home electronic 

systems by means of renewable energy sources away from 

home. The energy which is required for this purpose is 

provided by pv array. These systems controlled via a 

computer were the illumination of three rooms, temperature 

control of a room, home security system control, and the 

control of garden irrigation system. 

II. SYSTEM DESIGN 

The designed smart home automation system was accessed 

over the internet. The system basically works over a computer 

program. System information is entered on a database 

through a website. This database is kept on a rental server. 

PV Array Based Smart Home Automation 

System 

A. Şenpınar 

H 
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The computer program reads and transmits data regularly 

from the database to the control circuit. There are six active 

outputs from the computer in the system. These outputs are 

used to illuminate three rooms, start and stop air conditioning 

for temperature in a room, start and stop the garden irrigation 

system, activate and stop the home security system. 

Optionally, the number of outputs can be increased; any 

device on a power line, for instance an iron, tv, or electric 

oven may be controlled. The designed system has 8 outputs 

and six of them are ready for active use. Further, the system 

may also be used to control the temperature of three rooms. 

Another feature on the system is that it allows the eight input 

unit to be checked over a website. The system is not affected 

by power outages because it is supported by pv arrays. Fig.1 

shows the block diagram of the designed system. Fig.2 shows 

the model house where the designed smart home automation 

system could be established. The designed system has five 

main components: pv array, internet access, computer 

software program, control circuit and driver circuit. 

 

 
 

Fig.1. Block diagram of the designed system  

 

 
 

Fig.2. Model house 

 

A. Pv Array 

A PV cell is a specialized semiconductor material with a p–

n junction. It converts sunlight into electricity through a basic 

process called photovoltaic effect. The energy generated by 

the cell is in direct proportion with the visible light it has been 

exposed to. Additionally, conversion efficiency also depends 

on extending the plane. The amount of the current and the 

voltage changes depending on the amount of sunlight shining 

on the cell. Then, the I–V equation is: 

 

I= Il –I0 ( e
(qV)/(kT)-1)     (1) 

where Il is the component of the pv cell current due to 

photons, electrical load (q =1,6*10-19C), k =1,38*10-23 j/K 

(Boltzman constant) and T is the cell temperature in Kelvin. 

 

B. Internet Access 

Internet access enables remote access to the system. It 

allows people to control their smart home automation system 

by using a predefined website. As the website supports 

mobile devices, the system may also be accessed over smart 

phones. Website design has two components. The first one 

entails the inclusion or exclusion of the electronic devices or 

systems to be controlled. The buttons here are used to switch 

on/switch off. The first component shows the current 

temperature in a pre-specified room on the screen. Based on 

this temperature, the user can control the air conditioning 

system for heating in winter or cooling in sun. Buttons in the 

second line in Fig.3 are used to switch on/switch off for 

garden (irrigation), air conditioning (rooms) and home 

security. The second component includes the 

activation/deactivation of the home security system. When an 

alarm goes off while the security system is in use, this 

component notifies us and provides see on the screen from 

website. Buttons in the last line in Fig.3 show the alarm 

statuses. For example; when the alarm conditions are active, 

it turns red from green. Fig.3 shows the web page. 

 

 
 

Fig.3. Web page 

 

C. Computer Software Program 

The computer software program is a desktop application 

using the RS-232 series communication that controls the 

designed system. Fig.4 shows the flow chart of it. This 

application provides the connection between the internet site 

and the control circuit. Owing to this program, the devices on 

the smart home automation system may be controlled over 

the home computer when there is no internet. Below is a 

screenshot from when the application runs for the first time 

(Fig.5). 

This application has two sections. The first one includes the 

settings for the connection between the application and the 

control circuit. The COM port to connect to and the speed for 

the connection are selected here. When the COM port is 

clicked, currently usable ports are displayed. If the port that 

our device has been connected to is not shown among the 

ports, the connection between the port and the electronic 

circuit needs to be checked. The second section is where the 

devices on the system can be checked. It has been designed 

to check 6 devices and includes 12 buttons for the switch 

on/switch off operations. The left side of the dual buttons is 

used for energizing, and the right side for de-energizing. All 

buttons have active and passive positions.  
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Fig.4. The flow chart of desktop application    

 

 
 

Fig.5. Screenshot of the desktop application  

 

These positions provide information about whether that 

device is working online or not. This enables us to view the 

device that we wish to control and change its position 

accordingly. In addition, the temperature values of the rooms 

can also see in this section if want. 

D. Control Circuit 

The control circuit is the unit that enables communication 

between the computer and the devices to be controlled. This 

circuit is connected to the computer output and controls the 

driver circuit according to the commands received. At the 

same time, it sends the information from the security system 

and the value from the temperature sensor to the computer. 

The microprocessor used was Microchip’s 16F877A from the 

PIC family. This microprocessor has enough input/output 

ports for the controls. It also enables the RS-232 series 

communication protocol that the system requires to 

communicate with the computer.  

The system has 6 active outputs and has been designed to 

control up to 8 outputs with the same design. All controls 

made over the computer application can be viewed 

simultaneously on the website designed. In other words, the 

designed pv array based smart home automation system may 

be controlled both from a distance over the website and from 

home computer. The control circuit diagram and card are 

shown in Fig.6. 
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Fig.6. Control circuit diagram and card 

 

 
 

Fig.7. Driver circuit diagram and card 

 
E.  Electronics Driver Circuit 

The electronics driver circuit is used to switch on and off 

the loaded devices depending on logic-1 (+5V) and logic-0 

(GND) from the control circuit. It has a relay and a transistor. 

The transistor provides the energy needed for the relay by 

elevating according to the logic information received. With 

the led connected to the circuit, it may be understood whether 

the driver is active or passive. This circuit was designed as a 

model to control only one output. The system has 6 active 

outputs and so six leds in Fig.7 are active. It can be increased 

to control up to 8 outputs with the same design if needs. 

For every other output, the circuits can be multiplied. Below 

is a diagram and complete state of a driver circuit for 

controlling a device (Fig.7). 

 

F.   The Input Units of System 

The input units of the system are those that transmit any 

alarm incidents to the control card when the alarm output is 

active. The designed circuit supports eight alarm incidents. 

During the experiments, 4 active alarm inputs were used. 

These were as follows:  

 

2.1. Humidity Sensor 

The sensor used in the system measures humidity and yields 

an appropriate analog output. The output signal is between 0-

5V. This sensor is used with a comparator circuit. With the 

help of a potentiometer on the circuit, the desired humidity 

level is set. If the humidity level increases this pre-specified 

level, the circuit yields logic-1 information. Afterwards read 

with a microprocessor, this information is shown in the 

computer software and the Internet site. 

 

2.2. Fire Sensor 

The fire sensor in the system is one that yields analog output 

by perceiving ultraviolet (UV) light. It is used with a 

comparator circuit. With the help of a potentiometer on the 

circuit, the desired fire level is set. If the fire level in the 

environment increases this at any given time, we are informed 

over the computer and the website via the microprocessor. 

 

2.3. Motion (PIR) Sensor 

Known as the PIR sensor, this motion sensor yields 3V 

digital output based on the motion level. For as long as 

motion exists and depending on the time set, this 3V output 

continues. When there is no motion, the output is 0V. As the 

microprocessor does not perceive 3V as logic, an additional 

logic inverter has been used in the circuit between output and 

the microprocessor. 

 

2.4. Flooding Sensor 

The sensor functions on dry contact logic. It has two ends. 

One is connected to the feeding voltage. The other is 

connected to the microprocessor. If the water level rises, the 

sensor closes its contacts and thus logic-1 is fed into the 

microprocessor. 
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III. EXPERIMENTAL APPLICATION 

The designed smart home automation system may be 

controlled over a website or the computer depending on the 

user’s preference. A laptop was used to put this system into 

use. First, pv array and charge regulator are connected to 

system. Then, the energy needed for the system is met by 

them. To begin with, the desktop application was downloaded 

on the laptop. Following this, connection was established 

between the control and driver circuits and the computer. 

Finally, the loads we planned to control were connected to the 

driver circuit and the system was ready to be used. The 

overview of the experimental system can be seen in Fig.8. 

 

 

 
 

Fig.8. Overview of the experimental system 

 

In order to run the smart home automation system, the 

desktop application was operated to observe the temperature 

data and alarm status from the control circuit. Then, a 

personal website was reached from the computer to observe 

the change in the alarm status connected to the security 

system in the circuit. The alarm indicator that is normally is 

green turns red if the alarm is activated. The changes in room 

temperature at different times can be observed from the 

internet page (Fig.9). 

 

     
 

Fig. 9 Changes in temperature 
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Fig.10. Observation of led and loads with all active output 

 

When all outputs are active, the 6 led lights on the driver 

card give off light. The small computer fan representing the 

air-conditioning system keeps working, and the water pump 

representing the irrigation system moves the water in the 

glass (Fig.10). 

When a load at an output is active, the led connected to that 

output is on (Fig.11). This shows whether an output is active 

or passive. When will outputs are active as above, all of the 6 

different controls on the smart home automation system may 

be made: illumination of 3 rooms, temperature (air-

conditioning) control in one room, garden irrigation system 

control, and home security system control. 

As input to the system, four active inputs were tried. The 

changes in the website and desktop application were observed 

online by boiling water in a kettle and applying vapor on the 

humidity sensor, by bringing a lighter close to the fire sensor, 

by moving a hand in front of the motion sensor, and by 

pouring water into a glass with the flood sensor in it (Fig.11). 

 

 
 

Fig.11. Observation of input units 

 

 
 

Fig.12. Observation of temperature changing 
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In addition, the temperature change that occurred when one 

of the room temperature sensors was heated with a lighter was 

observed instantly on the website and the desktop application 

(Fig.12). 

The designed smart home automation system has been also 

supported by renewable energy sources, such as pv array. 

That is why the energy consumption needed for the control 

and driver cards in the system is approximately 5-10W. The 

energy consumption of a laptop computer controlling these is 

approximately between 60-70W. The modem for the internet 

connection also consumes an average of 5W, thus 

necessitating a total of approximately 80-100W energy 

consumption. As can be seen, the energy required for the 

system may be provided by a 100W solar panel. In this 

experiment, the pv array for 80 W was been used. 

IV. CONCLUSION 

The use of solar energy in building is one important 

contribution for the reduction of fossil fuel consumption and 

harmful emissions to the environment. Solar energy used for 

industrial processes is an inevitable trend in future. Solar 

energy is clean and safe in many industrial sectors. This study 

focused on using the internet to control the illumination 

system, temperature system, irrigation system, and security 

system for pv array based smart home. It is an advantage of 

the designed smart home automation system that it may be 

controlled both over a website and with a computer. The 

reasonable costs of the automation system and its ease of 

application are the other advantages. This system facilitates 

human life. The designed smart home automation system can 

be applied to a small model house in future works.  

Future studies may regularly record home controls and 

temperature information in graphics. This would enable an 

observation of how long a device works daily and how much 

energy they consume on average. The system may also be 

made more useful by add on such as mobile device software 

and RF command. 
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Abstract— It is a necessity for effective network management to 

be aware of the activities taking place on computer networks. 

Network managers should always be alarmed about what is 

happening now, what might be, or what will be in the future for 

the sake of network. To gather information about a computer 

system or a network, attackers mostly exploit networking tools to 

gain some privileges and login systems. Penetration testers also use 

these tools to gather information about systems, but their main 

concern is to discover the vulnerabilities of the system, and to find 

out what kind of measures could be applied to make the system 

more resistant to these vulnerabilities. In this study, we propose an 

abnormal DNS traffic identification method via utilizing Hurst 

parameter estimation. To do so, we employ DNS information 

gathering tools in Kali Linux to generate abnormal DNS flows. 

Then, we estimate its self-similarity degree to compare the 

differences between normal DNS traffic flows and abnormal ones. 

Obtained results show that abnormal DNS traffic show higher self-

similarity degrees. Another interesting finding is that abnormal 

DNS traffic shows different distribution characteristic. 

 
Index Terms— Traffic analysis, DNS protocol, distribution 

fitting, abnormal traffic detection 

I. INTRODUCTION 

OWADAYS, we need computer network systems more 

than ever to fulfill our daily routines. The Internet is a 

global network which we couldn’t endure its absence even for 

a few minutes. The usage of Internet is so widespread that we 

could perform most of our daily works such as banking, health 

care, navigation, food order, travel reservations, payment, 

mailing, telephone calling, and even education; almost all the 

things which used to need physical presence and effort in the 

past. Security is a significant issue for every type of computer 

system and network.  We share our most secret credentials to 

the world through the Internet.  
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Although the networking systems and technologies are 

getting safer, there are always malicious people whose aim are 

to cause harm to the computer systems, steal significant 

information, or use our network resources without permission. 

Attackers always stay vigilant for discovering system 

vulnerabilities and whenever, wherever possible they will carry 

out their attacks. For the sake of not only systems but also users, 

network administrators should also stay vigilant to verify that 

the network resources and policy are not being violated.  

To ensure security and get rid of violations that put the 

systems in danger, firewalls are mostly used [1]. Although 

firewalls perform packet inspection, filtering, and prevent any 

login to systems through the Internet without permission, they 

don’t ensure network system safety for all possible violations 

and intrusions [2]. In order to further strengthen the network 

from intruders, intrusion detection and intrusion prevention 

system usage are on the rise. Intrusion detection systems require 

monitoring the events occurring in a computer system or 

network and analyzes them for signs of possible violations, 

security threats and intrusions [3].  

In this study, we focus on the identification of abnormal DNS 

traffic flows as an intrusion detection system which might be an 

indicator of an upcoming cyber-attack in advance. DNS packets 

could be exploited for malicious purposes in many ways. For 

example, some trojans benefit from a domain name generation 

algorithm (DGA) to conceal their command and control (C&C) 

servers [4]. Group activities in DNS traffic might be a signature 

of a botnet presence. A botnet detection method is proposed by 

monitoring group activities in DNS traffic [5, 6].  In [7], a DNS 

protection method is proposed against DNS Spoofing and 

Poisoning attacks. Attackers could also utilize DNS protocol to 

obtain information about a local area network before carrying 

out their attacks vector [8]. They might exploit some DNS tools 

for gathering information about a targeted domain. In this study, 

we will simulate this behavior to generate abnormal DNS traffic 

through exploiting some penetration testing tools. Penetration 

testing is a simulation of an attack on computer systems to find 

out the vulnerabilities on the systems and evaluate the security 

of the system being tested [9]. The basic concept behind this is 

to find out the vulnerabilities and the weaknesses of systems. 

Generally, penetration tests include three main steps for pen 

testing [10]. Sequentially, information gathering, attacking, and 

reporting. The information gathering phase might consist of 

A. Gezer 
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DNS gathering tools, web crawlers, sniffing technologies, 

spoofing and so on. The idea behind the information gathering 

phase is to scan and identify system specifications and 

vulnerabilities and exploit them in attacking. The obtained 

information about the system is utilized to drive the attack 

generation phase. Software developers could use this 

information to eliminate the vulnerabilities and improve the 

security of their software [9].  

We propose an abnormal DNS traffic identification method 

through the Hurst parameter estimation procedure. The Hurst 

parameter, which is between 0 and 1, is a numerical measure of 

self-similarity. It gives information about long-range 

dependency and probability density characteristic of statistical 

times series.  We generate abnormal DNS flows via exploiting 

some DNS information gathering tools to discover IP address 

of domains, domain names, subdomain names, name servers, 

and mail servers in a targeted domain. To do so, we employed 

some DNS information gathering tools in Kali Linux. These 

tools generally use the methods like DNS inquiries to DNS 

server, zone transfer, brute force, and google searches about a 

targeted domain. We analyze how these tools work to obtain 

DNS information on a domain. This process would give us 

detailed information about particular behaviors of some DNS 

information gathering tools. We also propose a method to 

identify abnormal DNS flows via the estimation of self-

similarity parameter, namely the Hurst parameter. To compare 

the differences between normal DNS traffic and abnormal ones, 

we employ wavelet-based Hurst parameter estimation method. 

Normal DNS traffic flows are generated via interacting with 

popular internet domain names for the aim of comparing the 

self- similarity level of abnormal and normal DNS traffic. 

II. BACKGROUND 

A. KALI LINUX 

Developing tools for hacking and pen-testing purposes 

consumes a lot of times and is very demanding. Some software 

like Kali Linux makes it easy to carry out penetration tests. Kali 

Linux is a Debian based Linux distribution which is popular for 

penetration testing purposes. It was developed and maintained 

by Offensive Security [11]. It includes more than 600 tools for 

penetration testing such as information gathering, vulnerability 

identification, sniffing and spoofing, attacking, exploitation, 

forensic investigation tools, etc. It is an open source 

distribution, which means anyone can modify and enhance it 

via accessing its source code. Kali Linux can run on many 

different platforms; even on resource constrained devices such 

as a raspberry pi. It adheres to the Filesystem Hierarchy 

Standard. This allows users to easily locate supported files, 

libraries, and binaries [9].  

B. SELF-SIMILARITY 

A great variety of physical phenomena could be well 

represented via self-similar processes [12]. It has found a 

strong base in many disciplines such as biology, econometrics, 

natural images, fluctuations of the stock market and turbulence 

[13, 14]. Self-similar processes have also been considered for 

modeling network traffic. Previously, network traffic was 

characterized with Poisson distribution [15]. However, Poisson 

distribution could not reflect the self-similar nature of network 

traffic. After modeling Ethernet traffic via self-similar 

processes, performance-related computations for network 

traffic such as resource sharing, queue and routing 

management have been revised [16]. Nowadays, self-similarity 

artifacts have been considered for the modelling of many 

broadband network traffic types [16–19].  

As self-similarity is so significant in many disciplines, 

correct estimation of it is a necessity. Powerful properties of 

wavelet analysis have been an inspiration source for Hurst 

parameter estimation. Time-scale dependent working nature of 

wavelet analysis makes it a valuable candidate [20, 21]. An 

efficient wavelet-based Hurst parameter estimator called Abry-

Veitch DWB was proposed in 1998 [22]. Abry-Veitch DWB 

used Daubechies wavelets as kernel function due to their 

limited time support which makes it more efficient for handling 

of border effects. Daubechies wavelets lead more accurate 

results by better matching self-similar structure of long range 

dependent processes [23].  

The Hurst parameter indicates whether a stochastic process 

is long range dependent or not. It is a numerical measure of 

self-similarity. A continuous time stochastic process {X(t), t ϵ 

R} is strictly self-similar with the Hurst parameter {H, 0<H<1} 

if  

                          

                             𝑋(at) =
𝑑

𝑎𝐻𝑋(𝑡).                (1)  

 

X(at) is a new process scaled by factor a and =
𝑑

 means equal 

in finite dimensional distributions. When the Hurst value is 0.5, 

the process is randomly scattered.  Let Xk is a discrete time 

stochastic process, which is defined at discrete time points k=1, 

2 …n and 𝑋𝑘
(𝑚)

 is m aggregated time series which is calculated 

as  

 

{𝑋𝑘
(𝑚)

= (𝑋km−𝑚+1 + .. + 𝑋km ) 𝑚⁄ , 𝑘 ≥ 1, 𝑚 = 1,..}  (2)                

                 

              Var[𝑋𝑘
(𝑚)

] = 𝑚2𝐻−2Var[𝑋𝑘]                        (3) 

 

      𝜌𝑧
(𝑚)

= 𝜌𝑧, 𝑧 ≥ 0.                              (4) 

 

If variance and correlation of the time series follows (3) and 

(4), then the process is called wide sense self-similar or second 

order self-similar. 𝜌𝑧
(𝑚)

 shows autocorrelation coefficient of m 

aggregated series with respect to lag z.  

III. METHODOLOGY 

A. BEHAVIORAL ANALYSIS OF DNS TOOLS IN KALI 

LINUX 

Basically, a domain name system (DNS) resolves host names 

into IP addresses. It is among the core parts of TCP/IP protocol 

suite. Before downloading packets from a web site, it is 
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required to resolve the IP address of that web site. There is an 

ID part in every DNS query. A DNS server replies to a DNS 

query with the IP address of the URL by putting the same ID 

which was used in the query [24]. This process between the host 

and DNS server is open to many attacks because the packet 

exchange between the two ends occur in plain text. So, any 

packet sniffer which is located in a strategic position could 

capture packets and reveal the content easily. DNS information 

might be used for some malicious purposes such as gathering 

information about a domain before attacking. 

In this section, we test some of DNS information gathering 

tools in Kali Linux. While carrying out this operation, we also 

capture the exchanged packets with a protocol analyzer.  A 

protocol analyzer could capture all the packets that pass through 

the network and monitor the bottlenecks in the network, alert 

the user to irregular behavior in the network, provide useful 

information to the network administrator, and reveal packet 

content which also contains passwords [25].   

Generally, packet sniffers are utilized by network managers 

to troubleshoot the network problems via analyzing passing 

traffic to find out any problematic traffic such as intrusions, 

malicious packets, or if there is any user who violates network 

policy. We utilize a protocol analyzer to capture the traffic and 

reveal the packet exchange process while executing DNS 

information gathering commands in Kali Linux. The behavior 

of the traffic can be compared to an established policy for 

deviations to further investigate the differences between normal 

DNS traffic and the traffic from an information gathering tool. 

i. Dnsenum 

Dnsenum is a tool used for information gathering about name 

servers, mail servers, and subdomains. The packet traffic is 

captured via a packet sniffer when we execute the Dnsenum 

command in Kali Linux and identify what are the exchanged 

packet contents during this operation. The packet exchange 

pattern is summarized in Table 1. 

 
Table 1 The packet exchange pattern for Dnsenum 

Requests and Replies 
IP address of the desired domain 

Name server name from the DNS server  

IP address of name server 

Mail exchange server of that particular domain 

IP addresses of the mail servers 

Again, IP address of the name server 

IPv6 address of name server  

Zone transfer is tried between the particular name 
server and resolver host 

Scraping of given domain name through Google Search 

 

 

ii. Dnsmap 

Dnsmap tool is used generally for subdomain scans. A built-

in word list is used for scanning subdomain names and IP 

addresses. According to the built-in word list, IP addresses of 

domain names are requested from the DNS server. Overall, 

more than 3000 DNS queries are raised to the DNS server for 

subdomain IP addresses. At the end of scanning, the number of 

subdomain names and IP addresses are given as a report on the 

Kali Linux screen. Most of the DNS queries take DNS error 

messages.  

iii. Dnswalk 

Dnswalk is used for zone transfer. According to the captured 

packets after execution of the Dnswalk command, the packet 

exchange process could be summarized as in Table 2. 

 
Table 2 The packet exchange process for Dnswalk 

Requests and Replies 

Request to mark the start of zone transfer 

Name server name from the DNS server 

IP address of name server from DNS server 

IPv6 address of name server from DNS server 

Zone transfer is tried for a particular name server 

Scraping of given domain name by Google search  

iv. Dnsrecon 

With using Dnsrecon in Kali Linux, one can reach a lot of 

information about subdomain names and IP addresses. The 

usage of the command is also customizable by changing 

parameters in the command line. With the goo parameter, it gets 

subdomain names using a Google search. Once the command is 

executed, it sets up a TCP connection between the host 

computer and Google servers. After getting subdomain names, 

DNS queries are raised to ask their IPv4 and IPv6 addresses to 

the DNS server and finally give them as a report on the Kali 

Linux terminal screen. 

With the -tld parameter, it performs DNS queries according 

to the typed domain name in command line. Built-in word list 

is used for second order domain names. All generated DNS 

queries are requested from the DNS server. Mostly, the returned 

answers aren’t associated with the desired domain name. 

v. Fierce  

Subdomain names and IP addresses of subdomains could be 

fetched with the execution of the Fierce command. Fierce usage 

could be customized with some extra parameters.  With the 

usage of the DNS parameter, at first the name of name server 

query is raised to the DNS server. Then, IP address of the name 

server is requested from DNS server. Another query is raised 

for the IPv6 address of the name server. After obtaining the IP 

information of the name server of the interested domain, a TCP 

connection is established between the name server and the host 

for zone transfer. Mostly, the name server rejects zone transfer. 

A Brute Force method is attempted to obtain subdomain names 

and their IP addresses from the name server of the desired 

domain.  

vi. Dmitry 

Lots of information could be gathered such as subdomains, 

e-mail addresses, and port scan with this tool. After executing 

Dmitry in Kali Linux, we capture the packet traffic with a 

packet sniffer application. First, the IP address of the desired 

domain is requested from the DNS server. After getting the IP 

address, the Ripe.net IP address is requested from the DNS 
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server. Then, a TCP connection is established between Ripe.net 

and the host computer to investigate the IP address of the typed 

domain name. Ripe.net gives IP address ranges for that domain 

and the information about the organization who owned that IP 

address. Next, the Whois-servers.net IP address is raised to the 

DNS server. A TCP connection has been established with the 

Whois server. Mail addresses, phone numbers, and organization 

names are obtained from the Whois server. Then the 

uptime.netcraft.com IP address is requested from the DNS 

server and a TCP connection is established for searching 

particular domain addresses. Then a Google-based search is 

performed after obtaining the IP address from DNS server. 

Google returns a lot of subdomain names. After getting 

subdomain names from servers, DNS queries are raised to the 

DNS server to learn their IP addresses. At the end, a port scan 

is performed. 

B. ABNORMAL DNS TRAFFIC IDENTIFICATION 

VIA HURST PARAMETER 

We employ the aforementioned DNS tools in Kali Linux to 

gather information about sub-domains, name servers, and mail 

servers on two domains: www.erciyes.edu.tr and 

www.mit.edu.tr. Abnormal DNS flow traffics are generated via 

exploiting DNS information gathering tools while benign traffic 

captures are generated through network interaction with some 

popular web sites. 

  
Table 3 Captured DNS Traffic  

Datasets DNS packet counts 

Dataset 1 (Normal) 7268 

Dataset 2 (Normal) 33522 

Dataset 3 (Abnormal) 30344 

Dataset 4 (Abnormal) 77519 

 

The content of captured DNS traffic is given in Table 3. 

Dataset 1 is obtained during the interaction with some well-

known web sites in Turkey such as university domains, online 

newspaper, and some public enterprise websites. Dataset 2 is 

generated via visiting the Top 215 global URLs in the Alexa 

top 500 global web sites list. Captured DNS packets during 

these interactions are counted as normal DNS datasets. Dataset 

3 and Dataset 4 are obtained via exploiting mentioned DNS 

information gathering tools on www.erciyes.edu.tr and 

www.mit.edu.tr domains, respectively.   

 

In the Hurst estimation procedure, Wavelet-based Hurst 

estimation method is employed to get the self-similarity degree 

of packet length and inter-arrival time of DNS traffic.  Hurst 

parameters of the given flows are easily calculated through the 

relationship between variance of wavelet coefficients and 

corresponding scale [24] as given in the equation (5)  

 

log2(var(𝑑𝑗[𝑛])) = (2𝐻 − 1)𝑗 + consant.
               (5)

 

 

where dj[n] represents the wavelet coefficients at j scale, and 

H represents Hurst parameter. The slope between log2 

(var(dj[n])) and j are in relation with 2H-1. Therefore, Hurst 

parameter could be calculated utilizing this regression line. 

Each point in Figure 1 and Figure 2 is computed through the 

variances of wavelet coefficients at the corresponding scale for 

DNS packet interarrival times and packet length obtained when 

DNS information gathering tools are employed for 

www.mit.edu.tr domain.  

 

 
Fig. 1 Wavelet-based self-similarity estimation of inter-arrival times of DNS 

packets (Utilization of DNS information gathering tools for www.mit.edu.tr 

domain) 

 

 
Fig. 2 Wavelet-based self-similarity estimation of DNS packet length 

(Utilization of DNS information gathering tools for www.mit.edu.tr domain) 

 

Similar figures are obtained during the variance 

computations of wavelet coefficients at each scale for all 

Datasets in Table 3. Due to the resemblances in figures, only 

the associated figures with Dataset 2 and Dataset 4 are shared 

in the manuscript. Figure 3 and Figure 4 illustrate the variance 

of wavelet coefficients at corresponding scale for DNS packet 

interarrival time and packet length computed during the visit of 

Top the 215 URLs in the Alexa top 500 global web site list. 
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Fig. 3 Wavelet-based self-similarity estimation of inter-arrival times of DNS 

packets (Top 215 URLs in Alexa top 500 global web sites) 

 

 
Fig. 4 Wavelet-based self-similarity estimation of DNS packet length (Top 

215 URLs in Alexa top 500 global web sites) 

 

The Estimated Hurst values for each data set are given in 

Table 4 for DNS packet inter-arrival times and DNS packet 

lengths.   

 
Table 4 Hurst estimation values of each dataset via Wavelet-Based methods  

Datasets DNS packet  

inter-arrival time 

DNS Packet 

Size 

Dataset 1 (Normal) 0.4828 0.4906 

Dataset 2 (Normal) 0.5061 0.5876 

Dataset 3 (Abnormal) 0.5515 0.8334 

Dataset 4 (Abnormal) 0.5379 0.7917 

 

It is observed that abnormal DNS datasets give greater Hurst 

values for both DNS packet interarrival times and packet 

lengths. Obtained results demonstrate that Hurst parameters 

could be an indicator of abnormal DNS traffic, and it might 

presage an upcoming cyber-attack in advance.   

 

 

 

C. DISTRIBUTION ANALYSIS 

In this section, our aim is to obtain a fitted distribution 

function for the modeling of packet sizes of normal and 

abnormal DNS packet traffic. Distribution functions could be 

an efficient way of characterizing network traffic due to their 

non-deterministic behavior. If abnormalities in DNS traffic 

could be represented with distribution functions, this 

characteristic could be an indicator of possible cyber-attacks. In 

the distribution fitting procedure, we test 73 different 

distribution functions. As selection criteria for goodness of 

fitting, we employ Kolmogorov Smirnow results and determine 

the fitted distribution types for packet sizes of normal and 

abnormal DNS traffic. 

 

Pareto Distribution gives the best result for Dataset 2 which 

is obtained through the visiting of 215 URLs in the Alexa Top 

500 Global web sites. The probability density function of Pareto 

Distributions is as follows, 

 

𝐹𝑥(x) = {
1 − (

𝑥𝑚

𝑥
)∝ 𝑥 ≥ 𝑥𝑚,

0              𝑥 ≤ 𝑥𝑚.
                          (6)              

 

Figure 5 shows the cumulative distribution and fitted 

distribution for Dataset 2. According to the test result, the 

Pareto distribution parameters α and β are 1.2048 and 61 

respectively. 

 

 

Fig. 5 Packet size distribution of normal DNS traffic (Top 215 URLs in Alexa 

top 500 global web sites) 

 

Phased Bi-Exponential gives the best result for Dataset 4 which 

is obtained utilizing DNS information gathering tools for the 

targeted domain. The probability density function of Phased 

Bi-Exponential is as follows, 

 

𝐹𝑥(𝑥) = {
𝜆1𝑒−𝜆1(𝑥−𝛾1)                         𝛾1 ≤ 𝑥 ≤ 𝛾1,

𝜆2𝑒−𝜆2(𝑥−𝛾2)−𝜆1(𝛾2−𝛾1)      𝛾2 ≤ 𝑥 ≤ +∞.
   (7) 

Figure 6 shows the cumulative distribution and fitted 

distribution for Dataset 4. According to the test results, the 

Phased Bi-Exponential distribution parameters ʎ1, γ1, λ2, and γ2 

are 0.02468, 66, 4.9635E-5, and 476 respectively. 
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Fig. 6 Packet size distribution of abnormal DNS traffic (Utilization of DNS 

information gathering tools for www.mit.edu.tr domain) 

 

Obtained results demonstrate that distribution characteristic 

is a significant feature to identify abnormal DNS traffic.   

IV. CONCLUSIONS  

Identification of abnormal DNS traffic might presage some 

cyber-attacks that could take place in the future. We 

demonstrate that Hurst-parameter estimation might be an 

indicator of abnormal DNS traffic identification method. To do 

so, we generate abnormal DNS traffic via utilizing pen testing 

tools in Kali Linux. We also generate normal DNS packets via 

interacting with some popular domains in the Alexa top 500 

global web sites. Obtained results show that abnormal DNS 

traffic gives greater Hurst values compared to normal DNS 

traffic. Therefore, it is understood that Hurst parameter could 

be an indicator of abnormal DNS traffic.  According to 

Kolmogorov Smirnov test statistics, Pareto distribution could 

be used to model normal DNS traffic which is obtained during 

the interaction of the first 215 URLs in the Alexa top 500 global 

web sites. However, Phased Bi-Exponential gives the best 

fitting results for abnormal DNS traffic, which is obtained by 

utilizing some DNS information gathering tools on targeted 

domains. 
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Abstract—This study examines the uncertainty effect of 

renewable energy resources on the static voltage stability thanks 

to modeling a specific area of Turkish electricity network by using 

classic IEEE 30-bus test system. For this purpose, the classic IEEE 

30-bus test system is adapted to the Turkish electricity network by 

using new approach proposed in the study, which is based on the 

2015 Turkey real and reactive load curves. In this way, the classic 

IEEE 30-bus test system is considered a part of Turkish electricity 

network. The analyses are performed on this model using Newton-

Raphson (NR) solution by established three Optimal Power Flow 

(OPF) studies: dynamic-OPF study without renewable sources, 

dynamic-OPF study with renewable energy sources having 

constant power output, Dynamic-Stochastic Optimal Power Flow 

(DSOPF) study with uncertain renewable energy sources. To take 

into account the uncertainty effects, Weibull Probability 

Distribution Function (PDF) using Turkey wind and solar data are 

used for each month. At the end of the study, it is observed that 

the integration of uncertain renewable energy sources into the 

Turkey electricity power system largely decreases both the yearly 

total generation cost and the reactive power generation. 

 
Index Terms—Optimal power flow, Renewable energy sources, 

Static voltage stability, Uncertainty effect, Weibull probability 

distribution function.  

 

I. INTRODUCTION 

ENEWABLE ENERGY SOURCES are increasing day by 

day the share of world electricity energy production in total 

installed capacity. The remaining 100-150 years of life of 

fossil-based energy reserves and the serious and now 

irreversible damages of climate change and global warming 

impacts that our world faces due to their use are compelling 

reasons for this increase.  
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Additionally, the use of renewable energy sources as much as 

possible in electricity generation is also a necessity in terms of 

reducing the cost of electricity energy consumption which is 

rapidly increasing in parallel with developing technology. In 

theory; it is clear that the use of renewable energy sources with 

a source nature of almost zero cost instead of relatively costly 

power plants such as fossil-fueled natural gas plants that are 

commissioned to meet additional demand at peak times in a 

continuously changing supply-demand balance will greatly 

reduce electricity energy consumption prices. Practically, this 

is proved by the countries that increase the use of renewable 

energy. For example; It was reported that the price of electricity 

in Germany has been about 80 €/MWh in peak hours in 2008 

and it has been decreased to 38 €/MWh in 2013 with the 

increase in renewable energy plants [1]. In parallel with these 

factors, the share of renewable energy sources in the world 

electricity energy production was determined as 21% in 2015. 

It has been estimated to be around 30% in 2035. In 2016, the 

world's net capacity additions obtained from renewable energy 

sources was around 66%, while the installed capacities of the 

coal and gas power plants declined in the same year [2]. In 

terms of net capacity increase, solar energy power plants rose 

for the first time in the world with an increase of 75 GW for the 

first time [3]. Similarly, the proportion of renewable energy 

sources in the net additional capacity in Turkey was 55% in 

2016. By the end of 2017, the total installed capacity of 

renewable energy plants in Turkey has reached approximately 

39 GW [4]. It is planned to increase this power to 60 GW by 

2023. In this regard, it is planed that worldwide until 2030, 

CO2 emission from fossil-based electricity generation 
plants will be reduced by 40% [3]. 

Whereas; the increase in the proportion of renewable power 

plants in total installed capacity brings some problems affecting 

the power quality of the countries in the electricity grid and the 

interconnected system. It is possible to divide these problems in 

general into the problems related to integration and stability. It 

can be said that the integration problems are mostly related to 

the infrastructure competencies of the distribution and 

transmission networks of the countries. For example, the active 

and reactive power capacity competencies of the transformer 

substations in the distribution network include the basic factors 

such as the availability of transformer substations with 

sufficient short circuit power capacity in the region according 
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to the capacity of the renewable plant to be connected and the 

active and reactive power carrying capacities of the respective 

transmission lines. The solutions of these problems depend on 

the countries' midterm and long-term electricity infrastructure 

improvement, renewal and expansion plans. On the other hand, 

the stability problems can be caused from both the power 

network and the renewable power plant itself. It is clear that the 

uncertain nature of the renewable resources is the most effective 

reason of these problems. In literature, the uncertainty effect of 

the renewable resources to the power network has been 

examined so far by using different OPF models. It is known that 

the classic OPF analysis provides only instant information 

about the power system. To reach the more realistic long-term 

results, the analyses are spread periodically throughout months, 

years etc. by using dynamic-OPF analysis. In addition, these 

long-term dynamic-OPF analyses are improved to the 

stochastic-dynamic OPF by taking into account uncertainties of 

the process. At the recent ones, Liang et al. presented a wide-

area measurement based DSOPF algorithm using the adaptive 

critic design (ACD) technique in 2012 [5]. In 2014, Gill et al. 

proposed the dynamic-OPF analysis for active distribution 

power system [6]. Two years after, Wei et al. proposed an 

integration technique of DG based on stochastic OPF model [7]. 

At the same year, Sun et al. proposed a DSOPF for wind farms 

and EVs integrated power system based on the chance-

constrained programming model [8], then Bai et al. were aimed 

to reduce the expected operational cost by using 94 wind power 

plants in Texas developed with raw data and using the model to 

estimate hourly wind energy outputs for 24 hours [9]. In 2017, 

in his doctoral dissertation, Bai utilized a probabilistic forecast 

model, dynamic factor model (DFM), to predict wind power. 

This work also focuses on the optimization of the system 

integrated with wind power and storage devices over 24 hours. 

In this doctoral dissertation, has been tested on small, medium 

and large power system for OPF (IEEE-30, IEEE-57 and IEEE-

118 buses) and then it was modified and extended to solve a 

dynamic optimization problem recursively [10]. 

This study examines the uncertainty effect of renewable 

energy resources on the static voltage stability is examined 

thanks to modeling a specific area of Turkish electricity 

network by using IEEE 30-bus test system. For this purpose, 

IEEE 30-bus test system is adapted to the Turkish electricity 

network by using new approach proposed in the study, which is 

based on the 2015 Turkey real and reactive load curves obtained 

from TEİAS for the year of 2015 for Turkey. In this way, IEEE 

30-bus test system is considered a part of Turkish electricity 

network. The analyses are performed on this model by 

established three OPF studies: dynamic-OPF study without 

renewable sources, dynamic-OPF study with renewable energy 

sources having constant power output, DSOPF study with 

uncertain renewable energy sources. All models have contained 

IEEE 30-bus test system arranged monthly in accordance with 

these load curves. The behavior of modified IEEE 30-bus 

system has been examined only at the first model for being 

reference. The renewable power plants have been integrated to 

this model in the second one. Finally, the third model has been 

composed to include the uncertainty of the renewable resources. 

To take into account the uncertainty effects, Weibull probability 

distribution function using Turkey wind and solar data are used 

for each month. 

This article is organized as follows; the OPF problem and the 

new OPF models are summarized in Section II. Proposed OPF 

models are explained in Section III. The case studies for 

examinations are presented and discussed in Section IV and 

they are concluded in the Conclusion section. 

II. OPTIMAL POWER FLOW PROBLEM 

The Optimal Power Flow (OPF) was first introduced by 

Carpentier in 1962 [11]. It is defined as the production sharing 

of optimal power exchange between generators and barriers in 

production, without exceeding the physical limits of the 

equipment used in the power systems. Actually, OPF is a 

nonlinear optimization problem including a flow which must be 

optimized, a desired equality, inequality constraint, and a 

problem solving method [12, 13]. In other words, the OPF 

optimizes a certain the power flow within an electrical power 

system without violating power flow restrictions and 

operational limits [14, 15]. Conclusively, it maximizes the 

energy quality and determines the optimal working condition 

for the power system.  

The general OPF problem is formulated in Equation 1 [16]: 

 

f(x, u) = 0 – is objective function 

g(x, u) = 0 – is equality constraints                    (1) 

h(x, u) ≤ 0 – is inequality constraints 

 

Where: 

 f(x, u) -  is the minimization function to optimize the solution, 

g(x, u) - represents the power flow equations,  

h(x, u) -  represents the power system safety limits,  

x, u - are the status and control variables, respectively.  

 

The state variables of the power system are the real output 

power of the slack bus, the voltage amplitudes of the load buses 

and the reactive output powers of the generator buses as 

depicted in Equation (2): 

 

x = [Pslack,VL,Qg]                    (2) 

 

The control variables include the real output powers of the 

generator buses except slack bus, voltage magnitudes of the 

generator buses, transformer tap-changes and shunt capacities 

as represented in Equation (3): 

 

u = [Pg,Vg,T,Qc]                       (3) 

 

The general cost function Fcost in order to minimize the entire 

production cost of the power system can be determined as 

Equation (4): 

 



gN

i

giigiiiyakıa PPF
1

2..              (4) 

Where:  

Ng - is the number of generators in the power system,  

Pgi -  is the real powers of the generators,  

αi, βi and  γi - are the generator fuel cost coefficients.  

 

Finally, the real and reactive power at bus k from the system 

can be given as Equation (5) and Equation (6): 
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The required limits generator real power, generator reactive 

power, bus voltage magnitude, transformer tap-changing value 

and shunt capacity can be arranged according to the nature of 

the application. 

On the other hand the OPF problem has been extended to the 

different OPF models according to solution requirements, 

especially for renewable energy sources with uncertainty. Some 

of them are summarized as follows: 

Static OPF: Static OPF model defines the classic OPF 

problem. It can only manage a single load level at a certain time 

[17]. 

Dynamic OPF: This OPF model is similar to the static one. 

The difference is that the dynamic OPF model covers multiple 

time periods [18, 19]. 

Transient stability-constrained OPF: This problem handles 

static and dynamic constraints of the power network 

simultaneously during the optimization process [19]. In this 

case, the system can withstand serious hazards [20]. 

Security-constrained OPF: This is another extended version 

of the OPF which involves constraints arising from the 

operation of the system under a set of postulated contingencies. 

SCOPF studies help to overcome when any real contingency 

happens by rescheduling / controlling to make sure that system 

is within the allowed limits of operation and termed as steady 

state security [21]. 

Deterministic OPF: This derivatization based OPF model 

does not take into account the stochastic factors. The 

deterministic OPF is a typical short-term decision-making tool 

used by a number of utilities and its implementation in this work 

aims to give a reasonable benchmark for comparison. 

Traditional deterministic OPF models dispatch controllable 

generation using the central (most likely) wind forecast, i.e., 

they do not endogenously account for the variability and 

uncertainty of wind generation [22]. 

Stochastic OPF: This type of OPF model takes into account 

the uncertainties in the power system parameters [23, 24]. 

Indeed, uncertainty sees it as part of constraints and objective 

models. For this reason, optimization process and final OPF 

results may be affected by uncertain factors [25]. These 

uncertainties can be changes of the wind for a wind turbine. 

Probabilistic OPF: Estimates the probability distribution 

functions of dependent variables based on probability 

distributions of loads and other indeterminate factors using 

Monte Carlo Simulation [26], Cumulant method [27], Point 

Estimation Method (PEM) [28], and adapted Gaussian mixture 

model [29] uncertain factors do not affect the final results. 

AC OPF: The AC OPF model is associated with the AC 

power network and is based on the natural power flow 

characteristics of the system [30]. As a result, the results 

obtained with this type of OPF are more accurate [31]. 

DC OPF: This type of OPF does not consider reactive power 

and transmission losses [30]. 

Mixed AC/DC OPF: Both AC and DC parameters in the 

power system are associated with OPF [32]. 

 

In this study, the dynamic OPF model and the stochastic OPF 

model are combined with each other in order to examine the 

effect of uncertain variations at the renewable energy resources 

to the static stability of the power system as explained below. 

For this purpose, while the dynamic OPF is modeled in a year 

period for monthly, the stochastic OPF is modeled with Weibull 

PDF of sun radiation and wind variation for each the month. 

III. PREPARATION OF DSOPF MODEL 

The IEEE 30-bus test system is used as an example power 

system in this study [33]. To preparation of the combined 

DSOPF model, the three regulations explained below have been 

performed on the IEEE 30-bus test system. In this way, the three 

OPF model are obtained as; 

Model-1: Monthly dynamic OPF model for a year on the 

IEEE 30-bus test system, 

Model-2: Monthly dynamic OPF model for a year on the 

IEEE 30-bus test system with static renewable sources, 

Model-3: Monthly combined DSOPF model for a year on the 

IEEE-30 bus test system with uncertain renewable sources 

modeled with Weibull PDF. 

After that, the three case studies have been realized using these 

three models in order to examine the effect of uncertain 

variations at the renewable energy resources to the static 

voltage stability of the power system. 

 

3.1 Regulation-I 

In this regulation, the standard IEEE 30-bus test system is re-

organized monthly as a dynamic OPF model according to the 

real and reactive power load curves of 2015 obtained from the 

TEIAS annual sector reports [34]. This load curves are 

represented in Fig. 1. 

Turkey's monthly real and reactive power consumption peak 

values of 2015 obtained from these curves are used to calculate 

the monthly values of constant total real and total reactive 

powers for the IEEE 30-bus test system as explained below. For 

this purpose, the total real and reactive powers of the IEEE 30-

bus test system replaced with the peak values of the curves for 

each month. 

𝑅𝑒𝑎𝑙 𝑃𝑜𝑤𝑒𝑟′(𝑀𝑜𝑛𝑡ℎ) =

𝑅𝑒𝑎𝑙 𝑃𝑜𝑤𝑒𝑟 
(𝑀𝑜𝑛𝑡ℎ)

𝑃𝑒𝑎𝑘
 𝑥 𝑃𝑒𝑎𝑘𝐼𝐸𝐸𝐸30            (8) 

𝑅𝑒𝑎𝑐𝑡𝑖𝑣𝑒 𝑃𝑜𝑤𝑒𝑟′ (𝑀𝑜𝑛𝑡ℎ) =

𝑅𝑒𝑎𝑐𝑡𝑖𝑣𝑒 
𝑃𝑜𝑤𝑒𝑟 (𝑀𝑜𝑛𝑡ℎ)

𝑃𝑒𝑎𝑘
 𝑥 𝑃𝑒𝑎𝑘𝐼𝐸𝐸𝐸30 (9) 

Sampling for real and reactive power for January, it will 

be as follows; 

256,7 𝑀𝑊 =
6328,2 𝑀𝑊 

6984,2 𝑀𝑊
 𝑥 283,4 𝑀𝑊                                                                                      

256,7 𝑀𝑉𝑎𝑟 =
1248,9 𝑀𝑉𝑎𝑟 

1400,9 𝑀𝑉𝑎𝑟
 𝑥 126,2 𝑀𝑉𝑎𝑟             
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   Fig.1. Turkey real and reactive power load curves for the year of 2015 [34] 

 

After that, the load sharing for each bus in the IEEE 30-bus 

system represented as A can be computed with the equations 

below; 

𝐴 =
𝐷𝑒𝑚𝑎𝑛𝑑 𝑖𝑛 𝑏𝑢𝑠−𝑛 (𝑅𝑒𝑎𝑙 𝑜𝑟 𝑅𝑒𝑎𝑐𝑡𝑖𝑣𝑒) 

𝑃𝑒𝑎𝑘 (𝑅𝑒𝑎𝑙 𝑜𝑟 𝑅𝑒𝑎𝑐𝑡𝑖𝑣𝑒)
                               (10) 

 

𝑅𝑒𝑎𝑙 𝑝𝑜𝑤𝑒𝑟(𝑒𝑎𝑐ℎ 𝑚𝑜𝑛𝑡ℎ 𝑎𝑛𝑑 𝑏𝑢𝑠) = 𝑀𝑜𝑛𝑡ℎ𝑙𝑦 𝑅𝑒𝑎𝑙 𝑃𝑜𝑤𝑒𝑟 𝑥 𝐴        (11) 

 

Sampling for the 2nd bus for January; 

 

0,07657 =
21,7 𝑀𝑊

283,4 𝑀𝑊
                                   

19,66 𝑀𝑊 =  256,7 𝑀𝑊 𝑥 0,07657           
     

The load curves of the monthly total real and reactive powers 

for the Model-1 is represented in Fig. 2 and Fig. 3; 

 
Fig.2. Monthly total real power load curve for Model-1 

 

 
   Fig.3. Monthly total reactive power load curve for Model-1. 

 

3.2 Regulation-II 

The renewable energy sources are integrated into Model-1 in 

the rate of 48% of total capacity by modifying the bus-5 and 

bus-11 as the wind power plants and bus-13 as the solar power 

plants in IEEE 30-bus standard test system. The single-line 

diagram of the modified IEEE 30-bus system for Model-2 (also 

for Model-3) and new generation capacities of the power plants 

are represented in Fig. 4 and Table 1. 
 

TABLE I 
GENERATION CAPACITIES OF THE MODEL-2 [35] 

Bus No Plant Type Generation Capacity, [MW] 

1 Thermal 99.248 

2 Thermal 80.000 

5 Wind 75.000 

8 Thermal 20.000 

11 Wind 60.000 

13 Solar 50.000 

After this modification, the new load curves as a dynamic OPF 

model are computed as similar to the Regulation-1. 

 

 
Fig.4. Modified IEEE 30-bus system for Model-2 and Model-3 

 

3.3 Regulation-III 

This regulation is realized to compose Model-3. In this 

regulation, dynamic and stochastic OPF models are combined 

with each other as DSOPF in order to examine the uncertainty 

of the renewable energy resources integrated to the Model-2. 

The stochastic OPF model is achieved by using Weibull PDF to 

model the monthly variations of the wind speed and the sun 

radiation as explained below. 

 

3.3.1 Modelling wind speed uncertainty 

To modeling wind speed uncertainty, it is assumed in 

accordance with the IEEE 30-bus standard test system layout 

that the two wind power plants at the bus-5 and bus-11 powered 

75 MW and 50 MW, respectively has been installed in Amasra 

county of Bartin in Turkey. The chosen values of air density (ρ 

= 1,211 kg/m3), scale factor k and shape factor c for Amasra 

region and the computed values below are represented in Table 

2 [36]. The gamma function is used to find the average wind 

speeds (Vm) for each month. Gamma function is represented in 

Equation (12). 

𝑉𝑚 = 𝑐 . 𝛤 (
1

𝑘
)                                              (12) 

TABLE II 
k AND c COEFFICIENTS AND COMPUTED RESULTS OF WEIBULL 

PDF FOR EACH MONTH 

Amasra Region (ρ=1,211 kg/m3) 

Months k c 
Vm, 

[m/s] 
fW Fw 

Power 

density, 

[W/m2] 

January 1,48 8,63 7,8037 0,0690 0,5775 287,7522 

February 1,50 8,22 7,4206 0,0735 0,5759 247,4146 

March 1,54 9,81 8,8292 0,0634 0,5727 416,7502 

April 1,39 7,79 7,1081 0,0714 0,5854 217,4564 

May 1,40 5,56 5,0675 0,1008 0,5845 78,7951 

June 1,40 6,10 5,5597 0,0919 0,5845 104,0553 

July 1,30 7,41 6,8437 0,0695 0,5942 194,0831 

August 1,49 6,53 5,8998 0,0919 0,5767 124,3425 

September 1,82 7,11 6,3196 0,1037 0,5538 152,8187 

October 1,59 8,97 8,0470 0,0717 0,5689 315,5100 

November 1,63 7,16 6,4090 0,0921 0,5660 159,3960 

December 1,94 9,57 8,4869 0,0820 0,5471 370,1391 
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The monthly Weibull PDFs of the wind speed for 0-40 m/s 

range can be computed by using equation (13). The monthly 

Weibull PDFs are depicted in Fig. 5. 

 

 
Fig.5. The monthly Weibull PDFs for Model-3 

 

𝑓𝑤 (𝑣) = (
𝑘

𝑐
) . (

𝑣

𝑐
)

𝑘−1
.  𝑒

(−(
𝑣

𝑐
)

𝑘
)
                          (13) 

Then, the cumulative Weibull PDFs for each month which give 

the probability of being less than or equal to the average speed 

of that month is computed as below; 

 

𝐹𝑤 (𝑣) = 1 −  𝑒
(−(

𝑣

𝑐
)

𝑘
)
                            (14) 

 

ENERCON E-115 E-2 model 3,200 kW wind turbine is 

selected for this study. The cut-in speed vi, rated speed vr and 

cut-out speed vo for the turbine are given in Table 3. The turbine 

output power according to the speeds are calculated and 

presented at the same table. 

 

𝑝 = {

  0,                                 𝑣 ≤ 𝑣𝑖 , 𝑣 > 𝑣0 

𝑝𝑟 (
𝑣−𝑣𝑖

𝑣𝑟−𝑣𝑖
),                    𝑣𝑖 ≤ 𝑣 ≤ 𝑣𝑟

𝑝𝑟 ,                                   𝑣𝑟 ≤ 𝑣 ≤ 𝑣0

                       (15) 

 

TABLE III 
THE CUT-IN SPEED Vİ , RATED SPEED VR , AND CUT-OUT SPEED VO 

FOR THE TURBINE 

Months 
v, 

[m/s] 

vi, 

[m/s] 

vr, 

[m/s] 

vo, 

[m/s] 

P75MW, 

[MW] 

P60MW, 

[MW] 

January 7,8037 2,0000 11,0000 25,0000 48,3643 38,6914 

February 7,4206 2,0000 11,0000 25,0000 45,1714 36,1371 

March 8,8292 2,0000 11,0000 25,0000 56,9099 45,5279 

April 7,1081 2,0000 11,0000 25,0000 42,5674 34,0539 

May 5,0675 2,0000 11,0000 25,0000 25,5626 20,4501 

June 5,5597 2,0000 11,0000 25,0000 29,6640 23,7312 

July 6,8437 2,0000 11,0000 25,0000 40,3642 32,2914 

August 5,8998 2,0000 11,0000 25,0000 32,4981 25,9985 

September 6,3196 2,0000 11,0000 25,0000 35,9964 28,7971 

October 8,0470 2,0000 11,0000 25,0000 50,3915 40,3132 

November 6,4090 2,0000 11,0000 25,0000 36,7414 29,3931 

December 8,4869 2,0000 11,0000 25,0000 54,0577 43,2462 

 

3.3.2 Modelling solar radiation uncertainty 

To modeling solar radiation uncertainty, it is assumed in 

accordance with the IEEE 30-bus standard test system layout 

that the solar power plants at the bus-13 powered 50 MW has 

been installed in Ankara region in Turkey. The model of the 

solar power plant can be obtained with the direct normal 

radiation values calculated for this region. For this region, DNI 

(Direct Normal Irradiation) values depicted in Fig. 6 which are 

directly calculated instead of the k and c parameters are used 

[36]. 

 

 
Fig.6. Average monthly DNI values for Ankara region [34] 

 

The AXITECAC 320P/156-72S model solar panels are selected 

for this study. The PV panel output power according to the 

amount of solar radiation is calculated as below [34]. These 

values are shown in Table 4 for each month. 

 

𝑃𝑃𝑉 (𝐺) = {
𝑃𝑠𝑟 (

𝐺2

𝐺𝑠𝑡𝑑 .𝑅𝑐
)    0 < 𝐺 < 𝑅𝑐   

𝑃𝑠𝑟 (
𝐺

𝐺𝑠𝑡𝑑
)                𝐺 > 𝑅𝑐

                            (16) 

Where: 

G - is solar irradiance forecast  

Gstd - is standard irradiation [1000 W/m2] 

Rc - is a certain irradiation point set to 150 W/m2 

Psr - is rated equivalent power output of the PV system 

 
TABLE IV 

MONTHLY FRACTION OF DNI VALUES FOR ANKARA REGION 

Ankara 
G, 

[W/m2] 

Gstd, 

[W/m2] 

Rc , 

[W/m2] 

P50MW, 

[MW] 

January 341,7083 1000 150 17,0854 

February 475,2083 1000 150 23,7604 

March 639,3750 1000 150 31,9688 

April 679,5000 1000 150 33,9750 

May 767,6667 1000 150 38,3833 

June 848,3333 1000 150 42,4167 

July 1052,9167 1000 150 52,6458 

August 1189,1667 1000 150 59,4583 

September 1136,0000 1000 150 56,8000 

October 787,2917 1000 150 39,3646 

November 635,8333 1000 150 31,7917 

December 376,0417 1000 150 18,8021 

IV. PROPOSED OPF STUDIES 

To examine the uncertainty effect of the renewable energy 

sources added to the IEEE 30-bus system in according to 

regulations considered before, three cases are performed by 

using model-1, model-2 and model-3. All OPF problems have 

been solved by Newton-Raphson solution method on MATLAB 

environment. 

 

4.1 Case-I: 

In this case, the dynamic OPF model is applied to the IEEE 30-

bus test system and only the monthly real and reactive powers 
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are changed in each bus. All of the plants are considered thermal 

power plants. 

 
TABLE V 

THE RESULTS OF CASE-I 

 

Total  

Active 

Power,  

[MW] 

Total  

Reactive 

Power,  

[MVAR] 

Cost,  

[$/h] 

Standard  

Deviations 

of the 

Voltage  

Magnitudes 

Standard  

Deviations 

of the  

Phase  

Angles 

January 264,705 74,061 707,06 0,0165 2,8423 

February 237,329 55,944 618,91 0,0157 2,5157 

March 264,655 62,518 706,86 0,0157 2,8459 

April 238,057 14,541 620,90 0,0150 2,5546 

May 247,794 37,770 651,80 0,0144 2,6623 

June 244,489 49,137 641,32 0,0157 2,6120 

July 276,258 68,104 745,72 0,0165 2,9705 

August 292,744 68,673 802,05 0,0166 3,1368 

September 252,797 39,803 667,93 0,0145 2,7230 

October 246,397 29,969 647,30 0,0146 2,6509 

November 250,189 51,146 659,56 0,0158 3,0806 

December 281,535 91,767 763,63 0,0176 3,0154 

 
3096,95 

(total) 

643,43 

(total) 

8233,04 

(total) 

0,0157 

(average) 

2,8000 

(average) 

 

The results obtained by using model-1 are represented in Table 

5. The fuel costs, the voltage magnitudes and the phase angles 

of the voltages are computed monthly for each bus with 

dynamic OPF model. However, the voltage magnitudes and 

their phase angles for each month are represented by computing 

their standard deviations. At the end of the table, the average 

values are presented. On the other hand, these values are 

represented graphically in Fig. 7, 8 and 9. 

 

 
Fig.7. Monthly cost values for case-I 

 

 

 
Fig.8. Monthly standard derivations of the voltage magnitudes for case-I 

 

 
Fig.9. Monthly standard derivations of the voltage angles for case-I 

 

4.2 Case-II: 

In this case, the dynamic OPF model is applied to the IEEE 30-

bus test system with the renewable energy sources which have 

the constant outputs. In this model, bus-5 and bus-1 considered 

wind power plants whose capacities are 75 MW and 60 MW, 

respectively. Also, bus-13 is considered 50 MW solar power 

plant. The other generation buses are considered same as the 

standard IEEE 30-bus test system. The results obtained by using 

model-2 are represented in Table 6. 

The results are computed monthly for each bus with dynamic 

OPF model which have renewable power plants having 

constant power outputs. The coefficients of the quadratic cost 

function presented in equation (4) are taken zero for the 

renewable energy sources at this case study since there are no 

or close to zero fuel costs for renewable power plants in actual 

in steady-state. For this reason, the costs are computed quite 

small than the standard ones. The voltage magnitudes and their 

phase angles for each month are also represented with standard 

deviations. At the end of the table, the average values are 

presented. The graphics of these values are depicted in Fig. 10, 

11 and 12. 
TABLE VI 

THE RESULTS OF CASE-II 

Months 

Total  

Active  

Power,  

[MW] 

Total  

Reactive 

 Power,  

[MVAR] 

Cost,  

[$/h] 

Standard  

Deviations  

of The  

Voltage  

Magnitudes  

Standard  

Deviations  

of The  

Phase  

Angles 

January 258,900 43,282 170,45 0,0169 2,3862 

February 232,687 38,735 111,97 0,0160 2,2954 

March 258,846 36,515 170,33 0,0164 2,3861 

April 233,233 34,088 113,14 0,0127 2,3365 

May 242,556 35,622 133,39 0,0134 2,3535 

June 239,352 38,179 126,35 0,0146 2,3099 

July 270,123 37,734 197,07 0,0168 2,4440 

August 286,258 35,373 236,98 0,0170 2,5409 

September 247,350 31,234 144,05 0,0146 2,3371 

October 241,213 31,387 130,43 0,0135 2,3497 

November 244,801 38,089 138,36 0,0147 2,3276 

December 275,275 50,534 209,60 0,0180 2,4719 

 
3030,59  

(total) 

450,77  

(total) 

1882,12 

 (total) 

0,0153  

(average) 

2,3782 

(average) 

 
Fig.10. Monthly cost values for case-II 

 
Fig.11. Monthly standard derivations of the voltage magnitudes for case-II 
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Fig.12. Monthly standard derivations of the voltage angles for case-II 

 
4.3 Case-III: 

In this case, the dynamic-stochastic OPF model is applied. In 

this model, all renewable energy sources have uncertainties 

modeled with Weibull PDFs for each month. The other 

generation buses are considered same as the standard IEEE 30-

bus test system. The results obtained from model-3 are 

represented in Table 7. 

 The results are computed monthly for each bus with 

dynamic-stochastic OPF model which have renewable power 

plants having uncertainties. The coefficients of the quadratic 

cost function are also taken zero for the renewable energy 

sources at this case study since there are no or close to zero fuel 

costs for renewable power plants in actual in steady-state. But, 

the costs computed are closer to the real values. The graphic 

results are also depicted in Fig. 13, 14 and 15. 

 
TABLE VII 

THE RESULTS OF CASE-III 

Months 

Total  

Active  

Power, 

 [MW] 

Total  

Reactive  

Power,  

[MVAR] 

Cost,  

[$/h] 

Standard  

Deviations  

of The  

Voltage  

Magnitudes  

Standard  

Deviations  

of The  

Phase  

Angles 

January 261,531 30,324 391,00 0,0166 2,2085 

February 234,334 30,590 310,88 0,0158 2,0345 

March 260,239 32,257 309,64 0,0162 2,2221 

April 234,870 10,040 297,27 0,0148 1,9913 

May 246,309 17,278 404,46 0,0158 2,1926 

June 242,333 23,650 359,31 0,0158 2,0884 

July 272,714 31,995 361,85 0,0168 2,3395 

August 290,196 30,820 435,72 0,0171 2,3453 

September 249,556 23,018 307,25 0,0145 2,1770 

October 242,360 20,041 265,36 0,0146 2,0449 

November 247,604 25,265 368,38 0,0159 2,1500 

December 277,794 48,549 403,73 0,0176 2,2719 

 
3059,84  

(total) 

323,83  

(total) 

4214,85 

 (total) 

0,0159 

(average) 

2,1721 

(average) 

 

 
Fig.13. Monthly cost values for case-III 

 
Fig.14. Monthly standard derivations of the voltage magnitudes for case-III 

 
Fig.15. Monthly standard derivations of the voltage angles for case-III 

V. RESULTS AND DISCUSSION  

At the end of the studies, the monthly standard deviations of the 

voltage magnitudes are specified in Fig. 16. It is observed from 

the figure that while the voltage magnitudes relatively decrease 

for some months of Model-2, the values computed at Model-3 

is almost the same as the Model-1 which is assumed as a 

reference. It can be seen that these decreases in Model-2 are 

caused from inadequacy of the reactive powers supplied to the 

network by the entire power plants at April and October as 

observed from Table 6, since the renewable power plants have 

been taken constant capacities in this model. 

 

 
Fig.16. Monthly standard derivations of the voltage magnitudes case-I-II-III 

 

On the other hand, the results are obtained relatively better in 

Model-3 according to the Model-1 for some months such as 

March, May and August, since the reactive power support of 

the power plants to the consumers increase in these months as 

seen from the tables as well. 

 

 
Fig.17. Monthly standard derivations of the voltage angles for case-I-II-III 

 

Also, it is seen from the Fig. 17 that the phase angles of the bus 

voltages decrease in general and they have been more stable 

when the renewable power plants are integrated to the power 

system. When the monthly costs are examined, it is normally 

seen that the costs obtained from Model-1 which involved only 

IEEE 30-bus system are bigger than the other models which 

include renewable energy sources. Its maximum and minimum 

values are computed as 802.05 $/h and 618.91 $/h, respectively. 

At Model-2, the maximum and minimum values are computed 

as 236.98 $/h and 111.97 $/h, respectively. They are relatively 

very small compared to the values obtained from Model-1, 

since the ,,  coefficients of the cost function are assumed 

zero for renewable energy sources. These results are not 

realistic, but they are computed in order to be able to notice the 

change in Model-3 in this study. They directly follow the load 

curve, as similar to the Model-1. On the other hand, when the 

uncertainties are added to the renewable energy sources by 

using Weibull PDFs in Model-3, the generation costs are 

obtained more realistic. At this study, their maximum and 

minimum values are computed as 435.72 $/h and 264.36 $/h, 
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respectively. From these results summarized in Table 8, it can 

be clearly seen that the electric energy generation costs are 

decreased almost in a half, although both the total active power 

generation is nearly the same and the voltage and the phase 

angles are keep their stabilities. In addition, it is provided that 

the reactive power generation also decreases almost in a half as 

well in this circumstance.  

 
Fig.18. Monthly cost values for case-I-II-III 

 
Fig.19. Graphical comparison of the entire results 

 

As a result, the proposed DSOPF analysis which takes into 

account the uncertainty effects of renewable energy resources 

as well, clearly shows with the example study that the 

contribution of integrating the renewable power plants into the 

power system which includes classic thermal power plants are 

in important level. 
TABLE VIII 

COMPARISON OF THE RESULTS OF CASE-I-II-III 

 

Total 

Active 

Powers, 

[MW] 

Total 

Reactive  

Powers,  

[MVAR] 

Total 

Costs, 

[$/h] 

Average 

of 

Standard 

Deviations 

of the 

Voltage 

Magnitudes 

Average 

of 

Standard 

Deviations 

of the 

Phase 

Angles 

Case-1 3096,95 643,43 8233,04 0,0157 2,8000 

Case-2 3030,59 450,77 1882,12 0,0153 2,3782 

Case-3 3059,84 323,83 4214,85 0,0159 2,1721 

VI. CONCLUSION 

The effect of uncertain renewable energy sources integrated 

into a specific area of Turkey electricity power system on the 

static voltage stability is simulated by using DSOPF analysis in 

this study. DSOPF analyses combined Weibull PDF throughout 

a year is chosen in order to taking into account uncertainty 

effect of the renewable energy resources. Also, the IEEE 30-

bus system is adapted with the method proposed in the study to 

the Turkish electricity system by using 2015 Turkey real and 

reactive load curves, as different from the literature. The 

analyses are performed on three models for comparison with 

each other. At the end of the proposed study, it is observed that 

the integration of realistic renewable energy sources with 

uncertainty into the Turkey electricity power system decreases 

approximately 50% both the yearly total generation cost and the 

reactive power generation, without changing the current active 

power generation. In this condition, it can be said that the static 

voltage stability of the power system is became more stable due 

to increase the reactive power margin.  
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Abstract—Squamous cell carcinoma, one of the most common 

types of lung cancer types, usually occurs in the middle, right or 

left bronchi. Squamous cell carcinoma can be easily detected by 

imaging methods to determine the location within the lung.  

However, rarely the location of some tumor types cannot be 

determined. In this case, it may be delayed to obtain the results of 

the assay such as biopsy. This possible delay also means delayed 

diagnosis and delayed start of treatment. In order to solve this 

problem, it is possible to perform applications with machine 

learning methods. In this study, convolutional neural networks 

method was used to determine the location of cancerous tumor in 

squamous cell carcinoma of lung. With the designed convolutional 

neural network model, squamous cell carcinoma tumor location in 

lung cancer was estimated with an accuracy rate close to 100%. 

 
Index Terms—Convolutional neuran networks, squamous cell 

carcinoma, classification, estimation, accuracy rate. 

 

I. INTRODUCTION 

HILE lung cancer is a rare disease at the beginning of the 

20th century, the frequency has increased steadily in 

parallel with the increase in smoking habits and has become the 

most common type of cancer in the world [1]. According to the 

World Health Organization (WHO) report, lung cancer is the 

leading cause of death among males and the second type of 

cancer among females all over the world [2]. Squamous cell 

lung cancer, also called lung squamous cell carcinoma, 

accounts for about 30% of all lung cancers [3]. There are many 

treatment options for people diagnosed with squamous cell lung 

cancer, and doctors are constantly working to increase and 

improve these types of treatments. Squamous cell lung cancer 

is a type of non-small cell lung cancer. Squamous cell 

carcinoma starts as squamous cells that look like fish scales 

when viewed under a microscope. This cancer, which runs 

along the inside of the airways in the lungs, uses the most air 

channels to progress. Squamous cells in the tissue that make up 

the skin surface are also found on the surface of the body's 

organs and inside the digestive tract. Squamous cell carcinoma 

originating in the lungs is thought to be lung cancer.  
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Squamous cell lung tumors usually begin in the middle of the 

lung or in one of the main airways (left or right bronchus) [3, 

4]. The location of the tumor may affect the appearance of 

symptoms such as coughing, shortness of breath, chest pain and 

blood in the sputum. If the tumor is enlarged, a chest radiograph 

or computerized tomography scan may detect a space in the 

lung. This space is a gas or fluid-filled cavity in the tumor mass 

or nodule and is a classic sign of squamous cell lung cancer. 

Squamous cell lung cancer can spread to multiple sites such as 

the brain, spine, other bones, the adrenal glands, and the liver. 

Smoking affects this type of cancer more strongly than any 

other large-cell lung cancer. Other risk factors for squamous 

cell lung cancer include age, hereditary diseases, environmental 

pollution, mineral and metal dust, exposure to asbestos or 

radon. Positive results may be observed with appropriate 

treatment methods, although this type of cancer is sometimes 

hardly noticed by occult development [5-7]. Pathologically, 

lung cancer can be divided into 4 main groups; a) squamous cell 

carcinoma, b) large cell carcinoma, c) adenocarcinoma, d) small 

adenocarcinoma. Squamous cell carcinoma in 40% - 60% of 

males is more common in the middle and advanced age group. 

The main diagnostic methods of lung cancer are; a) CT 

(Computerized Tomography), b) Endoscopic Ultrasonography, 

c) Bronchoscopy, Thoracoscopy, Dermoscopy. d) Pulmonary 

Radiography e) Positron Emission Tomography (PET) f) 

Magnetic Resonance Imaging. The main treatment modalities 

are surgical treatment, radiotherapy, chemotherapy and 

cryotherapy. Squamous cell carcinoma shows different 

symptoms according to its tumor location. Identification of 

tumor location is of great importance in early diagnosis of the 

disease. The region of the lung where the tumor is located is an 

important piece of information to be used for the treatment 

process. The location of the tumor is immediately revealed by 

imaging techniques. In some cases, however, the tumor location 

may not be detected by imaging techniques. This leads to delays 

for biopsy and the later start of treatment [7-13]. 

Machine learning-based prediction methods have been used 

effectively in recent years for different purposes in cancer types 

[14-17]. In this study, convolutional neural network (CNN) 

model, which is the most popular method of machine learning 

approaches in recent years, is designed. Detection of tumor 

location in squamous cell carcinoma lung cancer is the main 

goal of the study. In the first section of the study, basic 

information on entry and lung cancer was included. In the 

second section, data set and materials used in the study were 

mentioned. In the third chapter, the design of the convolutional 

neural networks used in the study is briefly explained. In the 

fourth section, the estimation results obtained from the CNN 
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model are presented. In the fifth chapter, which is the last 

chapter, the results are evaluated. 

II. MATERIALS 

The data set used in the study was obtained from the website 

of The Cancer Imaging Archive (TCIA) [18,19]. The actual size 

of the image data in the data set is 512 x 512. All image data 

used in this study actually consist of 3-channel data. In order to 

train the CNN model in shorter time, all image data in the data 

set is reduced to 84x84 and single channel gray scale. 

According to the regions of the squamous cell carcinoma tumor 

dataset, a data set consisting of a total of 300 image data, 60 

data for five regions, was used. Figure 1 shows a sample image 

at the actual size in the dataset. 

 

 
 

Fig. 1. Lung squamous cell carcinoma sample image 

 

 

 

 
Fig. 2. Example of data set available for CNN 

 

 

Figure 2 shows a sample data set consisting of 20 randomly 

selected images after reducing the image data to a usable size. 

The abbreviations and numbering used for the 5 regions of the 

lung where squamous cell carcinoma is present in the data set 

used in the study are shown in Table 1.  

 

 

 

 

TABLE.1 SQUAMOUS CELL CARCINOMA LUNG LOCATION AND 
NUMBERING  

Location Abbreviation Numbering 

Left  Lower Lobe LLL 1 
Left  Upper Lobe LUL 2 

Right  Upper Lobe RUL 3 
Right Lower Lobe RLL 4 
Right Middle Lobe RML 5 
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III. METHODOLOGY  

For the input layer of the CNN model, each image data is used in 

the form of a matrix form. If a randomly selected image data from the 

data set is redrawn by contouring the digitized matrix form, Figure 3 

is obtained. In Figure 3, the data set for the input layer shows a contour 

of a randomly selected image data in the matrix form. The 

convolutional neural network designed and applied in the study is 

shown in figure 4. The CNN model shown in Figure 4 includes the 

process after the actual image data is reduced to 84x84 pixels and is 

mono-channelized. 

 

 
 

Fig. 3. Contour plot of a randomly selected sample image 

 

The designed CNN model consists of the input layer, the 

convolution layer, the relu, the maxpooling layer, the fully 

connected layer and the softmax, respectively. As mentioned 

earlier, image data is used at the input layer. For the next layer, 

convoluted layer, 20 filters of 5x5 are used. After this filtration 

process, normalization with Relu transfer function is 

performed. In the Maxpooling layer, a 2x2 filter was used, 

shifted by 2 frames. The next processing layer is the ‘fully 

connected layer’ to which all neurons are connected. 

Classification is also performed with the last layer, the softmax 

layer.  

In the study, 15 of 60 data used for each region were tested 

and the rest was used for training purposes. In this case a total 

of 75 data were used for the test and the remaining 225 data 

were used for the training of the model. The initial learning rate 

for the designed CNN model was accepted as 0.00001. 1000 is 

selected as the maximum epoch for training and testing in the 

study. The reason for choosing a very high Epoch number is to 

be able to achieve high accuracy. 
 

 
Fig. 4. Architecture of the designed CNN model 

IV. RESULTS  

With the training of the designed CNN model, it is estimated which 

region of the lung of the squamous cell carcinoma tumor is located.  

The accuracy of the model training and the results obtained for each 

50 iterations are given in Table 2. 

 
TABLE 2. THE EXTRACTED FEATURES  

Iteration Epoch 

Time 

elapsed 

(Second) 

Mini-

Batch 

Loss 

Mini - 

Batch  

Accuracy 

(%) 

Base 

 Learning 

Rate 

1 1 0.16 5.7198 18.67 
1.00e-05 

50 50 6.22 0.0501 99.9499 
1.00e-05 

100 100 12.15 0.0179 99.9821 
1.00e-05 

150 150 18.07 0.012 99.988 
1.00e-05 

200 200 23.63 0.0091 99.9909 
1.00e-05 

250 250 29.18 0.0073 99.9927 
1.00e-05 

300 300 34.72 0.0061 99.9939 
1.00e-05 

350 350 40.3 0.0052 99.9948 
1.00e-05 

400 400 45.93 0.0045 99.9955 
1.00e-05 

450 450 51.63 0.004 99.996 
1.00e-05 

500 500 57.26 0.0036 99.9964 
1.00e-05 

550 550 62.92 0.0033 99.9967 
1.00e-05 

600 600 68.63 0.003 99.997 
1.00e-05 

650 650 74.34 0.0027 99.9973 
1.00e-05 

700 700 79.97 0.0025 99.9975 
1.00e-05 

750 750 85.7 0.0024 99.9976 
1.00e-05 

800 800 91.42 0.0022 99.9978 
1.00e-05 

850 850 97.13 0.0021 99.9979 
1.00e-05 

900 900 102.87 0.0019 99.9981 
1.00e-05 

950 950 108.6 0.0018 99.9982 
1.00e-05 

1000 1000 114.45 0.0017 99.9983 
1.00e-05 

 

 

 
Fig. 5. The loss curve for the CNN model in the training process 

 

At the end of each 50 epochs in the CNN model, the smallest loss 

ratio obtained can be viewed from the graph covering all epochs in 

figure 5, which are obtained according to the values given in table 2. 

If this graph is to be examined more clearly, the graph of Figure 6 is 

obtained by reducing the maximum value of the loss axis to 3. The 

change in losses is shown more clearly in this graph. 
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Fig. 6. Detailed loss curve 

 

It is also possible to obtain an accuracy curve from the values in 

Table 2. Figure 7 shows the obtained accuracy curve. This accuracy 

curve is obtained by taking minimum values for every 50 epochs, as in 

the mini-batch loss curve. However, the total accuracy rate obtained is 

99.11%. 

 

 
            Fig. 7. Accuracy curve obtained from CNN model 

V. CONCLUSION 

In order to evaluate the results obtained from the CNN model 

designed in the study, it is seen that 1000 iterations in total are used in 

Table 2 when the training process is examined first. At the end of each 

50 epoch, the error rate obtained by writing the lowest error rate shows 

an accuracy rate of 99.9983% after the last epoch. However, this 

accuracy is the lowest rate of the last 50 epochs. When all epochs are 

considered in this case, it is seen that the average accuracy rate is 

99.11% of the true accuracy rate. This accuracy is an indication that 

the model is extremely successful. In the obtained error value, it is 

possible to say that the first epoch is a very high error of 5.71, but it is 

approaching zero by decreasing to the next epoch. Another important 

factor is the length of the education process. The training ended after 

114.45 seconds at the end of a thousand epoch. This value may vary 

depending on the power of the processor, the size of the image, the 

number of images in the data set, and the number of convolutional and 

maxpooling layers used in the designed model. In fact, the number of 

filters used in the convolutional layer and the filter size affect both 

accuracy and training duration. As a result, with the designed CNN 

model, the estimation of which region of the lung of the squamous cell 

carcinoma tumor was performed in approximately 2 minutes, with an 

accuracy rate close to 100%. 
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