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Factors Affecting the Capacity Utilization of Road Freight 
Transport in Turkey* 
 
 
Murat ÖZEN1 
Muhammad FAYYAZ2 
Hediye TÜYDEŞ YAMAN3 
 
 
ABSTRACT 

Road freight accounts for 89% of the inland freight transportation in Turkey. This study 
examined the factors affecting capacity utilization in Turkey with a specific focus on load 
factors and empty running. These two decisions, the load factor and the choice of running 
empty, are modeled jointly in a Heckman model. The model results showed that rigid and 
articulated trucks represent relatively different transport markets. Their age and the distance 
profile of the shipments affect the load factor and the probability of running empty. These 
effects are further examined for different commodity types and by testing different 
econometric specifications. 

Keywords: Capacity utilization, load factor, empty running, heckman model, commodity 
types. 

 

1. INTRODUCTION 

Road dominates the inland freight transportation in Turkey with 89% market share [1]. The 
situation is quite similar in many other countries [2]. For instance, in the European Union-28 
region, 75% of the inland freight is transported by trucks [3]. Although there have been 
several policies to reduce share of road freight, the dominance of trucking is expected to 
continue due to its flexibility and door-to-door delivery [4]. This problem is more critical in 
developing countries, such as Turkey, in which other alternatives are not competitive due to 
different reasons (i.e. shorter hauling distances, lack of intermodal freight infrastructure and 
legislation, etc.). Therefore, it becomes more important to evaluate efficiency of road freight 
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movements to reach more efficient and environmentally friendly freight transportation 
system. 

Capacity utilization (load factor) is a key factor in assessing efficiency of freight 
transportation. Load factor can be defined as ratio of actual weight of goods to the maximum 
weight that can be transported on a fully loaded trip [7]. It is a weight based measure and it 
may underestimate actual utilization of vehicle in some sectors, such as automobile, food and 
parcels where utilization of vehicles are limited by volume rather than weight [8]. Abate and 
Kveiborg [5] stated that, the capacity utilization of the trucks depends on several factors 
including characteristics of a trip (length, geographical area that it takes place, etc.), type of 
truck (operator type, size, etc.) as well as type of goods carried. The decision on how much 
to load or whether the truck should run empty represents an economic trade-off for the truck 
operator. Empty running occurs due to the unavailability of a load at the time of the return 
trip. However, it may also occur, if carriers have to deliver to several locations during a trip 
chain. Sometimes it is unavoidable, since freight trips are generally performed from point of 
production centers to consumption centers [5-6]. Despite an increase in revenue, a return load 
may also represent additional costs in terms of detouring and waiting costs, which may 
outweigh the additional revenue [9]. As a result, the frequency of empty runs is not random 
across the regions. For example, for importing regions it is harder to find matching return 
trips.  

It is essential to represent this decision problem in a joint framework in which the joint 
decision of running empty and choosing a specific load-factor was modeled as a sample 
selection problem [10-12]. The approach was applied to Danish heavy truck trips, for which 
it was clearly shown that there are correlations between the two stochastic processes. The 
objective of this study is to examine the factors affecting capacity utilization in road freight 
transportation for Turkey by investigating the joint decision problem of running empty (a 
binary choice) and having a certain load factor. Using disaggregate data collected by the 
Turkish General Directorate of Highways (TGDH) from 2007 to 2011, this study has applied 
a joint estimation methodology for empty running and the load factor decision.  

The main contribution of the study is the use of generally accepted models within a 
developing country context such that dynamics of empty runs in Turkey are determined. In a 
broader perspective, the paper contributes to the understanding of truck capacity utilization 
trade-offs in developing countries where there is a high share of road transport, an old fleet 
of trucks, lower GDP, and a different degree of urbanization compared to industrialized 
countries. Furthermore, the findings of this study have relevance for other developing 
countries, where there are few alternatives to road transport due to lack of rail and shipping 
infrastructure. A limitation of the study is the slightly short term of data availability, which 
was still long enough to derive statistically significant patterns, which can be used to develop 
more efficient trucking sector policies towards a low carbon development structure for 
Turkey.  

The next section of this paper describes the data used in this study; which includes data 
characteristics and limitations. The section thereafter describes the econometric framework 
which consists of factors affecting load factor and empty running, and model specification 
based on the Heckman model. The following section presents the overall results for the 
various models. The concluding section provides some policy implication and future research 
directions. 
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2. DATA 

This study used the roadside axle surveys conducted on intercity highways. These surveys 
have been regularly conducted to determine characteristics of heavy vehicle and freight 
movements in Turkey evaluated by TGDH. These surveys included weighing of trucks, 
randomly stopped according to a predetermined sampling ratio, in addition to interviews 
collecting information about the truck type (rigid or articulated), age of truck, commodity 
type, empty weight, load carrying capacity and total weight, as well as origin and destination 
provinces and country of the trip. Using the information of the load carrying capacity, empty 
weight and total weight, it was possible to determine the load factor (capacity utilization) of 
trucks. Here, it should be noted that as these surveys were performed on inter-city roads, they 
were capable of capturing mostly inter-city truck movements, and did not provide insight on 
the intra-city movements; thus, they are excluded from the scope of this study. 

While a more elaborate discussion of the road side axle surveys was provided by Ozen [13], 
reports evaluating truck freight transportation  by TGDH covering the periods of 2007-2009 
and 2010-2014 have been published [14,15]. However, aforementioned specific data 
requirements of the model used in this study enabled the use of data only from 2007 to 2011, 
which is one of the reasons between small differences in selected measures also determined 
in this study. While this caused slight differences in measures, another reason is the data 
cleanup process followed in this study to eliminate surveys with missing data.  

 
Table 1 - Descriptive statistics for model variables 

Variable  Variable description Average 
LF Load factor for loaded trips 78% 
 (Load factor for all trips) (58%) 
L 1 if a truck is loaded and 0 otherwise 69.1% 
Distance Average distance of the trip (in km) 435 

Size 
Average gross vehicle weight (tons) 
(Empty weight + load carrying capacity) 

29.0 

MC Maximum allowable limit (tons) 17.9 
CW Average commodity weight (tons) 10.4 
Age Average age of vehicle (years) 6.7 
Rigid Rigid trucks 68% 
Articulated Articulated trucks 32% 
Net-importer* 1 for trips made towards a net importing region; 0 otherwise 11% 
Voluminous** 1 for voluminous cargo; 0 otherwise 39% 

     Source: Turkish General Directorate of Highways (TGDH): Road Side Axle Surveys from 2007 to 2011. 
     *Net Importer: regions in Turkey whose imports (in terms of the goods) is higher than exports. 
     **Voluminous: Goods which need an extra amount of space (e.g., timber, grains etc.). 

 
Descriptive statistics about the data from 53,327 intercity trucks used in this study are 
summarized in Table 1. While 69.1% of the surveyed trucks were loaded, load factor on 
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average was determined as 78% with an average commodity weight of 10.4 tons. While 
average trip distance was calculated as 435 km for the study data, it was determined by 
assigning the trip on the time-based shortest path between the stated origin and destination, 
as established by Ozen [13]. It should be noted here that this may be a partial reason causing 
trip length deviating slightly from the statistics published by the TGDH.  

Leaving empty trucks aside constituting approximately one-third of the sample, further 
analysis by load type of the laden trips showed that while some load types were 
overrepresented others were not represented enough either due to their smaller market shares 
or sampling process during the axle load surveys which were performed in short sampling 
periods (such as 2-3 days at a study location). Thus, the current 20-commodity types by 
TGDH following to “Standard Goods Classification for Transport Statistics (NST)-2007” 
was further simplified into 6 categories as shown in Table 2, similar to the NST categories 
employed by TGDH prior to 2007 [16].  In this categorization Commodity Type 5 (including 
coke, refined petroleum, etc.) ranked first with a share of 18.3% of the sample, followed by 
Commodity Type 3 (food products, beverages and tobacco) with a share of 12.7 % (see Table 
2). Commodity Type 1 (products of agriculture, hunting and forestry) with 10.8% share was 
followed by 7.9% share of Commodity Type 2. This simpler categorization enabled 
generation of dummy variables for load types to be used in the models. Note: Grouped goods 
or unidentifiable goods by NST-2007 (NST Group 18 to 20) were omitted as well as 
commodities that had really small shares which could not be aggregated under the selected 
categories in Table 2, such as, secondary raw materials, municipal wastes and other wastes 
(NST Group 14); mail, parcels (NST Group 15) and goods moved in the course of household 
and office removals (NST Group 17). 

 
Table 2 - Classification of commodity groups 

Commodity  Commodity Type Frequency Percent 
0 Empty 16388 30.8 
1 Products of agriculture, hunting, and forestry 5735 10.8 

2 
Coal and lignite; peat; crude petroleum 
Metal ores and other mining products 

5328 10.0 

3 Food products, beverages and tobacco 6763 12.7 

4 
Textiles and textile products  
Wood and products of wood and cork   
Furniture, other manufactured goods  

4268 8.0 

5 
Coke, refined petroleum products  
Chemicals, chemical products  
Other non-metallic mineral products 

9753 18.3 

6 

Basic metals; fabricated metal products 
Machinery and equipment n.e.c.  
Transport equipment  
Equip. and materials utilized in the transport of goods 

4992 9.4 

Source: Turkish General Directorate of Highways (TGDH): Road Side Axle Surveys from 2007 to 2011.  
Number of observations: all trips (53,327); loaded trips (36,838) and empty trips (16,489).  
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Figure 1 and 2 show the market share of loaded (not empty, L=1) and empty (L=0) trips as a 
function of distance and size. Approximately 71% of the articulated trucks were loaded when 
surveyed, and almost half of those were traveling more than the average hauling distance of 
435 km. The empty running by the articulated trucks followed the same trend, although on a 
smaller scale. When the rigid trucks were analyzed, a significant portion of them (loaded or 
not) were observed on rather short hauls of less than 400 km. More importantly, the number 
of trucks running empty seemed to fade out quite quickly. It is also worth noting that, for 
trips longer than 1000 km, distance seems to matters more for rigid trucks than for articulated 
trucks. 

 
Figure 1 - Market share of loaded and empty trips as a function of distance 

 

The distribution of road freight movements surveyed during 2007 to 2011 by truck size (see 
Figure 2) supports the fact that articulated and rigid trucks have different characteristics. In 
this study, truck size is defined in Gross Vehicle Weight (GVW), which is the sum of 



Factors Affecting the Capacity Utilization of Road Freight Transport in Turkey 

9818 

maximum load carrying capacity and empty weight of the vehicle. As the size of the 
articulated trucks increases, the percentage of loaded trips within the size categories 
increases, hence the percentage of empty runs decrease. For rigid trucks, the percentage of 
loaded trips within each truck size category fluctuates without suggesting a clear trend as is 
the case for articulated trucks.  

 
Figure 2 - Market share of loaded and empty trips as a function of truck size  

(Gross Vehicle Weight) 
 

2.1. Limitations 

One of the limitations in the data is that the surveys are conducted on state roads, which 
include mainly intercity freight transportation. As a result, the analysis is not representative 
for intra-city freight transport, which will behave differently. Secondly, information about 
trip chains, truck tours, and warehouses, as well as loading and unloading at transitional hubs, 
is not included in our data set. This would have made possible performing a longitudinal 
study. Lastly, unavailability of driver’s salary related data. One major difference from 
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developed country as the cost of the truck, although with a comparatively older age, and fuel 
cost is not dramatically different but the driver salary is. This could explain issues like the 
readiness to wait for a balancing load and the labor that can be rationally spent on loading 
the truck carefully. However, it should be noted that the data set is more disaggregated than 
is usual for a developing country. The data is almost similar to the Danish data set used in 
Abate [10] and to data in other EU countries. But, as mentioned above, more recent data (data 
after 2011) did not provide required details preventing their use in the modeling step of this 
study. Nevertheless, for many of the developing countries, data are hard to obtain due to 
privacy reasons; most importantly, in the case of developing countries, such data are almost 
never available due to lack of surveys and resources. However, beyond roadside survey data, 
it is necessary to collect commodity flow data at a national scale as in the USA.  

 

3. METHODOLOGY 

3.1. Factors Affecting the Load Factor 

The load factor can be defined as the ratio of the commodity weight to the maximum carrying 
capacity of the truck, expressed in percentage. To evaluate capacity utilization with respect 
to the load factor, weight and volume (density) of the respective commodities should ideally 
be taken into account. However, such density data are often not available (as in this study). 
As a result, this study applied a weight-based load factor percentage (LFi). This is defined as 
the ratio between commodity weight (𝐶𝑊௜) and maximum carrying capacity (𝑀𝐶௜). 𝐿𝐹௜(%) = 100𝑥 ஼ௐ೔ெ஼೔          (1) 

Factors affecting LFi include distance, commodity groups (to account for heterogeneity of 
potential high density cargo versus low density cargo), and truck size. 

 
3.2. Factors Affecting Market Access 

The market access decision refers to the probability that the truck is loaded rather than empty. 
Generally, as the distance increases, the percentage of empty runs is expected to go down. It 
is not clear why there is a linear relationship between the distance and the probability that the 
truck is loaded. It may well be that there is a marginal decreasing effect of distance. To 
account for this, a Box-Cox model is also worked out. In fact, it is revealed that the Turkish 
transport market essentially constitutes two quite different transport markets, one for 
articulated trucks and another for rigid trucks. For articulated trucks, which are generally 
larger, the probability that the truck is loaded increases with size. The reverse is true for rigid 
trucks because rigid trucks are relatively small. Market access decisions may also depend on 
the freight movement balance, i.e., whether the region is a net-importing or net-exporting 
region [10]. The probability that the truck is loaded is usually higher for trips towards a net-
importing region because it is not easy to find matching return trips. Conversely, because of 
a higher probability of matching return load from net-exporting regions empty trucks are 
more likely to be observed towards such regions [9]. Net exporting and net importing zones 
have been classified from overall freight movement in Turkey and this paper has introduced 
a dummy variable indicating whether the trip was made to a net-importing or net-exporting 
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region. Furthermore, truck traffic to and from the very large provinces, i.e., İstanbul, Ankara, 
and İzmir, will tend to have different characteristics, which in turn may affect the probability 
of loading. To capture this effect, another dummy variable was introduced for traffic going 
to and from these large regions. The age of the truck is usually assumed to be negatively 
related to the market access decision. It should be noted that, for Turkey, the truck age profile 
is quite different from those in the EU and other developed countries. The average age of 
trucks is higher and there is a relatively large segment of trucks older than 12-14 years, most 
of which are rigid. Hence, in some cases, the market access decision might not be altered by 
the age of the truck, particularly for rigid trucks. 

 

3.3. Model Specification 

Truck utilization can be modeled as a sample selection problem because the dependent 
variable (the load factor) is observed only when the truck is loaded. This was proposed by 
Abate [10], applying the standard Heckman model [12] to the decision to drive with the truck 
loaded or empty (henceforth referred to as the market access decision) and the load-factor 
percentage conditional on the truck carrying a load. Clearly, companies and freight carriers 
prefer to minimize empty running as much as possible, while also trying to maximize the 
load factor for loaded trucks to maximize profits.  

The decision to load the truck is essentially connected to the market access of the carrier and 
may relate to characteristics of the carrier, the trip and the type of truck. The load-factor 
percentage will largely depend on the same variables; however, for identification purposes, 
it is required that some variables are used as exclusion restrictions in the market access 
decision equation but not in the load factor. If we let 𝐿𝐹௜ represent the load-factor percentage 
for observation 𝑖 and 𝐿௜ the corresponding binary choice of loading the truck, the model can 
be written as: 𝐿௜∗ = 𝑓(𝑋ଵ௜, 𝜃) + 𝜐௜   (2) 

𝐿௜ = ൜1, 𝑖𝑓 𝐿௜∗ > 00, 𝑖𝑓 𝐿௜∗ ≤ 0  (3) 

𝐿𝐹௜∗ = 𝑔(𝑋ଶ௜, 𝛽) + 𝜀௜ , if 𝐿௜ = 1   (4) 

𝐿𝐹௜ = ൜𝐿𝐹௜∗, 𝑖𝑓 𝐿𝐹௜∗ > 00, 𝑖𝑓 𝐿𝐹௜∗ ≤ 0    (5) 

X1i and Xଶ୧, respectively, represent vectors of explanatory variables for the binary choice of L୧ and the load-factor percentage equation (LF୧);  θ and β represent the structural parameters. 
A loaded truck is represented by L୧=1. Xଶ୧ contains all the variables in Xଵ୧ and additional 
variables for identification (exclusion restrictions). The residuals υ୧ and ε୧ are jointly normal 
with zero mean. The assumptions for estimation are as follows [17]:  

1) (𝑋ଶ௜, 𝐿௜) are always observed, but 𝐿𝐹௜is only observed when 𝐿௜=1 (sample selection); 

2) (𝜐௜, 𝜖௜) is independent of 𝑋ଶ௜ with zero mean; 
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3) 𝜐௜ ∼  normal (0,1) (distributional assumption); and 

4) 𝐸(𝜐௜|𝜖௜) = 𝛾ଶ𝜖௜ (residuals are jointly normal and may be correlated). 

In addition to these assumptions, it is necessary to remember that the 𝐿𝐹௜ distribution is 
essentially truncated at 0 (cannot have a negative load factor). Hence, a truncated version of 
the Heckman model is considered (see Eq. 3-4). It should be said, however, that considering 
the truncated version of the 𝐿𝐹௜ distribution makes relatively little difference in this example, 
and the problem of considering an un-truncated version seems to be relatively small [10].  

The simplest way of estimating the model would be to assume that the load-factor percentage 
could be modeled by considering only the loaded trips. However, as documented by 
Heckman [12] and others, this will lead to a sample selection problem, which in turn leads to 
biased estimates. For instance, it is possible that trucks opt to run empty instead of loaded 
because the cost of running loaded exceeds the revenue [9]. A joint estimation is needed to 
model the load factor to understand its determinants at a population level. Therefore, a joint 
estimation model developed by Heckman implemented in this study, which has been widely 
used in many areas of science including transportation [18-20]. A more elaborate discussion 
of Heckman model was provided by de Jong [19]. As a result, this paper estimates the 
parameters of Eq. 1-4 by full information maximum likelihood (FIML), to account for joint 
correlation between the two endogenous components, using the QLIM procedure in the SAS 
Software. The complete likelihood function is given by: 

 𝐿𝐿(𝛽, 𝜃𝜆) = ෍ 𝑙𝑛 ቀ1 − ൫𝑓(𝑋1𝑖, 𝜃)൯ቁ𝑖|𝐿=0
+ ෍ ൦𝑙𝑛 ൭ ൬𝐿𝐹𝑖 − 𝑔(𝑋2𝑖, 𝛽)𝜎 ൰൱ − 𝑙𝑛𝜎𝑖|𝐿=1
+ 𝑙𝑛 ൦൮𝑓(𝑋1𝑖, 𝜃) + 𝜌 ൬𝐿𝐹𝑖 − 𝑔(𝑋2𝑖, 𝛽)𝜎 ൰ඥ1 − 𝜌2 ൲൪         
+ 𝑙𝑛 ቆ ൬𝑓(𝑋1𝑖, 𝜃)𝜎 ൰ቇ ൪                 

According to Eq. 6, the first part of the function represents the censored part, where 𝐿௜ = 0. 
The un-censored part consists of the equation resulting from the 𝐿𝐹௜ model (adjusted for 
truncation) and the choice of 𝐿௜. The model shown in Eq. 6 with linear-in-parameter 
specifications for 𝑓 and 𝑔 is considered a base model and is referred to as Model 0. The base 
model do not differentiate between types of trucks but estimate the Heckman model [12] for 
the whole sample, which reflects the model structure applied in Abate [10]. However, 
different truck types could behave differently in regard to the load-factor percentage and the 
share of empty runs, therefore, two alternative versions of Model 1 are estimated, one for 
rigid trucks and one for articulated trucks, in order to measure differences between the types 

(6) 
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of trucks. Finally, these two models are formulated in more comprehensive versions, in 
Model 2, where main modifications are introduced.  

Firstly, Model 2 allows for a richer parameterization of the distance and size variables in the 
LF model in order to account for differences in how commodity groups are described. This 
turns out to be relatively important as there are big differences in how size and distance affect 
the load-factors percentage for different commodities. Secondly, for the 𝐿𝐹௜ model, Model 2 
account for unobserved heteroscedasticity in the error-term 𝜀௜ by representing the variance 
as a function of the distance. Hence, the variance in the 𝐿𝐹௜ model is now given by; 𝐸(𝜀௜ଶ) = 𝜎௜ଶ = 𝜎௜ଶ൫1 + 𝛾𝑙𝑛(𝐷𝑖𝑠𝑡௜)൯                                                              (7) 

Generally, it is important to account for heteroscedasticity because the standard Heckman 
model can produce unreliable results if not accounted for, as shown in Arabmazar and 
Schmidt [21]. The robustness of the estimators for the sample selection models has been 
taken into account by [22-23]. Finally, Model 2 relax the linear-in-parameter assumption for 
the 𝐿௜ model by estimating a Box-Cox model for the distance variable. Hence, 

𝐵𝐶(𝐷𝑖𝑠𝑡௜) = ൝ ஽௜௦௧೔ഊିଵఒ   𝑖𝑓 𝜆 ≠ 0𝑙𝑛(𝑑𝑖𝑠𝑡௜)  𝑖𝑓 𝜆 = 0                                                                         (8) 

The linear-in-parameter specification, which is a special case of the Box-Cox parameter [24-
26] when 𝜆 = 1, is clearly rejected. 

 

4. RESULTS 

Table 3 and 4 presents the main results for the two different model segments for the rigid and 
articulated truck. Note that t-values at vehicle levels are included in parenthesis. As 
mentioned above, Model 0 in Table 3 and 4 is the simple base model without segmentation, 
whereas Model 1 includes one model for rigid and one for articulated trucks. Hence, the 
assumption of identical parameters for different truck types across the sample is relaxed. 
Model 2 includes the three additional econometric improvements. For the market access 
equation, three exclusion restrictions represented by age, net-import (freight movement 
balance), and dummies for large provinces are included (see Table 4). These variables have 
significant effects on the market access model, with empty running negatively related to age 
and positively related to the “net-import” variable and the large provinces dummies. On the 
other hand, in Model 2, the effect of age is positively significant but almost equal to zero. 
There are two reasons. First, there are more rigid trucks than articulated trucks in Turkey. 
Secondly, in this data-set, trucks older than 15 years are 10 percent of the whole rigid truck 
fleet, while trucks older than 10 years correspond to 28 percent, which is a substantial 
proportion and can’t be ignored. Although the new road freight transport regulations in 2003 
favor moving freight by articulated trucks, it will take a long time to replace older rigid trucks 
with newer articulated trucks. Besides, the overall age distribution of heavy goods vehicles 
in Turkey is older compared to the EU or other developed countries; this is a common trend 
in developing countries. The significance of the correlation coefficient between the residual 
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terms, 𝜌, implies that the joint estimation is appropriate and that the sub-sample of loaded 
trips is not selected randomly. 

 

Table 3 - FIML Heckman Model estimates for LF equation 

 Combined Rigid Articulated Rigid Articulated 

Variables Model 0 Model 1 Model 1 Model 2 Model 2 

Distance 
-0.0097 
(-11.43) 

-0.0098 
(-7.18) 

-0.0117 
(-11.54) 

  

Distance 1  
(Distance×Commodity group 1) 

   
0.0089 
(4.35) 

0.0043 
(1.22) 

Distance 2 
(Distance×Commodity group 2) 

   
0.0059 
(1.53) 

0.0161 
(4.78) 

Distance 3  
(Distance×Commodity group 3) 

   
0.0205 
(12.62) 

0.0068 
(2.49) 

Distance 4  
(Distance×Commodity group 4) 

   
0.0305 
(11.79) 

0.0152 
(4.81) 

Distance 5  
(Distance×Commodity group 5) 

   
0.0123 
(5.66) 

-0.0018 
(-1.02) 

Distance 6 
(Distance×Commodity group 6) 

   
0.0216 
(8.71) 

0.0044 
(2.09) 

Size 
-0.0020 
(-6.84) 

-0.0030 
(-6.51) 

-0.0339 
(-37.84) 

  

Size 1 
(Size×Commodity group 1) 

   0.0036 
(6.11) 

-0.0001 
(0.13) 

Size 2  
(Size×Commodity group 2) 

   
0.0088 
(16.08) 

0.0003 
(0.68) 

Size 3  
(Size×Commodity group 3) 

   
0.0019 
(3.49) 

-0.0006 
(-1.01) 

Size 4  
(Size×Commodity group 4) 

   -0.0057 
(-7.44) 

-0.0076 
(-8.99) 

Size 5 
(Size×Commodity group 5) 

   
0.0041 
(9.09) 

0.0010 
(2.34) 

Size 6  
(Size×Commodity group 6) 

   
-0.0054 
(-7.95) 

-0.0040 
(-6.94) 
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Table 3 - FIML Heckman Model estimates for LF equation (continue) 

 Combined Rigid Articulated Rigid Articulated 

Variables Model 0 Model 1 Model 1 Model 2 Model 2 

Voluminous 
-0.1290 
(-22.58) 

-0.1378 
(-18.57) 

-0.1135 
(-14.35) 

-0.0514 
(-7.95) 

-0.0742 
(-7.77) 

Constant 1.0224 
(86.69) 

1.0250 
(59.25) 

2.3124 
(61.65) 

0.5285 
(63.33) 

0.7482 
(67.07) 

Rho 
-0.0330 
(-1.20) 

-0.0129 
(-0.31) 

-0.0419 
(-0.76) 

0.9706 
(530.29) 

0.5556 
(87.67) 

Sigma 
0.4764 
(240.17) 

0.5071 
(196.31) 

0.3748 
(135.84) 

1.0509 
(91.88) 

0.8227 
(46.02) 

Hetero Log. Distance    
-0.1149 
(-128.62) 

-0.1097 
(-62.54) 

No. of observations 53327 36321 17006 36321 17006 
 

Table 4 - FIML Heckman Model estimates for L (market access decision) equation 

 Combined Rigid Articulated Rigid Articulated 

Variables Model 0 Model 1 Model 1 Model 2 Model 2 

Distance 0.0861 
(38.70) 

0.1101 
(34.76) 

0.0590 
(18.54) 

0.1102 
(12.47) 

0.1420 
(7.13) 

Size  
-0.0082 
(-10.38) 

-0.0084 
(-7.60) 

0.0008 
(0.29) 

-0.0038 
(-6.39) 

0.0191 
(8.12) 

Age  
-0.0134 
(-9.45) 

-0.0101 
(-5.96) 

-0.0242 
(-8.62) 

0.0020 
(2.48) 

-0.0038 
(-1.80) 

Net-Import 0.2286 
(9.37) 

0.2115 
(7.15) 

0.2737 
(6.34) 

0.0849 
(4.79) 

0.1909 
(5.20) 

Large Provinces 
0.3204 
(18.32) 

0.3641 
(16.23) 

0.2014 
(6.92) 

0.1355 
(9.41) 

0.2370 
(10.17) 

Lambda2.L (distance)    0.7262 
(12.68) 

0.4590 
(4.97) 

Constant 0.5643 
(20.07) 

0.4688 
(13.75) 

0.4138 
(3.62) 

0.4689 
(26.36) 

-0.4114 
(-4.37) 

No. of observations 53327 36321 17006 36321 17006 
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In Models 0 and 1 in Table 3, trip distance appears to be negatively associated with the load 
factor, i.e., if the trip distance increases, the load factor decreases for both rigid and 
articulated trucks. This finding does not comply with earlier findings in the literature. 
However, for the improved Model 2, which accounts for unobserved heterogeneity and 
expand the parameterization of distance and size, the signs for all distance variables become 
positive (except for commodity group 5 for the articulated trucks but is not significant). There 
are significant differences between commodity groups. For commodity groups 3, 4 and 6, 
distance tends to be quite significant. This fits well with the fact that these commodities are 
usually among the most “flexible” in the sense that they do not require special equipment or 
handling. Hence, there is a higher chance of an increase in the overall load factor. 
Furthermore, the voluminous dummy variable, which indicates whether or not a commodity 
is voluminous, tends to reduce the load-factor. It is clear from that distance matters more for 
rigid trucks than for articulated trucks. Furthermore, the negative and highly significant 
values of Hetero Log distance imply that there is higher variability in the load factor for short 
distances, whereas the variability in the load decreases for longer distances.  

The effect of trip distance is positive and significant on the market access decision in all 
models, indicating that loaded trucks are preferred for longer distance, irrespective of the 
type of truck. Size has a negative effect on the load factor in model 1 for both rigid and 
articulated trucks, which is similar to the finding of Abate [10]. However, when truck size 
was further classified according to the commodity groups in Model 2, it appears that size has 
a significantly negative effect on the load factor for commodity groups 4 and 6. This implies 
that increase in size leads to a decrease in the load factor. The interpretation is that these 
commodities are difficult to merge and load into a larger truck, while it is easy to fill the 
smaller trucks with such goods. On the contrary, commodity group 2 is very easy to collect 
and compact in the form of a concrete mass, and hence for larger trucks, it is much easier to 
combine this cargo and hence increase the overall load factor. The effect of size on the market 
access decision is different for rigid and articulated trucks. It has been shown that size has a 
negative and significant effect for rigid trucks (in model 1 and 2), but a positive and 
significant effect for articulated trucks (in model 2). This replicates the results of Abate [10], 
where size has a negative effect on the market access decision, while size-squared has a 
positive effect; this implies that carriers prefer high capacity trucks to be loaded. 

Mostly, studies based on selection models find positive signs for “rho”. Although in Model 
0 and 1 rho sign is negative, in Model 2 where three extensions were introduced the rho sign 
has become positive and quite significant; infers the credibility of Model 2. A detailed 
explanation is given in Abate [10] for why one might get a positive or negative sign. The 
positive rho sign might occur if unobserved effects that make a vehicle more likely to be 
loaded also cause the vehicle to have a higher load factor. A negative sign implies the 
opposite.  

Elasticity for selected variables was estimated (see Table 5 and Figure 3), for the market 
access equation for Model 1 and Model 2. The elasticities show the proportionate change in 
the probability that a truck is loaded, for a proportionate change in the continuous explanatory 
variables. The effect of the distance is positive, i.e., the probability that the truck is loaded 
increases if the distance increases. For example, a 1 percent increase in distance will increase 
the probability that the truck is loaded by 0.13% for rigid trucks in Model 1. The elasticity 
estimates of size show that for rigid trucks, the probability that the truck is loaded increases 
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if the size decreases; the opposite is true in the case of articulated trucks. However, in Model 
1, the effect of size is not significant for the articulated trucks. In Model 2, for example, a 1% 
increase in the size of rigid trucks decreases the probability that the truck is loaded by 0.17%, 
while a 1% increase in the size of articulated trucks increases the probability that the truck is 
loaded by 0.68%.  For articulated trucks, the elasticity effect of the age of the truck is such 
that an increase in age will lead to more empty runs. This is in line with expectations. For the 
articulated trucks in Model 2, however, the effect of age is not significant.  

 

Table 5 - Elasticity estimates based on truck type for Market Access Equation (L) 

 Model 1  Model 2 

Variables Rigid Articulated Rigid Articulated 

Distance 0.1687 0.1286 0.1518 0.1381 

Size -0.1452 0.0087 -0.1713 0.6552 

Age -0.0852 -0.0894 0.0357 -0.0764 

Note: The elasticities are calculated by the Delta method. The elasticities show percentage 
changes in the probability that the truck is loaded or empty for a proportionate change in the 
explanatory variables. 

 

 
Figure 3 - Average marginal effects of truck size on the probability that the truck is loaded 

based on Model 2, shown as a function of distance 
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4.1. Validation 

Figure 4 and 5 presents a validation of Model 2. To do this, the modeled probability 
distribution that the truck is loaded against distance and size is plotted, and compared this 
with the observed distributions (in the survey). It is seen that model closely predicted the 
observed distributions. As discussed above, the average number of loaded trips increases with 
increasing trip length. This is the case for rigid as well as for articulated trucks. The 
corresponding probability distribution with respect to the size of the truck shows an 
interesting pattern. For articulated trucks, the probability that the truck is loaded increases 
with size, whereas it is the other way round for rigid trucks. Figure 4 and 5 underlines the 
fact that the transport markets for rigid and articulated trucks are widely different. 

 

 
Figure 4 - Probability that the truck is loaded as a function of distance 
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Figure 5 - Probability that the truck is loaded as a function of truck size 

 

5. CONCLUSION AND DISCUSSION 

Road freight transport corresponds to 89% of overall freight transportation in Turkey, which 
is very imbalanced, but is not expected to change significantly for many years to come, as 
alternative modes are not developed properly. This obviously increases the importance of 
efficiency considerations for the trucking industry because this is a main entry point to change 
the environmental footprint and economic impact in the country as a whole. The objective of 
this study was to investigate the main factors affecting capacity utilization in truck freight 
transport, in Turkey. The current paper extends the work by Abate [10] in three ways. Firstly, 
this study has introduced econometric extensions by partly relaxing the assumption of 
linearity of distance effects in the empty run model and by relaxing the assumption of 
homogeneity in the specification of the variance in the load factor model. Secondly, this paper 
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has presented a more explicit representation of commodity groups for which we estimate 
separate parameters with respect to distance and size effects in the load-factor model. Thirdly, 
this study considers different models for rigid and articulated trucks, which, in turn, are found 
to be important.  

The results suggest that trip distance positively influences both the load factor and the 
probability of loaded trips. In the baseline model, the size of the truck was shown to have a 
negative relationship with the load factor and the probability that the truck is loaded. 
However, in a more advanced model where models are segmented according to the type of 
truck, it was shown that rigid and articulated trucks behave differently. Hence, the probability 
that an articulated truck is loaded is positively affected by size, whereas the opposite is true 
for rigid trucks. The fact that these two types represent essentially different transport markets 
is interesting for Turkey as well as other developing countries where the same mix of vehicles 
exist. It may well signal that transport policies aimed at improving efficiency for developing 
countries should be able to differentiate between the type of truck and possibly even be 
targeted toward different weight categories. Another important finding is the importance of 
the commodity type. As it can be seen in the modeling results, the capacity utilization pattern 
is quite different between commodity groups when combined with size and distance 
separately. While some commodity types resulted in a net positive relation for size, others 
had negative ones suggesting that probability of being loaded was higher for them. Thus, any 
further plans focusing on minimization of the empty or inefficient movements on highways 
must be developed considering commodity types and their flow characteristics on the 
intercity corridors in Turkey. 

 

Further Recommendations  

Although the paper is a step toward better understanding capacity utilization in the trucking 
industry, the current findings may have some generic value. For instance, the findings about 
how truck size influences capacity utilization may have implications for legislation related to 
allowing mega trucks. Hence, as the size of trucks increases, it may be possible to derive 
indicative measures on how this will impact the utilization of capacity. Secondly, increase in 
loading probability by transport distance is a simple reflection of increase in total cost, if 
truck is empty, which is simply pressurizing drivers to find load for longer trips, while they 
can risk traveling empty on shorter distances. A complete understanding of capacity 
utilization for road transport requires further research. Most importantly, more data is needed, 
as described below: 

- A correct representation of freight density and value density is important. 

- A better description of the freight operator in order to take account of the 
heterogeneity between small and large companies is necessary.  

- A more detailed representation of logistic activities is needed. Such data includes 
information about delivery routing, trip chains, warehouses, loading and unloading at 
transitional locations, as well as restrictions in terms of time windows and dependence 
on other operators and modes. These hidden constraints may potentially influence and 
reduce the potential for capacity utilization.  
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- A more detailed monitoring of Turkish trucks is needed, including intra-regional trips, 
and not just trips between regions. 

Thus, it is necessary to collect national commodity flow data (CFD) as in some developed 
countries. A detailed discussion of such a national freight data framework was proposed in 
TRB [27], with many aspects discussed more recently in detail in a workshop [28] to improve 
the quality of commodities to be transported and to improve commodity flow data [29]. 
Similarly, the need for building the origin-destination freight (and passenger) matrices for 
pan-European region was the focus of the project titled “Methodological Framework for 
Modeling European Passenger and Freight Transport (MYSTIC)”, which also discussed 
involvement of various parties in freight transportation, such as carriers, intermodal 
platforms, etc. During this European Union Harmonization Process, as for a candidate 
country, it is also necessary to push for more integrated and complete freight data in Turkey, 
bringing public and private parties together to share their data. 

Furthermore, freight transportation is an important factor for the development of the national 
economies. It is always desirable to minimize total cost of freight transportation (private and 
external costs), while goods are efficiently transported. Private costs are the direct expenses 
incurred by providers of freight transportation. Freight transportation has also costs that are 
paid by others. Such costs are referred as external costs (i.e., accidents, emissions, and other 
costs associated with the operation and maintenance of roads and bridges). If policies are 
adopted to charge the full cost of freight transportation, transportation users start to consider 
these costs when making shipping decisions. This may cause major structural changes to 
reduce external costs. One impact would be reduction of hauling distances by bringing 
production centers closer to consumption ones [30,31]. Another one would be combining 
inefficient movements to achieve higher level of capacity utilization in freight. However, to 
manage the freight sector in a more efficient and successful way, it is also necessary to invest 
on Intelligent Transportation Systems (ITS) in data collection as well as freight planning and 
management [32]. 
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ABSTRACT 

Among the significant tasks of construction site management, site layout planning is a crucial 
activity that influences project success. Currently, the concept of an optimised construction 
site layout emerges as a result of executing tools and techniques that the construction project 
management discipline provides. Despite the plentiful existence of site layout techniques, the 
authors of this paper believe that the incorporation of virtual reality (VR) for jobsite 
organisation is a valuable and modern management phenomenon for optimal site layout 
planning. Therefore, the purpose of this paper is to assess traditional practices for site layout 
planning and introduce the application of VR in construction jobsite organisations for site 
layout planning, collision detection, and evaluation of construction site layout scenarios. In 
this paper, two different construction jobsite scenarios for the structural phase of a 
construction are created and for optimisation purposes, Autodesk Revit software, SketchUp, 
and Lumion are used to develop the three-dimensional (3D) model. A VR headset is used for 
testing purposes of the proposed 3D jobsite organisation model. A descriptive case study is 
examined to describe the proposed organisational plan for the scenarios. In this study, a 
questionnaire survey has been chosen as one of the research instruments for data collection 
and evaluation purposes. It is found out that traditional 2D methods used in jobsite layout 
planning is easier to understand and less time consuming for users compared to 3D VR based 
jobsite layout organisation. On the other hand, results indicated that 3D VR based jobsite 
layout planning is more effective to comprehend by users and enhances the ability of collision 
detection. The results presented in this paper aim to provide industry professionals with a 
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better understanding of the benefits and advantages of how VR technology can improve the 
effectiveness of jobsite layout planning compared to traditional practices.  

Keywords: Virtual reality, site layout plan, construction industry, jobsite organisation, 3D 
model. 

 

1. INTRODUCTION 

Regardless of the type and size of the construction project, jobsite layout planning is 
developed subsequent to a contractor being awarded the bid and prior to the contractor’s 
receipt of the notice to proceed [1]. Planning the site layout of construction projects is a 
critical task that can significantly affect productivity and efficiency, and hence, the success 
of the project [2]. Site layout planning is a complex task in the majority of construction 
projects because of the diversity of decision variables, including but not limited to 
identification, sizing placing, and coordination of temporary facilities, plants, materials, and 
people within the boundaries of a construction site [3]. However, due to the heterogeneity of 
construction activities, that is in the nature of its organisation – project design, time 
constraints, work areas, environmental conditions, and facility locations, etc. – site layout 
plans turn out to be unique for each construction project. As the site layout plans are prepared 
to ensure that work within the construction site progresses smoothly without any obstruction 
to obtain optimal use of resources and space, preparation of these plans is usually the 
responsibility of contractors awarded with the job. An effective and systematic approach for 
planning an optimised site layout plan ensures the optimal use of available workspace, 
leading to cost and time savings during the construction process, promoting a safe working 
environment, and providing safe access into and out of the site [2, 4]. 

According to Ning et al. [5], construction site layout planning has been perceived as a critical 
step in construction planning by experts and scientists and it is considered to be a decision-
making process that includes recognising issues and opportunities, creating solutions, and 
picking the best option and actualising it. Despite constricted space conditions in inner-city 
areas, the project costs can thus be significantly lowered by an efficient material flow based 
on a well-planned layout. Normally every development site is liable to various conditions, 
variation in the flow of construction work, and the local conditions for each construction 
project are unique. Nonetheless, in real life practices, site layout plans are poorly developed 
and lack a strategy for minimising repeated handling of materials [6]. In the study carried out 
by Sadeghpour and Andayesh, numerous techniques are provided for use in jobsite layout 
development such as knowledge-based approaches (inclusive of heuristics), mathematical 
programming approaches (including linear and non-linear optimisation), and artificial 
intelligence approaches (including neural networks, genetic algorithms, and ant or bee-
colony and swarm approaches) [7]. 

In traditional methods, contractors use two-dimensional (2D) drawings, pdf overlays or hand 
drawings for developing site utilisation plans. Due to the error-prone and poor methods of 
the traditional 2D-plan-based approach, this tends to lead to non-transparency and the 
occurrence of mistakes in later processes. There is no digital control of the planning process 
taking into consideration the specific fringe conditions at the construction site. Today, digital 
3D objects can support those responsible for planning and increase planning performance. 
Furthermore, it is essential to describe the different construction phases and their dynamic 
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fringe circumstances and deduce corresponding suitable measures for the planning of supply 
and material flow [6]. As each construction project is unique, each construction site layout 
planning process should be treated as such. Therefore, for every phase of a construction 
project, sequential consideration of assigned resources in producing site layout plan is 
essential for the effective, safe, and productive coordination of resources and working 
environment. Combining the logistics plan of a worksite with a digitalised 3D model forms 
the grounds for comparing different scenarios and constructs an efficient site layout plan that 
corresponds with every step of the project.  

Building Information Modelling (BIM) is being increasingly used in the construction 
industry to produce n-D data-rich models. Researchers are attempting to use BIM to promote 
different aspects of the construction process, including the construction site management and 
the use of on-site models [8-10]. Deshpande and Whitman suggest that the data from BIM 
can be leveraged to improve the construction site utilisation planning process and enhance 
communication among all the stakeholders about the construction execution plan. Also, in 
their work, they discuss the benefits and contents of the tools that are currently being used 
by industry professionals and inform readers on how to improve existing tools so that BIM 
models can be effectively used for site utilisation planning. BIM and VR are the two 
visualisation technologies that refer to the immersive environment and can visually assess 
jobsite conditions [11].  

Different researchers investigated the applications of VR in the areas of the construction 
industry such as site layout and planning, rehearsing erection sequences, progress and 
monitoring of construction processes, evaluation of construction scenarios, inspection and 
maintenance, and fire safety and access assessment [12, 13]. Even though VR headset 
technology is broadly appreciated in the technology world by its users, not many studies and 
practices exist that promotes the use of this equipment for construction jobsite organisation. 
Therefore, the purpose of this paper is to assess current practices for site layout planning and 
develop a 3D construction jobsite layout plan model using VR HMD technology, also known 
as a VR headset. The main objectives of this study are to examine the application of VR 
headsets in construction jobsite logistics/layout planning, demonstrate and compare 
traditional 2D site plans, 3D model a site plan on screen and 3D site plan a model in a virtual 
environment, and explore the potential contribution of VR technology for increasing the 
productivity and efficiency of jobsite organisation. Within this context, existing jobsite 
planning applications and the use of VR technology is examined, an on-going building 
construction project is selected and a 3D model of its traditional 2D jobsite layout plan is 
conceptualised using Autodesk Revit and Sketchup, a generated 3D model is installed on the 
VR headset, and a questionnaire survey is conducted with numerous industry professional 
participants to measure and compare the effectiveness of the highlighted models in the 
following sections.  

 

2. LITERATURE REVIEW 

This section provides an overview of the construction jobsite organisation and VR 
applications in the construction environment. This information will guide the readers to 
comprehend the applications of VR in construction jobsites. 
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2.1. Construction Jobsite Organisation 

Among the stakeholders in construction projects, it is usually the project manager’s 
responsibility to prepare a site utilisation plan. These plans are normally developed with the 
knowledge, understanding, expertise, and intuition of the appointed project manager/planner 
[14]. Planning of construction jobsite utilisation is a significant task that requires a critical 
review of alternatives so that optimal decisions can be made about where to locate temporary 
facilities and how to coordinate people, materials, and plants within the work environment 
[15, 16]. If a site is not effectively and accurately planned by the project management team, 
problems that lead to time and cost overruns become inevitable. In traditional practice, the 
development of a competent site utilisation plan is often stricken by project management 
tasks such as scheduling, construction method in preference, materials, plant, and labour 
planning [14]. In spite of the vitality of site utilisation planning, it is often done speedily or 
occasionally disregarded. The results of such acts are reflected in the day-to-day operations 
of a project, making management of site operations complicated [17]. 

Poor site layout planning contributes to inappropriate storage within the worksite that can 
result in materials and product damage, poor siting of the plant, poor siting of temporary 
facilities, inadequate space provision, unsatisfactory access, security and safety issues, poor 
wayfinding, demoralised workers, delays, and increased costs. According to Deshpande and 
Whitman [15] and Kamat and Martinez [18], early decisions made to develop a good site 
utilisation plan can have a significant impact on the effectiveness of site operations. This 
study states that ideal site utilisation plans should be developed in a certain way so that the 
involvement of labour with the movement of materials is minimised. Hence, they can mainly 
focus on performing necessary construction activities. According to Mincks and Johnston 
[19], a site utilisation plan should include clearly designated areas on the jobsite for material 
delivery, material storage, temporary offices and facilities, jobsite access concerning the 
movement of material within the jobsite and worker transportation, temporary offices, 
storage facilities, dry shacks, sanitary facilities, temporary water, power, and heat, and jobsite 
security. Jobsites that are clean and well-organised provide a working environment that has 
a positive impact on workforce morale and, in turn, results in high production during each 
work shift. There are various approaches to developing the job-site layout plan and increasing 
site optimisation. Each approach has to take into consideration the factors and variables that 
will lead to jobsite productivity as well as successful contract delivery [1, 7]. 

 

2.2. Virtual Reality in Jobsite Organisation 

VR replaces the real world with a computer-generated environment and has the ability to 
model future and current realities. With the rapid developments in VR technology over the 
past few years, the adoption of this technology by construction industry professionals can 
contribute significantly to the digitisation of construction sites hence, effectively 
coordinating the resources allocated for each specific project. VR technology can be used as 
an important tool for jobsite organisation, which comprises a substantial number of tasks 
spanning from planning to the execution stage. Presently, some construction firms have 
initiated the use of VR to plan, manage, and construct their projects. Alternatively, VR 
technology is used as part of a construction firm’s marketing strategy as this technology 
broadens the vision of potential end-users about what output to expect after the completion 
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of the project. Due to the complexity and the number of factors involved, jobsite developers 
have adopted novel technologies to improve the efficiency of their tasks. VR technology 
provides an effective means of verifying site operations as well as site logistics. It allows 
superintendents to step into the future of their project and understand their requirements and 
problems long before they occur. Kizil and Joy [20] state that the use of the high-quality 3D 
environment and dynamic simulation combine to form a uniquely engaging experience. 
Adoption of VR technology by project management teams enables the visualisation of entire 
construction jobsite arrangements at different stages thus, providing the workers with a more 
illustrative site plan by letting them visually see the space utilisation. Jobsite organisation, 
including traffic routines for equipment, safe working environment, locations for material 
stock, and manpower availability can also be incorporated into the VR module to be checked 
visually as part of the logistics plan [21]. Froehlich and Azhar [13] investigated the 
applications of 3D VR headsets in construction safety and jobsite management. Ebner et al. 
[6] developed a practice-oriented planning instrument that allows the determination of layout 
and the equipment for the construction site for the entire running time of the project and it is 
only changed if needed. Paradoxically, VR technologies are still lagging behind the visions 
that people have for their use. However, VR has already demonstrated its capacity to change 
the ways we design, make decisions about, and produce built environments. 

 

3. METHODOLOGY 

The focus of this paper is to assess the current understanding about site layout planning 
through a collective and critical review of literature while building the rationale for why and 
how VR technology should be considered by decision-makers for production of effective 
jobsite organisation plans. Therefore, the authors of this article initially performed a 
comprehensive literature review to investigate the views, perspectives, and practices of site  

 
Figure 1 - Sequential Phases of the Adopted Research Methodology 
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layout planning so that the integrability of VR technology for jobsite organisation and related 
aspects and challenges can be examined. Figure 1 illustrates the sequential phases of the 
adopted research methodology. 

 

3.1. Phase 1: Planning  

The primary purpose of the planning phase is to identify the existing applications of VR 
technology in the construction industry. Moreover, examining current practices, aspects, and 
methods and interpreting them in a specific format so that a 3D model can be established and 
used for jobsite organisation is also a part of the planning process. At the end of 
comprehensive literature review, it is concluded that site access, crane placement location, 
trash waste location, locations of materials, stockpile of excavation, site office, equipment’s 
location, and site orientation are the potential concerns of site layout planning process that 
can be integrated with VR application for more effective jobsite organisation [2, 3, 16, 18]. 
As the last step of the planning process, the authors have proposed a conceptual workflow 
(See Figure 2) that needs to be executed to develop an effective 3D model for application in 
jobsite organisation. 

 
Figure 2 - Proposed Workflow of the 3D Model for VR Experience 

 

3.2. Phase 2: Modelling  

As a part of the modelling process, the initial step was to select a specific construction site 
where the parameters mentioned above in the planning phase for the jobsite layout planning 
process were incorporated so that a 3D model could be established accordingly for 
implementation purposes. 

 
Figure 3 - Location of the Selected Construction Site 
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Figure 4 - View of the Main Access Point 

 

For that purpose, the jobsite of a university building construction in the heart of Famagusta 
(located in Cyprus) city centre is selected to measure the effectiveness of VR technology for 
this specific construction site’s layout organisation. The budget for the selected project is 
approximately $4.5 million, and it is nearly 9,000m². The project is planned to be completed 
on a tight schedule, 11 months after its start date on 20/10/2016. The location of the site is 
given in Figure 3 and Figure 4 illustrates the site access point from the main road. 

After selection, two different scenarios for the construction jobsite organisation of a 
university building project are proposed for developing the 3D models. With the help of 
Autodesk Revit 2018, SketchUp 2018, and Lumion 8 software, two different 3D models for 
the structural phase of the building construction are generated, so that the practicality and 
efficiency of a VR box headset for developing a precise jobsite layout organisation model 
are tested and verified. Subsequently, modelling of the main building’s structural frame is 
performed by Autodesk Revit. A generated model is then saved in AutoCAD file format and 
exported to SketchUp, which provides a wide range of objects from its warehouse. After 
placing the necessary construction equipment and objects on the jobsite, the 3D model is 
finalised. Due to its rich object warehouse, SketchUp software contributed significantly to 
the actualization of the 3D model as it presented the model in a stronger imaginable format. 
After that, the 3D model is uploaded to Lumion software for the final rendering. A screenshot 
taken from the Lumion rendering software that illustrates the 3D construction jobsite 
organisational plan model is depicted in Figure 5. Using the different software packages 
enabled us to include more detailed features in our model.  

Two different jobsite organisational plan scenarios are built based upon the 3D model 
outputted by the Lumion software. The first scenario is the creation of a 3D model for the 
actual jobsite organisation plan, which was established by the decision makers of the 
university building construction. In the second scenario, the actual jobsite organisational plan 
is modified, and some alterations, such as a change of the site access point, crane placement 
location, trash waste location, material storage locations, a stockpile of excavation, site 
office, equipment’s location, and site orientation are made. After modelling the different 
scenarios, VR headsets are used for observing and comparing the scenarios. A 2D site plan 
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and the 3D site plan are modelled based on two different scenarios as shown in Figure 6 and 
Figure 7. Scenario 1 differs from Scenario 2 based on the site access (entrance and exit), the 
location of the site office, parking areas, equipment location, crane placement, material 
locations, trash waste access, and a stockpile of excavated soil. The 3D site model of the two 
scenarios is used for the VR experience. A 3D site plan model is also created including more 
features of visualising tools that will enable the observer or viewer to explore the 3D model 
and also have a real-life experience. In the 3D site plan model, equipment, materials, and 
other components that are present at the construction jobsite are shown clearly, in detail from 
the rendered model as shown in Figure 8 and Figure 9. 

 
Figure 5 - 3D Construction Jobsite Organisation Model 

 

    
Figure 6 - 2D Site Plan for Scenario 1                Figure 7 - 2D Site Plan for Scenario 2 

    
Figure 8 - 3D Site Plan Model for Scenario 1  Figure 9 - 3D Site Plan Model for Scenario 2 
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Figure 10 - User’s View through the VR Headset for Jobsite Scenario 1 

 

 
Figure 11 - User’s View through the VR Headset for Jobsite Scenario 2 

 

The two 3D site plan scenarios are used for the immersive environments that provide the VR 
experience for the user. A 360-degree view of the virtual world is experienced through the 
VR box, through which the user can engage in observing the simulated construction jobsite 
model. Figure 10 depicts the user’s view for jobsite Scenario 1, and Figure 11 shows the 
user’s view for jobsite Scenario 2. 

 

3.3. Phase 3: Data Collection and Validation  

In order to measure the reliability of the proposed 3D modelling and integrability of the VR 
headset technology in designing jobsite organisation plans purposive sampling method was 
used. This method is described as a type of sampling method in which researcher determines 
the target population through literature review [22]. In addition to purposive sampling 
method, through personal communication, experience and observations within the 
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construction sector, 102 industry professionals who are currently using methods similar to 
proposed framework or whom have the potential to implement this framework are identified. 
As given in Table 1, field of expertise of the selected participants are composed of engineers, 
architects, project managers and supervisors. Having participants who practice at different 
phases of the construction such as planning, executing and controlling for assessment of the 
proposed framework is believed to enrich this study. Job positions of the participants by the 
time this questionnaire was conducted is presented in Table 1.  

Subsequently, participants are asked to monitor, assess, compare, and rate the effectiveness 
of the aforementioned university construction site layout plans established in 2D, 3D and 3D 
in VR with respect to how they perceive and would asess the process. Their ratings are 
performed based on a Likert scale of 1 (highly ineffective) to 5 (highly effective). The overall 
ratings of the participants are interpreted to be categorised as high if ≥ 80%, medium if 
between 60–79%, and low if ≤ 59%.  

 

Table 1 - Demographic Structure of the Participants 

Position Field of Specialisation Average 
Years of 

Experience  

Number of 
Participants 

Assistant Site Supervisor Construction Management 4 8 
Revit-BIM specialist Design Management 5 7 
Assistant Site Engineer  Construction Management 3 11 
Site Engineer Construction Management 5 12 
Site Supervisor Construction Management 4 10 
Architect Architectural Design 5 11 
Design Manager Design Management 6 10 
Construction Manager Construction Management 7 11 
Structural Site Engineer Structural Engineering 6 10 
CAD specialist Architectural Design 5 12 

 

4. ANALYSIS AND DISCUSSIONS OF THE RESULTS  

In this section, according to the views and opinions of the participants, their ratings on the 
effectiveness of the proposed site layout planning models (2D, 3D, and 3D in VR) are 
presented and discussed. Table 2 provides the opinions of the participants for the 2D site 
layout plan of the university building construction. For both scenarios, ease of use and 
perceived usefulness of the traditional 2D site layout plan, as well as comprehending how 
works and related resources will be coordinated within the site, gained the highest average 
rating from the participants, at 4.1 out of 5. On the other hand, the majority of the participants 
accept that the 2D site plan (1.9/5) developed for scenario 2 was insufficient, as they believe 
it might not be possible to detect potential collision between the two tower cranes used on 
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site. Participants have a different opinion concerning the adequacy of the 2D site layout plan 
for improving the accuracy of jobsite organisation. Some of participants have a moderate 
response regarding whether 2D site plans provide adequate details of the site planning such 
as locations of temporary facilities, equipment and materials, as half of the participants have 
given a rating of 3 for this statement.  

 

Table 2 - Results for Demonstration of Scenario 1 and 2 on 2D Site Layout Plan  

Questions 

Participants 
Rating 

(Frequency) 

 
Average 
Rating 

5 4 3 2 1 
1 How easy is the 2D site plan to understand? 39 42 12 9 0 4.1 

2 How effectively does the 2D site plan facilitate the 
evaluation of two different site plan scenarios? 14 18 41 29 0 3.2 

3 How effectively does the 2D site plan indicate variations of 
proposed jobsite organisation scenarios (1 and 2)? 28 41 33 0 0 3.9 

4 How efficient is the 2D site plan regarding providing a 
vision of the expected jobsite organisation in reality?  4 10 15 47 26 2.2 

5 
Is the 2D site plan developed for scenario 2 effective in 
terms of detecting a potential collision of the two tower 
cranes? 

0 0 27 39 36 1.9 

6 How well does the 2D site plan show the distance between 
the tower cranes and the location of the material? 0 35 43 15 9 3.0 

7 To what extent can the 2D site plan help in improving site 
layout accuracy? 3 12 44 43 0 2.7 

8 How well do the 2D site plans show the volume and 
amount of spaces on site? 5 21 47 29 0 3.0 

9 To what extent do the 2D site plans provide decision 
makers with the location details of temporary facilities, 
equipment, materials, and workflow within the site? 

4 18 51 23 6 2.9 

10 How would you rate the overall effectiveness of a 2D site 
plan for the proposed jobsite organisation scenarios? 9 22 43 28 0 3.1 

 

The participants’ ratings on the effectiveness of a 3D site layout plan for both scenarios are 
presented in Table 3. According to the respondents, the difficulty level of comprehending a 
3D site layout plan is above moderate, with an overall rating of 3.9. Moreover, participants 
believe that site plans developed on a 3D platform contribute greatly to obtaining an effective 
jobsite organisation plan. When overall ratings of the 2D and 3D site layout plans are 
compared, participants perceive 3D plans as a more effective instrument since the average 
rating is 3.9 for the 3D plans, whereas it is 3.0 for the 2D plans. 
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Table 3 - Results for Demonstration of Scenario 1 and 2 on 3D Site Layout Plan  

Questions 

Participant 
Rating 

(Frequency) 
Average 
Rating 

5 4 3 2 1 
1 How easy is the 3D site plan to understand? 32 41 19 10 0 3.9 

2 How effectively does the 3D site plan facilitate the 
evaluation of two different site plan scenarios? 30 47 25 0 0 4.0 

3 How effectively does the 3D site plan indicate variations of 
proposed jobsite organisation scenarios (1 and 2)? 21 52 26 3 0 3.9 

4 How efficient is the 3D site plan in terms of providing a 
vision of the expected jobsite organisation in reality?  18 49 30 5 0 3.8 

5 
Is the 3D site plan developed for scenario 2 effective in 
terms of detecting a potential collision of the two tower 
cranes? 

19 38 43 2 0 3.7 

6 How well does the 3D site plan show the distance between 
the tower cranes and the location of the material? 29 55 18 0 0 4.1 

7 To what extent can the 3D site plan help in improving site 
layout accuracy? 22 51 20 9 0 3.8 

8 How well do the 3D site plans show the volume and amount 
of spaces on site? 17 44 37 4 0 3.7 

9 
To what extent do the 3D site plans provide decision makers 
with the location details of temporary facilities, equipment, 
materials, and workflow within the site? 

32 49 21 0 0 4.1 

10 How would you rate the overall effectiveness of a 3D site 
plan for the proposed jobsite organisation scenarios? 36 59 3 4 0 4.2 

 

Results obtained from the 3D jobsite model testing using the VR headset are given in Table 
4. First, participants rated the ease of use of the VR system (VR headset) as 2.9. This may be 
chalked up to the fact that evaluators who have engaged in testing procedures of the 3D model 
by adopting VR headsets are novice users of this instrument and, due to the complexity of 
adjusting the headset lenses sideways to provide a clear view for the users to avoid a double 
image effect and a blurry view through the headset, they may have faced difficulties. One of 
the participants commented further and stated that the assessment of the system is a bit 
slower, but it enables anticipation of the reality of the site conditions and restrictions. With a 
4.4 mean rating value, participants indicate their belief for the high potential of VR 
technology for checking problems in the construction jobsite that may arise due to poor 
jobsite organisation. For Scenario 2, participants are provided with a set of screenshots 
obtained by the VR headset and asked to observe a collision between two cranes. The 
materials’ stacked location is rated as 3.9 concerning the competency of the VR headset in 
assisting the visualisation of the distance between the crane positions. This rating proves that 
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most of the participants can visualise the materials in relation to the crane placement location 
on site. The effectiveness of VR in evaluating the two different jobsite scenarios showed a 
high rating of 4.2. 

VR technology can be used in the evaluation of different construction scenarios. This finding 
proved that VR technology could be used in different construction site scenario evaluation. 
Overall, the results indicate that the participants are satisfied with the effectiveness of the 3D 
model showing the narrowness of jobsite access. The VR system enables users to be 
immersed in the virtual construction jobsite environment and to view the environment in a 
360˚ platform; hence, users are able to observe a realistic experience of reality. It is concluded 
that most of the participants agreed that VR provides users with real-life-like experience. As 
a part of this study, most of the evaluators observed the distance between the temporary 
facilities and the working area through the VR headset. The participants’ responses in Table 
4 indicate that evaluators are satisfied with the level of detail of the 3D CAD jobsite model 
in VR, and also that the applicability of VR technology in construction jobsite organisation, 
which includes studying the site layout plan, the evaluation of different scenarios, and 
collision detection is found to be promising. 

 

Table 4 - Results of the 3D Jobsite Model Testing Using VR Headset 

Questions 
Participant Rating 

(Frequency) 
 

Average 
Rating 5 4 3 2 1 

1 How easy is the VR system (VR headset) to 
use? 9 17 34 39 3 2.9 

2 

How effectively does the VR headset help in 
checking and verifying problems in jobsite 
organisation (e.g. a collision between two 
cranes)? 

44 52 6 0 0 4.4 

3 
How well does the VR headset help in 
identifying that the materials stacked location 
is far from the second crane in Scenario 2? 

29 35 38 0 0 3.9 

4 
To what level of extent does a VR headset 
provide a better understanding of what to 
expect on site? 

31 44 23 4 0 4.0 

5 
How effectively does the VR technology 
facilitate the evaluation of two different site 
plan scenarios? 

38 51 13 0 0 4.2 

6 
How well does the VR system help in 
identifying that the site access (entrance/exit) is 
too narrow for two trucks to pass at a time? 

42 53 7 0 0 4.3 

7 How well does the VR system help in checking 
the crane placement location in both scenarios? 35 46 19 2 0 4.1 
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Table 4 - Results of the 3D Jobsite Model Testing Using VR Headset (continue) 

Questions 
Participant Rating 

(Frequency) 
 

Average 
Rating 5 4 3 2 1 

8 To what level of extent can the VR technology 
help in improving site layout accuracy? 27 39 29 7 0 3.8 

9 To what level does a VR headset enable the 
user to feel a life-like experience? 43 50 9 0 0 4.3 

10 
How effectively does the VR headset help in 
showing that temporary toilets are located far 
from the working areas? 

28 43 27 4 0 3.9 

11 What level of possible advantages does the VR 
headset offer in jobsite orientation? 31 47 24 0 0 4.0 

12 
What extent is the level of jobsite 
organisational plan detailed through the VR 
headset? 

29 58 12 3 0 4.1 

13 
To what extent do you think the VR headset is 
beneficial when determining construction 
jobsite organisation? 

36 55 11 0 0 4.2 

14 How well does the 3D VR jobsite model show 
the volume and amount of spaces on site? 30 49 21 2 0 4.0 

15 What is the overall rating of the VR technology 
(VR headset)? 45 54 3 0 0 4.4 

 

4.1. Comparison of the Three Construction Jobsite Models 

In this study, for the two aforementioned scenarios, three different jobsite layout models are 
developed, and the participants (comprised of construction industry professionals) are asked 
for their opinions on the effectiveness of the models via questionnaire survey so a comparison 
of the models can be progressed. As Figure 12 illustrates, the participants’ responses are 
aggregated for relative frequency.  

As depicted in Figure 12, for the questions related to the comparison of the three proposed 
models, the relative frequency of the 2D modelling is ranked as the least advantageous option. 
Regarding the detection of the distance between cranes and the location of materials, a 
collision between cranes on site and evaluation of jobsite scenarios, the participants’ 
preference for the use of 3D models is significantly greater than for the option of using a 2D 
model. On the other hand, between the ordinary 3D model and 3D model by use of VR 
technology, the participants’ predisposition towards the use of 3D models in VR is slightly 
higher. Moreover, respondents believe that the 2D model is easier to use for jobsite 
organisation layout and 3D-VR technology is the most complex option. This necessitates the 
need for training the novice VR-technology users to mitigate the use of less effective but 
habitual use of 2D models.  
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Figure 12 - Comparison of the Three Construction Jobsite Models by Industry 
Professionals  

 

 
Figure 13 - Proposed Process Flow for Managerial Applications of VR Technology in 

Construction Jobsite Organisation  

 

5. CONCLUSION AND FUTURE WORK 

Construction managers have the key responsibility to manage and allocate individuals for 
appropriate roles in construction projects. Construction managers (CMs) hold the authority 
to hire and organise individuals such as site engineers, plant managers, foremen, and labour 
crews and it is the responsibility of CMs to assign duties to these individuals. Moreover, 
creating an effective work environment by producing a competent jobsite layout plan is 
among the critical duties of planners and site engineers. For that reason, whilst allocating 
individuals with duties, CMs should provide the site engineer and jobsite planners with 
relevant information on how to improve productivity and safety within the worksite so that 
it can be reflected on the layout plan. In the proposed process flow given in Figure 13, it is 
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recommended that the final 3D CAD site layout plan model developed by the site engineers 
and site planners is visualised by a focus group led by the CM using immersive or desktop 
VR technology. By visualising the model, underlying information of the jobsite 
organisational plan is believed to be perceived. The visualisation of the jobsite layout plan 
aids to verify site logistics, problem identification, collision detection, and evaluation of site 
scenarios in a situation where more than one site scenario is generated. On the other hand, it 
is essential to schedule a meeting for the related parties so that parties involved in the meeting 
communicate about matters concerning the establishment of each specific jobsite layout plan. 
By doing so, problems can be mitigated before the establishment of the actual construction 
site. Hence, an effective work environment can be developed. 

This study seeks to explore the applicability of VR technology for construction jobsite 
organisation. For this purpose, the comparison between the traditional methods used in 
construction jobsite organisation and 3D site planning via adopting a VR headset is 
performed. Within this framework, the ability of VR technology for jobsite layout 
organisation is explored. The findings reached in this study are based on both direct 
observations of the participants of the 3D VR site plan models (screenshots obtained from 
the VR headset) and analyses of participants’ questionnaire survey results. At the end of the 
comparison, the authors of this study discovered that traditional 2D methods used in site 
layout planning are less time-consuming and easier to understand compared to the VR-based 
3D site plans. This could be for a range of reasons, such as inexperienced users and the 
complexity of different headsets. On the other hand, participants’ responses indicate that the 
ability of the site plans in assisting users to comprehend and evaluate different jobsite 
scenarios as well as collision detection ability is more effective if a 3D site plan in VR 
technology is adopted instead of the 2D and 3D site models. Also, participants stated that the 
assessment of the system is a bit slower, but it enables anticipation of the reality of the site 
conditions and restrictions. It is recommended for construction managers to practice 3D CAD 
visualisation technology as it is beneficial to determine how the construction jobsite is being 
organised. As discussed above, it is to the advantage of jobsite planners to make use of the 
proposed visualisation technology in other to improve the efficiency of the construction 
jobsite organisation tasks. This visualisation technology can help construction managers and 
jobsite planners to visualise the arrangement of jobsites, thus providing them with a more 
detailed illustration of the site plans and enable them to visualise the amount of space 
available on site. By visually observing the space utilisation, one can develop a better 
construction site utilisation plan. 

The body of results shows the applicability of the framework for a variety of engineering 
scenarios, problem-solving, and improving the performance of projects especially for site 
layout planning. Future directions of work include testing different available types of VR 
technologies at the market for site layout planning with presented framework. We will also 
investigate the benefits of this framework in different international construction projects to 
identify strengths and weaknesses to improve the overall performance of that.  
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ABSTRACT 

A logistic regression model has been developed for evaluation of soil liquefaction by the use 
of cone penetration test (CPTu, PCPT) on data collected from Adapazarı, Turkey. The model 
inputs are the clean sand equivalent normalized cone tip resistance (qc1N,cs) and cyclic stress 
ratio corrected for moment magnitude of 7.5 earthquake (CSRM=7.5) that was experienced in 
1999. Liquefaction probabilities (PL) are obtained for each district of the city for which CPTu 
data is available with the proposed logistic regression model. Average liquefaction 
probabilities of the depth interval 0-6 m and coordinates (Longitude, Latitude) of CPT 
soundings were plotted to construct a liquefaction probability map by longitude and latitude. 
In order to show the effect of depth in liquefaction potential, the obtained liquefaction 
probability contours were reconstructed by dividing 0-6m depth into three narrow sublayers 
of 0-2m, 2-4m and 4-6m wherein liquefaction was observed during the earthquake. For each 
depth interval, liquefaction probabilities of the districts are compared with the observed 
liquefied and non-liquefied sites in the city after 1999 Adapazarı Earthquake.  

Keywords: Liquefaction, CPT, logistic regression, probability of liquefaction. 

 

1. INTRODUCTION 

Liquefaction has been investigated extensively during the past 50 years. Conditions 
triggering liquefaction and evaluation of liquefaction potential have been the main issues of 
research since the first evidence of liquefied areas were reported for Alaska Mw=9.2 and 
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Niigata, Japan Mw=7.5 during the 1964 quakes. The developed evaluation models use in-situ 
test results such as the standard penetration test (SPT) and cone penetration test (CPT) in 
order that the resistance of soil against liquefaction is defined [1, 2, 3, 4, 5, 6, 7, 8]. The 
dynamic response of the earthquake is defined as cyclic shear stress (cyc) shown in Eq. 1: 

max
00.65cyc v d

a r
g

    (1) 

The effect of dynamic loading is represented in the developed evaluation models as the ratio 
of cyc and the effective vertical stress, which is called the cyclic stress ratio (CSR) defined as 
[1]:  

max 0
' '
0 0

0.65cyc v
d

v v

aCSR r
g

 
 

 
   

 
  (2) 

where amax is the peak ground acceleration; 0v and 0'v are the total and effective vertical 
stresses respectively; rd is the stress reduction factor. Most evaluation models follow similar 
procedures to determine the liquefaction potential. The main objective is to find a boundary 
using the cyclic loading and the resistance of soil against this load, which reasonably 
separates the liquefied and non-liquefied data as shown on a simple model in Figure 1.  

 
Figure 1 - Simple model for evaluation of liquefaction [9] 

 
The deterministic models establish the Cyclic Resistance Ratio (CRR) and compare it with 
the existing CSR to determine whether liquefaction has materialized. Probabilistic models 
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have also been developed to seek the onset of liquefaction [10, 11, 12]. Logistic regression 
model is one of the commonly used methods in probabilistic evaluation of liquefaction. Liao 
et al. [10] applied logistic regression to liquefaction for the first time using corrected SPT 
blow count (N1,60) values. Toprak et al. [11] developed a logistic regression model for 
liquefaction evaluation with both SPT and CPT data. Since the data from CPTu soundings 
are more numerous than SPT for a similar borehole depth due to the smaller sampling interval 
of CPT (2cm/sec whereas one reading per 1.5m in SPT), CPT data have been commonly used 
in evaluation of liquefaction. Lai et al. [12] proposed a logistic regression model using CSR 
corrected for 7.5 moment magnitude (CSRM=7.5) and normalized cone tip resistance (qc1N). In 
this study, a logistic regression model has been developed by using CSRM=7.5 and sand 
equivalent normalized cone tip resistance (qc1N,cs) in order that the liquefaction susceptibility 
can be determined as well as the probability of liquefaction. With the developed logistic 
regression equation, probability of liquefaction for the districts of Adapazari has been 
obtained by using the CPT soundings carried out after the 1999 earthquake (Mw=7.4). 
Liquefaction probabilities and available coordinates (Longitude; Latitude) of CPTs have 
been used to create a liquefaction probability map for the City. The map has been constructed 
as a two-dimensional planar system which indicates the contours of liquefaction probability. 
The liquefaction probabilities of each district have been compared with the liquefied and non-
liquefied sites in order that the performance of proposed logistic regression equation for 
liquefaction probability can be tested.  

 

2. LOGISTIC REGRESSION 

Logistic regression is used to determine the probability of occurrence of events having binary 
response. Liquefaction is a convenient topic for the application of the logistic regression 
because the outputs are either “liquefaction occurs” or “liquefaction does not occur”. The 
output can be represented as the indicator binary variable Y which consists of “1” for 
“liquefaction” and “0” for “no liquefaction” in order that the regression can be performed. Y 
is related to the vector of explanatory variables X= [X1, X2, … , Xm]T. The probability of 
occurrence is then defined with the help of n number of observations (X1, Y1), (X2, Y2), …, 
(Xn, Yn). In the case of liquefaction, the explanatory variables are determined by considering 
the representation of cyclic loading effects and the resistance of the soil to these effects. The 
liquefaction probability PL with logistic regression is the expected value Y against X as 
follows;  

( ) [ 1| ] [ | ]LP P Y E Y  X X X   (3) 

Since PL is a probability function, the condition 0< PL(X) < 1 must be fulfilled, and the 
regression equation is obtained by solving the logit transformation function QL, which has 
the range –∞ to ∞ defined in Eq. 4 [13]: 

0 1 1 2 2logit( ) ln ...
1

L
L L m m

L

PQ P X X X
P

   
 

        
  (4) 
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0, 1, 2, …, m are the logistic regression coefficients to be determined with the use of n 
number of observations. The primary assumptions of logistic regression are that the function 
QL and the explanatory variables Xi are linearly dependent and these variables are normally 
distributed. The liquefaction probability is then defined in Eq. 5 as: 

0 1 1 2 2

1 1( )
1 exp( ) 1 exp( [ ... ])L

L m m

P
Q X X X   

 
       

X   (5) 

Regression coefficients are determined by maximizing the logarithm of likelihood function 
which consist of the variable vector X and the regression coefficients. Likelihood function 
for liquefaction probability is defined in Eq. 6: 

(1 )

1
( ; ) [ ( )] [1 ( )]

m
Y Y

L L
j

L P P 



 X B X X   (6) 

where B is the regression coefficient vector.  

The goodness-of-fit of the logistic regression has been evaluated by modified likelihood ratio 
index (MLRI) denoted by 2 as [14]: 

2

( 1)ˆln[ ( )]
21

ln[ (0)]

mL

L







    (7) 

where ln[𝐿൫𝛽መ൯] is the maximum value of log-likelihood function, ln[𝐿ሺ0ሻ] is the log-
likelihood value for i=0 and m is the number of independent variables. 2 ranges from 0 to 
1, and the regression fits well if it converges to 1. Additionally, there is an assumption after 
Liao et al. [10] that the regression model is well fitted for 2 values greater than 0.4 [12]. 

 

3. DETERMINATION OF LOGISTIC REGRESSION VARIABLES 

The vector X should contain the variables which represent the cyclic loading effect and the 
soil resistance against this loading. Cone tip resistance (qc) has been used in this study as the 
strength parameter. The correction of qc for overburden is given as the normalized cone tip 
resistance at 1 atm pressure qc1N [4]: 

1 '
0

        1.70c a
c N N N

a v

q Pq C C
P 

     (8) 

where CN is the overburden correction factor and Pa is the atmospheric pressure (95.76 kPa). 
Another correction to cone tip resistance is made for the fines content (FC). The indicator of 
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the characteristics of soil is the soil behaviour type index (Ic) in CPTu  [3] by which the 
frictional or cohesive behaviour of the soil can be identified. In addition, the effect of fines 
content is generally represented by Ic for CPTu-based liquefaction evaluations. qc1N has been 
transformed into sand equivalent normalized cone tip resistance (qc1N,cs) by using Eq. 9 [2, 4, 
5]: 

1 , 1c N cs I c Nq K q   (9) 

where KI is the fines content correction factor which is a function of Ic. The cyclic loading 
effect is generally expressed as CSR after the Simplified Procedure in both deterministic and 
probabilistic studies. Therefore, CSR has been used as a loading parameter in the vector X. 
CSR has been corrected for the earthquake moment magnitude. The correction has been 
performed by using  

7.5M
M

CSRCSR
MSF

   (10) 

where CSRM and CSRM=7.5 are the cyclic resistance ratio for moment magnitude of M and 
Mw=7.5, respectively. MSF is the magnitude scaling factor which may be calculated using 
the relation proposed by Youd et al. [5] by 

2.56

7.5
MMSF


   
 

  (11) 

 

 
Figure 2 - Box plot for qc1N,cs data 
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The data used for qc1N,cs has been demonstrated by a box plot given in Figure 2 as to the 
assumption of logistic regression. The range of qc1N,cs used in the logistic regression model 
varies from 10 to 200. 

In connection with the assumptions involved in logistic regression, the use of square root of 
qc1N,cs  has been preferred [12]. The goodness-of-fit of qc1N,cs and 1 ,c N csq  to the normal 

distribution is presented with the probability plots in Figure 3a and b, respectively. 

 
Figure 3 - Probability plot of (a) normalized cone tip resistance and (b) square root of it 

 

Several researchers have expressed the opinion that the use of natural logarithm of CSR as 
explanatory variable increases the goodness-of-fit to the normal distribution [10, 11, 12]. In 
this study, the variable CSR has been used as the form of previous studies (ln(CSRM=7.5)) in 
order that the main assumptions of logistic regression are fulfilled. 

 

4. DEVELOPMENT OF LOGISTIC REGRESSION MODEL 

Instead of taking the partial derivatives of the logarithm of likelihood function given in Eq. 
6 to obtain the regression coefficients, a MATLAB function has been used for this purpose. 
It is titled “glmfit Generalized Linear Model Regression” (manual of the MATLAB 
function is available on https://www.mathworks.com/help/stats/glmfit.html ). The data of the 
explanatory variables have been obtained from the CPT soundings which were carried out in 
Adapazarı, Turkey after the 1999 [15]. The locations of each CPT soundings and boreholes 
are depicted in Figure 4. 

The total number of qc data obtained from CPT tests is 9379. The corrections and 
normalization of qc have been performed by Eqs. 8 and 9. For the earthquake effect, peak 
ground acceleration (amax) and moment magnitude (Mw) of 1999 Adapazarı Earthquake 
records have been used to derive the value of CSR using Eq. 1. The corrections for CSR have 
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been applied with Eqs. 10 and 11. The indicator binary variable Y has been formed using the 
“Adapazari Criteria” [16, 17] for liquefaction susceptibility. Fine-grained soil is susceptible 
to liquefaction whenever the following set of rules are satisfied; 

-Liquid Limit (wL) ≤%33, 

-Liquidity Index (IL) ≥0.9 (instead, use wn/wL for NP soils) 

-Clay Fraction (D<2m)<%10, 

-Average grain size (D50) >0.02mm 

 
Figure 4 - CPT soundings and borehole locations of the studied area [18] 

 

Adapazari Criteria has been used as indicator binary variable since it has been proven that 
the liquefaction susceptibility is reflected more accurately than by other studies such as the 
“Chinese Criteria”. Thus, the variable Y consists of 2709 liquefied (Y=1) and 6670 non-
liquefied (Y=0) data. It should be added here that the majority of liquefaction sites have been 
identified after the earthquake. The database contains physical properties of soil for 
liquefaction susceptibility and values of explanatory variables from CPT results and 
earthquake record (Table 1). 
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Table 1 - Statistical information of the Adapazari database  

Variable
s 

Min. 
Value 

Max. 
Value 

Range 
(R) 

Mean 
() 

Coefficient of Variation 
(COV) 

qc1N,cs 10.23 199.98 189.75 94.80 0.41 

CSRM=7.5 0.25 0.48 0.23 0.38 0.15 

amax (g)    0.4*  

Mw    7.4*  

wL NP 110 110 32 0.59 

IL -1.16 8 9.16 0.99 0.75 

Clay% 0 70 70 16 0.75 

D50 (mm) 0.001 0.593 0.592 0.042 1.42 

* Records of 1999 earthquake (data provided from www.koeri.boun.edu.tr) 
 

The logit function QL can be written with the help of the developed regression coefficients as 

1 , 7.510.4559 0.9934 2.476 ln( )L c N cs MQ q CSR      (12) 

The relationship of liquefaction probability with logistic regression coefficients is then 
defined by : 

1 , 7.5

1
1 exp( [10.4559 0.9934 2.476ln( )])L

c N cs M

P
q CSR 


   

  (13) 

The goodness-of-fit of the developed logistic regression model has been found as 2=0.95. 
The effect of the selection of variable forms to the goodness-of-fit has been presented by 
comparing MLRIs of the two relations using 1 ,c N csq  and qc1N,cs as explanatory variables in 

Table 2. 

 
Table 2 - Comparison of logistic regression equations with different variables 

Logit Transformation 0 1 2 2 

0 1 1 , 2 7.5ln( )L c N cs MQ q CSR      10.4559 -0.9934 2.4760 0.95 

0 1 1 , 2 7.5ln( )L c N cs MQ q CSR      5.9912 -0.0556 2.3479 0.90 
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Since the logit transformation with explanatory variables 1 ,c N csq  and  ln(CSRM=7.5) have 

greater 2 value according to the comparison given in Table 2, the development of logistic 
regression model and further studies have been carried out with the probability function of 
Eq. 13. The boundaries of different liquefaction probabilities have been defined with 
liquefied and non-liquefied data on qc1N,cs versus CSRM=7.5 plane (Figure 5).  

 
Figure 5 - The developed logistic regression model  

 

In addition to the evaluation of liquefaction potential, the developed logistic regression model 
provides the possibility of determining the probability of liquefaction with the available 
inputs of qc1N,cs and CSRM=7.5. The boundary of 50% liquefaction probability in the developed 
logistic regression model is analogous with the boundaries defined in deterministic models 
since it effectively separates the liquefied and non-liquefied data.  Furthermore, the 
boundaries of 99% and 1% liquefaction probabilities indicate that the zones where 
liquefaction is most likely and where it has not developed, respectively. 

 

5. DETERMINATION OF LIQUEFACTION PROBABILITIES IN ADAPAZARI 

The performance of the developed logistic regression model has been tested by obtaining the 
liquefaction probabilities for each district of Adapazari. The probabilities have been 
calculated using the CPT data whose coordinates are made available using the relationship 
in Eq. 13. The data used in developing the proposed model has been excluded, in order that 



The Spatial Distribution of Liquefaction Susceptibility by Logistic Regression … 

9860 

the soundness of the model can be verified. The liquefaction probabilities for each CPT 
profile has been plotted on the 2D-planar system of equal liquefaction probability contours 
for 6m depth along the coordinates (Figure 6a) to secure simplicity of comparison for the 
liquefied and non-liquefied sites (Figure 6b).  

 
Figure 6 - (a) Probability contour map for 6m depth and  

(b) comparison with the liquefied sites in the city 

 

In Figure 6b, the liquefied sites are seen to concentrate near the districts TI and YG whose 
probabilities of liquefaction are the highest at 60-65% as shown in Figure 6a. The non-
liquefied sites such as OZ, TE, PA and YD have liquefaction probabilities between 5 and 
10%. Although Figure 6a gives analogous information about the liquefaction potential with 
Figure 6b, it does not reflect the effect of depth on liquefaction because it has been 
constructed by taking the average of probabilities for the entirety of 6m depth . Therefore, 
the liquefaction probability contours have been re-established for three sub-intervals of 0-2, 
2-4 and 4-6m in order to reflect the effect of depth on liquefaction potential (Figure 8, 9, and 
10).  

The liquefaction probabilities in the established contours are the highest for shallow depths 
and diminish with increasing depth. The depth of 0-2 m has the highest liquefaction 
probabilities whereas 4-6 m depth interval has the lowest, which indicates that the 
liquefaction has materialized mostly within a few meters from the ground level where 
Holocene layers as young as 100 years are known to have been sedimented. Figure 7 depicts 
the typical CPT profile of the liquefied sites at the studying region. In this figure, the 
resistance increases reasonably at 5 to 6 meters from ground level after which liquefaction 
cannot be initiated. The soil type becomes clayey after that depth which prevents the 
triggering of liquefaction. 
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Figure 7 - Typical CPT profile from a liquefied area of the studied region  

 

In Figure 8, the liquefaction probability in the districts where liquefaction was observed to 
be widespread, have been found to be between 80 and 95%, which confirms that liquefaction 
occurred mostly near the ground surface. Moreover, the liquefaction probabilities and 
confirmed liquefied sites match well, confirming that the liquefaction probability estimation 
by the developed logistic regression model provides reliable results. 
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Figure 8 - Equal probability contour map for depth interval 0-2 m 

 
Figure 9 - Equal probability contour map for depth interval 2-4m 
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The liquefaction probabilities for the coordinates corresponding to the liquefied districts are 
even lower than for the 0-2 m depth interval in Figure 9 which depicts the sub-layer 2-4m . 
However, some of the districts have probabilities higher than those obtained  for 0-2 m. This 
may be because either the ground water level (GWL) is within the 2-4 m depth interval or 
there exist non-liquefiable layers above 2 m. For instance, a location in district TH has 0% 
liquefaction probability for 0-2 m whereas a probability approximately 50% is indicated for 
2-4 m. Nevertheless, the liquefaction probabilities generally do not exceed 70-75% . 

Liquefaction probabilities for most of the districts are within 5-30% for 4-6m depth interval. 
Rare locations in Figure 10 have probabilities of 50-70% for which the liquefaction has 
occurred along the whole profile. The liquefaction probabilities generally decrease from 0-2 
m to 4-6 m depths. 

 
Figure 10 - Equal probability contour map for depth interval 4-6 m 

 

The summary of Figures 8, 9 and 10 are given in tabular form in Table 3. In this table, 
probabilities of liquefaction have been compared with the available observations of 
liquefaction for each district. The liquefaction susceptibility is represented as “YES” for 
liquefaction, “NO” for no liquefaction, and “YES/NO” for the districts where some profiles 
have liquefied whereas some have not. In the table, cell colours have the same meaning with 
the colour-scale of the developed probability contours. Red coloured cells indicate liquefied 
sites, whereas non-liquefied districts have green filled cells. The districts denoted as 
“YES/NO” as liquefaction condition are assigned yellow coloured cells. In connection with 
the liquefaction probabilities, those cells with 50% or greater probability are red. Green cells 
indicate probability of liquefaction below 50% . The cells having both less than and higher 
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than 50% probability are coloured yellow. The colours in Table 3 show that the liquefaction 
condition in each district and the liquefaction probability for the corresponding district match 
well. For some of the districts such as KP, “no-liquefaction” is indicated; however, the 
probabilities remain above 50% for 0-2m depth. The situation emanates from the fact that the 
soil along the profile may fall within the gray “test” region in according to the Adapazari 
Criteria. Moreover, some districts such as TH and YC indicate “YES” for liquefaction but 
probabilities over 50% are encountered for rare depth intervals. This is because liquefaction 
occurred at a restricted depth of the whole profile. 

 

Table 3 - The liquefaction probabilities for districts of Adapazari 

 
Districts 

PL (%) for depth 
Liquefied? 

 
 0-2m 2-4m 4-6m  
 AK 84-92 39-63 10-27 YES  
 CM 6-83 18-57 3-60 YES  
 ER - 2-11 0,3-11 NO  
 HO 74 71 65 YES  
 IS - 19 24 NO  
 KO 93 69 34 YES  
 KP 54 29 10 NO  
 KU 20 27 26 NO  
 MP   62-82 0.2-48 YES  
 OR 48-93 28-87 13-51 YES/NO  
 OZ   9-30 14-24 NO  
 PA   2-8 6-14 NO  
 SA 7-54 16-58 0-44 YES/NO  
 SK 18-77 27-72 21-38 YES/NO  
 SM 5-45 6-25 0-18 NO  
 SV   30 54 NO  
 TE   7-34 7-34 NO  
 TH 28 42-48 39-75 YES  
 TI 58-93 52-82 13-63 YES  
 TK 49-78 55-68 6-42 YES/NO  
 TZ 16 6-25 6-22 NO  
 YA 59 76 50 YES  
 YC 27 25-54 0.4-23 YES  
 YD 24-27 24-47 12-34 NO  
 YG 60-91 51-82 15-56 YES  
 YM 4     NO  
 YT 1.4 1.4 8 NO  



Ahmet Can MERT, Ersin AREL, Akın ÖNALP  

9865 

6. COMPARISON WITH OTHER LOGISTIC REGRESSION MODEL 

The proposed model has been compared with another logistic model in order to confirm that 
a new model is required for the study of liquefaction susceptibility. The results of a recent 
study in logistic regression modelling using CPT results [12] have been used for comparison 
of the findings of this research. Liquefaction probabilities at each district have been 
calculated using both the developed model in this study and the compared logistic regression 
equations found in literature. Figure 11 illustrates the discrepancy of liquefaction 
probabilities of the currently developed and the compared model. 

 

 
Figure 11 - Comparison of PL from developed equation (Eq. 13) and the proposed equation 

by [12] 

 

The equation of the regression model used for comparison gives more conservative values of 
probabilities than the model developed for this study. It has been found that the use of the 
previously developed model may result in the underestimation of liquefaction susceptibility 
in observed liquefaction sites. In contrast, the probabilities derived from this developed 
model which are above 50% have been verified at the liquefied districts. The maps also 
illustrate the comparison of average liquefaction probability contours for 6m depth with both 
developed (Figure 12a) and compared (Figure 12b) models.  

The probability contour map from the developed model has indicated values higher than 50% 
for the liquefied sites whereas the contours from the compared model has less than 50% 
probability values which do not match with the available observations made at liquefied sites. 
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Figure 12 - Equal probability contour maps from (a) the developed model and (b) the 

compared model 

 

7. CONCLUSION 

 A logistic regression model for evaluation of liquefaction susceptibility has been 
developed with 1 ,c N csq  and ln(CSRM=7.5) as explanatory variables, derived from 9379 

qc data of 26 CPT soundings performed in most districts of Adapazarı City after the 1999 
earthquake as well as amax and Mw values recorded for the earthquake. The developed 
logistic regression model is as follows: 

1 , 7.5

1
1 exp( [10.4559 0.9934 2.476ln( )])L

c N cs M

P
q CSR 


     

 The goodness-of-fit for the proposed relationship has indicated a high MLRI, at 2=0.95. 
Average liquefaction probability contours have been constructed for the 0-6 m depth 
interval for each district in the city. 

 The probability contours for sub-layers of the depth of investigation (0-2 m, 2-4 m, and 
4-6 m) have been established in order that the change in liquefaction probabilities by 
depth is reflected. 

 It has been determined that the highest liquefaction probabilities are within the top 2m 
layers. This is due to the finding that the layers through this thickness have been 
deposited during the floods of the past 500 years. 

 The probability of liquefaction has been obtained at 80-95% only for the districts of TI 
and YG for which the occurrence of liquefaction has been confirmed in situ. Thus, the 
obtained probabilities with the developed model gives matching results with the 
observed liquefaction cases. 
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 For the districts of AK, CM, OR and SK where liquefaction has been triggered in rare 
cases, the probabilities have been obtained to be both below and above 50%. The 
remaining districts where the liquefaction has not occurred have the probability less than 
50%. 

 Among the compared total of 27 districts of the city, the probability of liquefaction has 
risen above 50% for only 9 districts, which suggests that liquefaction occurred in about 
30% of the city during the 1999 Earthquake. 

 The necessity for adopting a new liquefaction evaluation approach for Adapazari has 
been confirmed by comparing the developed model with another logistic regression 
model from literature. The developed model gives more accurate results than the 
previous logistic models. In addition, Adapazari Criteria have been used as liquefaction 
indicator for development of the model which has been proven to represent the properties 
of ground failure in the region studied. 
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ABSTRACT 

The concept of time-cost relationship in construction projects was first introduced by 
Bromilow, using the data of the 328 superstructure projects completed in Australia. The aim 
of this study is to determine the time-cost relationship of superstructure projects in Turkey. 
Time and cost data of 460 superstructure projects completed between the years of 1999-2018 
was used in the study. Data was grouped primarily on the basis of the intended use of 
buildings (individual buildings, educational buildings, hospitals, industrial buildings and 
social housing), and then time-cost relationships were separately determined for each group 
through statistical analysis. In addition, the effects of the parameters such as exchange rates 
and the number of non-working days on the time-cost relationship were investigated 
statistically, as well. As a result of this study, highly meaningful time-cost relationships (R2 
=0,60) are determined for the construction projects in Turkey, excluding disaster relief 
projects, which is not part of this study. It has also been determined that while the hospital 
projects in Turkey have the highest coefficient of determination (R2= 0,87), social housing 
projects have the lowest (R2= 0,54).  
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PUB : Public T : Time 
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1. INTRODUCTION 

In construction, the prediction of a reasonably accurate time and cost relationship is necessary 
for a successful planning at all phases of the projects [1]. The idea of investigating the time-
cost relationship of construction projects was first proposed by Bromilow in 1969 [2]. 
Bromilow suggested that there is a strong relationship between the realization times of the 
projects and their cost in his study on building projects in Australia. This relationship 
proposed by the researcher is known as Bromilow's time - cost (BTC) model in the literature. 
This result is undoubtedly a very important guide both for the investors and the contractors 
in estimating the duration of the project as far as possible [3]. Bromilow has also stated that 
the time and cost variables of the BTC model can be affected and varied at various levels by 
a number of factors such as the type of project, the climate conditions of the location where 
the project is realized, the changes in the exchange rate, and the terms of the contract [2]. 
Subsequently, the model proposed by Bromilow has been studied by numerous researchers 
at different parts of the world, especially taking into account the influence of local factors [2, 
3]. Although several new approaches such as using Artificial Neural Networks [4], reference 
group class [5], genetic algorithms [6] etc., proposed for predicting time cost relationship in 
construction projects, the BTC approach still is the widely accepted approach due to its 
simplicity. 

The aim of this study is to determine the time-cost relationship of superstructure projects in 
Turkey utilizing the data of the projects completed by public and private sectors between 
years 1999-2018. In the study, data of these projects are categorized under five different 
major types, namely hospitals, educational buildings, social housing, individual buildings 
and industrial building projects. In the study, the effects of the periodical exchange rates and 
the number of non-working days were also investigated. In this context, the data of the 460 
completed projects were analyzed. Consequently, remarkably good results were obtained 
which can be utilized in the construction sector for project planning in Turkey. 

 

2. RELATED WORK 

2.1. Bromilow’s Time - Cost Model 

As mentioned above, the idea of a possible relationship between the realization cost and the 
construction duration of projects was first proposed and researched by Bromilow [2]. In his 
study in 1969, Bromilow examined the time-cost relationship of 328 superstructure projects 
in Australia. The researcher mathematically expressed the relationship between the cost and 
construction time of the projects by the following equation, 𝑇 = 𝐾𝐶஻  (1) 
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where, T is the time period between the calendar day that the project starts with the contract 
signing and ends with the substantial completion of the project. C is the final cost for the 
project to owner, namely the investor at the end of the project. In other words, it is the total 
payment received by the contractor. On the other hand, K and B are the coefficients that 
correlate time and cost. K is a characteristic of the construction time performance (depending 
on the country), and B is the value that shows the performance of the construction time versus 
the financial sensitivity. Though Equation (1) is an exponential equation, it can readily be 
transformed into a linear form as follows, ln 𝑇 = ln 𝐾 + 𝐵 ln 𝐶 (2) 

Hence, now the coefficients K and B can easily be calculated by regression analysis. 
Bromilow, for Australia, determined the K coefficient as 350 and the B coefficient as 0.30 in 
his study (Figure 1). The researcher assigned the value of C in AU$ 1 million. Based on these 
coefficients, for example, a project with a cost of AU$ 1 million constructed in Australia in 
1969 would require approximately 350 days. 

 
Figure 1 - Bromilow’s original data set (1969) [1] 

 

2.2. Related Studies in Other Countries 

Numerous researchers, by using data sets from different countries, conducted studies to 
determine the country specific K and B values of the BTC model.  A summary of these studies 
demonstrating K, B and R2 values is presented in Table 1. The R2, a statistical value, indicates 
the strength of the relationship between the variables, namely cost and time. An R2 = 1 
indicates that the time-cost relation is fully explained, whereas if the value is 0, it can be 
concluded that there is no relationship [8].  

Love et.al. (2005) considered the physical characteristics as an important determinant of the 
construction time and proposed the LTF (Love et al.'s Time-Floor) model derived from the 
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BTC model for calculating construction time by using the total floor area and number of 
floors [9]. Ng et al. (2001) found that unit construction periods developed positively over 
time, when compared to previous findings in Australia, and they attributed this improvement 
to increased productivity in construction projects over time after Bromilow's study [2, 11]. 
Kaka and Price (1991) tested the BTC model for public and private sector projects and 
consequently claimed that the time cost relationship did not vary between the public and 
private sectors [12].  

 

Table 1 - Equations obtained by other researchers with the Bromilow BTC Model  
(adapted from Kenley (2003) [40]). 

Country Author Year K B R² 
Num. 

Of 
Projects

P. Type Currency 

Australia 

Bromilow [2]  1969 287.0 0.30 - 329 Pub.+Pri. AUD 
Bromilow [19] 1974 313.0 0.30 - 370 Pub.+Pri. AUD 
Ireland [9] 1985 219.0 0.47 0.58 25 Pub.+Pri. AUD 
Yeong [20] 1994 269.0 0.22 - 87 Pub.+Pri. AUD 
Ng vd. [11] 2001 130.9 0.31 0.58 93 Pub.+Pri. AUD 

USA 
Hoffman et.al. [14] 2006 26.8 0.20 0.34 580 Pri. USD 
Choudhury et.al. [9] 2003 19.0 0.39 0.74 55 Pri. USD 

Bangladesh 
Choudhury et.al. [9] 2002 5.0 0.27 0.65 35 Pub. BDT 
Mizanur et.al. [21] 2014 156.0 0.36 0.65 63 Pub.+Pri. BDT 

Bosnia and 
Herzegovina 

Zujo ve Pusic[22] 2008 70.0 0.52 0.39 29 Pri. HRK 
Zujo ve Pusic[22] 2008 79.0 0.41 0.51 24 Pri. HRK 
Petruseva et.al. [23] 2013 0.1 0.55 0.73 75 Pri. BAM 

China Sun et.al. [24] 2010 42.4 0.29 0.52 72 Pri. CNY 

Indonesia 

Sriana et.al.-Bireun[25] 

2015 

24.1 0.14 0.09 

105 Pub. 

IDR 
Sriana et.al.-Pidie[25] 19.0 0.15 0.12 IDR 
Sriana et.al.-Utara[25] 12.8 0.26 0.83 IDR 
Sriana et.al.-Selatan[25] 24.5 0.13 0.52 IDR 
Sriana et.al.-Barat[25] 6.68 0.36 0.76 IDR 
Sriana et.al.-Timur[25] 99.3 -0.13 0.05 IDR 
Sriana et.al.-Tengah[25] 15.7 0.21 0.37 IDR 
Sriana et.al.-Banda[25] 53.8 -0.03 0.01 IDR 

Ghana Ameyaw . [26] 2012 3.2 0.38 0.38 62 Pri. GHS 

S.Korea Le-Long et.al.. [27] 2009 341.0 0.18 0.76 34 Pub.+Pri. KRW 

India Choudhury[28] 2009 4.4 0.28 0.37 50 Pri. INR 

India Car ve Radujkovic[29] 2010 58.0 0.50 0.71 107 Pub. HRK 

Hong Kong Kumaraswamy et.al. [13] 1995 152.0 0.22 0.85 111 Pub.+Pri. HKD 

UK Kaka ve Price[12] 1991 486.7 0.21 0.68 661 Pub. GBP 
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Table 1 - Equations obtained by other researchers with the Bromilow BTC Model  
(adapted from Kenley (2003) [40]). (Continue) 

Country Author Year K B R² 
Num. 

Of 
Projects

P. Type Currency 

Kuwait Jarkas[30] 2016 
28.8 0.19 0.80 113 Pri. USD 
7.9 0.28 0.85 74 Pri. USD 

Malaysia 
Yeong[20] 1994 518.0 0.35 - 51 Pri. AUD 
Endut et.al. [16] 2006 328.0 0.25 - 301 Pri. MYR 
Chan[15] 2001 269.0 0.32 0.41 51 Pub. MYR 

Nigeria 
Ojo[18] 2001 27.0 0.13 0.18 - Pri. - 
Ogunsemi et.al. [17] 2006 63.0 0.26 0.21 87 Pub.+Pri. NGN 
Waziri[28] 2014 2.8 0.54 0.54 32 Pub. NGN 

Slovakia Mačková et.al. [32] 2014 384.0 0.26 0.77 28 Pri. EURO 

Mixed  Özçekiç[33] 2007 137.3 46.05 0.76 209 Pri. USD 

Turkey 
Odabaşı[7] 2009 161.7 0.58 0.93 7 Pub.+Pri. AUD 
Bayram[3] 2016 209.0 0.35 0.26 424/530 Pub. TRY 

Vietnam 
Le-Hoai et.al. [34] 2009 98.1 0.34 0.44 

77 
Pub. VND 

Le-Hoai et.al. [34] 2009 87.2 0.35 0.38 Pri VND 
Currencies are shown in accordance with ISO 4217 standard [37]. Pub.= Projects of public sector; 
Pri.= Projects of private sector; Pub.+Pri.= Projects of public and private sector (Table 1.) Choudhury 
et al. (2003) used 1000 USD for project costs in their analysis [ 

 

Kumaraswamy et al. (1995) [13] conducted a study by using the BTC model on the 111 
projects in Hong Kong. They analyzed these projects in the data set under public and private 
sub-groups. They confirmed the usability of the model proposed by Bromilow. Hoffman et 
al. (2007) focused on the Air Force-financed facility projects and indicated that the BTC 
model represents the data set to a large extent, and they suggested that the BTC model can 
be used in order to determine time-cost relationship.  

Kaka and Price (1991) categorized the projects as public and private sector industrial 
projects; Kumaraswamy et al. (1995), Chan (2001), Ng et al. (2001), Endut et al. (2006) 
Ogunsemi and Jagboro (2006) categorized the projects in their studies according to their 
intended use (residential, commercial educational) [11,12,13,15,16,17]. While, in general, 
the existence of a time-cost relationship in the construction projects is confirmed by these 
studies conducted in various countries by using BTC model, some studies also suggested that 
such a time-cost relationship may be inadequate for some other countries. 

Ojo (2001) and Ogunsemi and Jagboro (2006) stated that the BTC model has poor forecasting 
capability for Nigerian construction projects [17, 18]. The uncertainties in the country, the 
regional factors and the fluctuations in the economy have been shown as the main reasons 
for the weak relationship between time and cost. In this respect, the researchers investigated 
the projects in their data set and proposed a fragmented structure, as an alternative to BTC 
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model, from the breakpoints of the projects and obtained more meaningful results in terms 
of the studied region.  

On the other hand, Ireland (1985) proposed a model to determine the speed of construction 
(Speed), taking into account physical factors such as gross floor area per day and number of 
storeys to be constructed [8, 9]. log 𝑆𝑃𝐸𝐸𝐷 =  −5.72956 + 2.96889ሺlogଵ଴ 𝐴𝑅𝐸𝐴ሻ଴.଺ଵଶସ + ଶ.ଽଷଷଽ଴ௌ௧௢௥௘௬௦  (3) 

All the studies carried out with different data sets are presented in Table 1, except Yeong 
(1994) and Chan (2001)’s studies. These researchers conducted their studies for Malaysia 
and used the same data set to form the BTC model, but they found different K values with 
the same data set as seen in Table 1 [15, 20]. The fundamental reason for the discrepancy of 
the K coefficients between two studies (Yeong’s K=518 and Chan’s K= 269) is that Yeong 
(1994) transformed the project costs into AUD during his study [20]. On the other hand, as 
can be seen from Table 1, the B coefficients did not show any change when compared to the 
K coefficient. The main result that can be construed from this situation is that while the 
currency directly affects the coefficient K in the model, on the other hand currency does not 
affect the coefficient B in the BTC model. Additionally, it is understood that models can be 
compared using B coefficients, even though the models, created for different countries, use 
different currencies. Okere (2018) aimed to study time-cost relationship of road projects 
realized in the Washington State by using the BTC model. The researcher found positive 
correlation (R2 = 0,695) between time and cost of the road projects [35]. Adeyemi and 
Masalila (2016) investigated time-cost relationship of construction projects in Botswana. 
Researchers found that BTC model can reveal time-cost relationship (R2= 0,817) of 
construction projects realized in the Botswana [36]. 

In conclusion, as can be seen from Table 1, while there are studies that confirm the 
relationship between time and cost, there are also studies that show low correlation between 
these two variables. In the literature survey, it was found that the variability of economic 
conditions, working styles and technical qualifications in the regions where the data set of 
the studies were collected affect the time and cost relationship significantly. Therefore, taking 
into account these basic factors that affect the construction projects can provide more 
accurate results in terms of time-cost relationship. 

 

2.3. Time - Cost Model Studies in Turkey 

In Turkey, several studies were conducted. Bayram (2017) investigated the completion 
period of the public buildings, consisting of health and educational buildings, in Turkey using 
both Bromilow’s time-cost (BTC) and Love's Time - Floor (LTF) models. The researcher 
concluded that the BTC model is superior to the LTF model, stating that "cost" is a more 
significant predictor of duration than number of floors and total floor area [6]. Odabaşı (2009) 
examined the construction projects, consisting of 7 educational buildings, carried out 
between 2004 and 2007 at the Middle East Technical University Campus and the factors 
affecting the construction time. Odabaşı suggested that the BTC model can be used in 
predicting time-cost relationship in construction projects [7].  
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3. METHODOLOGY 

3.1. Data Set 

As presented in Table 1, researchers have studied data sets by classifying according to 
customer types, namely public and private, as well as classifying according to the function 
of the structure, such as hospital and educational buildings [38]. In this study, during the 
preparation phase of this work, data of 501 projects carried out in 56 cities in Turkey between 
1999 and 2018 has been collected (Table 2).  

 

Table 2 - General Features of Projects 

Project 
Type 

Sector 
(Public 
(Pub.) / 
Private 
(Pri.) 

Num. 
of 

Projects 

Project 
% 

Realization 
Period of 
Projects 

Shortest 
Contr. 

Duration 
(day) 

Longest 
Contr. 

Duration 
(day) 

Lowest 
Contr. 
Value 

(Million 
TL) 

Highest 
Contr. 
Value 

(Million 
TL) 

Social 
Housing 

Pub. 130 28.3% 2005 - 2017 203 750 1.28 147.55 

Educational 
Building 

Pri.+Pub. 177 38.5% 2007 - 2016 145 685 1.92 103.20 

Hospital Pri.+Pub. 40 8.7% 1999 - 2014 350 1200 0.35 149.50 
Individual 
Building 

Pri. 58 12.6% 2011 - 2016 163 773 0.22 120.00 

Industrial 
Building 

Pri. 55 11.9% 1999 - 2017 190 650 0.40 79.67 

All Projects Pri.+Pub. 460 100% 1999 - 2017 145 1200 0.22 149.50 
 

The data collected for each project consists of the date of the contract, date and place of 
delivery of the project, the date of completion of the work according to the contract, the 
contract value, date of the temporary acceptance, the location of the project, the employer 
and the contractor firm, the actual payments (cash flows), realization date and cost of the 
Project. Project data was obtained by interviewing project managers of the Public Housing 
Administration (Toplu Konut İdaresi-TOKİ) and 65 construction companies operating in the 
sector. TOKİ projects consist of TOKİ Disaster Housing projects and TOKİ Social Housing 
projects. However, Disaster Housing projects were excluded from this study because they 
were built under extraordinary conditions that occurred after the disaster. Therefore, 41 
projects were removed from the data set leaving 460 projects to be used in the analysis. The 
project groups are hospitals (8.70%), industrial buildings (11.96%), individual buildings 
(12.61%), social housing (28.56%) and educational buildings (38.48%) as tabulated in Table 
2. The shortest completion period in the data set is 145 days and the longest is 1200 days. 
The minimum and maximum contract values are 0.22 and 149.50 Million TL at the time of 
contract signing. The average contract value of the projects in the dataset was determined to 
be approximately 20 Million TL and the realized completion cost is calculated to be 
approximately 21 Million TL. The average completion time of the projects was determined 
as 422 days. On the other hand, the data set contains both private and public projects. Hence 
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the data set used in this study is a much more comprehensive set than the earlier studies made 
on Turkish projects. 

Projects in the data set were classified in 3 main groups based on their types of use, exchange 
rates at the time they were built and the non-working days of the cities where they were built. 
These 3 main groups also have their respective sub-groups as will be explained below. 

 

3.2. Data Analysis 

The projects in the data set were realized at different times. Hence, the project costs were 
affected by the changing economic conditions. Within this framework, the realization cost of 
the projects should be free from the time effect via indexes and be made comparable on a 
common basis as recommended in the Bromilow’s (1969) BTC model. Therefore, the 
Equation (4) is used in this study in order to remove time effects from the realization costs. 𝐴𝑑𝑗𝑢𝑠𝑡𝑒𝑑 𝑅𝑒𝑎𝑙 𝐶𝑜𝑠𝑡 = 𝑅𝑒𝑎𝑙 𝐶𝑜𝑠𝑡 ቀ1 + ூభିூమூమ ቁ (4) 

where, I1 refers to the index value at the contract date, and I2 refers to the date at which the 
project costs are to be examined. Whereas, Real Cost shows the realization cost of the project 
at the time of delivery and the Adjusted Real Cost shows the cost of project free of the time 
effects. In this study, the project costs were adjusted to April 2018 by using the producer 
price index (PPI) provided at the web site of TUİK.  

All the data analysis was performed using Mathworks Matlab version R2017a [39]. 

 

3.3. Grouping per Exchange Rates and Number of Non-Working Days 

Ireland (1985) emphasized the utility of the BTC model, while underlining the fact that 
adding variables that measure the time, cost, and quality to the BTC model, would provide 
more efficient results for projects [9]. Ojo, (2001) and Ogunsemi and Jagboro (2006) showed 
that the BTC model cannot achieve much success because of the fluctuations and 
uncertainties in the construction sector and also put forward that alternative mathematical 
approaches that fit with conditions, could be used for predicting time-cost relationship [17, 
18]. Kumaraswamy and Chan (1995) reported that the construction duration was affected by 
the project location [10]. Finally, Kenley (2003) suggested that the implications and roles of 
project classifications in prediction models should be addressed by researchers in further 
works [40]. 

On the other hand, it is known that the construction sector in Turkey is affected by the 
exchange rates due to high use of imported materials [41, 42]. Hence, examination of the 
effect of exchange rates is important. To study their potential effect, exchange rate 
information was obtained from the website of the Central Bank of Turkey (CBRT). The 
exchange rates were normalized dividing by the January 2018 rates (Figure 2) [42].  

As can be seen from Figure 2, there are 3 different periods in terms of exchange rate trends. 
Between 1999 and 2003 is the first period when exchange rates displayed a continuous rising 
trend, on the other hand between 2003 and 2010 is the second period when exchange rates 
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stayed relatively stable. In the third and the last period, between 2010 and 2018, exchange 
rates had both fluctuating and rising trends. At first, it had been planned to analyze projects 
under 3 different periods mentioned above. However, the 1999-2003 period was not taken as 
a separate group because this period is very short compared to the other two and there was 
not sufficient amount of data to evaluate the effect of exchange rates. As a result, the 
exchange rates were separated into two periods according to the exchange rate movements 
and are indicated by the dashed line in Figure 2. In this study, the period of 2003-2010, in 
which the exchange rates are relatively stable, was defined as the first group, and the 
fluctuating period of 2010-2018 was defined as the second group. It is considered that the 
grouping of the projects according to two periods mentioned above will also help to 
understand the effect of exchange rate and to give more accurate results.  

 

 
Figure 2 - Normalized USD/TRY, EUR/TRY ER and the PPI between 1999 -2018 

 

In Figure 2, the variation of PPI by years is also demonstrated. When the trend of the index 
is examined, it can be seen that PPI has a tendency to increase continuously similar to the 
exchange rates.  

The number of non-working days signifies the number of days that cannot be worked due to 
climatic conditions in construction projects. In order to be able to investigate the effect of the 
time component, which is one of the two main components of the BTC model, on the 
completion of the project, the number of non-working days is included in the analysis. The 
number of non-working days (NWD) is determined by the Ministry of Environment and 
Urbanization for each province in Turkey [44]. Using this parameter, a grouping was made 
according to non-working days determined within the scope of the circular published by the 
Ministry according to conditions of the provinces where the projects take place.  
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4. ANALYSIS AND RESULTS 

4.1. Basic Analysis 

Figure 3 shows the time-cost relationship of the building groups according to their intended 
use. The vertical axis defines the time data in calendar days, while the horizontal axis 
represents the project costs in Million Turkish Liras. Dashed lines represent +/- one standard 
deviation values for the data sets. Standard deviation ranges have been found to be higher in 
hospital and industrial building projects as compared to other groups. This is due to the fact 
that whilst there are hospital projects costing approximately 1 million TL, there are also 
hospital projects that cost 164 million TL in the data set. This situation obviously causes the 
standard deviation to rise especially in terms of the hospital and industrial projects. 

The BTC model coefficients for all projects and individual groups are shown in Table 3 and 
the time-cost curves are shown in Figure 3. There is a strong correlation between the time 
and cost for all groups with R² values ranging from 0.74 to 0.87. However, the results indicate 
that social housing projects differentiate from other projects with somewhat lower R² value 
(0.54). The project durations of these projects do not increase at the same pace when the 
curve of social housing projects costs are higher than 30 Million TL, adjusted value. This is 
due to the fact that social housing projects are composed of multiple buildings and the 
duration is mostly influenced by the building having the longest construction period within 
the project.  

 

Table 3 - BTC Model Analysis Results According to Project Types (S=460) 

Project Type K B R² 
Social Housing 346.93 0.102 0.54 

Individual Building 307.19 0.156 0.79 
Hospital 159.57 0.362 0.87 

Educational Building 196.43 0.252 0.82 
Industrial Building 151.83 0.269 0.74 

All Projects 230.04 0.210 0.60 
 

When the projects are analyzed according to their completion times, K coefficients obtained 
for industrial and hospital projects differ from other projects. However, when B coefficients 
are examined, it is observed that the hospital projects (B=0.362) have a higher value than 
industrial projects (B=0.269). As B coefficient is a constant that indicates the sensitivity of 
time performance to cost level, it has been concluded that while costs of hospital projects, 
with the highest B value, have increased, the construction periods of these projects have 
increased more than the other project groups. In Figure 3, it has been seen that with the 
increase in cost, construction times of hospital projects reach approximately1000 calendar 
days and differentiate from other projects. 

The main reason for the decomposition of the hospital projects on the graph is that the cost 
of hospital projects increases and the construction time tends to increase more rapidly 
compared to the other groups. Particularly when the data of the hospital projects are examined 
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in detail, it is seen that the realization period of the projects mostly exceeded the contract 
period. The curves of the groups are also compared in Figure 4. As can be seen from the 
figure the hospital projects exhibit a different trend at higher project values compared to the 
other groups due to their high B coefficient. On the other hand, one of the noteworthy findings 
obtained in this study is that for the other project groups BTC curves demonstrate a very 
similar trend.  

 

 

 

 
Figure 3 - BTC Model Analysis Results for All Projects 
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Figure 4 - BTC Model Curves According to Project Groups 

 

As mentioned earlier Bayram (2017) studied time-cost relationships of public buildings in 
Turkey. While 82% of his data set consisted of educational buildings, 11% of the data set 
was hospital projects [3]. The equations obtained for the projects of the educational building 
(Equation 6), the hospitals (Equation 7) and the equation proposed by Bayram (2017) 
(Equation 5) can be compared as follows; 𝑇 = 209𝐶଴.ଷହ଴ (5) 𝑇 = 196.43𝐶଴.ଶହଶ (6) 𝑇 = 159.57𝐶଴.ଷ଺ଶ (7) 

When K coefficients of this study and Bayram’s are compared, Bayram’s coefficient (2017) 
is higher. When the B coefficients that shows the slope of the curve are examined, the 
obtained coefficient in the study of Bayram (2017) is B = 0.350 for hospital projects, while 
the obtained coefficient is B = 0.362 in this study for the same project type. As a result, 
although coefficient K, obtained from Bayram (2017), is similar to coefficient K for the 
educational buildings in this study, coefficient B, obtained from Bayram (2017)’s study is 
similar to coefficient B of hospital projects in this study. It is worthwhile to mention that in 
Bayram’s (2017) data set is a composition of 530 public projects which mainly consist of 
educational buildings (432) and hospital projects (56), therefore direct comparison with this 
study will not yield accurate results, since all the projects are analyzed together [3]. 
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4.2. BTC Model Analysis According to Different Parameters 

Apart from the groupings made in the previous section, the data was further analyzed for 
non-working days (3 groups) and Exchange Rate (2 groups). The time-cost relationship 
analysis results of the BTC model for the five building groups, examined with the non-
working days and exchange rate parameters considered are summarized in Table 4 and 
presented in detail in the following sub-sections. 

 

Table 4 - Results of BTC Model Analysis According to NWD and ER Parameters, (S=460) 

Project Groups Parameter
Group 1 Group 2 Group 3 

K B R² K B R² K B R² 
All Projects 

Number of 
the Non-
Working 

Days 

261.9 0.165 0.56 177.5 0.269 0.64 254.2 0.197 0.65 

Social Housing 343.0 0.103 0.59 403.6 0.059 0.32 330.9 0.116 0.58 

Individual Building 312.7 0.147 0.60 305.4 0.160 0.89 277.5 0.179 0.90 

Educational Building 190.6 0.255 0.84 170.2 0.334 0.81 213.0 0.247 0.87 

Hospital 191.3 0.299 0.83 133.7 0.494 0.98 149.2 0.398 0.85 

Industrial Building 195.3 0.198 0.50 144.5 0.275 0.78 249.0 0.158 0.94 

All Projects 

Exchange 
Rates  

217.0 0.228 0.70 234.8 0.203 0.56    
Social Housing 302.6 0.139 0.67 369.9 0.085 0.50    
Individual Building - - - 307.2 0.156 0.79    
Educational Building 197.3 0.250 0.84 188.7 0.266 0.77    
Hospital 159.1 0.737 0.90 158.8 0.355 0.84    
Industrial Building 223.4 0.172 0.92 135.6 0.313 0.73    

 

4.2.1. The Effect of Non-Working Days on Time-Cost Relationship of All Projects 

In construction projects, especially due to adverse weather conditions such as rain, snow and 
humidity, there can be non-working (NWD) days within the contract period [44]. Thus, the 
non-working days reflect the climatic characteristics of the geographical zones. The effect of 
non-working days on time-cost relationship for the projects in the data set were analyzed 
according to the circular published by the Ministry of Public Works and Settlement on 
07/07/1982 and with the number B-01/İh.İş.Mr.Gr.3/99-2/101156-B [41].  

The circular assigned a NWD value for each city as 0, 60, 75, 90, 105, 120, 135, 150 or 165 
days. For the purpose of observing regional effect, the number of non-working days has been 
examined in 3 groups: the cities with 0 and 60 NWD values are in the Group 1, while 75, 90 
and 105 NWD values are in Group 2, and the remaining are in Group 3.  

The results obtained for each group are shown in Figure 5. One would expect that the projects 
in Group 3, with the highest NWD, will be realized in the longest time. However, the 
coefficient B (0.269) obtained for the Group 2 projects is higher than the other groups, which 
means that the project completion times will be longer with increasing costs in Group 2 
projects. The projects in the Group 3 are completed in a longer period than the projects in 
Group 2 up to the limit of TL 150 Million. However, it is understood that the projects in 
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Group 2 costing 150 Million TL and more will be completed longer than the projects in the 
Group 3. It is seen in Figure 5 that the projects in Group 1, which have the least non-working 
days (0-60 days), are completed in a shorter period than the other groups. Since the 
coefficient B is lower than the other two groups, it is seen in the related graph that the 
increasing cost has less effect on the total number of days for the Group 1. 

 

 

  
Figure 5 - All Projects- BTC Model Curves According to NWD 

 

4.2.2. The Effect of Non-Working Days on Time-Cost Relationship of Social Housing  
          Projects 

Social housing projects were analyzed according to the non-working days and the results 
obtained are shown graphically in Figure 6.  

For the projects in Group 2, the determinant of time-cost relationship (R2 = 0.32) is lower 
than the determinant of time-cost relationship (for Group 1 R2 = 0.59 and for Group 3 R2 = 
0.58) obtained for the other groups is lower. Additionally, Group 2 has a quite large standard 
deviation than other groups because of the fact that social housing projects in the Group 2 
have time and cost values that are highly diverse from each other as seen in Figure 5. Social 
housing projects carried out in the provinces with the highest number of non-working days, 
are completed in a longer period than in the provinces with the least number of non-working 
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days (Group 1, 0 and 60 days). However, no significant difference in project completion 
times was determined for both of the two social housing project groups. The most important 
reason for this situation can be interpreted, as social housing projects are very similar in 
structure and completed with a certain systematic method. In terms of all three groups, 
projects with the cost of approximately 35 million TL can be completed in about 500 days 
on the average. 

 

 

 
Figure 6 - Social Housing Projects - BTC Model Curves According to NWD 

 

4.2.3. The Effect of Non-Working Days on Time-Cost Relationship of Individual  
          Building Projects 

The individual building projects were analyzed according to the non-working days and the 
results obtained are shown in Figure 7. According to the results, in the first analysis of the 
individual building projects without the effect of non-working days, determinant of the time-
cost relationship of the BTC model was found R² = 0.79. However, in the analysis with the 
non-working days parameter, the time-cost relationship for individual building projects in 
the Groups 2 and 3 (for group 2, R2 = 0.89 and for Group 3, R2 = 0.90) was found to increase. 
For the Group 1, the time-cost relationship was found to be lower (R2 = 0.60). When the BTC 
model curves of the individual building projects separated into 3 different groups according 
to non-working days parameter are examined, it was determined that there is not a significant 
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difference in terms of time-cost relationship. In this context, it can be understood from Figure 
7 that the time-cost relationship of the individual building projects carried out by the private 
sector is not affected by the number of non-working days. 

 

 

 
Figure 7 - Individual Building Projects - BTC Model Curves According to NWD 

 

4.2.4. The Effect of Non-Working Days on Time-Cost Relationship of Educational  
          Building Projects 

The educational building projects were analyzed according to the non-working days and the 
results obtained are shown in Figure 8. According to this analysis, the time-cost relationship 
for all groups was found to be 81% and above. The coefficient B (0.334) of the projects in 
the Group 2 is higher than those of the other groups as seen in the Figure 8. 

In this context, it is understood that if the high-cost educational building projects are built in 
the second group, the projects will be completed longer than those in the Groups 1 and 3. The 
projects in the Group 1, which have the least non-working days, received close values for the 
K (196,43) and B (0,252) coefficients to the coefficients (K = 190,57, b = 0,255) obtained for 
all educational building projects before grouping. Projects in Group 3 have the highest 
determination coefficient (R² = 0.87) which explains the time-cost relationship  being higher 
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than those of other two groups. However, according to analysis after grouping is made 
according to non-working days, it can be understood that the projects in the Group 1 (0-60 
days) can be completed in a shorter period than the other groups. 

 

 
Figure 8 - Educational Building Projects - BTC Model Curves According to NWD 

 

4.2.5. The Effect of Non-Working Days on Time-Cost Relationship of Hospital Projects 

The results of the analysis for hospital projects according to the non-working days are shown 
in Figure 9. According to the results, the determination coefficient levels of BTC models 
(Group 1 R² = 0.83; Group 2 R²=0.98; Group 3 R²=0.85) obtained from analysis after 
grouping, are similar to the coefficient (R²=0.87) for hospital projects before grouping 
according to non-working days. It can be understood from Figure 9 that the projects in the 
Group 1 can be completed in a shorter time than the projects in the Group 3.  

In this context, in the case of hospital projects, it is understood that as long as the number of 
non-working days increases, the average completion times of the projects increases. On the 
other hand, the time-cost relationship level (98%) of the projects in the second group is 
obtained significantly higher than the other groups. However, it is important to note that the 
number of projects in this group was limited to four projects, which in turn may not yield 
accurate results. 
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Figure 9. Hospital Projects - BTC Model Curves According to NWD 

 

4.2.6. The Effect of Non-Working Days on Time-Cost Relationship of Industrial Building  
          Projects 

 
Figure 10 - Industrial Building Projects - BTC Model Curves According to NWD 
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Figure 10 - Industrial Building Projects - BTC Model Curves According to NWD 

(continue) 

 

The analysis results for the industrial building projects according to the non-working days 
parameter are shown in Figure 10. Accordingly, strong time-cost relationship was identified 
in all projects except the projects in the Group 1. The BTC model curves of the industrial 
projects in Group 2 and 3 seem to be similar. However, the projects in the Group 1 are 
separated in the graph with their longer construction time. In this context, for industrial 
building projects, it is seen that as the number of non-working days increases, the completion 
time of the projects seems to increase. 

 

4.2.7. The Effect of Exchange Rates on Time-Cost Relationship of All Projects 

The results of the analysis obtained for all the projects after the grouping according to the 
exchange rates parameter are shown in Figure 11. According to these results, the time-cost 
relationship level of projects carried out in the period 2003-2010, when the exchange rates 
were more stable, is determined as R² = 0.70, on the other hand, in the period 2010-2018,  

 

 
Figure 11 - All Projects - BTC Model Curves According to Exchange Rates 
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Figure 11 - All Projects - BTC Model Curves According to Exchange Rates (continue) 

 

when the exchange rates were in an increasing trend, R² is determined as 0.56. This shows 
that time-cost relationship of projects in the first period can be explained with more validity 
than in the second. However, when the effect of the exchange rates parameter is examined in 
terms of project completion times, it can be seen that the projects are completed in a shorter 
period in the period of 2010-2018. Especially, in the case of the project costs that are higher 
than 50 million TL, it is observed that the construction durations of the projects during the 
period between years 2010-2018 are less than those in the projects carried out in the previous 
period. 

 

4.2.8. The Effect of Exchange Rates on Time-Cost Relationship of Social Housing Projects 

The results obtained for social housing projects after the grouping according to the exchange 
rates parameter are shown in Figure 12. The level of the time cost relationship for the projects 
carried out in the period 2003-2010 is R² = 0.67, while it is R² = 0.50 for the period 2010-
2018. Projects in Group 1, up to the limit of 40 Million TL cost, can be completed in a shorter 
time than the other groups, while projects in the Group 2 can be completed in a shorter time 
when the costs exceed 40 Million TL. 

 

 
Figure 12 - Social Housing Projects - BTC Model Curves According to Exchange Rates 
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Figure 12 - Social Housing Projects - BTC Model Curves According to Exchange Rates 

(continue) 

 

4.2.9. The Effect of Exchange Rates on Time-Cost Relationship of Educational Building  
          Projects 

 

 
Figure 13 - Educational Building Projects - BTC Model Curves According to Ex. Rates 

 

The time-cost relationship of educational building projects under the exchange rate effect has 
been examined and the analysis results are shown in Figure 13. Accordingly, it seems that 
the BTC model explains the time-cost relationship in both two periods. As seen in the 
graphics, the time-cost relationship level of the educational building projects realized in the 
period of 2003-2010 are at a higher level than that of the projects of 2010-2018 period. It can 
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also be concluded that the educational building projects carried out in the period of 2003-
2010 were completed in a shorter period than the educational building projects built between 
2010 and 2018. 

 

4.2.10. The Effect of Exchange Rates on Time-Cost Relationship of Hospital Projects 

The time cost relationship of hospital projects under the exchange rate effect is shown in 
Figure 14 as a result of the analysis. The projects in both groups, which are formed according 
to the exchange rate parameters, did not show any distinction until the cost of approximately 
of 25 Million TL. However, it can be understood from Figure 14 that the projects, with the 
cost of over 25 Million TL, can be completed in a shorter period from 2010 to 2018 than in 
the first period. As a result of this analysis, the higher R2 values obtained for both periods 
show that the time-cost relationship level is higher. 

 

 
Figure 14 - Hospital Projects - BTC Model Curves According to Exchange Rates  

 

4.2.11. The Effect of Exchange Rates on Time-Cost Relationship of Industrial Building  
            Projects 

The time-cost relationship of the industrial building projects, under the exchange rate effect, 
has been examined and the analysis results are shown in Figure 15. Industrial building 
projects in Group 1 have a more significant time-cost relationship like in the other type of 
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projects when compared to projects built in 2010-2018 period. However, unlike other 
building groups, industrial projects are completed in a shorter period in the period when 
foreign exchange is stable (2003-2010). On the other hand, in the period of 2010-2018 when 
the foreign exchange is in a rising trend, the industrial projects can be completed considerably 
longer. Companies that are operating in the industrial sector in our country are also vulnerable 
to exchange rates, and this situation may lead to a deterioration of the payment balance of 
infrastructure investments [45]. On the other hand, the construction cost of the industrial 
building projects are basically a function of the main construction materials used, namely 
reinforcing steel, structural steel and concrete [46]. Whereas, the prices of these materials are 
all indexed to the exchange rates. 

 

 
Figure 14 - Industrial Building Projects - BTC Model Curves According to Exchange Rates 

 

4.2.12. The Effect of Exchange Rates on Time-Cost Relationship of Individual Building  
            Projects 

The grouping with the foreign exchange parameter could not be applied for individual 
building projects group since the data of the building projects are distributed only between 
the years 2010-2018. In this context, there could be no possibility of comparison between 
two periods in order to reveal the effect of exchange rates on the time-cost relationship of 
these projects. 
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5. DISCUSSION 

The effects of the number of non-working days and exchange rate parameters on time-cost 
relationship of the Project groups are summarized in Table 4. As a result of the analysis 
carried out according to non-working days, the time-cost relationship levels in all groups for 
all other projects except social housing projects are significantly explained in the 59-98% 
range. On the other hand, in the period of 2010-2018, it is seen that the level of explanation 
of time-cost relationship of the BTC Model is lower than in the period of 2003-2010 due to 
the increase of the exchange rates against Turkish Lira. In this context, it has been determined 
that the time-cost relationship is also influenced by the fluctuation of the exchange rate, since 
this fluctuation affects project costs. 

The fact that the time-cost relation between the periods of 2003-2010, when the foreign 
exchange is stable, is higher compared to the period 2010-2018 when the foreign exchange 
is fluctuating shows the effect of the exchange rates on the Turkish Construction Sector. The 
reason for this is the fact that the equipment used in the construction sector and some of the 
raw materials are imported with using foreign currencies [41]. Similarly, it is understood that 
the number of non-working days is an important factor affecting the time-cost relationship. 

The higher the tender prices affect hospital projects at the highest level in terms of duration. 
As the project cost increase for these building groups, the delivery time is also increasing 
remarkably. On the other hand, social housing projects with the cost of 50 million TL and 
above, are seen to have a shorter period of completion than the other building groups. Despite 
the high tender prices in this type of construction projects, delivery times are not affected at 
the same time. When compared to other building groups, the BTC model has the lowest level 
of determination (R² = 0.56) for the time-cost relationship for social housing projects. 
However, it has been found that the level of time-cost relationship in the projects built by the 
private sector is higher than that of the projects built by TOKİ (Public). It is found that the 
time-cost relationship for this study varies for both the public and private sectors, according 
to the results the performance of private projects is better than the public in this study as Le-
Hoai et al. (2009) [34] revealed the same conclusion in their respective study. Some of the 
reasons for the low performance of public projects may  change orders related to the projects, 
such as concept changes, design problems, and other unidentified causes as Albalushi et al. 
(2013) mentioned in his study [47]. According to Kaka and Price (1991), the reason for the 
lower performance of public projects than the private projects is the high level of the interest 
and concern of the private sector customers on the time and the cost of the projects [12]. This 
is a very critical and sensitive issue for investors to have the projects start the operation phase 
within the planned budget as soon as possible. The results of this study also support the results 
of Kaka and Price (1991). 

The effects of the non-working days on the time-cost relationship is analyzed in this study 
and it has been revealed that the completion times of the projects are shorter in the cases 
where the non-working days are the lowest (Group 1, 0-60 days). On the other hand, no 
remarkable effect of non-working days was observed on the time-cost relationship of the 
private sector building projects. The results of the analysis have revealed that the industrial 
projects were directly affected by the exchange rate fluctuation (Figure 15). Projects built 
between 2010 and 2018, except the industrial building projects, were completed in a shorter 
period than projects between 2003 and 2010. On the other hand, it is understood from this 
study that BTC model reveals the time-cost relationship for all project groups at a very high 
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level between 2003 and 2010. The fact that BTC model explains time-cost relationship in the 
period with stable exchange rates better than the in the period with increasing exchange rates, 
indicates that the sector is affected by the exchange rate fluctuations 

 

6. CONCLUSION 

In this study, the time-cost relationship of the building projects realized in Turkey was 
investigated based on the Bromilow’s time-cost prediction model. The data set used 
comprised of 460 projects intended for different uses at climatic regions of the country. The 
time-cost relationship curves of each group, as well as all the projects as a group, were 
determined taking into consideration the changes in the exchange rate and the number of non-
working days (namely the climatic effects). Subsequently, it is concluded that the 
consideration of the number of non-working days and the exchange rates can have strong 
impact on the time –cost relationship. Also, the curves can be refined further by using larger 
data sets.  
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ABSTRACT 

Increasing travel demand in urban areas triggers traffic congestion and increases delay in 
road networks. In this context, local authorities that are responsible for traffic operations seek 
to strike a balance between traffic volume and capacity to reduce total travel time on road 
networks. Since signalized intersections are the most critical components of road networks 
in terms of safety and operational issues, adjusting intersection signal timings becomes an 
effective method for authorities. When this tool remains incapable of overcoming traffic 
congestions, authorities take expensive measures such as increasing link capacities, lane 
additions or applying grade-separated junctions. However, it may be more useful to handle 
road networks as a whole by investigating the effects of optimizing signal timings of all 
intersections in the network. Therefore, it would be useful to investigate the right time for 
capacity enhancement on urban road networks to avoid premature investments considering 
limited resources of local authorities. In this study, effects of increasing travel demand on 
Total Travel Cost (TTC) is investigated by developing a bi-level programming model, called 
TRAvel COst Minimizer (TRACOM), in which the upper level minimizes the TTC subject 
to the stochastic user equilibrium link flows determined at the lower level. The TRACOM is 
applied to Allsop and Charlesworths’ network for different common origin-destination 
demand multipliers. Results revealed that TTC values showed an approximate linear increase 
while the travel demand is increased up to 16%. After this value, TTC showed a sudden spike 
although the travel demand was linearly increased that means optimizing signal timings must 
be supported by applying capacity enhancement countermeasures.  
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1. INTRODUCTION 

Travel demand has substantially increased during recent years as a consequence of fast 
growing population and correspondingly generated mobility need especially in developing 
countries. Since a developing country can be defined as a country with less developed 
industrial base and less gross domestic product per capita relative to developed countries, 
urban road network management is a lot more essential for these countries. As developing 
countries have limited financial resources, they are required to efficiently use their resources 
especially in urban road network management in which investments made to improve road 
networks performance are quite expensive. A general view in urban road network 
management is that the local authorities generally try to take some countermeasures such as 
increasing link capacities, improving junctions, applying grade-separated junctions etc. on a 
budget basis to cope with increasing travel demand over time. However, many authorities 
apply these measures after they came across serious problems in terms of traffic congestion 
and related issues. Since authorities cannot properly predict the influence of increasing travel 
demand on the performance (e.g. total travel cost) of road networks, investments to overcome 
such problems cannot be made timely. Moreover, from the point of steering investment 
decisions, some investments made to increase network’s performance may be unnecessary 
because authorities are already able to overcome such problems by applying some cost-
efficient measures (e.g. setting signal timings) even in case of increasing travel demand. At 
this point, local authorities need to have information in order to decide whether they make 
expensive infrastructure investments or use suitable signal timings to overcome problems 
revealed with increasing travel demand. In other words, authorities can make their investment 
decisions more accurately if they know how much longer transport supply will respond to 
the increase in travel demand by applying suitable signal timings. As known, signalized 
intersections are designed in order to reduce overall cost in a road network and to ensure 
intersection safety as well. However, using inappropriate signal timings leads to increasing 
total travel cost in the network and to reducing its capacity. Thus, the problem of finding 
appropriate signal timings is an important issue for local authorities who are responsible for 
traffic management. Many researchers have investigated this problem with regards different 
perspectives as given in Table 1 starting almost as long back as the last half century.  

As can be seen in Table 1, studies on traffic signal timing optimization have started with 
well-known work presented by Webster [1]. Until the mid-1990s signal timing optimization 
had been carried out by using mathematical methods generally aiming to minimize delay. 
However, from the beginning of the 2000’s, heuristic algorithms started to be used in signal 
optimization due to their successful applications especially in optimization field and to 
eliminate negative effects of derivatives of complex mathematical expressions used for 
optimizing signal timings. Since that time, various objective functions have been used instead 
of minimizing delay. In recent years, one of the most important issues is the selection of 
objective function to optimize signal timings in a road network, more properly. In this study, 
total travel cost (TTC) as an objective function has been selected in order to optimize signal 
timings. It is obvious that link cost function should be firstly defined to find the TTC in a 
given road network. For this purpose, the link cost function is presented as the sum of free-
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flow travel time, average uniform delay, and average random plus oversaturation delay per 
vehicle in order to define a network travel cost closer to the reality. Another reason for the 
use of the TTC is that the network-level solution of traffic congestion problem may be more 
effective in comparison with junction-level solution in which authorities try to solve the 
problem only for considered single junctions. This approach may increase the network 
congestion level instead of reducing. 

 

Table 1 - Studies on traffic signal timing optimization 

Study Method Objective function 

Webster [1] Mathematical methods Minimizing delay 
Allsop [2] Convex programming Minimizing delay 
Allsop [3] Linear programming Maximizing capacity 
Wong [4] Approximate expressions Minimizing delay 
Heydecker [5] Decomposition approach Minimizing performance index 
Wong [6] Non-linear programming Minimizing performance index 
Wong [7] Parallel computing Minimizing performance index 
Wong et al. [8] Heuristic algorithm Minimizing performance index 
Girianna and Benekohal [9] Heuristic algorithm Maximizing number of vehicles 
Ceylan and Bell [10] Heuristic algorithm Minimizing performance index 
Ceylan [11] Heuristic algorithm Minimizing performance index 
Chen and Xu [12] Particle swarm optimization Minimizing performance index 
Dan and Xiaohong [13] Genetic algorithm Minimizing delay 
Li [14] Cell transmission model Maximizing number of vehicles 
Liu and Chang [15] Genetic algorithm Minimizing travel time 
Ceylan and Ceylan [16] Hybrid heuristic algorithm  Minimizing performance index 
Dell’Orco et al. [17] Harmony Search algorithm Minimizing performance index 
Dell’Orco et al. [18] Bee colony algorithm Minimizing performance index 
Ozan et al. [19] Reinforcement learning  Minimizing performance index 
Christofa et al. [20] Mixed integer programming Minimizing person based delay 
Srivastava and Sahana [21] Evolutionary algorithm Minimizing total wait time 
Abdul Aziz et al. [22] Reinforcement learning Minimizing average delay 
 

The main objective of this paper is to investigate the acceptable level of travel demand before 
capacity enhancement for signalized road networks. In this study, increasing travel demand, 
which is a result of growing population, increasing mobility requirement and changing land 
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use pattern, is represented by a common Origin-Destination (O-D) demand multiplier. The 
base O-D demand matrix of a road network can be increased by this multiplier in order to 
find the acceptable level of travel demand, which can be stated as a critical border for capacity 
enhancement on a road network.  In this context, TTC as an objective function is defined as 
the sum of the multiplication of each link equilibrium flow and corresponding travel cost on 
a given road network. To minimize the TTC, a bi-level programming model, called TRAvel 
COst Minimizer (TRACOM), is presented in which the upper level minimizes the TTC by 
using equilibrium link flows determined at the lower level. As known, equilibrium link flows 
can be found depending on either deterministic or stochastic approaches. In this study, 
Stochastic User Equilibrium (SUE) link flows are determined by using Path Flow Estimator 
(PFE) developed by Bell et al.  [23] in order to represent the users’ behaviors against signal 
timing changes performed at the upper level. The TRACOM model is developed based on 
Differential Evolution (DE) algorithm framework that is a widely used meta-heuristic method 
for solving complex optimization problems. Finally, the TRACOM is applied to Allsop and 
Charlesworths’ network for different common O-D demand multipliers in order to reveal the 
effect of increasing travel demand on TTC. 

The paper is organized as follows. Section 2 introduces problem formulation. A bi-level 
model is given in the third section. Section 4 presents a numerical application. Finally, last 
section is about discussions and conclusions. 

 

2. PROBLEM FORMULATION 

Local authorities are responsible to manage networks in urban roads, and they try to minimize 
the TTC even in case of increasing travel demand conditions to create robust road networks. 
On the other hand, minimizing TTC provides benefits for road users by reducing their travel 
time because they aim to complete their travels within minimum travel time. As known, travel 
demand continues to increase over the last years due to growing population, and thus 
increasing travel demand leads to an increase in the TTC in urban road networks. At this 
point, the problem is that how long transport supply will respond to increasing travel demand 
by optimizing signal timings. By this way, local authorities will not have to make expensive 
investments, and they can manage robust road networks with cost-efficient methods.  

For this purpose, considering a road network with a set of O-D pairs, K, a set of directed 
links, A, a set of paths, R, and a set of nodes, N, link cost function on link a can be expressed 
as given in Eq. (1).  

0( ) ( )U ro
a a a a ac q c d d t    (1) 

where aq  is flow on link a, a A , 0
ac  is free flow travel time on link a, U

ad is average uniform 
delay to a vehicle arriving on link a (i.e. uniform component of total delay), ( )ro

ad t  is average 
random plus over saturation delay to a vehicle arriving on link a at time slice t (i.e. random 
component of total delay).  
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2.1. Random Plus Oversaturation Delay Component 

Assuming that time slice t equals time period T, ( )ro
ad T can be expressed by using well-

known traffic simulation software TRANSYT delay formula proposed by Vincent et al. [24] 
as follows: 

2 0.54( ) [(( ) ) ( )]
4

ro a
a a a a a

qTD T q q
T

       (2) 

( )( )
ro

ro a
a

a

D Td T
q

  (3) 

where ( )ro
aD T is random plus oversaturation delay on link a for time period T, ( )ro

ad T  
average random plus oversaturation delay to a vehicle arriving on link a for time period T, 
and a is the capacity for link a. 

 

2.2. Uniform Delay Component  

The calculation for uniform component of total delay for each link can be carried out on the 
basis of whole cycles for uniform arrivals and departures. On the other hand, delay and 
number of queues which are calculated over the time slice t is based on whole cycles which 
begin and end at the starts of effective red times. Thus, the uniform component of delay for 
each link a can be defined in two ways according to the degree of saturation of each link in 
the network as follows: 

(i)  For oversaturated links with 1ax  ; 

(ii) For undersaturated links with accumulated queues 1ax  which can be identified as those 
with ( )ro s

a aL t L .  

where ( )ro
aL t is random plus oversaturation component for the number of queueing vehicles at 

time slice t, s
aL is number of queueing vehicles in steady state, and ax  is the degree of 

saturation on link a.  

For oversaturated links: Let U
aL be uniform queue, U

aD be uniform delay, U
ad be delay to a 

vehicle, a  be proportion of green to cycle time, and C be the cycle time, the effect of cyclic 
variation in the cumulative arrivals, qa on U

aL  and U
aD is assumed as zero [25]. Thus, U

aL  and 
U
aD  are calculated on the basis of the difference between the cyclic cumulative departure 

graph from TRANSYT and uniform departure rate (i.e. capacity), a  for each link a in the 
time period T according to following expressions (see for details [26]). 
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(1 )
2

U a a
a

C
L

  
   (4) 

U U
a aD L  (5) 

(1 )
2

U a
a

C
d


  (6) 

For undersaturated links with accumulated queues: Considering that there may be queue in 
undersaturated links, if the initial queue length, (0)ro

aL  (i.e. t=0) is higher than the steady state 
queue length, s

aL  for time slice t, time is required for the accumulated queue of link a at the 
start of t to be dissipated. Let a be the time needed, the following expression can be used [27]. 

(0)
ˆ( )

ro s
a a

a
a a a

L L
x x








  (7) 

where ˆax is the degree of saturation for which the equilibrium queue is equal to the initial 
queue. (0)ro

aL  and ˆax can be iteratively obtained as proposed by Kimber and Hollis [27] as 
follows: 

2ˆ ˆ(0)
ˆ1

ro a
a a

a

xL x
x


 


 (8) 

2(0) 1 ( (0) 1) 4(1 ) (0)
ˆ

2(1 )

ro ro ro
a a a

a

L L L
x




    



 (9) 

where  is a constant between 0.4 and 0.6 [27]. 

It is assumed that the accumulated queue length decreases linearly at a rate which is the 
difference between the arrival rates corresponding to the degrees of saturation ˆax and ax , as 
it approaches the equilibrium queue length for time slice t. Although Eq. (9) calculates the 
dissipation time for the accumulated queue length, it underestimates the time taken by the 
accumulated queue to clear [26]. Using Eq. (9) for each link a uniform delay for 
undersaturated with accumulated queues can be obtained as follows:  

(i) if a t   than the uniform component of delay on link a can be calculated as given by Eqs. 
(4-6). 

(ii) if a t   than the uniform component of delay on link a is calculated by a linear 
combination of oversaturated and undersaturated conditions as follows: 
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(1 ) (1 )( )
2 (1 )

U a a a a a
a a

a a

C x tL
t x

 

    

    
 (10) 

U U
a aD L  (11) 

U
U a
a

a

Dd
q

  (12) 

Following aforementioned statements on link cost function, the upper level objective 
function can be presented as follows: 

Upper level problem: 

   * * 0min ( , , ) , U ro
a a a a

a A
TTC q c d d 



     q ψ ψ  (13) 

subject to 

 

 

min max

0 min

1

, ;
z

i
i

C C C
φ φ C

φ I C


 
  

  


ψ C φ Ω  (14) 

*( , ) ( )a a aq s  ψ ψ  (15) 

where  is O-D demand multiplier, minC and maxC are possible bounds for cycle time C, φ is 
stage green time, minφ is the minimum stage green time, I is intergreen time, ψis vector of 
signal timings, 0Ω is feasible region for signal timings, as  is the saturation flow on link a, 
and z is the number of stages. Additionally, equilibrium link flow on link a, * ( , )aq  ψ can be 
obtained by solving SUE problem at the lower level as proposed by Bell and Iida [28] as 
follows.  

Lower level problem: 

 
     

( )T T
0

min ( ) ( ) ( ) ( , )
aq

a
a A

F c w dw


   q ψ
q ψ ψ p y q ψ ,ψ q c q ψ ,ψ ψ,


 (16) 

subject to 

    p Λh, q ψ δh, h 0  (17) 
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where p is the vector of travel demand, c and yrepresent vectors of link and path travel times 
for the given vector of link flows  q ψ , respectively, h is the vector of path flows, δ
represents the link/path incidence matrix where 1ar   if link a is on path r, and 0ar   
otherwise  ; ;ar a A r R     , and  is the O-D/path incidence matrix  ;r r R   . 

 

3. MODEL DEVELOPMENT 

As known, TTC in a road network can be minimized by optimizing signal timings (i.e. cycle 
times and stage green times) of isolated intersections. At this point, route choice behavior of 
road users is considered as a reaction to the changing travel costs based on signal timing 
adjustments. Therefore, TTC minimization problem is formulated as a bi-level programming 
problem, in which the upper and lower levels represent TTC minimization and SUE 
assignment problems, respectively, as given in Eqs. (13-17). In this study, upper level 
objective function is modified by transforming the capacity constraint, which is given in Eq. 
(15), into a penalty function as given in Eq. (18). Note that the second term on the right side 
of Eq. (18) ensures that the capacity is not violated on any links in the road network. 

        * * 0 *min ( , , ) , max , ,0U ro
a a a a a a a

a A a A
TTC q c d d q s     

 

      q ψ ψ ψ ψ  (18) 

subject to 

 

 

min max

0 min

1

, ;
z

i
i

C C C
φ φ C

φ I C


 
  

  


ψ C φ Ω  (19) 

where   is constant weight parameter which is used to include capacity constraint into the 
objective function given in Eq. (13) as a penalty component. The weight parameter provides 
a balance between left and right sides of Eq. (18) by reflecting negative effects of links with 
capacity violation. Considering both non-convexity and the vast search space of the above 
given optimization problem, the solution is carried out by TRACOM model which is 
developed based on DE solution framework. The flowchart of TRACOM model is given in 
Fig. 1. 

The stepwise solution procedure of the TRACOM model is given as follows: 

Step 1:  At this step, the objective function given in Eq. (18), possible bounds for cycle and 
stage green times, network-related parameters (i.e. free-flow travel times, saturation flows), 
O-D travel demand, and O-D demand multiplier are initialized. Subsequently, three DE 
parameters are introduced. These parameters can be explained as follows: 

 Population size (Np) represents the number of solution namely signal timing vectors 
in the population pool, 
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 Mutation factor (F) is used to create a mutant vector, 

 Crossover rate (CR) is used to create a trial vector [29]. 

 
Figure 1 - Flowchart of TRACOM model 

 

Step 2: At this step, initial solution vectors are produced subject to the possible bounds of 
decision variables which are cycle and green times for each intersection in the road network. 
Then, TTC values are calculated using Eq. (18) and stored as shown in Eq. (20). 

 

(20)

 

Yes 

No 

No 

 Bounds for decision variables ( , Cmin, Cmax) 

 O-D multiplier ( ) 

 Network parameters (O-D matrix, stage plans, , s)  

 DE parameters (Np, F, CR) 
 Set maxgen, gen = 1 and k = 0 

Generate target vectors by considering bounds for 
cycle and green timings as given in Eqs. (21-23) 

STEP 2 

No 

STEP 1 (Initialization) 

Yes 

Yes 

Calculate SUE flows by using PFE for the 
trial vector 

STEP 4 

STEP 3 

STEP 5 

Mutation 
Create a mutant vector based on Eq. (24) 

Crossover 
Create a trial vector based on Eq. (25) 

Selection 
Compare trial and 

target vectors using 
Eq. (26) 

k=
k+

1 

gen=maxgen 

k = Np 

Optimal signal timings 

ge
n=

ge
n+

1 

Calculate value of the objective function for 
kth trial vector by using Eq. (18) 

k = 1 

k = Np 

k=k+1 

Calculate SUE flows by using PFE for the kth 
target vector 

Calculate value of the objective function for 
target vector by using Eq. (18) 

Store all target vectors as given in Eq. (20) 



Investigating Acceptable Level of Travel Demand before Capacity Enhancement… 

9906 

where ,i jφ  is jth stage green time of intersection i (i=1,2,…, N and j=1,2,…, zn), zn number of 
stages at nth intersection, and N is the number of intersections.  As can be seen in Eq. (20) 
that the population pool includes initial signal timing vectors and their related TTC values as 
many as Np. To generate an initial signal timing vector with TRACOM algorithm, following 
procedure is executed. 

(i). Cycle time values are generated for all intersections in the road network. Following 
representation is given for the ith intersection: 

   max min minint 0;1iC rnd C C C       (21) 

(ii). Green time values for the stages of all intersections are generated. Eq. (22) illustrates 
this process for the jth stage of the ith intersection. 

   , min minint 0;1i j irnd C         (22) 

(iii). In order to provide consistency between a cycle time and its components (green and 
intergreen times), generated green times of each signalized intersection are revised. 
Eq. (23) illustrates this process for the jth stage of the ith intersection. 

 ,
, min min

,
1

i

i j
i j i iz

i j
j

φ
φ φ C z I φ

φ


      


 (23) 

As can be seen in Eq. (18) that the equilibrium link flows, *q , are required for calculating 
TTC values of signal timing vectors. In TRACOM, the SUE assignment problem is solved 
using PFE traffic assignment tool. Assuming β is the dispersion parameter, Dell’Orco et al. 
[17] performed sensitivity analysis on SUE assignment by using PFE and found that for 
values of β up to 1, the objective function values remain stable, and decrease rapidly for 
bigger values than 1. This result is reasonable: in fact, the higher the value of β, the more 
deterministic is the traffic assignment. Therefore, the value of β is selected 1. The pseudo 
code of the PFE is illustrated in Fig. 2. 

Once the SUE assignments are carried out and equilibrium link flows are obtained for each 
signal timing vector, their corresponding TTC values are calculated. Note that as of the end 
of Step 2, each solution vector in the population is called as a target vector. 

Step 3. At this step, a randomly chosen solution vector is mutated by adding a weighted 
difference of two randomly selected solution vectors. Note that all three vectors must be 
different from both each other and the target vector, iΓ . A mutant vector, iρ  is created as 
follows:  

 , 0, 1, 2,i gen r gen r gen r genF   ρ Γ Γ Γ  (24) 
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where r0,  r1 and r2  are indices of randomly chosen solution vectors. 

 

aq   0, a A   

ac    a ac q , a A   

m   0 
repeat  
 1m m   

 Update link travel costs 
1 1( ) (1 )a a a ac c q c
m m

    

 For each path r 
  Calculate new path costs ( )r ar a aa A

y c q


   

 Next r 
 For each path r 

  Calculate new path flows 
exp( )

exp( )
k

r
r k

r
r

yh p
y










R

 

 Next r 
 For each link a  

  Calculate new link flows 
k

a ar rr
q h


 R  

 Next a  
until no new path and link flows converged 

Figure 2 - Pseudo code of the PFE 

 

Step 4. At this step, crossover is applied by choosing each member of the trial vector, iΕ
from the target or the mutant vectors with the probabilities of CR or 1-CR, respectively, as 
given in Eq. (25). 

  , ,
, , ,

, ,

if 0,1 or

otherwise                               
j i gen j rnd

i gen j i gen
j i gen

rnd CR j j




    


Ε  (25) 

where , ,j i gen , , ,j i gen , and , ,j i gen are jth members of ith trial, mutant and target vectors, 
respectively. The condition of rndj j  provides that target and trial vectors are definitely 
different from each other. After determining the members of the trial vector, their related 
SUE link flows and the TTC value is calculated. 

Step 5. At the last step, the target vector, , 1i genΓ  for the next generation is selected by 
comparing the TTC values of trial and target vectors as given in Eq. (26). 
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     * *
, , , , ,

, 1

,

if  , ,

otherwise                                                            
i gen i gen i gen i gen i gen

i gen

i gen

TTC u


  


Ε q Ε Ε q Γ Γ
Γ

Γ
 (26) 

The DE process is repeated until the maximum number of generations, maxgen, is reached. 
In order to provide a more explanatory illustration, pseudo code of TRACOM model is given 
in Fig. 3. 

Figure 3 - Pseudo code of TRACOM 

1: for 1   to max  step  do ( is defined as step size for O-D multiplier,  ) 

2:  for k ← 1 to Np  do 

3:   for i ← 1 to N do 
4:    Generate a cycle time iC  for ith signalized intersection randomly  

   from ∈  { minC ,…, maxC } 

5:    for j ← 1 to iz  do 

6:    Generate a green split ,i j  for jth stage of ith signalized intersection randomly 

   from ∈  min ,..., iC  

7:    Revise stage green times of ith signalized intersection based on Eq. (23) 
8:   Run PFE to calculate SUE flows *q  for the kth initial signal timing vector 

9:   Calculate total travel cost for kth target (initial signal timing) vector and current O-
  D matrix multiplier   

10:  for gen ← 1 to maxgen do 
11:   for k ← 1 to Np  do 

12:    Perform mutation to the kth solution vector to create a mutant vector based on 
   Eq. (24) 

    for v ← 1 to Nd  do (Nd is defined as number of decision variables) 

13:     Perform crossover to obtain the vth decision variable of kth trial vector  
    based on Eq. (25) 

14:    Revise intersection cycle times considering their upper and lower bounds 
   { minC ,…, maxC } 

15:    Revise stage green times based on Eq. (23) 
16:    Run PFE to calculate SUE flows *q  for the trial vector 

17:    Calculate total travel cost for trial vector and current O-D matrix multiplier   

18:    Replace kth target vector in the population with the kth trial vector in case it  
   produces lower total travel cost. 

19:  print optimal/near optimal signal timings and total travel cost for current O-D matrix 
multiplier   
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4. NUMERICAL APPLICATION 
Medium-sized signalized road network firstly presented by Allsop and Charlesworth [30] is 
chosen for numerical application of TRACOM model. Additionally, by using this benchmark 
road network we aimed to give readers a chance to compare some results drawn by previous 
studies in the literature since it has widely been used in most of traffic related studies. Allsop 
and Charlesworth’s network has 23 links and 20 signal setting variables at six junctions by 
taking each one as isolated into account. The representation of the road network and its stage 
plans are given in Figs. 4 and 5 while the network data and O-D travel demand matrix are 
presented in Tables 2 and 3, respectively.  

 

Table 2 - Network data 

Intersection
number 

Link 
number 

Free-flow 
travel time

 ( 0
ac ) 

Saturation
flow (sa)

Intersection
number 

Link 
number

Free-flow
travel time 

( 0
ac ) 

Saturation
flow (sa) 

1 

1 
2 
16 
19 

1 
1 
10 
10 

2000 
1600 
2900 
1500 

4 

5 
6 
10 
11 
12 
13 

20 
20 
10 
1 
1 
1 

1800 
1850 
2200 
2000 
1800 
2200 

2 
3 
15 
23 

10 
15 
15 

3200 
2600 
3200 

5 

8 
9 
17 
21 

15 
15 
10 
15 

1850 
1700 
1700 
3200 

3 
 

4 
14 
20 

15 
20 
1 

3200 
3200 
2800 

6 
7 
18 
22 

10 
15 
1 

1800 
1700 
3600 

 
Table 3 - O-D travel demand matrix (veh/h) 

O-D A B D E F 

A 
C 
D 
E 
G 

-- 
40 
400 
300 
550 

250 
20 
250 
130 
450 

700 
200 
-- 
0 

170 

30 
130 
0 
-- 
60 

200 
900 
100 
20 
20 
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Constraints for each signal timing variable used in TRACOM are set as given below: 

  0

36 120
, ;

7
C
φ C
 

   
ψ C φ Ω  (27) 

 
Figure.4 - Allsop & Charlesworth’s network 

 

 
Figure 5 - Stage plans  

 

Considering that the values of DE parameters play an important role on the performance of 
TRACOM model, a sensitivity analysis has been performed based on the recommended 
ranges for DE parameters by Storn and Price [31]. These ranges are assumed to be [0.5, 1.0] 
and [0.8, 1.0] for mutation factor and crossover rate, respectively. For this purpose, 30 
different cases are created and each case is solved 10 times with different random seeds for 

A
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F E
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G

2 3
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3
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6
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7
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base O-D travel demand matrix. Note that the intergreen time, I, between stages was set to 5 
seconds, population size, Np, was set to 30, and maximum number of generations, maxgen, 
was set to 1000 during the sensitivity analysis. The best TTC values after 10 solutions for 
each case are given in Table 4.  

 
Table 4 - TTC values resulting from the sensitivity analysis (veh-h) 

CR     
F

 0.50 0.60 0.70 0.80 0.90 1.00 

0.80 148.02 147.94 147.49 147.28 148.53 149.66 
0.85 148.02 147.94 147.56 147.54 148.91 149.66 
0.90 148.55 148.91 148.14 149.49 149.95 149.66 
0.95 148.97 148.69 148.69 149.85 149.49 149.78 
1.00 148.97 148.97 148.79 149.04 150.23 150.11 

 

As can be seen in Table 4 that the minimum TTC value was obtained as 147.28 veh-h for the 
case with both F and CR are 0.80. The computational time for complete run of TRACOM 
resulted in 2.61 hours. It means that each generation takes about 9.4 seconds of CPU. 
TRACOM has been executed in MATLAB programming and performed on PC with Intel 
Core i7 2.10 GHz, RAM 8 GB. Based on the results obtained with the sensitivity analysis, 
the following user-specified DE parameters were used during the analyses for Allsop and 
Charlesworth’s network: CR=0.8, F=0.8, Np=30, and maxgen=1000. The upper bound for 
the O-D multiplier, max and step size,   are set to 1.30 and 0.02, respectively. TTC, ζ  and 
their changes are given in Table 5 after applying the TRACOM model.  

 
Table 5 - Evolution of the change of ζ andTTC   

 
 

i  

O-D demand 
multiplier 

 

i  

Total  
travel cost

 

iTTC  

Change 
(%) 

1

1

i i

i

 








   1

1

i i

i

TTC TTCTTC
TTC






   

1 1.00 147.28 2.00 4.43 
2 1.02 153.80 

1.96 5.98 
3 1.04 163.00 

1.92 4.76 
4 1.06 170.76 

1.89 4.88 
5 1.08 179.10 

1.85 4.15 
6 1.10 186.53 

1.82 5.88 
7 1.12 197.50 

1.79 5.72 
8 1.14 208.80 

1.75 4.59 
9 1.16 218.39 

1.72 11.34 10 1.18 243.15 
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As can be seen in Table 5 that network TTC value is increased up to 65% while the O-D 
demand matrix is increased up to 18%. On the other hand, when ζ equals 1.20, degree of 
saturation of at least one link exceeds 100% that means the travel demand can be increased 
only up to 18% by optimizing intersection signal timings. It can also be seen in Table 5 that, 
changes of TTC vary between 4%-6% at each step i during the O-D multiplier increases from 
1.00 to 1.16. On the other hand, change of TTC is about 11% when ζ equals 1.18 that can 
also be seen as a sudden spike in Fig. 6. For this reason, the critical value of O-D multiplier 
can be selected as 1.16. 

 

 
Figure 6 - Relationship between TTC and O-D multiplier  

 

In order to illustrate the convergence behavior of the TRACOM model, Fig. 7 is presented 
for ζ =1.16 since this value is selected as a critical point for capacity enhancement on the 
road network to cope with increasing travel demand. As can be seen in Fig. 7, the TRACOM 
algorithm begins to search optimal signal timings in the feasible search space and finds the 
initial value of TTC at about 435 veh-h. After 10th generation, the TRACOM starts to ignore 
worse solution vectors and seriously improves the value of TTC about 36%. After continuing 
to improve the objective function, the TRACOM finds the final value of TTC as about 218 
veh-h. That is, the total improvement rate on the objective function value is about 100% after 
the1000th generation. 

For further information, SUE link flows and corresponding degree of saturations found for 
 =1.16 are given in Table 6. As shown, there is no links exceeding their capacities in the 
road network since degree of saturations of links are less than 100%. It should be pointed out 
that the degree of saturations of links numbered 10, 13, 20, 21 and 22 are higher than 90% 
because SUE flows of those links approach their capacities. Additionally, optimal signal 
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timings by applying TRACOM algorithm are presented in Table 7. By providing cycle time 
constraints, the lowest cycle time is found as 55 seconds for the second intersection while the 
highest cycle time is 111 sec for the fifth intersection.   

 

 
Figure 7 - Convergence graph of TRACOM for  =1.16 

 

Table 6 - SUE link flows and corresponding degree of saturations for  =1.16 

Link  
number 

SUE 
link flows 

(veh/h) 
Degree of saturation 

(%) 

Link  
number

SUE 
link flows

(veh/h) 
Degree of saturation  

(%) 

1 833 47 13 522 91 
2 536 61 14 914 82 
3 833 65 15 915 88 
4 687 61 16 768 78 
5 740 72 17 478 87 
6 203 42 18 407 52 
7 536 65 19 728 88 
8 554 68 20 1496 98 
9 128 64 21 1240 92 
10 554 93 22 1450 93 
11 578 92 23 984 73 
12 292 28    
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Table 7 - Optimum signal timings for  =1.16 

Cycle 
time 
C (s) 

Intersection 
number 

i 

Duration of stages (s) 

,1iφ  ,2iφ  ,3iφ  

94 1 32 52 --- 
55 2 22 23 --- 
97 3 53 34 --- 
96 4 30 26 25 

111 5 13 36 47 
92 6 42 40 --- 

 

5. DISCUSSION AND CONCLUSION 
The urban population in developing countries is mostly projected to continue to increase. 
This is likely to mean more drivers resulting in more traffic day by day. On one hand road 
users expect reliable journeys, on the other hand local authorities focus on maintaining the 
traffic operations successfully by implementing traffic control strategies, clearing up the 
incidents quickly, keeping the lanes open. When these tools remain incapable of overcoming 
traffic congestions, authorities take capacity enhancement countermeasures such as 
increasing link capacities, lane additions or applying grade-separated junctions. However, 
such actions bring high investment costs. Therefore, it is crucial to determine the right time 
for such physical improvements to avoid both premature investments considering limited 
resources, and late investments to maintain traffic flow properly. 

In this study, effectiveness of network wide signal timing optimization on total travel cost in 
case of increasing travel demand is investigated. For this purpose, a bi-level programming 
model TRACOM is developed. At the upper level, network TTC, which is a function of link 
traffic volumes, free flow travel times, uniform and random plus over saturation components 
of delay, is minimized. At the lower level of the proposed model, drivers’ route choice 
behaviors are taken into consideration in SUE context. The TRACOM model, which is based 
on DE optimization method, is applied to Allsop and Charlesworths’ test network to evaluate 
its effectiveness. In the case of Allsop and Charlesworth’s road network, the traffic agency 
can manage the network by optimizing signal timings until the O-D travel demand increases 
18%. However, the TTC shows a sudden spike while the value of O-D multiplier is between 
1.16 and 1.18 although it shows an approximate linear increase while the travel demand is 
increased up to 16%. Thus, any capacity enhancement countermeasure before or after the 
16% increase in travel demand would be a premature or late investment, respectively. 

Capacity enhancement represents improvement of an existing road network by investing in 
new transport construction which plays an important role on the performance of the road 
network. Timely and efficient investments in roads provide economic and social benefits to 
the emerging economies. On the other hand, premature investments waste limited resources 
and it may hinder the realization of more important services. In this context, local authorities 
who are responsible for urban road network management can benefit from TRACOM model 
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to make their investment decisions timely based on projected travel demand data provided in 
transportation master plans. 

The TRACOM model considers networks including signalized intersections. Since the use 
of different types of intersections (i.e. stop controlled or roundabout) will clearly affect the 
results of TRACOM model, this issue will be taken into account in future studies. Moreover, 
different multipliers for each O-D pair can be used rather than a common O-D matrix 
multiplier. The effects of signal coordination will also be taken into consideration. 
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ABSTRACT 

Majority of research in occupational safety and health area lean towards describing accidents 
with the aid of surveys and descriptive statistics, instead of using inferential statistical 
techniques. Therefore, an extensive archival study was performed in cooperation with Social 
Security Institute of Turkey, which included examination and reorganization of more than 
2000 accident report forms to create a categorically identified data set, incorporating “Injury 
Severity Score” concept, followed by various statistical analysis techniques (univariate 
frequency, cross tabulation and binary logistic regression). As a result, a model was 
developed to identify the factors that contribute to severity. The findings of the analyses 
showed that four of the independent variables (work experience, accident type, unsafe 
condition and unsafe act) have statistically significant influence on workplace injury severity.  

Keywords: Occupational safety and health, logistic regression analysis, injury severity score, 
construction accidents, data mining. 

 

1. INTRODUCTION  

Research efforts in occupational safety and health field have mainly concentrated on 
determining the causes of occupational injuries and illnesses and thus help discover new 
strategies to reduce or eliminate them. Majority of research studies in the past used surveys 
to collect information from employers and workers [1-3], while several studies preferred to 
use descriptive statistics to summarize and interpret occupational injury and illness data [4-
12]. Even though conducting surveys and using descriptive statistics may be helpful, such as 
describing how the accident occurred and who were involved; using them alone is not 
sufficient in determining the factors that contribute most to the unfortunate incident. 
Therefore, using more advanced statistics techniques, such as logistic regression, to support 
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findings coming from surveys and descriptive statistics could be invaluable in accident 
causation studies.  

Logistic regression, which is a commonly used inferential statistics technique in medical and 
social science to develop statistical models and make predictions [13-17], is rarely utilized in 
occupational safety and health research [18-20], most likely, this study aims to fill this gap 
in occupational safety and health field by integrating inferential statistics, namely logistic 
regression technique, to develop a statistical model in identifying the factors that contribute 
most to the severity of occupational injuries. The study also benefited from traditional 
descriptive statistics techniques to analyze frequency distribution, which are discussed in the 
following sections. 

Severity is particularly an important topic to focus on. Risk is typically defined as the 
combination of two components: the probability (frequency) of a defined hazard and the 
consequences of its occurrence (severity). In occupational safety and health field, severity is 
more difficult to estimate when compared to frequency. Frequency can be merely calculated 
by finding the ratio between number of incidents and total number of workers or loss of time 
due to injury and total work hours. On the other hand, severity is the potential loss when an 
event occurs and the loss may be expressed in human terms, such as loss of life, serious 
injury, serious illness, number of losses and so forth [21]. Therefore, efforts were made in 
this study to find methods to properly quantify and analyze severity component of 
occupational safety and health risk.  

The reason for the drought of advanced statistical studies in occupational safety and health 
research is most likely due to available public data being ambiguous and insufficient. 
Similarly, a detailed database was paramount for the intended study to proceed. Thus, 
cooperation was established with Social Security Institution (SSI), which collects injury 
statistics in Turkey, to access their database for archival study. Turkish construction industry 
was used as the sample data set, since construction is the leading industry in fatal injuries 
(35.3%) in Turkey, and still remains a major problem with ever increasing construction 
projects and catastrophic incidents along with them [22-24], Consequently, this study also 
aims to depict an accurate safety portrait of Turkish construction industry, taking into account 
that there are not many statistical studies due to improper recordkeeping system and lack of 
immediate data in construction. 

The objectives of the research study addressed in this paper can be summarized as: (a) 
identifying the factors affecting the injury severity score of construction injuries; (b) 
investigating the frequency distributions of these factors; (c) examining the relationships 
between the factors; and (d) developing a predictive statistical model for construction injuries 
in Turkey.  

 

2. MATERIALS AND METHODS 

The research study summarized in this paper consisted of two parts: The first part was mainly 
the creation of database to be used in statistical analyses. Physical reports of more than two 
thousand construction accidents that resulted in fatal or nonfatal injury were collected from 
the offices of Social Security Institution in three different cities (İstanbul, Ankara, İzmir), 
since there was not an available online database. Then the raw data in the reports were 
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organized to generate a new database to be used for statistical analyses.  The database 
included 16 research variables, where each variable had several categories. Injury severity 
score was selected as the dependent variable, while the others were assumed as independent 
variables. 

The second part of the study was applying a methodology that included performing three 
different statistical analysis techniques on the database. First, descriptive univariate 
frequency analysis was performed to establish data demographics and observe the 
distribution of selected variables with using frequency tables. Then in the next step, cross-
tabulation, a bivariate analysis method, was used to examine the relationships between each 
independent variable and the dependent variable. The final statistical analysis in the study 
was applying binary logistic regression on the identified independent variables to come up 
with a model that predicts the injury severity. The flow chart of the methodology is displayed 
in Figure 1. 

The most challenging parts of the methodology were to quantify injury severity for logistic 
regression, where many factors affect the outcome, and how to integrate fatal and nonfatal 
injuries. Therefore, a literature review was conducted to find a universally accepted method 
to quantify injury severity.  Even though the review failed to find such a method used in 
construction safety and health area, a rating system named “Injury Severity Score (ISS)”, 
which is predominantly seen in medicine and traffic safety research studies, was adopted for 
this study.  Using ISS to quantify severity of construction injuries enabled ranking and 
making comparisons between each injury case. Furthermore, ISS was a great fit for logistic 
regression analysis part of the study due to ISS having a nonlinear structure.  

 

 
Figure 1 - Flow chart of the methodology 

 



Identifying Factors that Contribute to Severity of Construction Injuries using … 

9922 

3. DATA ACQUISITION AND MINING 

Finding occupational injury data is a significant challenge in Turkey, even though employers 
are responsible for reporting worksite injuries and illnesses to Social Security Institution 
(SSI) as mandated by law (Article 14) [25]. SSI shares annual summaries of these reports on 
their website [22]. However, it isn’t possible to extract detailed information from the available 
online data. Therefore, a special work permit was obtained to be able to study injury reports 
stored in SSI’s physical archives in three biggest cities of Turkey (Ankara, Istanbul, and 
Izmir).   

Following this arrangement, a systematic archival study was carried out. Since, work-related 
injury reports lack an industry or injury based categorization system, report forms associated 
with construction injuries had to be handpicked among 50,000 work-related accident cases. 
This data collection effort covered only the cases reported between 2010 and 2012. During 
data collection process there have been no important changes in the way that accident data 
were collected or in compensation practices. The classification system of accidents and 
occupations remained unchanged as well.  

The selection process included identifying fatal and nonfatal injuries that only occurred in the 
construction sites and production areas, such as ready-mix concrete, prefabricated structural 
concrete and steel production. Accident cases in other industries were not taken into 
consideration. Overall 2249 construction related cases were found in the database (1062 cases 
from Izmir, 732 cases from Istanbul, and 655 cases from Ankara) of those, 425 records were 
disregarded due to inadequate or missing information. Finally, a total of 2024 cases were 
selected for analyses.  

The SSI workplace accident report forms already contain some of the information about the 
variables within the defined characteristics, such as injured worker characteristics, nature of 
injury, injured body part and equipment involved. However, existing information wasn’t 
sufficient to perform the intended analysis in this study. Particularly, there were too many 
inconsistent answers due to the nature of open ended questions contained in the form.  
Therefore, a new taxonomy was created to be used for descriptive statistical analysis. During 
this process, a thorough screening of collected data was performed to identify missing data, 
consolidate some of the categories and include additional variables.  

The significance of the pattern of missing data in a data set is indicated by Tabachnik and 
Fidell (2013) [26]. Deleting the variables or dropping the cases with missing data from the 
data set are two ways to deal with missing data. Dismissing or dropping the case from the 
data set is the first alternative if a case is missing too many data. However, just deleting the 
variable is suggested if only certain variable information is missing for too many cases. The 
data set of this study had only one problematic variable in terms of missing data; worker’s 
education background. Apart from this, there were also a few unknown variables in several 
cases. However, all the cases were kept to acknowledge their presence in the database. Only 
the missing data from certain variables were neglected and weren’t included in the analysis.  

Additional categorical variables were also required to be added to the new database by using 
the information extracted from open-ended questions. Kass (1980) also suggests merging 
some levels in order to reach a meaningful conclusion in studies that involve data mining 
[27]. Therefore, collapsing levels technique was applied to variables with high number of 
categories but low number of observation counts.  



Özge AKBOĞA KALE, Selim BARADAN 

9923 

Finally, taxonomy study resulted in 15 independent research variables. They were grouped 
under four different categories (time, project, accident, and worker characteristics) according 
to their relevance with their characteristics, as seen in Tables 1-4.  Also, Injury Severity Score 
was selected as the dependent variable required for bivariate analysis section of the study, 
which will be addressed in the following section. Independent variables selected for this 
research were, in most part, consistent with those used in past research [28-33]. More 
information about the categories and variables listed under them are given below.  

Time characteristics describe when the accident happened and include three variables: month 
of the year, day of the week and hour of the day.  

 

Table 1 - Distribution of Time Characteristics 

Variable Description Frequency Variable Description Frequency 

Count Percentage 
(%) 

Count Percentage 
(%) 

M
on

th
 o

f a
cc

id
en

t 

January 205 10.1 
H

ou
r 

of
 A

cc
id

en
t 

07.00<t≤08.00 19 1.1 

February 207 10.2 08.00<t≤09.00 152 8.5 

March 208 10.3 09.00<t≤10.00 216 12.0 

Aprıl 181 8.9 10.00<t≤11.00 225 12.5 

May 171 8.4 11.00<t≤12.00 158 8.8 

June 153 7.6 12.00<t≤13.00 72 4.0 

July 166 8.2 13.00<t≤14.00 174 9.7 

August 117 5.8 14.00<t≤15.00 189 10.5 

September 132 6.5 15.00<t≤16.00 196 10.9 

October 182 9.0 16.00<t≤17.00 157 8.8 

November 112 5.5 17.00<t≤18.00 81 4.5 

December 190 9.4 18.00<t≤19.00 40 2.2 

D
ay

 o
f A

cc
id

en
t 

Monday 349 17.2 19.00<t≤20.00 23 1.3 

Tuesday 296 14.6 20.00<t≤07.00 92 5.1 

Wednesday 320 15.8  

Thursday 313 15.5 

Friday 305 15.1 

Saturday 253 12.5 

Sunday 188 9.3 

 

Project characteristics provide information about the construction project that the worker was 
involved in (type and end use) at the time of incident. Construction sites, different in shape 
and size, are unique dynamic environments. Therefore, project characteristics help to 
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understand and classify the construction environment where accidents mostly occur. Project 
type variable comprises of 3 selections: new project or addition, manufacturing of 
construction materials, and repair/maintenance/renovation of existing structures. Project end 
use variable addresses the usage purpose of the finalized project (residential, institutional and 
commercial, industrial, infrastructure and construction materials).  

 

Table 2 - Distribution of Project Characteristics 

Variable Description Frequency Variable Description Frequency 

Count Percentage 
(%) 

Count Valid 
Percentage 

(%) 

Pr
oj

ec
t T

yp
e 

New project or new 
addition 

1710 84.5 

Pr
oj

ec
t E

nd
 U

se
 

Residential 1334 66.3 

Manufacturing of 
construction 
materials 

255 12.6 Construction 
Materials 

255 12.7 

Repair/Maintenance/ 
Renovation 

59 2.9 Institutional 
and 
Commercial 

243 12.1 

 Infrastructure 
/ Heavy 
Construction 

167 8.3 

Industrial 13 0.6 

 

Accident characteristics variables (type of injury, nature of injury, injured body part, unsafe 
act and condition) reveal plenty of information regarding the incident and injury; in other 
words, they describe the accident. Categorical data under “type of injury” variable were 
created based on the International Classification of Diseases (ICD) codes [34], while nature 
of injury and injured body part information were directly taken from workplace accident 
reports. Unsafe acts and conditions variables were deducted from the open ended questions 
in the workplace accident report forms based on the ILO accident cause theory and Hill’s 
definitions [35-36]. Heinrich's Domino Theory states that accidents result from a chain of 
sequential events, metaphorically like a line of dominoes falling over. According to Herbert 
W. Heinrich; all incidents directly relate to unsafe conditions and acts and removing a key 
factor (an unsafe condition or an unsafe act) prevents the start of the chain reaction [37]. 

Worker characteristics variables aim to investigate the personal (Age, education) and 
professional (work experience, assigned task, construction trade) background of injured 
worker. Data categories were mostly determined in compliance with the classification used 
in SSI annuals.  
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Table 3 - Distribution of Accident Characteristics 

V
ar

ia
bl

e Description Frequency 

V
ar

ia
bl

e Description Frequency 

Coun
t 

Percentag
e (%) 

Coun
t 

Percentag
e (%) 

In
ju

re
d 

Bo
dy

 p
ar

t 

Upper extremity 623 32.7 

N
at

ur
e 

of
 In

ju
ry

 

Superficial 
wound 

496 26.2 

Lower extremity 444 23.3 Bruise 379 20.0 

head 359 18.9 Fracture/Crack 262 13.8 

Multi-injury 218 11.5 Cut 235 12.4 

Whole body 118 6.2 Skeletal and 
muscular system 
disorders 

132 7.0 

Internal organs 81 4.3 Death 99 5.2 

Back 50 2.6 Foreign object in 
the eye 

91 4.8 

Neck 10 0.5 Strain 75 4.0 

U
ns

af
e 

co
nd

iti
on

 

Insufficient/Lack of 
Written Work Procedures 

640 32.1 Trauma and 
Internal injury 

67 3.5 

Poor  Housekeeping 484 24.3 Electrocution 26 1.4 

No collective protection 
systems 

387 19.4 Burns (heat or 
chemical) 

24 1.2 

No PPE provided 293 14.7 Others 10 0.5 

Faulty 
tool/equipment/machiner
y 

191 9.5 

Ty
pe

 o
f i

nj
ur

y 

Falls 734 36.4 

U
ns

af
e 

A
ct

 

No PPE Usage 678 34.0 Struck by falling 
object 

604 30.0 

Unsafe work practices 604 30.3 Bite/Sting/Scratc
h 

283 14.1 

Position Inappropriate for 
Task 

312 15.6 Caught In or 
Between 

260 12.9 

Unsafe act by a third 
party 

222 11.1 Others 52 2.6 

Defective/Inappropriate 
Equipment In Use 

179 9.0 Electric shock 29 1.4 

 Vehicle accident 24 1.2 

Fire / Explosion 18 0.9 

Heat exposure 10 0.5 
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Table 4 - Distribution of Worker Characteristics 

V
ar

ia
bl

e

Description Frequency Variabl
e 

Description Frequency 

Coun
t 

Percenta
ge (%) 

  Coun
t 

Percenta
ge (%) 

W
or

ke
r’

s a
ge

 

14-15 1 0.1 

A
ss

ig
ne

d 
ta

sk
 

Formwork 494 25.3 
16-18 36 2.0 Material handling 342 17.5 
19-24 373 20.3 Plaster/Paint 174 8.9 
25-29 362 19.7 Assembly/disassembly 168 8.6 
30-34 328 17.9 Ironwork 155 7.9 
35-39 245 13.4 Concrete handling 118 6.0 
40-44 211 11.5 Maintenance / Repair 98 5.0 
45-49 176 9.6 Other services 91 4.7 
50-54 65 3.5 Commuting 58 3.0 
55-59 32 1.7 Field Inspection 54 2.8 
60-64 3 0.2 Woodwork 44 2.3 
65+ 1 0.1 Welding 42 2.1 

W
or

k 
ex

pe
ri

en
ce

 in
 p

ro
je

ct
 Beginning at 

same day 
167 8.6 Work break 35 1.8 

1. We
ek 

170 8.7 Installation 23 1.2 

2-4 Weeks 455 23.4 Excavation work 20 1.0 
1-3 Months 551 28.3 Sheet metal work 18 0.9 
3-6 Months 289 14.8 Marble and tile setting 16 0.8 
6-12 Months 166 8.5 Asphalt paving 5 0.2 
12-24 Months 40 2.1 

C
on

st
ru

ct
io

n 
tr

ad
e 

Unskilled worker 563 28.1 
>24 Months 110 5.6 Form worker 512 25.5 

Ed
uc

at
io

na
l B

ac
kg

ro
un

d 

Literate  93 8.8 Ironworker 181 9.0 
Illiterate 21 2.0 Assembly/Installation/Maintena

nce 
162 8.1 

Elementary 
school 

567 53.7 Plasterer/Painter 159 7.9 

Middle 
school  

317 30.0 Heavy equipment operator 112 5.6 

High school  29 2.7 Foreman 97 4.8 
Vocational 
high school 

11 1.0 Welder  64 3.2 

Undergraduat
e 

16 1.5 Plumber 40 2.0 

Graduate 1 0.1 Technician 36 1.8 
  Installation 26 1.3 

Tile setter 17 0.8 
Security guard 14 0.7 
Electrician 13 0.6 
Carpenter 10 0.4 
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4. DATA ANALYSIS  

4.1. Injury Severity Score (ISS) 

Appropriate classification of injuries by type and severity is fundamental to the study of injury 
[38]. Even within a single community, groups of injured persons differ as to the nature and 
severity of their injuries. The difficulty of adjusting for such variation has hampered scientific 
study of injured persons. Nevertheless, it is essential to take differences in severity of injury 
into account when comparing the morbidity (the state of being diseased or unhealthy) and 
mortality (the number of people who died) of various groups for purposes of evaluating their 
emergency and subsequent care [39]. 

Quantifying injury severity has been a challenge in this study as well. A literature review was 
conducted to find a universally accepted method to quantify injury severity. The Injury 
Severity Score (ISS), a method predominantly seen in medicine and traffic safety research 
studies, was found. ISS is virtually the only anatomical scoring system in use, and correlates 
linearly with mortality, morbidity, hospital stay and other measures of severity [40]. 
Therefore, this study adapted ISS rating system to quantify severity of construction injuries, 
and to rank and make comparisons between each injury case. It was also deemed a great fit 
for logistic regression analysis part of the study due to its nonlinear structure.   

 

Table 5 - Classification of ISS  

ISS Consequence Symptom Count Percentage 
(%) 

≤ 3 First aid was not needed. 
No time away from work.  

Strain, skeletal and 
muscular system 
disorders  

441 23.3 

4 ≤ ISS ≤ 8 First aid was given but no medical 
intervention was needed. No long time away 
from work.  

Superficial wound, 
bruise  

743 39.2 

9≤ ISS ≤ 24 Medical intervention is needed. 
After long time there is a return to work. 

Cut, fracture, trauma 
and internal injury 

539 28.4 

≥ 25 Mostly workforce loss or life loss. Electrocution, multi-
fracture, death 

173 9.1 

 

The ISS can be applied to persons who have sustained injury to more than one area of the 
body as well as to those with isolated injuries. Each injury is assigned an Abbreviated Injury 
Score (AIS) (may vary from 1-minimum severity to 6-maximum severity, almost always 
fatal) and is allocated to one of six body regions (head, face, abdomen, extremities, external). 
Only the highest AIS in each body region is used. An individual’s ISS is determined by rating 
each injury with the AIS, then adding together the squares of the highest AIS rating for each 
of the three most severely injured body areas [40]. The ISS takes values from 0 to 75; it can 
generate only 44 values [42-44]. The ISS gives equal importance to injuries with the same 
AIS severity occurring in different body regions [45]. Researchers used ISS for different areas 
such as medicine, traffic safety [46-51]. Different categorizations were used for different 
cases and application areas in these studies.  It is noteworthy that categorization was done in 
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a systematic way but there was no standardization. With this in mind, the ISS calculated for 
the cases in this study was classified within a logical framework. ISS for each victim was 
estimated by using the type of injury and injured body part information found in the SSI 
workplace accident report forms. ISS for each casualty, ranging from 0 to 75, was calculated 
and then classified into 4 groups. Classification was done based on type of injury and time 
away from work. The framework used for ISS classifications along with the counts and 
percentages of analyzed cases are displayed in Table 5. 

ISS, was used as a dependent quantitative variable in addition to the 15 variables grouped 
under four categories that are presented in Tables 1-4. ISS variable was converted into binary 
category at the modelling stage in the logistic regression analysis. Converting process is 
explained in detail in the Logistic Regression Analysis section of this paper. 

 

4.2. Univariate Analysis 

In vast majority of the construction safety literature that utilizes descriptive statistics analysis, 
research findings are based on univariate analysis [52-55]. Similarly, univariate analysis was 
adopted in this research, for two purposes: data screening and classification, and to 
understand what we have and choose the right variables for bivariate data analysis, which is 
the next step in the methodology.  

As discussed in the previous section of this paper, the database created for this study consists 
of 15 research variables. The frequency distributions of each variable are presented in Tables 
1-4.  Each table and corresponding variables were analyzed and interpreted as part of 
univariate analysis. Results of this analysis and key findings are presented in Results and 
Discussion section.  

 

4.3. Cross Tabulation Analysis 

After applying univariate analysis to investigate whether there is a meaningful relationship 
between variable pairs, cross tabulation analysis is carried out. Cross tabulation is widely 
utilized to study the relationship between categorical variables [55]. Researchers used cross 
tabulation analysis for different purposes, such as for determination of the relationship 
between service quality and customer satisfaction, comparing three widely used methods for 
assessing alcohol consumption, tracing of the pattern of general and specific aspects of 
marital satisfaction over the family life cycle and determining attitudes of students towards 
using credit cards [56-60]. 

Cross tabulation analysis produces a contingency table displaying relationship, in the form of 
joint frequencies of two or more variables. The rows indicate one variable while the columns 
indicate the other [61]. The Pearson Chi-square test is one of the tests that can be used to 
interpret this relationship successfully [62]. Pearson chi-square compares the observed counts 
with those that would be expected if there were no association between two variables [63]. 
After calculating the Pearson Chi-squared value, the p-value based on that value (which 
expresses the importance of the Chi-square value) must be calculated separately. The p-value 
is the probability value that is used for hypothesis testing by the Pearson chi-square test. After 
finding the p-value, one can decide whether the result is statistically significant or not. Most 
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common practice for significance level is 0.05, in other words the confidence interval is 95%. 
Therefore, a p-value less than 0.05 is accepted as significant and allows researcher to reject 
the null hypothesis of no association, and conclude that there is an association between 
variables [62].    

After the null hypothesis is rejected to determine the strength of this relationship, researchers 
have to calculate Phi or Cramer’s V values. Phi values from 0 to 0.1 show a weak relationship; 
0.1 to 0.3 indicate a moderate relationship; and values between 0.3 and 1.0 suggest a strong 
relationship [64]. 

Following the conclusion of univariate frequency analysis in this study, Injury severity score 
(ISS) was selected as the dependent variable, while the others were assumed as independent 
variables. Cross tabulation analysis was performed between dependent variable ISS and each 
independent variable. Pearson chi-square, "p" and Phi or Cramer's V values were taken into 
account to statistically test the relationships of variables.  

Even though, cross tabulation analysis investigates whether a significant relationship exists 
between the dependent and independent variables and its influence on the statistically 
dependent variable, the findings of the cross tabulation do not reveal information about the 
interactions between the independent variables. Therefore, binary logistic regression analysis 
was performed to check the combined effect of the statistically significant independent 
variables and to determine their relationships with the dependent variable.  

 

4.4. Logistic Regression Analysis 

Logistic regression (LR) is a statistical analysis tool for modeling the relationship between a 
response variable and a set of explanatory variables when the response variable is categorical 
[26]. The main goal of the LR analysis is to find the best fitting and most parsimonious, yet 
reasonable, model to describe the relationship between a dependent (response) and a set of 
independent (predictor or explanatory) variables [65]. Logistic regression does not have the 
requirements for the independent variables to be normally distributed, linearly related or of 
equal variance within each group [67]. In logistic regression, instead of predicting the value 
of Y (dependent variable) from predictor variable X1…n ,  the probability of Y occurring is 
predicted with given known values of X1…n [61]. 

The significance of LR lies in the logistic transformation. In order to predict the dependent 
variable probability and, perform logistic transformation, the probability function can be 
written as Equation 1, where p is the probability of being in one group (occurrence of an 
event) and 1-p is the probability of being in the other group (non-occurrence of an event) 
[67]. ௣ଵି௣ = 𝛽଴ + 𝛽ଵ𝑋ଵ + 𝛽ଶ𝑋ଶ + ⋯ + 𝛽௡𝑋௡ + 𝜀      (1) 

The problem with Equation 1 is that the right side of the equation can get any value between 
- ∞ to + ∞ while, the left side of the equation cannot be negative. The logit transformation 
equation must be used to overcome this problem, and it is formulated as the following 
equation where the natural log of the probability of being in one group divided by the 
probability of being in the other group. 
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𝑙𝑜𝑔𝑖𝑡 (𝑝) = ln ቀ ௣ଵି௣ቁ                                         (2) 

After logit transformation is applied the equation becomes; ln ቀ ௣ଵି௣ቁ = ln(𝛽଴ + 𝛽ଵ𝑋ଵ + 𝛽ଶ𝑋ଶ + ⋯ + 𝛽௡𝑋௡ + 𝜀)     (3) 

In solving the Equation 3, the LR equation from which the probability of Y is predicted 
becomes as the following equation where, P(Y) = probability of Y occurring; e is the base of 
natural logarithm and β0 represents exposure variable or constant, β1…n are the coefficients, 
and X1…n are the independent (predictor) variables.  𝑃(𝑌) =  ଵଵା௘ష(ഁబశഁభ೉భశഁమ೉మశ⋯శഁ೙೉೙శഄ)       (4) 

In LR, to distinguish the difference between the occurrence and non-occurrence of an event, 
the dependent variable is coded in a certain way. Assigning a value of 1 (Y=1) to event 
occurrence and 0 (Y=0) to no occurrence is the simplest way to code the dependent variable 
[26]. In this research, injury severity score (ISS) was selected as a binary dependent variable.  
A value of one (1) was assigned to the variable, when ISS is ≥ 9; otherwise, it was assigned 
zero (0) indicating an ISS < 9. Independent variables identified as statistically significant in 
cross tabulation analysis were treated as multilevel independent variables.  

In order to measure the performance of model’s validation of the LR models is necessary.  

Poorly fitting results that inaccurately predict the future outcomes may be caused doesn’t 
apply validation to the model [68]. In this study, the model subsets were selected based on a 
70/30 ratio. Bernoulli distribution was used to facilitate a random  selection on injury cases. 
Hence Bernoulli distribution takes values of 0 and 1, 1 value was assigned randomly to 70% 
of the cases, which were used to develop the model and the remaining 30% was used to 
validate the data [69].  

Initially, prediction power of the naïve model, which has only one constant (β0) without any 
predictor variables, was estimated. Then, independent variables were added to the naïve 
model to improve its predictive power, where the improved model is called the development 
model in this study. A stepwise backward enter method was used during the development of 
the model. After incorporating the independent variables into the model, the variables that 
did not have significant positive effect on the predictive power of the development model 
were left out (assigned task, construction trade), while the significant ones remained in the 
model (work experience in project, type of injury, unsafe condition, and unsafe act). It should 
be noted that validation of 30% data set was performed for both naïve and development 
models. 

The model creation is a challenge, to choose the best predictive model various numbers of 
tests should be applied. The first thing one has to do is to make sure that it meets the 
guidelines for “goodness-of-fit”. This goodness-of fit is done by a parameter that checks the 
fit of the model. The log-likelihood needs to be calculated In order to do so. The log- 
likelihood is based on summing the probabilities associated with the predicted and actual 
outcomes [26]. Wald’s test, Hosmer and Lemeshow’s RL and Exp (β) can be listed as other 
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tests that need to be conducted. Wald test is used to determine whether an independent 
variable is a significant predictor of the outcome or not. Hosmer and Lemeshow’s RL is a test 
which represents the measure of how much the goodness of fit improves as a result of the 
inclusion of predictor variables in each step. Exp(β) is the exponential value of the β 
coefficients and its value represents the odds ratio. Therefore, Exp(β) represents the odds 
ratio of that predictor variable and how it affects the outcome [61]. Similar to the past research 
discussed above, this study calculated log-likelihood values, ran Wald and Hoshmer 
Lemeshow chi-squared tests to determine the predictive power of the development model. 
Interpretation of the results can be found in Results and Discussion sections. 

 

5. RESULTS 

5.1. Univariate Analysis Results 

The results of univariate analysis are presented in Table 1-4, where the "count" values of 
every variable are displayed. This value indicates how many cases are recorded in each 
category, or in other words their frequency. "Percentage" value in the table represents the 
percentage distribution of the data categorized under the same variable type.  The following 
inferences were drawn by analyzing the frequency distribution of each variable: 

 Contrary to expectations, the number of accidents in winter turned out to be higher than 
in summer.  This finding is quite surprising because the production output in construction 
industry, which is negatively affected by weather conditions in winter, usually accelerates 
during summer months. It was expected to see more injuries in summer due to increase 
in the number of workers on site. This could indicate that there are fewer risks in 
construction sites, while working under fair weather conditions.  

 It was seen that injuries occurred on Monday the most (17.2%). Many previous research 
studies have proved that this finding is common, which is also named as “Monday Effect” 
[67-70]. 

 It was observed that the injuries tend to occur more between the hours of 10:00-12.00 
(24.5%) and 14.00-16:00 (21.4%). It is assumed that this could happen due to acceleration 
of work during those time periods.  

 When “type of injury” variable was examined, “falls” and “struck by falling object” were 
the two most noticeable data with 36.4% and 30.0% frequencies respectively. These 
findings show similarities with the past studies. Many researches pointed out that fall 
accidents are not only the highest frequent in the construction but also their results are 
more severe [71-76]. Similarly, Arndt et al., found that struck by falling objects is one of 
the common causes of fatal injuries in the construction industry [77]. 

 There wasn’t a clear cut choice among the results of “nature of injury” variable category. 
Superficial wound, bruise, fracture/crack and cuts were the most encountered injuries. 
However, these results did not lead to a specific finding. 

 Findings indicate that workers who are assigned in formwork and material handling (such 
as lifting and carrying materials and products) had the most number of injuries with 25.3% 
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and 17.5% respectively. Thus, these two construction tasks pose more risks to workers 
safety according to this study. 

 It is observed that the worker’s age group is predominantly younger. The average age of 
victims in the database is 33 and the workers between 19-24 years old (20.3%) had more 
injuries than the other age groups. It was found that the frequency of accidents decreased 
in proportion to the increasing age. 

 Results of the study showed that work experience reduces injury severity. This somewhat 
anticipated finding solidifies that the increasing work experience has a positive effect on 
safety awareness. As the worker gains experience, they become experts in their jobs and 
become more aware of their surroundings with safety in mind. Safety and health training, 
if provided, also is a tool for reducing injury severity. Past research on similar topic also 
could support this finding [11].  

 Educational background variable revealed an interesting finding that in more than half of 
the cases analyzed, workers had no further education beyond elementary school. This 
finding is directly associated with the fact that majority of construction force in Turkey 
has elementary school diploma or less. 

 Similar to educational background finding, most of the cases (28.1%) involved unskilled 
worker because most of the construction workforce consists of unskilled laborers. 
However, a noteworthy amount (25.5%) of the cases involved form workers. This finding 
naturally matches with the findings of “assigned task” category, which is somewhat close 
to the description of “construction trade” variable.  

 When unsafe act and condition variables were analyzed, three data categories stood out: 
no personal protective equipment (PPE) usage, insufficient/lack of written work 
procedures and unsafe work practices. Other most encountered unsafe acts and conditions 
were poor housekeeping, no collective protection systems, no PPE provided, and position 
inappropriate for the task.  

 

5.2. Cross Tabulation Results 

To investigate the relationship between ISS and other independent variables cross tabulation 
analysis was performed as the second part of the descriptive analysis. Only statistically 
significant results of cross tabulation analysis were presented in Table 6. According to the 
analysis, 6 of the 14 independent variables (work experience in project, assigned task, 
construction trade, type of injury, unsafe act, unsafe condition) were found statistically 
significant with p<0.05, as shown in Table 6.  

Table 6 also displays Cramer’s V values, which are used for determining the strength of 
relationship between variables. Findings show that work experience in project (Crv: 0.142), 
assigned task (Crv: 0.153), construction trade, (Crv: 0.139) and unsafe act (Crv: 0.245) have 
moderate relationship strength, while type of injury (Crv: 0.347) and unsafe condition (Crv: 
0.330) has a strong relationship with the dependent variable (Table 6).  
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Table 6 - Contingency Table - ISS vs. Nominal Variables  

 

5.3. Logistic Regression Analysis Results 

Naïve and development models were generated, validated and tested for prediction power in 
the logistic regression analysis part of the study. Injury Severity Score (ISS) was used as the 
dependent variable for both models. While naïve model used six variables that were identified 
in cross tabulation analysis part, development model left out two variables (assigned task, 
construction trade) that did not have significant positive effect on the predictive power of the 
model. The following results were obtained from the analysis:  

The naïve model shows the general percentages of the classified data without any predictor 
variables and uses the 70% data set, which is assumed to have ISS lower than 9. The 
prediction power of the naïve model was found to be 61.5%. Whereas the prediction power 
of the 30% data set, which is used to validate data and has ISS equal to or greater than 9, was 
found to be 65.4%. The development model using the 70% data set, this time with the 
inclusion of the predictor variables, yielded a prediction accuracy of 71.4%. The validation 
of the development model was performed on the 30% data set, which produced 73.1% 
accuracy. The outcome of logistic regression modeling is presented in Table 7. 

 

Table 7 - Logistic Regression Modeling Results 

  Naïve Model Development Model 
  Model 

Development Set 
Validation Set Model 

Development Set 
Validation Set 

  ISS  ISS  ISS  ISS  

 Observed <9 ≥9 % <9 ≥9 % <9 ≥9 % <9 ≥9 % 

IS
S <9 590 0 100.0 270 0 100.0 508 82 86.1 232 38 85.9 

≥9 370 0 0.00 143 0 0.00 193 177 47.8 73 70 49.0 

 Overall %   61.5   65.4   71,4   73.1 

 

The final developed model’s log likelihood value (1099.112) was found to be smaller than 
that of the Naïve model (1279.991), which means that the development model is more 
accurate in predicting the injury severity score (ISS<9 vs. ISS>9) than the Naïve model. 

Independent Variables Pearson’s X2(df), p Phi Cramer’s V 
Work experience in project X2(6)=27,676  p=0.000 crv(6)=0.1420  p=0.000 

Assigned task X2(12)=31,112 p=0.001 crv(12)=0.153  p=0.001 

Construction trade X2(7)=26,705 p=0.000 crv(7)=0.139 p=0.000 

Type of injury X2(8)=166,001 p=0.000 crv(8)=0.347 p=0.000 

Unsafe Condition X2(4)=149,508 p=0.000 crv(4)=0.330 p=0.000 

Unsafe Act X2(4)=82,666 p=0.000 crv(4)=0.245 p=0.000 
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Finally, based on a p value of .817 from the Hoshmer Lemeshow chi-squared test, which is 
greater than 0.05, the development model shows a good fit with the data.  

In the light of these results, it can be stated that the four significant factors (work experience 
in  project, type of injury, unsafe act and unsafe condition) are valid predictor variables that  
can be used in estimating whether an accident is going to result in a high injury severity or 
not. The negative signs of the regression (beta) coefficients listed indicate that work 
experience in project has decreasing effects on the probability of a workplace injury resulting 
with high ISS. In other words, the more experience the worker has, the less likely he/she will 
be exposed to a severe workplace related injury.  Faulty tool/equipment/machinery and not 
using Personal Protective Equipment (PPE) categories from unsafe condition and unsafe act 
variables respectively had the most significant effect on the ISS.  Types of injury such as 
falls, vehicle accidents, heat exposure and electric shock had increasing effects on ISS. 

 

6. SUMMARY AND CONCLUSION 

The study presented in this paper intended to use logistic regression analysis to develop a 
statistical model in identifying factors that contribute to severity of construction injuries and 
predicting their severity scores. An extensive archival study was initially performed to 
establish a database to realize this study. Research methodology included using statistical 
analysis methods such as frequency analysis (univariate) and cross tabulation (bivariate) 
analyses before undertaking logistic regression.  

Although, univariate and bivariate analyses were primarily used as tools to determine 
statistically significant variables for logistic regression, the following conclusions can be 
drawn from the findings: 

 Cold weather conditions could have a negative impact on the frequency of injuries.  

 “Monday effect” theory was once again confirmed by this study. 

 “Falls” and “struck by” were identified as dominant injury types in Turkish construction 
industry. 

 As the age of worker increases, it was observed that frequency of work related injuries 
decreases. This could be an indicator of work experience positively affecting safety 
awareness.  

 Formwork workers tend to have more injuries than other worker trades. 

 Unsafe act and condition variables revealed that safety management or lack thereof is a 
major problem in Turkish construction sites. Particularly insufficient or unsafe work 
procedures and not using PPE were encountered the most in accident reports.  

The outcome of the logistic regression analysis showed that four of the independent 
variables (work experience, accident type, unsafe condition and unsafe act) have 
statistically significant influence on workplace injury severity. To elaborate further on the 
regression results;  

 Workers who have more work experience than others are less likely to be exposed to a 
severe workplace related injury.   
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 Faulty tool/equipment/machinery and not using Personal Protective Equipment (PPE) 
categories from unsafe condition and unsafe act variables respectively had the most 
significant effect on the severity of construction injuries. In other words, injuries caused 
by those unsafe acts and conditions are more likely to end up severe.   

 Types of injury such as falls, vehicle accidents, heat exposure and electric shock have 
higher probability of causing severe injuries.  

 

7. DISCUSSION AND RECOMMENDATIONS 

Injury severity score (ISS), which had not been applied in the construction safety related 
research studies before, was identified as the dependent variable in the logistic regression 
analysis part of the study. Using ISS values as a dependent variable and including scoring in 
the model has been one of the features that made this study unique. In addition, the nonlinear 
nature of the ISS allowed the use of this scoring system as a dependent variable in the logistic 
regression analysis, which has a similar nonlinear structure. Using ISS makes it possible to 
compare and rank injuries by their severity and could be used in future studies that involve 
estimating the costs of injuries and risk analysis. 

Research information on modeling the accident outcomes is scarce in safety and health 
literature. In fact, this was one of the main driving forces of this study that led to selection of 
binary logistics regression analysis, which is usually used in research areas other than 
construction safety. Logistic regression analysis developed a model that consists of four 
multilevel independent variables (work experience in project, type of injury, unsafe 
condition, and unsafe act), all of which have significant relationships with the binary 
dependent variable (injury severity score). The improvement of accuracy from the naïve to 
the development model (9.9%), and further improvement of accuracy on the validation model 
(7.7%) are indicative of the successful validation of the logistic regression model presented.  

The model developed in the study allows to predict the injury severity (whether the ISS is 
greater or less than 9) by using the information coming from independent variables included 
in the model and to approach proactively. It would be possible to at least reduce the severity 
of potential injuries by focusing on the factors that meaningfully contribute to the outcome 
of injury; such as, increasing training efforts for workers with less work experience, 
eliminating fall and struck by falling object hazards, providing PPE and encouraging their 
usage, enforcing written safety procedures. 

This study was realized by investigating more than two thousand construction accident case 
reports that occurred in three big cities (İstanbul, Ankara and İzmir) of Turkey over a span of 
three years with the special permission of Social Security Institution. It is expected that the 
database created for this study could be useful in other statistical studies involving Turkey, 
where accurate statistical injury data is still difficult to obtain. Furthermore, a similar study 
could be carried out in different locations or with different sectors and comparisons could be 
made with the findings of this study.     
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