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A new glassy carbon surface covered with 1-(2-benzothiazolyl)-3-methyl pyrazol-5-
one and its characterization 

 
Demet Uzun*1  

 
Abstract 
 
1-(2-benzothiazolyl)-3-methyl pyrazol-5-one (B3MP) was electrochemically covered on a glassy carbon 
(GC) electrode surface in nonaqueous medium. Properties of B3MP film were investigated by cyclic 
voltammetry (CV), electrochemical impedance spectroscopy (EIS) and fourier transform infrared 
spectroscopy (FTIR). The number of electron transferred was calculated as 0.66 indicating that a single 
electron transfer process was carried out and the modification mechanism of B3MP via electrochemical 
oxidation on the GC electrode was suggested.  
 
Keywords: Electrochemical modification, Impedance spectroscopy, Glassy carbon electrode. 
 

1. INTRODUCTION 
 
Pyrazolone derivatives have a major role in the 
synthesis of many drugs in the fields of 
pharmaceuticals [1]. In addition to their analgesics 
and antipyretics impacts, they possess biological 
properties such as antimicrobial [2], antitumor [3], 
anti-inflammatory [4]. They have also been 
utilized as analytical reagents [5] to extract and 
separate different metal ions [6]. Their 
applications have been found in other areas, such 
as sensors [7-8]. 
 
The synthesis of pyrazole and pyrazolone 
derivatives have considered by chemists because 
of they are reported as a new class of corrosion 
inhibitors [9]. It has also been reported that there 
are many hetarylazopyrazolone derivatives which 
posses different chromophoric groups [10]. It was 
demonstrated that some dyes such as pyrazolone 
derivatives can be used in protection of optical 
record systems and optical filters [11]. Besides 
their well known dying properties, these type of 
hetarylazo dyes have taken a great interest by their 
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usage in non-textile applications, especially in 
high technology due to their near-infrared 
absorbing properties [12]. 
 
Covering carbon surfaces with organic molecules 
via covalent grafting has been became more 
interesting because of their applications in the area 
of materials science and electrochemical analysis 
[13]. These grafted molecules containing different 
functional groups were brought stability to the 
surfaces, so chemical and electrochemical 
methods have been developed to prepare new 
modified carbon surfaces [14].  
 
In this study, an organic molecule which is a 
pyrazolone derivative, namely B3MP, was used as 
a modifier for the first time to develop a modified 
glassy carbon electrode via electrochemical 
method. The properties of developed electrode 
was investigated by electrochemical and 
spectroscopic methods which are CV and EIS. 
 
 
 

Sakarya University Journal of Science 23(5), 707-713, 2019



2. EXPERIMENTAL 
 
2.1. Apparatus and Chemicals 
 
A CHI 660B Electrochemical Workstation was 
used for CV and EIS measurements. A 
conventional three-electrode system was used. 
Working electrode was a glassy carbon (GC) 
electrode (BAS Model), the reference electrode 
was an Ag/Ag+ (0.01 M) used in nonaqueous 
medium and an Ag/AgCl/KCl (sat.) used in 
aqueous medium. A Pt wire was used as the 
counter electrode. FTIR measurements of B3MP 
and B3MP film on GC surface were made with a 
Thermo Scientific Nicolet IS5 with a grazing angle 
and ATR (Attenuated Total Reflectance) 
accessories. 
 
As supporting electrolyte, 1.0 mM 
ferrocyanide/1.0 mM ferricyanide (1/1) mixture 
with 0.1 M KCl was prepared for EIS 
measurements. The frequency range from 100 kHz 
to 0.01 kHz was selected to perform EIS data. The 
ac amplitude was 5 mV and the electrode potential 
was 0.215 V, the formal potential of 
ferrocyanide/ferricyanide redox couple.  
 
Analytical grade reagents were used in the study. 
Tetrabuthylammonium tetrafluoroborate 
(TBATFB), get from Merck, was used for the 
supporting electrolyte in nonaqueous medium. 
Acetonitrile (ACN) as a solvent was provided 
from Sigma-Aldrich. ACN containing 0.1 M 
TBATFB was used to prepare ferrocene solution 
(1×10-3 M).  
 
Aqueous solutions were prepared and polished 
electrodes were cleaned with ultra pure quality of 
water (18.3 MΩ) (Millipore Corp. Bedford, MA 
(USA)). 
 

3. RESULTS AND DISCUSSION 
 
3.1. Effect of Scan Rate on The Oxidation Peak 
Current of B3MP 
 
The scan rate’s effect on the oxidation peak current 
of B3MP at the GC surface (Figure 1) was studied 
by CV in ACN containing 0.1 M TBATFB in the 
range of 25–150 mV s−1. A plot of logarithm of the 

oxidation peak current vs. logarithm of scan rate 
(inset of Figure 1) gave a straight line with a slope 
of 0.8229 (R2=0.991) showing that the 
electrooxidation of B3MP at the GC surface is 
adsorption-controlled electrode reaction. Cathodic 
peak was not observed in the reverse scan, 
displaying that the charge transfer is 
electrochemically irreversible in the electrode 
process. 

 
Figure 1. CVs of 1 mM B3MP at GC electrode in ACN 
containing 0.1 M TBATFB with different scan rates (25, 50, 
75, 100, and 150 mV s−1) vs. Ag/Ag+ (0.01 M) Inset: The plot 
of logarithm of peak current vs. logarithm of scan rate. 
 
It was noticed that while the scan rate was 
increased, the anodic peak potential (Ep) at about 
0.7 V was shifted to positive direction (Figure 2) 
[15]. As for an adsorption-controlled and totally 
irreversible electrode process, Ep is defined by the 
following equation [16],  
 

Ep = Eo’+  
ଶ.ଷ଴ଷ ୖ୘

஑୬୊
 log  

 ୖ୘୩°

஑୬୊
 + 

ଶ.ଷ଴ଷ ୖ୘

஑୬୊
 log v   (1)  

 
Ep vs. logarithm of scan rate was linear according 
to the equation:  
 
Ep (V)=0.1799logν+0.4777 (R2=0.9879)          (2)  
                                                                         
The αn value was calculated as 0.33 from the slope 
of the Ep vs. log v plot (2.303RT/αnF) using the 
Laviron's equation [16]. In irreversible electrode 
process, α is assumed as 0.5 [17]. Hence, the 
number of electrons in the reaction was calculated 
to be 0.66≈1 indicating that a single electron 
transfer process was carried out between B3MP 
and GC electrode in the redox reaction. 
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Figure 2. The plot of peak potential vs. logarithm of scan 
rate. 

3.2. Preparation of B3MP-GC Electrode  
 
In the first step of the electrode modification, a 
bare GC electrode was polished with 0.05 μm 
alumina slurry. Polished electrode were sonicated 
in ultra-pure water and then with ACN for 5 min, 
respectively. Then, GC electrode was rinsed with 
ACN. 
 
The multi cyclic voltammograms (CVs) for 1 mM 
B3MP at GC surface in nonaqueous solution (in 
ACN containing 0.1 M TBATFB) vs. Ag/Ag+ 
(0.01 M) are shown in Figure 3. An irreversible 
oxidation peak ( at 0.7 V ) was decreased until the 
20th cycle in the potential range of -0.4 V and 1.2 
V with a scan rate of 100 mV s-1. The GC surface 
was passivated [18] and became stable state in this 
cycle due to inhibition of electrode surface by 
covalent modification resulting of the reaction 
between -OH and the sp2 carbon atoms on the GC 
surface [13]. After modification, the passivation of 
the surfaces is significant to protect the materials 
against corrosive impacts. Also, passivation of the 
surface due to film is advantage for using B3MP-
GC in the positive potential region processes [19]. 
 

 
 
Figure 3. The cyclic voltammetric sweeps of 1 mM B3MP 
solution prepared in ACN containing 0.1 M TBATFB at GC 
electrode vs. Ag/Ag+ (0.01 M), scan rate is 100 mV s−1. 
 
3.3. Electrochemical Characterization of the  
        B3MP-GC Surface Using Redox Probes 
 
B3MP-GC surface was firstly characterized by 
electrochemical method using redox probes that 
are ferricyanide and ferrocene. For this purpose the 
CVs of redox probes were taken at the bare GC and 
B3MP-GC covered with different scan cycles 
shown in Figure 4(a) and Figure 4(b), respectively. 
Figure 4 showed that redox peaks’ currents were 
decreased and disappeared in ferricyanide. The 
completely blocking was occurred at 20 cycle that 
is why it was choosed as optimum condition for 
the prepare of the modified electrode. The 
completely blockage of oxidation and reduction of 
mentioned ferricyanide redox probe is a reliable 
indication of B3MP layer formation on the surface 
of GC electrode. Whereas, the results showed that 
there was no completely blocking effect for 
ferrocene. This distinguished difference in 
electrochemical behaviors between ferricyanide 
and ferrocene at the B3MP-GC electrode should 
be due to the electrostatic effects of the carrying 
charges of the electrochemical probes and the 
surface charges of the B3MP layers at the GC 
surface [20]. 
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Figure 4. CVs of 1 mM (a) ferricyanide (in 0.1 M KCl) vs. 
Ag/AgCl/KCl (sat.) and (b) ferrocene (in ACN containing 
0.1 M TBATFB) vs. Ag/Ag+ at the bare GC and B3MP-GC 
electrodes, scan rate is 100 mV s−1.  
 
3.4. EIS Characterization of the B3MP-GC  
        Surface 
 
EIS is a powerful and sensitive method to learn 
about the features of electrode’s surfaces [21]. 
Figure 5 shows the Nyquist plots for the bare GC 
and the B3MP-GC surfaces. Bare GC shows 
almost a straight line impedance plot at the low 
frequency region with a small semicircle at the 
high frequency region. But a high semicircle is 
observed for the B3MP-GC at the high frequency 
region, showing that the electron transfer is 

blocked between redox couple and the B3MP-GC. 
The equivalent circuits for bare GC and B3MP-GC 
are shown inset of Figure 5(a) and (b), 
respectively. An electrolyte solution resistance 
(Rs), a constant phase element (CPE), charge-
transfer resistance (Rct) and the Warburg 
resistance (w) resulting from the diffusion of ions 
from the bulk of the electrolyte to the interface are 
presented in this equivalent circuit [22]. CPE and 
Rct values were found by fitting the impedance 
spectra using this equivalent circuit. Rct values 
were calculated for redox couple at bare GC and 
the B3MP-GC as 0.38 kΩ and 21 kΩ, respectively. 
The charge transfer resistance’ value at the B3MP-
GC is higher than at the bare GC, hence it can be 
said that the passivation of the film is possible on 
B3MP-GC. The values of CPE for GC and B3MP-
GC are found to be 0.2 µF and 0.07 µF, 
respectively. The Warburg resistance of the bare 
GC and B3MP-GC surfaces is 26.9 and 4.7, 
respectively. The surface coverage (θ) of the 
B3MP film can be calculated from equation θ=1- 
Rct0/Rct [23]. The obtained surface coverage is 
98.2%. This value is accepted for a dense film. 
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Figure 5. Nyquist plots for (a) bare GC and (b) B3MP-GC in 
1 mM ferrocyanide/ferricyanide containing 0.1 M KCl. The 
Randle’s equivalent circuit models for each electrode are at 
the bottom on the right hand side. Frequency range is 100 
kHz-0.01 kHz with 5 mV wave amplitude at a formal 
potential of 0.215 V. 
 
3.5. FTIR spectrum of the B3MP-GC surface  

The IR data were used to characterize B3MP-GC 
surface and investigate the coupling cites. IR 
spectra of solid B3MP and B3MP film on the GC 
surface were recorded and compared with each 
other to see the differences between them. The IR 
of solid B3MP (curve a) and RAIRS spectra of 
B3MP film (curve b) were presented in Figure 6. 
 
The heteroaromatic compound with N–H group, 
stretching vibration was appeared at 3136 cm−1 

while it was disappeared at GC surface. This 
significant change in the N–H band of B3MP film 
on the GC surface recommends that the N–H 
group plays a role in the modification process of 
the GC surface. 
 
The C–H stretching vibrations on aromatic ring 
were exhibited in B3MP at the regions 3070-3052 
cm−1 but these vibrations weren’t observed in 
surface spectrum suggesting that there were π–π 
interactions between the aromatic ring and the 
graphitic rings systems of the GC [24]. Aliphatic 
C–H bands were also recorded at 2872-2991 cm−1  
for solid B3MP and 2843-2960 cm−1 for surface 
film [6]. 
 

The infrared bands from B3MP in the solid state 
observed at 1650 and 1622 cm−1  were assigned to 
C=O stretching and C=C stretching, respectively 
[6]. Surface spectrum has a broad and weak band 
with a frequency shift in this region at about 1619 
cm−1 in the surface spectrum assigned to C=C 
group but it  was not correctly detected because of 
overlapping. C=O band wasn’t observed in the 
surface spectrum.  
  
C=N stretching vibration [6] was observed at 1596 
and 1521 cm−1 in solid B3MP spectrum and only 
one band at 1517 cm−1 in the surface spectrum. 
The strong band observed at 1229 cm−1 in solid 
B3MP spectrum was assigned to C–N stretching 
vibration. It was weakly observed at 1222 cm−1 in 
surface spectrum.  
 

 
 
Figure 6. IR spectrum of (a) solid B3MP and (b) B3MP film 
on the GC surface 
 
All mentioned aboves showed that the B3MP was 
covered to surface. The modification mechanism 
was proposed from the scan rate, CV and FTIR 
results, shown in Figure 7. According to that the –
NH group in B3MP molecule was oxidized first 
with one-electron generating radical cation [25]; 
then the radical cation delocalized in the 
heteroaromatic ring and –OH radical cation was 
occured and the radical cation reacted with the GC 
surface forming C–0–C linkages with giving one 
H+[26-28].  
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Figure 7. The proposed modification mechanism of GC with 
B3MP. 
 

4. CONCLUSIONS 
 
In this paper, B3MP was firstly covered to GC 
electrode via electrochemical method in 
nonaqueous medium to develop a new electrode. 
The properties of new surface were evaluated by 
CV, EIS and FTIR. From the EIS results, B3MP-
GC showed a high surface coverage value (98.2%) 
as a result of increasing charge transfer resistance 
for redox couple. The electrochemical coverage 
mechanism of B3MP to the GC surface has been 
also investigated. It was supposed that the B3MP 
was covered to GC surface from its –OH group 
with releasing one electron. This modified 
electrode can be used in the corrosion studies 
because of its high electro-inactive property and 
also in diverse applications such as energy storage, 
sensing, etc. 
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Coefficient Inequalities for Janowski Type Close-to-Convex Functions Associated 
with Ruscheweyh Derivative Operator 

Öznur Özkan Kılıç*1 

ABSTRACT 

The aim of this paper is to introduce a new subclasses of the Janowski type close-to-convex functions 
defined by Ruscheweyh derivative operator and obtain coefficient bounds belonging to this class.  

Keywords: Univalent Function, Subordination, Close-to-Convex Function, Ruscheweyh Derivative 
Operator 

 

1. INTRODUCTION 

Let 𝒜 denote the class of functions of the form 

𝑓(𝑧) = 𝑧 + ෍ 𝑎௡𝑧௡

ஶ

௡ୀଶ

 

which are analytic in the open unit disk 

∆= {𝑧 ∈ ℂ ∶  |𝑧| < 1}. 

Let  𝒮 denote the subclasses of  𝒜 which are 
univalent in ∆.  

An analytic function  𝑓 is subordinate to an 
analytic function 𝐹 , written as  𝑓 ≺ 𝐹  or  

𝑓(𝑧) ≺ 𝐹(𝑧), if there exists a Schwarz function  

𝜔: ∆⟶ ∆  with 𝜔(0) = 0 and |𝜔(𝑧)| < 1 
satisfying 𝑓(𝑧) = 𝐹൫𝜔(𝑧)൯. In particular, if 𝐹 is 
univalent in ∆, we have the following equivalence: 

𝑓(𝑧) ≺ 𝐹(𝑧)  ⟺  [𝑓(0) = 𝐹(0) ˄ 𝑓(∆) = 𝐹(∆)]. 

                                                           

* Corresponding Author 

1 Baskent University, Statistics and Computer Science Program, Ankara, Turkey ORCID: 0000-0003-4209-9320 

The Hadamard product or convolution of two 
functions  𝑓(𝑧) = 𝑧 + ∑ 𝑎௡𝑧௡  ∈ 𝒜ஶ

௡ୀଶ   and 

𝑔(𝑧) = 𝑧 + ∑ 𝑏௡𝑧௡  ∈ 𝒜ஶ
௡ୀଶ , denoted  by 𝑓 ∗ 𝑔, is 

defined by 

(𝑓 ∗ 𝑔 )(𝑧) = 𝑧 + ෍ 𝑎௡ 𝑏௡𝑧௡

ஶ

௡ୀଶ

 

for 𝑧 ∈ ∆. 

In 1975, Ruscheweyh [5] introduced a linear 
operator 𝒟ఋ ∶ 𝒜⟶𝒜  defined by 

𝒟ఋ  𝑓(𝑧) =
𝑧

(1 − 𝑧)ఋାଵ
∗ 𝑓(𝑧)                      

= 𝑧 + ෍ 𝜑௡(𝛿) 𝑎௡𝑧௡  

ஶ

௡ୀଶ

 

with 

𝜑௡(𝛿) =
(𝛿 + 1)௡ିଵ

(𝑛 − 1)!
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for  𝛿 > −1 and  (𝑎)௡ is Pochhammer symbol 
defined by 

(𝑎)௡ =
𝛤(𝑎 + 𝑛)

𝛤(𝑎)
                                                

    = ൜
1                                                 𝑖𝑓 𝑛 = 0 

𝑎(𝑎 + 1) ⋯ (𝑎 + 𝑛 − 1)       𝑖𝑓 𝑛 ∈ ℕ
 

for 𝑎 ∈ ℂ and ℕ = {1,2,3, . . . }. 

Notice that  

𝒟଴ 𝑓(𝑧) = 𝑓(𝑧), 

𝒟ଵ 𝑓(𝑧) = 𝑧𝑓ᇱ(𝑧)  

and  

𝒟௠  𝑓(𝑧) =
𝑧൫𝑧௠ିଵ𝑓(𝑧)൯

௠

𝑚!
   

                           

= 𝑧 + ෍
𝛤(𝑛 + 𝑚)

𝛤(𝑚 + 1)(𝑛 − 1)!
𝑎௡ 𝑧

௡

ஶ

௡ୀଶ

 

 

for all 𝛿 = 𝑚 ∈ ℕ଴ = {0,1,2, . . . }.  

In geometric function theory, various subclasses 
defined by Ruscheweyh derivative operator were 
studied. 

Let  𝒮∗ and  𝒞 be the usual subclasses of functions 
which members are univalent, starlike and convex 
in ∆, respectively. We also denote 𝒮∗(𝛼) and 𝒞(𝛼) 
the class of starlike functions of order 𝛼 and the 
class of convex functions of order 𝛼, for 0 ≤ 𝛼 <

1, respectively. Note that  𝒮∗ = 𝒮∗(0) and 𝒞 =

𝒞(0). 

In 1973, Janowski [2] introduced the classes by 
𝒮∗(𝐴, 𝐵) and 𝒞(𝐴, 𝐵) 

𝒮∗(𝐴, 𝐵) = ቊ𝑓 ∈ 𝒜 ∶  
𝑧𝑓ᇱ(𝑧)

𝑓(𝑧)
≺

1 + 𝐴𝑧

1 + 𝐵𝑧
ቋ 

and  

𝒞(𝐴, 𝐵) = ቊ𝑓 ∈ 𝒜 ∶ 1 +
𝑧𝑓ᇱ′(𝑧)

𝑓′(𝑧)
≺

1 + 𝐴𝑧

1 + 𝐵𝑧
ቋ 

for  −1 ≤ 𝐵 < 𝐴 ≤ 1, 𝑧 ∈ ∆. Note that 

 𝒮∗(𝛼) = 𝒮∗(1 − 2𝛼, −1),   𝒮∗ = 𝒮∗(1, −1)  and 
 𝒞(𝛼) = 𝒞(1 − 2𝛼, −1), 𝒞 = 𝒞(1, −1). 

A function 𝑓 ∈ 𝒜  is said to be close-to-star if and 
only if there exists 𝑔 ∈  𝒮∗  such that 
ℜ{𝑓(𝑧) 𝑔(𝑧)⁄ } > 0 for all 𝑧 ∈ ∆. Also, a function  

𝑓 ∈ 𝒜  is said to be close-to-convex  if and only if 
there exists 𝑔 ∈  𝒞  such that ℜ{𝑓ᇱ(𝑧) 𝑔ᇱ(𝑧)⁄ } > 0 
for all 𝑧 ∈ ∆. The classes of close-to-star and 
close-to-convex functions denote by  𝒞𝒮∗ and  𝒞𝒞, 
respectively. The class of close-to-star functions 
was introduced by Reade in [4] and  the class of 
close-to-convex functions was introduced by 
Kaplan in [3]. Similarly, we denote by  𝒞𝒮∗(𝛾) 
and  𝒞𝒞(𝛾) the classes of close-to-star functions of 
order 𝛾 and close-to-convex functions of order 𝛾, 
for 0 ≤ 𝛾 < 1, respectively. Note that  𝒞𝒮∗ =

𝒞𝒮∗(0)  and  𝒞𝒞 = 𝒞𝒞(0). 

The class of Janowski type close-to-starlike 
functions in ∆, denoted  by  𝒞𝒮∗(𝐴, 𝐵), is defined 
by 

𝒞𝒮∗(𝐴, 𝐵) = ቊ𝑓 ∈ 𝒜 ∶
𝑓(𝑧)

𝑔(𝑧)
≺

1 + 𝐴𝑧

1 + 𝐵𝑧
, 𝑔 ∈  𝒮∗ቋ 

for −1 ≤ 𝐵 < 𝐴 ≤ 1, 𝑧 ∈ ∆. Similarly, the class 
of Janowski type close-to-convex functions in ∆, 
denoted  by 𝒞𝒞(𝐴, 𝐵), is defined by 

𝒞𝒞(𝐴, 𝐵) = ቊ𝑓 ∈ 𝒜 ∶  
𝑓′(𝑧)

𝑔′(𝑧)
≺

1 + 𝐴𝑧

1 + 𝐵𝑧
,   𝑔 ∈ 𝒞ቋ 

for −1 ≤ 𝐵 < 𝐴 ≤ 1, 𝑧 ∈ ∆. The classes are 
introduced by Reade [4] in 1955.  

Definition 1.1. The class of Janowski type 
functions defined by Ruscheweyh derivative 
operator in ∆, denoted  by 𝒥ℛ(𝛿, 𝛽, 𝐴, 𝐵) , is 
defined by 

𝒥ℛ(𝛿, 𝛽, 𝐴, 𝐵) = ቊ𝑓 ∈ 𝒜 ∶  
𝒟ఋ  𝑓(𝑧)

𝒟ఉ  𝑔(𝑧)
≺

1 + 𝐴𝑧

1 + 𝐵𝑧
,

𝑔 ∈ 𝒮∗ቋ 

for  𝛿, 𝛽 > −1 , −1 ≤ 𝐵 < 𝐴 ≤ 1, 𝑧 ∈ ∆ . 

We need the following lemma to obtain our results. 

Lemma 1.2. [1] If the function  𝑝(𝑧) of the form 
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𝑝(𝑧) = 1 + ෍ 𝑝௡𝑧௡

ஶ

௡ୀଵ

 

is analytic in ∆ and  

𝑝(𝑧) ≺
1 + 𝐴𝑧

1 + 𝐵𝑧
 

then  |𝑝௡| ≤ 𝐴 − 𝐵,  for 𝑛 ∈ ℕ, −1 ≤ 𝐵 < 𝐴 ≤ 1. 

 

2. MAIN RESULTS AND THEIR 
CONSEQUENCES 

We begin by finding the estimates on the 
coefficient |𝑎௡| for functions in the class 
𝒥ℛ(𝛿, 𝛽, 𝐴, 𝐵). 

Theorem 2.1. If  the function 𝑓(𝑧) ∈ 𝒜 be in the 
class  𝒥ℛ(𝛿, 𝛽, 𝐴, 𝐵), then  

|𝑎௡| ≤
௡ ఝ೙(ఉ)ା(஺ି஻) ∑ ௠ ఝ೘(ఉ)೙షభ

೘సభ

ఝ೙(ఋ)
 .       (2.1) 

                                                                              
Proof. Let 𝑓(𝑧) ∈ 𝒥ℛ(𝛿, 𝛽, 𝐴, 𝐵). Then, there are 
analytic functions  𝑔(𝑧) = 𝑧 + ∑ 𝑏௡𝑧௡  ∈ஶ

௡ୀଶ 𝒮∗ , 
𝜔 is a Schwarz function and 

𝑝(𝑧) = 1 + ∑ 𝑝௡𝑧௡ஶ
௡ୀଵ   as in Lemma 1.2 such that 

𝒟ఋ  𝑓(𝑧)

𝒟ఉ  𝑔(𝑧)
=

1 + 𝐴𝜔(𝑧)

1 + 𝐵𝜔(𝑧)
= 𝑝(𝑧)               (2.2) 

for 𝑧 ∈ ∆. Then (2.2) can be written as  

       𝒟ఋ  𝑓(𝑧) =  𝑝(𝑧). 𝒟ఉ 𝑔(𝑧) 

or 

𝑧 + ෍ 𝜑௡(𝛿) 𝑎௡𝑧௡

ஶ

௡ୀଶ

= 𝑧 +    ෍ ෍ 𝜑௡ି௠ାଵ(𝛽) 𝑏௡ି௠ାଵ 𝑝௠ିଵ

௡

௠ୀଵ

ஶ

௡ୀଶ

 

Equating the coefficients of like powers of 𝑧, we 
obtain 

𝜑ଶ(𝛿) 𝑎ଶ = 𝜑ଶ(𝛽) 𝑏ଶ + 𝑝ଵ, 

𝜑ଷ(𝛿) 𝑎ଷ = 𝜑ଶ(𝛽) 𝑏ଶ 𝑝ଵ + 𝜑ଷ(𝛽) 𝑏ଷ + 𝑝ଶ, 

and  

𝜑௡(𝛿) 𝑎௡ = 𝜑௡(𝛽) 𝑏௡ + 𝜑௡ିଵ(𝛽) 𝑏௡ିଵ 𝑝ଵ 

                                 +𝜑௡ିଶ(𝛽) 𝑏௡ିଶ 𝑝ଶା⋯ା𝑝௡ିଵ. 

 

By using Lemma 1.2 and  𝑔 ∈ 𝒮∗ , we get 

𝜑௡(𝛿)|𝑎௡| ≤ 𝑛 𝜑௡(𝛽) + (𝐴 − 𝐵) ෍ 𝑚 𝜑௠(𝛽)

௡ିଵ

௠ୀଵ

 

and this inequality is equivalent to (2.1). 

 

Corollary 2.2. If  the function 𝑓(𝑧) ∈ 𝒜 be in the 
class  𝒞𝒮∗(𝐴, 𝐵), then  

|𝑎௡| ≤ 𝑛 +
(஺ି஻)(௡ିଵ)௡

ଶ
. 

Proof. In Theorem 2.1, we take 𝛿 = 0, 𝛽 = 0. 

Corollary 2.3. If  the function 𝑓(𝑧) ∈ 𝒜 be in the 
class  𝒞𝒮∗(𝛾), then  

|𝑎௡| ≤ 𝑛 + (1 − 𝛾)(𝑛 − 1)𝑛. 

Proof. In Theorem 2.1, we take 𝛿 = 0, 𝛽 = 0,    

𝐴 = 1 − 2𝛾, 𝐵 = −1. 

Corollary 2.4. If  the function 𝑓(𝑧) ∈ 𝒜 be in the 
class  𝒞𝒮∗, then  

|𝑎௡| ≤ 𝑛ଶ. 

Proof. In Theorem 2.1, we take 𝛿 = 0, 𝛽 = 0,    

𝐴 = 1, 𝐵 = −1.  

Corollary 2.5. If  the function 𝑓(𝑧) ∈ 𝒜 be in the 
class  𝒞𝒞(𝐴, 𝐵), then  

|𝑎௡| ≤ 1 +
(஺ି஻)(௡ିଵ)

ଶ
. 

Proof. In Theorem 2.1, we take 𝛿 = 1, 𝛽 = 0. 

Corollary 2.6. If  the function 𝑓(𝑧) ∈ 𝒜 be in the 
class  𝒞𝒞(𝛾), then  

|𝑎௡| ≤ 1 + (1 − 𝛾)(𝑛 − 1). 

Proof. In Theorem 2.1, we take 𝛿 = 1, 𝛽 = 0, 

𝐴 = 1 − 2𝛾, 𝐵 = −1. 

Corollary 2.7. If  the function 𝑓(𝑧) ∈ 𝒜 be in the 
class  𝒞𝒞, then  

|𝑎௡| ≤ n. 
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Proof. In Theorem 2.1, we take 𝛿 = 1, 𝛽 = 0, 

𝐴 = 1, 𝐵 = −1. 

We note that Results in Corollary 2.4 and 
Corollary 2.7 were proved by Reade in 1955.  

( See [4] ) 
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Asymptotically 𝓙𝝈-Equivalence of Sequences of Sets 

 
Uğur Ulusu*1, Esra Gülle2 

 

Abstract          

In this study, we introduce the concepts of Wijsman asymptotically 𝒥-invariant equivalence (𝑊𝒥഑

௅ ), 
Wijsman asymptotically strongly 𝑝-invariant equivalence ([𝑊௏഑

௅ ]௣) and Wijsman asymptotically 𝒥∗-

invariant equivalence (𝑊𝒥഑
∗

௅ ). Also, we investigate the relationships among the concepts of Wijsman 

asymptotically invariant equivalence, Wijsman asymptotically invariant statistical equivalence, 𝑊𝒥഑

௅ , 

[𝑊௏഑

௅ ]௣ and 𝑊𝒥഑
∗

௅ .      

Keywords: asymptotically equivalence, 𝒥-convergence, invariant convergence, sequences of sets, 
Wijsman convergence 

 

1. INTRODUCTION AND BACKGROUND 

Let 𝜎 be a mapping of the positive integers into 
themselves. A continuous linear functional 𝜓 on 
ℓஶ, the space of real bounded sequences, is said 
to be an invariant mean or a 𝜎-mean if it satisfies 
following conditions: 

*  𝜓(𝑠) ≥ 0, when the sequence 𝑠 = (𝑠௡) has 
𝑠௡ ≥ 0 for all 𝑛,  

* 𝜓(𝑒) = 1, where 𝑒 = (1,1,1, . . . ) and  

*  𝜓(𝑠ఙ(௡)) = 𝜓(𝑠௡) for all 𝑠 ∈ ℓஶ.  

The mappings 𝜎 are assumed to be one-to-one and 
such that 𝜎௠(𝑛) ≠ 𝑛 for all positive integers 𝑛 
and 𝑚, where 𝜎௠(𝑛) denotes the 𝑚 th iterate of 
the mapping 𝜎 at 𝑛. Thus, 𝜓 extends the limit 
functional on 𝑐, the space of convergent 
sequences, in the sense that 𝜓(𝑠) = lim 𝑠 for all 
𝑠 ∈ 𝑐. 

                                                 
* Corresponding Author egulle@aku.edu.tr 
1 Afyon Kocatepe University, Analysis and Functions Theory, Afyon, Turkey ORCID: 0000-0001-7658-6114 
2 Afyon Kocatepe University, Analysis and Functions Theory, Afyon, Turkey ORCID: 0000-0001-5575-2937 

Mursaleen [4] defined the concept of strongly    𝜎-
convergent sequence. Then, using a positive real 
number 𝑝, Savaş [9] generalized the concept of 
strongly 𝜎-convergent sequence. Following, 
Savaş and Nuray [10] defined the concept of 
lacunary 𝜎-statistically convergent sequence. 

The idea of 𝒥-convergence which is based on the 
structure of the ideal 𝒥 of subsets of the set ℕ 
(natural numbers) was introduced by Kostyrko et 
al. [2].  

𝒥 ⊆ 2ℕ which is a family of subsets of ℕ is called 
an ideal if it is satisfies following conditions: 

*  ∅ ∈ 𝒥,    

*  For each 𝑋, 𝑌 ∈ 𝒥 we have 𝑋 ∪ 𝑌 ∈ 𝒥,    

* For each 𝑋 ∈ 𝒥 and each 𝑌 ⊆ 𝑋 we have 𝑌 ∈
𝒥. 

Sakarya University Journal of Science 23(5), 718-723, 2019



Let 𝒥 ⊆ 2ℕ be an ideal. If ℕ ∉ 𝒥, then 𝒥 is called 
non-trivial and if {𝑛} ∈ 𝒥 for each 𝑛 ∈ ℕ, then a 
non-trivial ideal 𝒥 is called admissible.  

All ideals considered in this study are assumed to 
be admissible. 

An admissible ideal 𝒥 ⊂ 2ℕ is said to be satisfy 
the property (𝐴𝑃) if for every countable family of 
mutually disjoint sets {𝑋ଵ, 𝑋ଶ, . . . } belonging to 𝒥 
there exists a countable family of sets {𝑌ଵ, 𝑌ଶ, . . . } 
such that the symmetric difference 𝑋௝Δ𝑌௝ is a 
finite set for 𝑗 ∈ ℕ and                                 𝑌 =
(⋃ஶ

௝ୀଵ 𝑌௝) ∈ 𝒥. 

ℱ ⊆ 2ℕ which is a family of subsets of ℕ is called 
a filter if it satisfies following conditions: 

* ∅ ∉ ℱ,   

* For each 𝑋, 𝑌 ∈ ℱ we have 𝑋 ∩ 𝑌 ∈ ℱ,    

* For each 𝑋 ∈ ℱ and each 𝑌 ⊇ 𝑋 we have 𝑌 ∈
ℱ. 

For any ideal there is a filter ℱ(𝒥) corresponding 
with 𝒥, given by  

ℱ(𝒥) = {𝑀 ⊂ ℕ: (∃𝑋 ∈ 𝒥)(𝑀 = ℕ\𝑋)}. 

A sequence 𝑠 = (𝑠௡) is said to be 𝒥-convergent to 
𝐿 if for every 𝛾 > 0, the set  

𝐵ఊ = {𝑛: |𝑠௡ − 𝐿| ≥ 𝛾} 

belongs to 𝒥. It is denoted by 𝒥 − lim𝑠௡ = 𝐿. 

A sequence 𝑠 = (𝑠௡) is said to be 𝒥∗-convergent 
to 𝐿 if there exists a set 𝑀 = {𝑚ଵ < 𝑚ଶ <. . . <
𝑚௡ <. . . } ∈ ℱ(𝒥) such that  

lim
௡→ஶ

𝑠௠೙
= 𝐿. 

It is denoted by 𝒥∗ − lim𝑠௡ = 𝐿. 

Recently, the concepts of 𝜎-uniform density of a 
subset 𝐵 of the set ℕ and corresponding                 
𝒥ఙ-convergence for real sequences were 
introduced by Nuray et al. [5]. 

Let 𝐵 ⊆ ℕ and  

𝑠௠ = min
௡

|𝐵 ∩ {𝜎(𝑛), 𝜎ଶ(𝑛), … , 𝜎௠(𝑛)}|,  

𝑆௠ = max
௡

|𝐵 ∩ {𝜎(𝑛), 𝜎ଶ(𝑛), . . . , 𝜎௠(𝑛)}|. 

If the following limits exists  

𝒱(𝐵) = lim
௠→ஶ

𝑠௠

𝑚
, 𝒱(𝐵) = lim

௠→ஶ

𝑆௠

𝑚
, 

then they are called a lower 𝜎-uniform density and 
an upper 𝜎-uniform density of the set 𝐵, 
respectively. 

If 𝒱(𝐵) = 𝒱(𝐵), then 𝒱(𝐵) = 𝒱(𝐵) = 𝒱(𝐵) is 
called the 𝜎-uniform density of 𝐵. 

The class of all 𝐵 ⊆ ℕ with 𝒱(𝐵) = 0 is denoted 
by 𝒥ఙ.  

A sequence 𝑠 = (𝑠௡) is said to be 𝒥ఙ-convergent 
to 𝐿 if for every 𝛾 > 0, the set  

𝐵ఊ = {𝑛: |𝑠௡ − 𝐿| ≥ 𝛾} 

belongs to 𝒥ఙ, i.e., 𝒱(𝐵ఊ) = 0. It is denoted by 
𝒥ఙ − lim𝑠௡ = 𝐿. 

Let 𝑍 be any non-empty set. The function 𝑔: ℕ →
𝑃(𝑍) is defined by 𝑔(𝑖) = 𝐶௜ ∈ 𝑃(𝑍) for each 𝑖 ∈
ℕ, where 𝑃(𝑍) is power set of 𝑍. The sequence 
{𝐶௜} = (𝐶ଵ, 𝐶ଶ, . . . ), which is the range’s elements 
of 𝑔, is said to be set sequences. 

The concept of convergence for real sequences 
has been extended by many researchers to 
concepts of convergence for set sequences. The 
one of these such extensions considered in this 
study is the concept of Wijsman convergence 
(see, [6, 7]). 

Let (𝑍, 𝑑) be a metric space. For any point 𝑧 ∈ 𝑍 
and any non-empty subset 𝐶 of 𝑍, the distance 
from 𝑧 to 𝐶 is defined by  

𝜌(𝑧, 𝐶) = inf
௖∈஼

𝑑(𝑧, 𝑐). 

Throughout the study, we take (𝑍, 𝑑) be a metric 
space and 𝐶, 𝐶௜, 𝐷௜ be any non-empty closed 
subsets of 𝑍. 

A sequence {𝐶௜} is said to be Wijsman convergent 
to 𝐶 if for each 𝑧 ∈ 𝑍,  

lim
௜→ஶ

𝜌(𝑧, 𝐶௜) = 𝜌(𝑧, 𝐶). 
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A sequence {𝐶௜} is said to be Wijsman invariant 
convergent to 𝐶 if for each 𝑧 ∈ 𝑍  

lim
௡→ஶ

1

𝑛
෍

௡

௜ୀଵ

𝜌(𝑧, 𝐶ఙ೔(௠)) = 𝜌(𝑧, 𝐶), 

uniformly in 𝑚 = 1,2, . .. . 

Let 0 < 𝑝 < ∞. A sequence {𝐶௜} is said to be 
Wijsman strongly 𝑝-invariant convergent to 𝐶 if 
for each 𝑧 ∈ 𝑍  

lim
௡→ஶ

1

𝑛
෍

௡

௜ୀଵ

|𝜌(𝑧, 𝐶ఙ೔(௠)) − 𝜌(𝑧, 𝐶)|௣ = 0, 

uniformly in 𝑚. 

A sequence {𝐶௜} is said to be Wijsman invariant 
statistical convergent to 𝐶 if for every 𝛾 > 0 and 
each 𝑧 ∈ 𝑍  

lim
௡→ஶ

1

𝑛
|{𝑖 ≤ 𝑛: |𝜌(𝑧, 𝐶ఙ೔(௠)) − 𝜌(𝑧, 𝐶)| ≥ 𝛾}| = 0, 

uniformly in 𝑚. 

In [3], Marouf introduced the concept of 
asymptotically equivalence for real sequences. 
Then, this concept has been development by 
several researchers. 

Two nonnegative sequences 𝑠 = (𝑠௡) and 𝑡 =
(𝑡௡) are said to be asymptotically equivalent if  

lim
௡→ஶ

𝑠௡

𝑡௡
= 1. 

It is denoted by 𝑠~𝑡. 

The concept of asymptotically equivalence for 
real sequences has been firstly extended by Ulusu 
and Nuray [11] to concept of asymptotically 
equivalence (Wijsman sense) for set sequences. 
Similar concepts can be seen in [1, 8]. 

For any non-empty closed subsets 𝐶௜, 𝐷௜ ⊆ 𝑍 such 
that 𝜌(𝑧, 𝐶௜) > 0 and 𝜌(𝑧, 𝐷௜) > 0 for each 𝑧 ∈ 𝑍, 
the sequences {𝐶௜} and {𝐷௜} are said to be 
asymptotically equivalent (Wijsman sense) if for 
each 𝑧 ∈ 𝑍,  

lim
௜→ஶ

𝜌(𝑧, 𝐶௜)

𝜌(𝑧, 𝐷௜)
= 1. 

It is denoted by 𝐶௜~𝐷௜. 

As an example, consider the following sequences:  

𝐶௜ = {(𝑥, 𝑦): 𝑥ଶ + 𝑦ଶ + 2𝑖𝑥 = 0},  

𝐷௜ = {(𝑥, 𝑦): 𝑥ଶ + 𝑦ଶ − 2𝑖𝑥 = 0}.  

Since  

lim
௜→ஶ

𝜌(𝑧, 𝐶௜)

𝜌(𝑧, 𝐷௜)
= 1, 

the sequences {𝐶௜} and {𝐷௜} are asymptotically 
equivalent (Wijsman sense), i.e., 𝐶௜~𝐷௜ . 

The term 𝜌(𝑧; 𝐶௜, 𝐷௜) is defined as follows:  

𝜌(𝑧; 𝐶௜, 𝐷௜) =

⎩
⎨

⎧
𝜌(𝑧, 𝐶௜)

𝜌(𝑧, 𝐷௜)
, 𝑧 ∈ 𝐶௜ ∪ 𝐷௜

      𝐿 , 𝑧 ∈ 𝐶௜ ∪ 𝐷௜ .

 

Two sequences {𝐶௜} and {𝐷௜} are said to be 
asymptotically invariant equivalent (Wijsman 
sense) of multiple 𝐿 if for each 𝑧 ∈ 𝑍  

lim
௡→ஶ

1

𝑛
෍

௡

௜ୀଵ

𝜌(𝑧; 𝐶ఙ೔(௠), 𝐷ఙ೔(௠)) = 𝐿, 

uniformly in 𝑚. It is denoted by 𝐶௜ ~
ௐ௏഑

ಽ

𝐷௜ . 

Two sequences {𝐶௜} and {𝐷௜} are said to be 
asymptotically invariant statistical equivalent 
(Wijsman sense) of multiple 𝐿 if for every 𝛾 > 0 
and each 𝑧 ∈ 𝑍  

lim
௡→ஶ

1

𝑛
|{𝑖 ≤ 𝑛: |𝜌(𝑧; 𝐶ఙ೔(௠), 𝐷ఙ೔(௠)) − 𝐿| ≥ 𝛾}| = 0, 

uniformly in 𝑚. It is denoted by 𝐶௜ ~
ௐௌ഑

ಽ

𝐷௜. 

The set of all asymptotically invariant statistical 
equivalent (Wijsman sense) sequences is denoted 
by 𝑊𝑆ఙ

௅. 

From now on, for short, we use 𝜌௭(𝐶), 𝜌௭(𝐶௜) and 
𝜌௭(𝐶௜, 𝐷௜) instead of 𝜌(𝑧, 𝐶), 𝜌(𝑧, 𝐶௜) and 
𝜌(𝑧; 𝐶௜, 𝐷௜), respectively.  

2. MAIN RESULTS 

Definition 2.1 Two sequences {𝐶௜} and {𝐷௜} are 
said to be Wijsman asymptotically 𝒥-invariant 
equivalent or Wijsman asymptotically               𝒥ఙ-
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equivalent of multiple 𝐿 if for every 𝛾 > 0 and 
each 𝑧 ∈ 𝑍, the set  

𝐵ఊ,௭
~ : = {𝑖: |𝜌௭(𝐶௜, 𝐷௜) − 𝐿| ≥ 𝛾} 

belongs to 𝒥ఙ, that is, 𝒱(𝐵ఊ,௭
~ ) = 0. In this case, 

we write 𝐶௜ ~
ௐ𝒥഑

ಽ

𝐷௜ and if 𝐿 = 1, simply Wijsman 
asymptotically 𝒥-invariant equivalent. 

The set of all Wijsman asymptotically                           
𝒥ఙ-equivalent sequences will be denoted by 𝑊𝒥഑

௅ .  

Theorem 2.2 Let 𝜌௭(𝐶௜) = 𝒪(𝜌௭(𝐷௜)). If 

𝐶௜ ~
ௐ𝒥഑

ಽ

𝐷௜, then 𝐶௜ ~
ௐ௏഑

ಽ

𝐷௜.  

Proof. Let 𝑚, 𝑛 ∈ ℕ are arbitrary and 𝛾 > 0 is 
given. Now, we calculate  

𝑇௭(𝑚, 𝑛): = อ
1

𝑚
෍

௠

௜ୀଵ

𝜌௭(𝐶ఙ೔(௡), 𝐷ఙ೔(௡)) − 𝐿อ. 

 Then, for each 𝑧 ∈ 𝑍 we have  

𝑇௭(𝑚, 𝑛) ≤ 𝑇௭
ଵ(𝑚, 𝑛) + 𝑇௭

ଶ(𝑚, 𝑛) 

 where    

𝑇௭
ଵ(𝑚, 𝑛): =

1

𝑚
෍

௠

௜ୀଵ
|ఘ೥(஼

഑೔(೙)
,஽

഑೔(೙)
)ି௅|ஹఊ

|𝜌௭(𝐶ఙ೔(௡), 𝐷ఙ೔(௡)) − 𝐿| 

 and  

 𝑇௭
ଶ(𝑚, 𝑛): =

1

𝑚
෍

௠

௜ୀଵ
|ఘ೥(஼

഑೔(೙)
,஽

഑೔(೙)
)ି௅|ழఊ

|𝜌௭(𝐶ఙ೔(௡), 𝐷ఙ೔(௡)) − 𝐿|. 

For each 𝑧 ∈ 𝑍 and every 𝑛 = 1,2, . .., it is obvious 
that 𝑇௭

ଶ(𝑚, 𝑛) < 𝛾. Since 𝜌௭(𝐶௜) = 𝒪(𝜌௭(𝐷௜)), 
there exists an 𝑅 > 0 such that  

|𝜌௭(𝐶ఙ೔(௡), 𝐷ఙ೔(௡)) − 𝐿| ≤ 𝑅 

for each 𝑧 ∈ 𝑍 (𝑖 = 1,2, . . . ;   𝑛 = 1,2, . . . ). So, 
this implies that   

𝑇௭
ଵ(𝑚, 𝑛) ≤

𝑅

𝑚
|{1 ≤ 𝑖 ≤ 𝑚: |𝜌௭(𝐶ఙ೔(௡), 𝐷ఙ೔(௡)) − 𝐿| ≥ 𝛾}| 

≤ 𝑅
୫ୟ୶

೙
ቚቄଵஸ௜ஸ௠:ቚఘ೥ቀ஼

഑೔(೙)
,஽

഑೔(೙)
ቁି௅ቚஹఊቅቚ

௠
                         

= 𝑅
ௌ೘

௠
.                                                                              

Then, due to our hypothesis, 𝐶௜ ~
ௐ௏഑

ಽ

𝐷௜ .  

Definition 2.3 Let 0 < 𝑝 < ∞. Two sequences 
{𝐶௜} and {𝐷௜} are said to be Wijsman 
asymptotically strongly 𝑝-invariant equivalent of 
multiple 𝐿 if for each 𝑧 ∈ 𝑍  

lim
௡→ஶ

1

𝑛
෍

௡

௜ୀଵ

|𝜌௭(𝐶ఙ೔(௡), 𝐷ఙ೔(௡)) − 𝐿|௣ = 0, 

 uniformly in 𝑚. In this case, we write 𝐶௜ ~
[ௐೇ഑

ಽ ]೛

𝐷௜ 
and if 𝐿 = 1, simply Wijsman asymptotically 
strongly 𝑝-invariant equivalent.  

Theorem 2.4 If 𝐶௜ ~
[ௐೇ഑

ಽ ]೛

𝐷௜, then 𝐶௜ ~
ௐ𝒥഑

ಽ

𝐷௜.  

Proof. Let 𝐶௜ ~
[ௐೇ഑

ಽ ]೛

𝐷௜ and 𝛾 > 0 is given. For each 
𝑧 ∈ 𝑍, we can write   

෍

௠

௜ୀଵ

|𝜌௭(𝐶ఙ೔(௡), 𝐷ఙ೔(௡)) − 𝐿|௣ 

≥ ෍

௠

௜ୀଵ
ቚఘ೥ቀ஼

഑೔(೙)
,஽

഑೔(೙)
ቁି௅ቚஹఊ

|𝜌௭(𝐶ఙ೔(௡), 𝐷ఙ೔(௡)) − 𝐿|௣  

≥ 𝛾௣|{1 ≤ 𝑖 ≤ 𝑚: |𝜌௭(𝐶ఙ೔(௡), 𝐷ఙ೔(௡)) − 𝐿| ≥ 𝛾}| 

≥ 𝛾௣max
௡

|{1 ≤ 𝑖 ≤ 𝑚: |𝜌௭(𝐶ఙ೔(௡), 𝐷ఙ೔(௡)) − 𝐿| ≥ 𝛾}| 

 and so   

1

𝑚
෍

௠

௜ୀଵ

|𝜌௭(𝐶ఙ೔(௡), 𝐷ఙ೔(௡)) − 𝐿|௣ 

≥ 𝛾௣
max

௡
|{1 ≤ 𝑖 ≤ 𝑚: |𝜌௭(𝐶ఙ೔(௡), 𝐷ఙ೔(௡)) − 𝐿| ≥ 𝛾}|

𝑚
 

= 𝛾௣
𝑆௠

𝑚
, 

for all 𝑛. This implies that lim
௠→ஶ

ௌ೘

௠
= 0 and 

consequently 𝐶௜ ~
ௐ𝒥഑

ಽ

𝐷௜.  

Theorem 2.5 Let 𝜌௭(𝐶௜) = 𝒪(𝜌௭(𝐷௜)). If 

𝐶௜ ~
ௐ𝒥഑

ಽ

𝐷௜, then 𝐶௜ ~
[ௐೇ഑

ಽ ]೛

𝐷௜.  

Proof. Let 𝜌௭(𝐶௜) = 𝒪(𝜌௭(𝐷௜)) and 𝛾 > 0 is 

given. Also, we suppose that 𝐶௜ ~
ௐ𝒥഑

ಽ

𝐷௜. By 
assumption, we have 𝒱(𝐵ఊ,௭

~ ) = 0. Since 
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𝜌௭(𝐶௜) = 𝒪(𝜌௭(𝐷௜)), there exists an 𝑅 > 0 such 
that  

|𝜌௭(𝐶ఙ೔(௡), 𝐷ఙ೔(௡)) − 𝐿| ≤ 𝑅 

for each 𝑧 ∈ 𝑍 (𝑖 = 1,2, . . . ;  𝑛 = 1,2, . . . ). 

Then, for each 𝑧 ∈ 𝑍 we get   

1

𝑚
෍

௠

௜ୀଵ

|𝜌௭(𝐶ఙ೔(௡), 𝐷ఙ೔(௡)) − 𝐿|௣ 

=
1

𝑚
෍

௠

௜ୀଵ
|ఘ೥(஼

഑೔(೙)
,஽

഑೔(೙)
)ି௅|ஹఊ

|𝜌௭(𝐶ఙ೔(௡), 𝐷ఙ೔(௡)) − 𝐿|௣         

+
1

𝑚
෍

௠

௜ୀଵ
|ఘ೥(஼

഑೔(೙)
,஽

഑೔(೙)
)ି௅|ழఊ

|𝜌௭(𝐶ఙ೔(௡), 𝐷ఙ೔(௡)) − 𝐿|௣   

≤ 𝑅
max

௡
ห൛𝑖 ≤ 𝑚: ห𝜌௭൫𝐶ఙ೔(௡), 𝐷ఙ೔(௡)൯ − 𝐿ห ≥ 𝛾ൟห

𝑚
+ 𝛾௣  

≤ 𝑅
𝑆௠

𝑚
+ 𝛾௣,                                                                 

for all 𝑛. Hence, for each 𝑧 ∈ 𝑍 we have  

lim
௠→ஶ

1

𝑚
෍

௠

௜ୀଵ

|𝜌௭(𝐶ఙ೔(௡), 𝐷ఙ೔(௡)) − 𝐿|௣ = 0. 

This completes the proof.  

Considering the Theorem 2.4 and Theorem 2.5 
together we can give the following corollary: 

Corollary 2.6 Let 𝜌௭(𝐶௜) = 𝒪(𝜌௭(𝐷௜)). Then, 

𝐶௜ ~
ௐ𝒥഑

ಽ

𝐷௜ if and only if 𝐶௜ ~
[ௐೇ഑

ಽ ]೛

𝐷௜.  

Now, without proof, we shall state a theorem that 
gives a relation between 𝑊𝒥഑

௅  and 𝑊𝑆ఙ
௅. 

Theorem 2.7 𝐶௜ ~
ௐ𝒥഑

ಽ

𝐷௜ ⟺ 𝐶௜ ~
ௐௌ഑

ಽ

𝐷௜.     

 

Definition 2.8 Two sequences {𝐶௜} and {𝐷௜} are 
said to be Wijsman asymptotically 𝒥∗-invariant 
equivalent or Wijsman asymptotically 𝒥ఙ

∗ -
equivalent of multiple 𝐿 if and only if there exists 
a set 𝑀 = {𝑚ଵ < 𝑚ଶ <. . . < 𝑚௜ <. . . } ∈ ℱ(𝒥ఙ) 
such that for each 𝑧 ∈ 𝑍,  

lim
௜→ஶ

𝜌௭(𝐶௠೔
, 𝐷௠೔

) = 𝐿. 

In this case, we write 𝐶௜ ~
ௐ

𝒥഑
∗

ಽ

𝐷௜ and if 𝐿 = 1, simply 
Wijsman asymptotically 𝒥ఙ

∗ -equivalent.  

Theorem 2.9 If 𝐶௜ ~
ௐ

𝒥഑
∗

ಽ

𝐷௜, then 𝐶௜ ~
ௐ𝒥഑

ಽ

𝐷௜.  

Proof. Let 𝐶௜ ~
ௐ

𝒥഑
∗

ಽ

𝐷௜. Then, there exists a set 𝐻 ∈
𝒥ఙ such that for 𝑀 = ℕ\𝐻 = {𝑚ଵ < 𝑚ଶ <. . . <
𝑚௜ <. . . } and each 𝑧 ∈ 𝑍,  

lim
௜→ஶ

𝜌௭൫𝐶௠೔
, 𝐷௠೔

൯ = 𝐿.               (2.1) 

Given 𝛾 > 0. By (2.1), there exists an 𝑖଴ ∈ ℕ 
such that  

|𝜌௭(𝐶௠೔
, 𝐷௠೔

) − 𝐿| < 𝛾, 

for each 𝑖 > 𝑖଴. Hence, for every 𝛾 > 0 and each 
𝑧 ∈ 𝑍 it is obvious that  

{𝑖 ∈ ℕ: |𝜌௭(𝐶௜ , 𝐷௜) − 𝐿| ≥ 𝛾} ⊂ 𝐻 ∪ ൛𝑚ଵ < 𝑚ଶ <. . . < 𝑚௜బ
ൟ. 

(2.2) 

Since 𝒥ఙ is admissible, the set on the right-hand 

side of (2.2) belongs to 𝒥ఙ. Therefore, 𝐶௜ ~
ௐ𝒥഑

ಽ

𝐷௜.  

The converse of Theorem 2.9 holds if 𝒥ఙ has 
property (𝐴𝑃). 

Theorem 2.10 Let 𝒥ఙ has property (𝐴𝑃). If 

𝐶௜ ~
ௐ𝒥഑

ಽ

𝐷௜, then 𝐶௜ ~
ௐ

𝒥഑
∗

ಽ

𝐷௜.  

Proof. Suppose that 𝒥ఙ satisfies condition (𝐴𝑃). 

Let 𝐶௜ ~
ௐ𝒥഑

ಽ

𝐷௜. Then, for every 𝛾 > 0 and each 𝑧 ∈
𝑍 we have  

{𝑖: |𝜌௭(𝐶௜, 𝐷௜) − 𝐿| ≥ 𝛾} ∈ 𝒥ఙ . 

Put  

𝑋ଵ = {𝑖: |𝜌௭(𝐶௜, 𝐷௜) − 𝐿| ≥ 1} 

 

and  

𝑋௡ = {𝑖:
1

𝑛
≤ |𝜌௭(𝐶௜, 𝐷௜) − 𝐿| <

1

𝑛 − 1
}, 

for 𝑛 ≥ 2 (𝑛 ∈ ℕ). Obviously, 𝑋௜ ∩ 𝑋௝ = ∅ for 
each 𝑧 ∈ 𝑍 and 𝑖 ≠ 𝑗. By condition (𝐴𝑃), there 
exists a sequence of {𝑌௡}௡∈ℕ such that 𝑋௝Δ𝑌௝ are 
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finite sets for 𝑗 ∈ ℕ and 𝑌 = (⋃ஶ
௜ୀଵ 𝑌௝) ∈ 𝒥ఙ. It is 

enough to prove that for 𝐺 = ℕ\𝑌 and each 𝑧 ∈
𝑍, we have  

lim
௜→ஶ
௜∈ீ

𝜌௭(𝐶௜, 𝐷௜) = 𝐿.                  (2.3) 

Let 𝛿 > 0. Choose 𝑛 ∈ ℕ such that 
ଵ

௡ାଵ
< 𝛿. 

Hence, for each 𝑧 ∈ 𝑍    

{𝑖: |𝜌௭(𝐶௜, 𝐷௜) − 𝐿| ≥ 𝛿} ⊂ ራ

௡ାଵ

௝ୀଵ

𝑋௝ . 

Since 𝑋௝Δ𝑌௝ (𝑗 = 1,2, . . . , 𝑛 + 1) are finite sets, 
there exists an 𝑖଴ ∈ ℕ such that  

ቌራ

௡ାଵ

௝ୀଵ

𝑌௝ቍ ∩ {𝑖: 𝑖 > 𝑖଴} = ቌራ

௡ାଵ

௝ୀଵ

𝑋௝ቍ ∩ {𝑖: 𝑖 > 𝑖଴}. 

(2.4) 

If 𝑖 > 𝑖଴ and 𝑖 ∉ 𝑌, then 𝑖 ∉ ⋃௡ାଵ
௝ୀଵ 𝑌௝ and by (2.4), 

𝑖 ∉ ⋃௡ାଵ
௝ୀଵ 𝑋௝. But then, for each 𝑧 ∈ 𝑍 we get  

|𝜌௭(𝐶௜, 𝐷௜) − 𝐿| <
1

𝑛 + 1
< 𝛿 

 and so (2.3) holds. Consequently, we have 

𝐶௜ ~
ௐ

𝒥഑
∗

ಽ

𝐷௜.  

3. REFERENCES 

[1] Ö. Kişi and F. Nuray, “On 𝑆ఒ
௅(𝒥)-

asymptotically statistical equivalence of 
sequences of sets,” ISRN Mathematical 
Analysis, vol. 2013, Article ID 602963,             
6 pages, 2013. doi:10.1155/2013/602963 

[2] P. Kostyrko, W. Wilczyński, and T. Šalát,       
“𝒥-convergence,” Real Anal. Exchange,            
vol. 26, no. 2, pp. 669–686, 2000. 

[3] M. Marouf, “Asymptotic equivalence and 
summability,” Int. J. Math. Math. Sci.,              
vol 16, no. 4, pp. 755–762, 1993. 

[4] M. Mursaleen, “Matrix transformation 
between some new sequence spaces,” 
Houston J. Math., vol. 9, no. 4, pp. 505–509, 
1983. 

[5] F. Nuray, H. Gök, and U. Ulusu,                    “𝒥ఙ-
convergence,” Math. Commun., vol.16, pp. 
531–538, 2011. 

[6] F. Nuray and B. E. Rhoades, “Statistical 
convergence of sequences of sets,” Fasc. 
Math., vol. 49, pp. 87–99, 2012. 

[7] N. Pancarog෬lu and F. Nuray, “On invariant 
statistically convergence and lacunary 
invariant statistically convergence of 
sequences of sets,” Progress in Applied 
Mathematics, vol. 5, no. 2,  pp. 23–29, 2013. 

[8] N. Pancarog෬lu, F. Nuray, and E. Savaş, “On 
asymptotically lacunary invariant statistical 
equivalent set sequences,” AIP Conf. Proc.,  
vol. 1558, no. 1, pp. 780–781, 2013. 
doi:10.1063/1.4825609 

[9] E. Savaş, “Strongly 𝜎-convergent sequences,” 
Bull. Calcutta Math., vol. 81, pp. 295–300, 
1989. 

[10] E. Savaş and F. Nuray, “On 𝜎-statistically 
convergence and lacunary σ-statistically 
convergence,” Math. Slovaca, vol. 43, no. 3, 
pp. 309–315, 1993. 

[11] U. Ulusu and F. Nuray, “On asymptotically 
lacunary statistical equivalent set sequences,” 
Journal of Mathematics, vol. 2013, Article ID 
310438, 5 pages, 2013.  
doi:10.1155/2013/310438      

        

Uğur Ulusu, Esra Gülle

Asymptotically J_Σ-Equivalence of Sequences of Sets

Sakarya University Journal of Science 23(5), 718-723, 2019 723



Sakarya University Journal of Science
ISSN 1301-4048 | e-ISSN 2147-835X | Period Bimonthly | Founded: 1997 | Publisher Sakarya University |

http://www.saujs.sakarya.edu.tr/

Title: A New Approximation To Classify The Liquids Measured in Microwave Frequency
Range

Authors: Turgut Ozturk
Recieved: 2018-12-12 00:00:00

Accepted: 2019-03-05 00:00:00

Article Type: Research Article
Volume: 23
Issue: 5
Month: October
Year: 2019
Pages: 724-730

How to cite
Turgut Ozturk; (2019), A New Approximation To Classify The Liquids Measured in
Microwave Frequency Range. Sakarya University Journal of Science, 23(5),
724-730, DOI: 10.16984/saufenbilder.495640
Access link
http://www.saujs.sakarya.edu.tr/issue/44066/495640

New submission to SAUJS
http://dergipark.gov.tr/journal/1115/submission/start



A New Approximation to Classify the Liquids Measured in Microwave Frequency 
Range 

 

Turgut Ozturk*1 

 

Abstract 

Different classification techniques have been proposed to analyze the measurement results in 
order to show that the liquids measured in the microwave frequency range can be separated. 
Furthermore, it has been shown that the proposed process can be applied successfully with 
different liquid quantities. Furthermore, the effect of different type containers has been 
demonstrated. In this context, five different liquids have been measured between 0.8-5 GHz in 
this study, by using ring resonator method. Thus, the ability of the proposed model has been 
demonstrated by the success of the measurement method and classification techniques. 

Keywords: classification, liquids, ring-resonator method, transmission parameter, PCA, k-
means 

 

 

1. INTRODUCTION 

The dielectric parameters can be used for quality 
control process. Because, each sector wants to 
know the structure of the material they use and 
follow the content change. Recent studies have 
shown the wide range of applications of liquids in 
science and industry by their characterization [1], 
[2]. Monitoring changes suffered during the 
processing of a product is important for the 
quality-control process. Therefore, the 
preliminary information about the preferred 
sample will facilitate the next steps. For example, 
the change in grape juice or fresh milk that is 
converted into another product can be explained 
by the analysis results obtained in raw condition. 

                                                 
* Corresponding Author: turgut.ozturk@btu.edu.tr 
1 Bursa Technical University, Electrical-Electronics Engineering, Bursa, Turkey. ORCID: 0000-0002-0749-5849 

The complex permittivity of high-loss liquids was 
measured in the frequency band of mm wave and 
wine analysis was performed. The reason for 
preferring the mm wave frequency band is that the 
complex permittivity of water reaches its 
maximum values in this frequency range. In 
addition, when the amount of water is increased 
in this study, the change in the complex 
permittivity (𝜀) of the mixture (wine and musts) 
has been shown for wine quality [3]. A new 
method has been proposed to analyze the 
dielectric effects at four different single-
frequency measurements by positioning two 
sensor antennas in a linear fashion in order to 
determine the impurities in aqueous substances 
[4]. In addition, a Group Method of Data 
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Handling (GMDH), which is a kind of neural 
network, has been used to predict the permittivity 
values by using the correlation process [5]. 

Many measurement methods can be used in 
microwave and millimeter wave frequency bands 
to determine the complex permittivity of the 
liquids or solids [3], [6], [7]. Ring Resonator 
Method (RRM) is used to obtain the dielectric 
properties of any materials. In this context, this 
process can also be applied for quality control of 
a product. Thus, a brief review of the contributes 
of permittivity measurement, which is related to 
the molecular structure, can be repeated. A non-
destructive measurement of the permittivity can 
be used for the desired purpose after developing 
the most appropriate model and algorithm after 
performing measurement methods [8]. Since the 
complex permittivity is sensitive to the ionic 
content of the material and the water, it is possible 
to understand the structural change of the 
measured material [9], [10]. The quality structure 
of asphalt pavements was investigated by 
measuring the permittivity value between 7-17 
GHz [11]. The permittivity of liquids as well as 
solids can be calculated non-destructively with 
the aid of the 𝑆ଵଵ reflection coefficient [12], [13]. 
On the other hand, the permittivity of mixture was 
extracted by considering the aggregation of solute 
and solvent molecules in the liquids using mixing 
rules [14]. 

In recent studies, it has been observed that 
machine learning methods are frequently used in 
characterization and classification processes. This 
approach may be particularly useful in the 
production of a new material or in the 
determination of properties of a material. In this 
context, 3D materials are used to characterize 
metallic materials in order to lead texture analysis, 
and the results are analyzed by Failure analysis 
method [15]. The color and texture properties 
used in existing algorithms as well as the lighting 
conditions supported by the thermal image and 
the effect of color diversity on the identification 
of materials have been successfully demonstrated 
[16]. With a different approach, nearly 400 
organic molecules have been analyzed, by 
presenting three different algorithms for 
predicting viscosity at room temperature, taking 

into consideration hydrogen bonds as another 
attractive feature [17]. Furthermore, various 
methods (principal component analysis and k-
means etc.) have been presented to analyze the 
multivariate data in engineering applications [18], 
[19]. Besides that, artificial neural networks or 
genetic algorithms approaches have been used for 
classification, however, they need training 
process [19]–[21]. Therefore, PCA and K-means 
algorithms were selected for proposed model. 

This paper presents a method to collect the 
transmission parameter of liquids in different 
quantities and distinguish them according to 
whether they are reliable or not. A successful 
classification and identification have been made 
by evaluating the various liquids among 
themselves without the need for any reference 
measurements. Furthermore, it has been shown 
that the intended target can be achieved by 
varying the amount of liquids. Moreover, the 
containers which will not absorb the samples are 
selected to avoid the absorption effects of liquid 
with container. In this context, the liquids are 
distinguished successfully by proposed 
measurement and classification approaches. 

2. MEASUREMENT SPECTROSCOPY AND 
CLASSIFICATION TECHNIQUES 

RRM can be used to characterize the materials as 
well as they performed for oscillators and filters 
in microwave. RRM has wide application areas 
such as radar detectors, modern medicine, 
wireless mobile communications, and military 
facilities [22]. RRM consists of a microstrip line 
with two feed lines and coupling gaps as shown in 
Figure 1.  The measurement process is very short 
for this method. Therefore, the simple of 
measuring process makes the method easy to use.  

 

Figure 1. Presentation of RRM with a container 
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For this measurement process, a container (made 
by glass and teflon) is placed to contact with ring 
as shown in Figure 1. Before measurement 
process, ring resonator is calibrated. The 
transmission coefficient is measured by using ring 
antenna with a vector network analyzer [23]. This 
method is a non-destructive, although it is not 
non-contactless. The liquids as well as solids can 
be measured by using RRM [24], [25]. Therefore, 
it can be used to measure the liquids.  

The Principle Components (PCs) of PCA are 
achieved by eigenvalue decomposition of 
correlation or covariance matrix of predictive 
variables. The PCs can be computed using 
statistical software, after the variables and data set 
are composed. Hence, the outputs of eigen vectors 
(linear coefficients) are provided along with 
standard and mean deviation of each variables. By 
this way, the PCs are computed for regression 
process. A sample can be identified using a few 
components instead of thousands of variables 
[26]. 

The problem can be defined as determining the k 
(integer) points in Rd (d-dimensional space), 
called centers, in n data points for K-means 
technique. Hence, the distance of mean squared 
from every data point to nearest center. This 
process is called squared error distortion. The 
number of clusters should be pre-specified in data 
set. The appropriate cluster number is determined 
by a trial and error process and this is a blind side 
due to it makes more difficult the clustering 
process. Therefore, a set might be adopted instead 
of a single default K. Because, the reflection of 
specific characteristic of reasonable large data set 
is very important to achieve a good clustering 
[18]. 

 

Figure 2. The flowchart of proposed model 

The proposed model can be summarized with 
three steps: Measure the liquids with different 
quantities, use the classification algorithms, and 
determine the container and classification 
techniques to obtain the best results. The types of 
algorithms and containers used in this study are 
shown as seen in Figure 2. 

3. RESULTS AND DISCUSSION 

The transmission parameter can be used as a 
determinative property. Hence, the differences of 
measured liquids can be exposed using 
characteristic indication of liquids. As mentioned 
above, two different classification techniques 
were used to classify the liquids which were 
measured in two different containers by using 
RRM between 0.8-5 GHz. These classification 
techniques can explore the differences of 𝑆ଶଵ 
parameter as shown in Figure 3.   

 

Figure 3. 𝑆ଶଵ parameter of liquids in beaker container 
between 0.8-5 GHz using RRM 

Although this classification process is difficult, 
the used techniques can be clutched the changes 
which were specified using zoom regions in 
Figure 3. It is not possible to make the distinction 
by using 𝑆ଶଵ parameters at first glance. But the 
cologne and ethyl alcohol samples are dissociated 
in zoom regions as shown in Figure 3. The 
measured liquids by using RRM were sorted as 1) 
Half-Ethyl Alcohol 2) Half-Cologne 3) Half-Lens 
Water 4) Half-Vinegar 5) Half-Spring Water 6) 
Full-Ethyl Alcohol 7) Full-Cologne 8) Full-Lens 
Water 9) Full-Vinegar 10) Full-Spring Water.  

Decide to Obtain the Best Results
Classification Algoritm Container Type

Select the Classification Algorithm
PCA K-means

Measure the Liquids
Beaker Teflon
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With the number of measured liquid samples, the 
number of data collected by the VNA in the RRM 
spectroscopy system (0.8-5 GHz) is very large (as 
201 points). For this reason, K-means and PCA 
classification are applied to the algorithms which 
are successful in multivariate data analysis. To 
show the separation of liquids, firstly PCA 
algorithm was performed for the measurement of 
beaker container as seen in Figure 4.  

 

Figure 4. Clustering of liquids measured in beaker 
container for PCA algorithm 

In fact, although a successful classification 
process has taken place, it may be desired that the 
unsafe group appear more clearly. The k-means 
algorithm was used as an alternative to PCA 
algorithm and the results of PCA were confirmed. 
After entering the number of possible groups by 
the user, the results are achieved as shown in 
Figure 5. 

Using K-means algorithm, the distance between 
the safe and unsafe groups has become more 
prominent and there are also two different colors 
for the two groups that have arisen due to the 
structure of the algorithm used. In this way, the 
intended groups are reached as safe (green) and 
unsafe (red) groups. The same liquids were 
measured using teflon container to repeat the 
results obtained in the beaker container in a 
different container and to verify the results. As in 
the beaker container, the results were first 
analyzed by PCA algorithm and the separation 
was obtained as seen in Figure 6. 

 

Figure 5. Clustering of liquids measured in beaker 
container for K-means algorithm 

 

Figure 6. Clustering of liquids measured in teflon 
container for PCA algorithm 

Finally, the measurements made in teflon 
container were analyzed by K-means algorithm 
and a successful classification was obtained as in 
beaker container. The distance between the 
groups has become more pronounced as shown in 
Figure 7. 

The preferred classification techniques differ 
from other algorithms, and can classify more 
materials, especially as they reduce the size of the 
data. Therefore, the locations of used parameters 
(pin and component) in figures show where the 
groups will be located eventually. It should be 
considered the average distance from the main 
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points; the groups are composed after the 
characteristic analysis of each sample in data set. 
In addition, to present the homogeneous data set 
of this study, two components and two pins were 
used. 

 

Figure 7. Clustering of liquids measured in teflon 
container for K-means algorithm 

The measurement results of liquids in beaker and 
teflon containers were analyzed with different 
quantities. The classification process has been 
done with high accuracy using multivariate data 
algorithm. K-means algorithm was found to be 
better than PCA, when the results are examined. 
It was determined that the amount of liquid in the 
container partially affected the classification 
process. The number of liquid types measured in 
this study eliminates this negative situation. 
However, in order to obtain a better classification 
result, the best of the multivariate data algorithms 
should be determined when the liquid type is too 
high. 

4. CONCLUSION 

It has been shown that without the need for any 
additional process, it is possible to have 
information about a liquid with the assistance of 
other parameter predicted using an available 
parameter. Furthermore, different quantities of 
liquids have been measured by RRM between 0.8-
5 GHz to demonstrate the ability of recognition of 
samples using two different classification 

techniques. The results show that a spectroscopy 
system will be able to develop to detect unknown 
and hazardous liquids. However, studies should 
be focused to identify different types of fluids that 
occur with molecular interactions. Thus, it may be 
possible to identify mixed liquids. On the other 
hand, a new classification algorithm can be tried 
to classify the liquids. 
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On Generalized Tribonacci Octonions 

 

Arzu Özkoç Öztürk*1 

 

Abstract 

In this paper, we introduce generalized tribonacci octonion sequence which is a generalization 
of the third order recurrence relations. We investigate many identities which are created by 
using generalized tribonacci sequence. We get different results for these classes of octonions, 
comprised recurrence relation, summation formulas, Binet formula, norm value and generating 
function.  

Keywords: Tribonacci octonion, Binet formula, Generalized Tribonacci sequence 

 

 

1. INTRODUCTION 

Tribonacci numbers which are described as 

𝑇௡ = 𝑇௡ିଵ + 𝑇௡ିଶ + 𝑇௡ିଷ                 (1.1) 

for 𝑛 ≥ 4, with initial conditions 𝑇ଵ = 1, 𝑇ଶ = 1 
and 𝑇ଷ = 2. 

The generalized tribonacci sequence is the 
generalization of the sequences tribonacci, 
Padovan, Narayana and third order Jacobsthal 
sequences. The generalized Tribonacci sequence 
𝑉௡ defined as  

𝑉௡ = 𝑟𝑉௡ିଵ + 𝑠𝑉௡ିଶ + 𝑡𝑉௡ିଷ, 𝑛 ≥ 3, 

where 𝑉଴ = 𝑎, 𝑉ଵ = 𝑏, 𝑉ଶ = 𝑐 are arbitrary 
integers and 𝑟, 𝑠, 𝑡 are real numbers. Its 
characteristic equation is 𝑥ଷ − 𝑟𝑥ଶ − 𝑠𝑥 − 𝑡 = 0 
and it has one real and two conjugate complex 
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roots of it are 𝛼 =
௥

ଷ
+ 𝐴 + 𝐵, 𝜔ଵ =

௥

ଷ
+ 𝜀𝐴 + 𝜀ଶ𝐵 

and 𝜔ଶ =
௥

ଷ
+ 𝜀ଶ𝐴 + 𝜀𝐵 where 

𝐴 = ቆ
𝑟ଷ

27
+

𝑟𝑠

6
+

𝑡

2
+ √Δቇ

ଵ
ଷ

, 

𝐵 = ቆ
𝑟ଷ

27
+

𝑟𝑠

6
+

𝑡

2
+ √Δቇ

ଵ
ଷ

, 

with Δ =
௥య௧

ଶ଻
−

௥మ௦మ

ଵ଴଼
+

௥௦௧

଺
−

௦య

ଶ଻
+

௧మ

ସ
    and  

𝜀 = −
ଵ

ଶ
+

௜√ଷ

ଶ
.  

It has Binet formula 

𝑉௡ =
𝑃𝛼௡

(𝛼 − 𝜔ଵ)(𝛼 − 𝜔ଶ)
−

𝑄𝜔ଵ
௡

(𝛼 − 𝜔ଵ)(𝜔ଵ − 𝜔ଶ)
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+
ோఠమ

೙

(ఈିఠమ)(ఠభିఠమ)
                                                           (1.2) 

where 𝑃 = 𝑐 − (𝜔ଵ + 𝜔ଶ)𝑏 + 𝜔ଵ𝜔ଶ𝑎,   𝑄 = 𝑐 −
(𝛼 + 𝜔ଶ)𝑏 + 𝛼𝜔ଶ𝑎 and 𝑅 = 𝑐 − (𝛼 + 𝜔ଵ)𝑏 +
𝛼𝜔ଵ𝑎. 

In Clifford algebra, octonions are a normed 
division algebra with eight dimensions over the 
real numbers larger than the quaternions. For 
𝛼௜ and 𝛽௜ ∈ ℝ  (𝑖 = 0,1, ⋯ ,7), the field of octo-
nion  

𝛼 = ∑଻
௦ୀ଴ 𝛼௦𝑒௦  and 𝛽 = ∑଻

௦ୀ଴ 𝛽௦𝑒௦ 

is an eight-dimensional non-commutative and 
non-associative (but satisfy a weaker form of a 
associativity) algebra generated by eight base 
elements 𝑒଴, 𝑒ଵ, ⋯ , 𝑒଺ and 𝑒଻ which satisfy the 
non-commutative and non-associative multip-
lication rules. Afterwards the Fibonacci octonion 
numbers are given in [1]. For 𝑛 ≥ 0 the Fibonacci 
octonion numbers that are given for the 𝑛-th 
classic Fibonacci 𝐹௡ number are defined by the 
following recurrence relation:  

𝑂௡ = ෍

଻

௦ୀ଴

𝐹௡ା௦𝑒௦. 

Also the sum and subtract of 𝑚 and 𝑛 are 

𝑚 ± 𝑛 = ෍

଻

௦ୀ଴

(𝛼௦ ± 𝛽௦)𝑒௦ 

where 𝑚 ∈ ℚ can be written as, respectively.  

𝑚 = 𝛼଴ − ෍

଻

௦ୀ଴

𝛼௦𝑒௦ 

is the conjugate of 𝑚 and this operation provides 
𝑚 = 𝑚, 𝑚 + 𝑛 = 𝑚 + 𝑛 and 𝑚 ⋅ 𝑛 = 𝑚 ⋅ 𝑛 for 
all 𝑚, 𝑛 ∈ ℚ. The norm of an octonion is defined 

𝑁𝑟ଶ(𝑚 ⋅ 𝑛) = 𝑁𝑟ଶ(𝑚)𝑁𝑟ଶ(𝑛)  and  

 (𝑚 ⋅ 𝑛)ିଵ = 𝑚ିଵ ⋅ 𝑛ିଵ. 

Octonions are alternative but not commutative 
and not associative, 𝑚 ⋅ (𝑚 ⋅ 𝑛) = 𝑚ଶ ⋅ 𝑛, (𝑚 ⋅

𝑛) ⋅ 𝑛 = 𝑚 ⋅ 𝑛ଶ, (𝑚 ⋅ 𝑛) ⋅ 𝑚 = 𝑚 ⋅ (𝑛 ⋅ 𝑚) = 𝑚 ⋅
𝑛 ⋅ 𝑚 

where ⋅ is the product on the octonions. 

We give a definition of generalized tribonacci 
sequence which is a generalization of tribonacci 
numbers. Also we consider generalized tribonacci 
octonions which contain tribonacci, Padovan, 
Narayana octonions. In our work, we introduce 
for finding special identities of generalized 
tribonacci octonions. We motivate by their results 
in [2], [3] and [4]. In [3], they studied Horadam 
octonions. In [5], they considered Padovan and 
Pell-Padovan quater-nions which is the third 
order quaternions. In our mind, with generalized 
tribonacci sequence 𝑉௡ helped us for construct the 
recurrence relations of the generalized tribonacci 
octonions. The generalized tribonacci octonions 
𝑂௏,௡ are the example of the third order octonions 
with 𝑛 ≥ 3, 

𝑂௏,௡ = ∑଻
௞ୀ଴ 𝑉௡ା௞𝑒௞                                     (1.3) 

where 𝑉௡ is the 𝑛 −th  generalized tribonacci 
sequence. Generalized tribonacci sequence was 
examined in detail [6], [7] and it was shown that 
this sequence is used to generalize all the third 
order linear recurrence relations on octonions. 

Note that, the second order linear recurence 
octonion sequences for example in [8], they 
defined modified Pell and Modified 𝑘 −Pell 
octonions and in [9], authors studied Pell 
octonions. Moreover in [10], (𝑝, 𝑞) −Fibonacci 
octonions are obtained which is the same results 
in [3] but the initial conditions are 𝐹଴(𝑝, 𝑞) = 0 
and 𝐹ଵ(𝑝, 𝑞) = 1 ,  also in [11]. Another 
octonionic sequence was devoted to studying 
Jacobsthal and Jacobsthal-Lucas octonions in 
[12]. Furthermore in [13], they derived third-
order Jacobsthal quaternions, now we expand all 
third order recurrence octonion sequences in one 
recurrence relations. New identities and relations 
were introduced in [14], which is on tribonacci 
quaternions. Also in [15], authors considered the 
bicomplex generalized tribonacci quaternions. 
Generalized tribonacci octonions were studied in 
[16], we expect to find octonions in a new third 
order recurrence concepts. 
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2. GENERALİZED TRİBONACCİ 
OCTONİONS 

The generalized tribonacci octonions 𝑂௏,௡ are the 
example of sequences defined by a recurrence 
relation for 𝑛 ≥ 3, 

𝑂௏,௡ = 𝑟𝑂௏,௡ିଵ + 𝑠𝑂௏,௡ିଶ + 𝑡𝑂௏,௡ିଷ           (2.1) 

with the initial conditions of  

𝑂௏,଴ = ෍

଻

௞ୀ଴

𝑉௞𝑒௞ = 𝑉଴𝑒଴ + 𝑉ଵ𝑒ଵ+. . . +𝑉଻𝑒଻ 

𝑂௏,ଵ = ෍

଻

௞ୀ଴

𝑉ଵା௞𝑒௞ = 𝑉ଵ𝑒଴ + 𝑉ଶ𝑒ଵ+. . . +𝑉 𝑒଻ 

and 

𝑂௏,ଶ = ෍ 𝑉ଶା௞𝑒௞

଻

௞ୀ଴

= 𝑉ଶ𝑒଴ + 𝑉ଷ𝑒ଵ+. . . +𝑉ଽ𝑒଻ 

Theorem 2.1 Binet Formula for the generalized 
Tribonacci octonions 𝑂௏,௡ are  

𝑂௏,௡ =
𝑃𝛼∗𝛼௡

(𝛼 − 𝑤ଵ)(𝛼 − 𝑤ଶ)
−

𝑄𝑤ଵ
∗𝑤ଵ

௡

(𝛼 − 𝑤ଵ)(𝑤ଵ − 𝑤ଶ)
 

                       +
𝑅𝑤ଶ

∗𝑤ଶ
௡

(𝛼 − 𝑤ଶ)(𝑤ଵ − 𝑤ଶ)
  

where 

𝛼∗ = 𝑒଴ + 𝛼𝑒ଵ + 𝛼ଶ𝑒ଶ + ⋯ + 𝛼଻𝑒଻ 

𝑤ଵ
∗ = 𝑒଴ + 𝑤ଵ𝑒ଵ + 𝑤ଵ

ଶ𝑒ଶ + ⋯ + 𝑤ଵ
଻𝑒଻ 

𝑤ଶ
∗ = 𝑒଴ + 𝑤ଶ𝑒ଵ + 𝑤ଶ

ଶ𝑒ଶ + ⋯ + 𝑤ଶ
଻𝑒଻. 

Proof. Using the definition of the (1.3) and Binet 
formula for the generalized tribonacci numbers 
(1.2), we have  

𝑂௏,௡ = 𝑉௡𝑒଴ + 𝑉௡ାଵ𝑒ଵ + ⋯ + 𝑉௡ା଻𝑒଻ 

=

⎝

⎜
⎛

𝑃𝛼∗𝛼௡

(𝛼 − 𝑤ଵ)(𝛼 − 𝑤ଶ)
−

𝑄𝑤ଵ
∗𝑤ଵ

௡

(𝛼 − 𝑤ଵ)(𝑤ଵ − 𝑤ଶ)

+
𝑅𝑤ଶ

∗𝑤ଶ
௡

(𝛼 − 𝑤ଶ)(𝑤ଵ − 𝑤ଶ) ⎠

⎟
⎞

𝑒଴ 

 

     + ቌ

௉ఈ∗ఈ೙శభ

(ఈି௪భ)(ఈି௪మ)
−

ொ௪భ
∗௪భ

೙శభ

(ఈି௪భ)(௪భି௪మ)

+
ோ௪మ

∗௪మ
೙శభ

(ఈି௪మ)(௪భି௪మ)

ቍ 𝑒ଵ + ⋯  

       + ቌ

௉ఈ∗ఈ೙శళ

(ఈି௪భ)(ఈି௪మ)
−

ொ௪భ
∗௪భ

೙శళ

(ఈି௪భ)(௪భି௪మ)

+
ோ௪మ

∗௪మ
೙శళ

(ఈି௪మ)(௪భି௪మ)

ቍ 𝑒଻. 

Then make some arrangement, 

𝑂௏,௡ =
𝑃

(𝛼 − 𝑤ଵ)(𝛼 − 𝑤ଶ)
(𝛼௡𝑒଴ + 𝛼௡ାଵ𝑒ଵ + ⋯ + 𝛼௡ା଻𝑒଻) 

−
𝑄

(𝛼 − 𝑤ଵ)(𝑤ଵ − 𝑤ଶ)
(𝑤ଵ

௡𝑒଴ + 𝑤ଵ
௡ାଵ𝑒ଵ + ⋯ + 𝑤ଵ

௡ା଻𝑒଻) 

+
𝑅

(𝛼 − 𝑤ଶ)(𝑤ଵ − 𝑤ଶ)
(𝑤ଶ

௡𝑒଴ + 𝑤ଶ
௡ାଵ𝑒ଵ + ⋯ + 𝑤ଶ

௡ା଻𝑒଻), 

so 

𝑂௏,௡ =
𝑃𝛼∗𝛼௡

(𝛼 − 𝑤ଵ)(𝛼 − 𝑤ଶ)
−

𝑄𝑤ଵ
∗𝑤ଵ

௡

(𝛼 − 𝑤ଵ)(𝑤ଵ − 𝑤ଶ)
 

                   +
ோ௪మ

∗௪మ
೙

(ఈି௪మ)(௪భି௪మ)
. 

Theorem 2.2 [16] (Generating Function) The 
generating function for 𝑂௏,௡ is 

෍

ஶ

௡ୀ଴

𝑂௏,௡𝑥௡ =

ቊ
𝑂௏,଴ + ൣ𝑂௏,ଵ − 𝑟𝑂௏,଴൧𝑥

+ൣ𝑂௏,ଶ − 𝑟𝑂௏,ଵ − 𝑠𝑂௏,଴൧𝑥ଶ
ቋ

1 − 𝑟𝑥 − 𝑠𝑥ଶ − 𝑡𝑥ଷ
. 

Proof. To compute generating function 𝑂௏,௡ 
∑ஶ

௡ୀ଴ 𝑂௏,௡𝑥௡ 

= 𝑂௏,଴ + 𝑂௏,ଵ𝑥 + 𝑂௏,ଶ𝑥ଶ + ⋯ + 𝑂௏,௡𝑥௡ + ⋯ 

then using the equations of     −𝑟𝑥 ∑ஶ
௡ୀ଴ 𝑂௏,௡𝑥௡, 

−𝑠𝑥ଶ ∑ஶ
௡ୀ଴ 𝑂௏,௡𝑥௡𝑥௡ and −𝑡𝑥ଷ ∑ஶ

௡ୀ଴ 𝑂௏,௡𝑥௡, 

⎩
⎪
⎨

⎪
⎧ ෍

ஶ

௡ୀ଴

𝑂௏,௡𝑥௡ − 𝑟𝑥 ෍

ஶ

௡ୀ଴

𝑂௏,௡𝑥௡

−𝑠𝑥ଶ ෍

ஶ

௡ୀ଴

𝑂௏,௡𝑥௡𝑥௡ − 𝑡𝑥ଷ ෍

ஶ

௡ୀ଴

𝑂௏,௡𝑥௡

⎭
⎪
⎬

⎪
⎫

 

= 𝑂௏,଴ + (𝑂௏,ଵ − 𝑟𝑂௏,଴)𝑥 + (𝑂௏,ଶ − 𝑟𝑂௏,ଵ

− 𝑠𝑂௏,଴)𝑥ଶ 
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+(𝑂௏,ଷ − 𝑟𝑂௏,ଶ − 𝑠𝑂௏,ଵ − 𝑡𝑂௏,଴)𝑥ଷ 

+ ⋯ + (𝑂௏,௡ − 𝑟𝑂௏,௡ିଵ − 𝑠𝑂௏,௡ିଶ − 𝑡𝑂௏,௡ିଷ)𝑥௡ 

+ ⋯ 

So, 

෍

ஶ

௡ୀ଴

𝑂௏,௡𝑥௡(1 − 𝑟𝑥 − 𝑠𝑥ଶ − 𝑡𝑥ଷ) 

= 𝑂௏,଴ + ൣ𝑂௏,ଵ − 𝑟𝑂௏,଴൧𝑥 + ൣ𝑂௏,ଶ − 𝑟𝑂௏,ଵ − 𝑠𝑂௏,଴൧𝑥ଶ 

we get the result.  

Then we can give the following theorem relative 
to summation formulas. 

Theorem 2.3 The sum of the first 𝑛 −terms of the 
octonion sequence 𝑂௏,௡ is given by; 

෍

௡

௟ୀ଴

𝑂௏,௟ =

൜
(𝑟 + 𝑠 − 1)𝑂௏,଴ + (𝑟 − 1)𝑂௏,ଵ − 𝑂௏,ଶ

+𝑡𝑂௏,௡ିଶ + (𝑠 + 𝑡)𝑂௏,௡ିଵ + (𝑟 + 𝑠 + 𝑡)𝑂௏,௡
ൠ

𝑟 + 𝑠 + 𝑡 − 1
 

Proof. Note that, applying (2.1), we deduce that  

𝑛 = 3 ⇒ 𝑂௏,ଷ = 𝑟𝑂௏,ଶ + 𝑠𝑂௏,ଵ + 𝑡𝑂௏,଴ 

𝑛 = 4 ⇒ 𝑂௏,ସ = 𝑟𝑂௏,ଷ + 𝑠𝑂௏,ଶ + 𝑡𝑂௏,ଵ 

 ⋯ (2.2) 

𝑛 = 𝑛 − 1 ⇒ 𝑂௏,௡ିଵ = 𝑟𝑂௏,௡ିଶ + 𝑠𝑂௏,௡ିଷ + 𝑡𝑂௏,௡ିସ 

𝑛 = 𝑛 ⇒ 𝑂௏,௡ = 𝑟𝑂௏,௡ିଵ + 𝑠𝑂௏,௡ିଶ + 𝑡𝑂௏,௡ିଷ. 

If we sum of both sides of (2.2), then we obtain  

𝑂௏,ଷ + ⋯ + 𝑂௏,௡ 

= 𝑟 ∑௡
௟ୀ଴ 𝑂௏,௟ + 𝑠 ∑௡

௟ୀ଴ 𝑂௏,௟ + 𝑡 ∑௡
௟ୀ଴ 𝑂௏,௟. (2.3) 

If we make necessary regulations, (2.3) becomes  

(𝑟 + 𝑠 + 𝑡 − 1) ෍

௡

௟ୀ଴

𝑂௏,௟

= ൜
(𝑟 + 𝑠 − 1)𝑂௏,଴ + (𝑟 − 1)𝑂௏,ଵ

+𝑡𝑂௏,௡ିଶ + (𝑠 + 𝑡)𝑂௏,௡ିଵ + (𝑟 + 𝑠 + 𝑡)𝑂௏,௡
ൠ 

as we claimed.  

We formulate the norm value for the generalized 
tribonacci octonions. 

Theorem 2.4  The norm value for generalized 
tribonacci octonions 𝑂௛,௡(𝑥) is given 
by                                         

𝑁𝑟ଶ൫𝑂௏,௡൯ = 𝑃ଶ𝛼ଶ௡(𝑤ଵ − 𝑤ଶ)ଶ𝛼 + 𝑄ଶ𝑤ଵ
ଶ௡(𝛼 

 −𝑤ଶ)ଶ𝑤ଵ + 𝑅ଶ𝑤ଶ
ଶ௡(𝛼 − 𝑤ଵ)ଶ𝑤ଶ + 2𝑅𝑃(𝑤ଵ −

𝑤ଶ)(𝛼 − 𝑤ଵ)(𝛼𝑤ଶ)௡𝛼𝑤ଶ − 2𝑃𝑄(𝛼𝑤ଵ)௡(𝑤ଵ −

𝑤ଶ)(𝛼 − 𝑤ଶ)𝛼𝑤ଵ − 2𝑅𝑄(𝛼 − 𝑤ଵ)(𝛼 −

𝑤ଶ)(𝑤ଵ𝑤ଶ)௡𝑤ଵ𝑤ଶ 

where  

𝛼 = 1 + 𝛼ଶ + 𝛼ସ + 𝛼଺ + 𝛼଼ + 𝛼ଵ଴ + 𝛼ଵଶ + 𝛼ଵସ 

𝑤ଵ = 1 + 𝑤ଵ
ଶ + 𝑤ଵ

ସ + 𝑤ଵ
଺ + 𝑤ଵ

଼ + 𝑤ଵ
ଵ଴ + 𝑤ଵ

ଵଶ + 𝑤ଵ
ଵସ 

𝑤ଶ = 1 + 𝑤ଶ
ଶ + 𝑤ଶ

ସ + 𝑤ଶ
଺ + 𝑤ଶ

଼ + 𝑤ଶ
ଵ଴ + 𝑤ଶ

ଵଶ + 𝑤ଶ
ଵସ 

𝛼𝑤ଵ = 1 + 𝛼𝑤ଵ + (𝛼𝑤ଵ)ଶ + (𝛼𝑤ଵ)ଷ + (𝛼𝑤ଵ)ସ 

            +(𝛼𝑤ଵ)ହ + (𝛼𝑤ଵ)଺ + (𝛼𝑤ଵ)଻ 

𝛼𝑤ଶ = 1 + 𝛼𝑤ଶ + (𝛼𝑤ଶ)ଶ + (𝛼𝑤ଶ)ଷ + (𝛼𝑤ଶ)ସ 

 +(𝛼𝑤ଶ)ହ + (𝛼𝑤ଶ)଺ + (𝛼𝑤ଶ)଻ 

𝑤ଵ𝑤ଵ = ቐ

1 + 𝑤ଵ𝑤ଶ + (𝑤ଵ𝑤ଶ)ଶ + (𝑤ଵ𝑤ଶ)ଷ

+(𝑤ଵ𝑤ଶ)ସ + (𝑤ଵ𝑤ଶ)ହ

+(𝑤ଵ𝑤ଶ)଺ + (𝑤ଵ𝑤ଶ)଻

ቑ. 

  

Proof. Note that by the norm definition,  

𝑁𝑟ଶ(𝑂௏,௡)   = ෍

଻

௟ୀ଴

𝑉௡ା௟
ଶ  

also  

𝑉௡ =
𝑃𝛼௡(𝑤ଵ − 𝑤ଶ) − 𝑄𝑤ଵ

௡(𝛼 − 𝑤ଶ) + 𝑅𝑤ଶ
௡(𝛼 − 𝑤ଵ)

(𝛼 − 𝑤ଵ)(𝑤ଵ − 𝑤ଶ)(𝛼 − 𝑤ଶ)
 

where  
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𝛿 = (𝛼 − 𝑤ଵ)(𝑤ଵ − 𝑤ଶ)(𝛼 − 𝑤ଶ). 

Then 

𝛿ଶ𝑉௡
ଶ 

= 𝑃ଶ𝛼ଶ௡(𝑤ଵ − 𝑤ଶ)ଶ − 2𝑃𝑄𝛼௡𝑤ଵ
௡(𝑤ଵ − 𝑤ଶ)(𝛼 − 𝑤ଶ) 

+𝑄ଶ𝑤ଵ
ଶ௡(𝛼 − 𝑤ଶ)ଶ + 2𝑅𝑃𝛼௡(𝑤ଵ − 𝑤ଶ)𝑤ଶ

௡(𝛼 − 𝑤ଵ) 

−2𝑅𝑄𝑤ଵ
௡𝑤ଶ

௡(𝛼 − 𝑤ଶ)(𝛼 − 𝑤ଵ) + 𝑅ଶ𝑤ଶ
ଶ௡(𝛼 − 𝑤ଵ)ଶ 

so 

𝛿ଶ𝑁𝑟ଶ(𝑂௏,௡) 

= 𝑃ଶ𝛼ଶ௡(𝑤ଵ − 𝑤ଶ)ଶ − 2𝑃𝑄𝛼௡𝑤ଵ
௡(𝑤ଵ − 𝑤ଶ) 

    (𝛼 − 𝑤ଶ) + 𝑄ଶ𝑤ଵ
ଶ௡(𝛼 − 𝑤ଶ)ଶ + 2𝑅𝑃𝛼௡ 

  (𝑤ଵ − 𝑤ଶ)𝑤ଶ
௡(𝛼 − 𝑤ଵ) − 2𝑅𝑄𝑤ଵ

௡𝑤ଶ
௡(𝛼 − 𝑤ଶ)(𝛼 − 𝑤ଵ) 

   +𝑅ଶ𝑤ଶ
ଶ௡(𝛼 − 𝑤ଵ)ଶ + ⋯ + 𝑃ଶ𝛼ଶ௡ାଵସ(𝑤ଵ − 𝑤ଶ)ଶ 

    +𝑄ଶ𝑤ଵ
ଶ௡ାଵସ(𝛼 − 𝑤ଶ)ଶ + 𝑅ଶ𝑤ଶ

ଶ௡ାଵସ(𝛼 − 𝑤ଵ)ଶ 

    +2𝑅𝑃𝛼௡ା଻(𝑤ଵ − 𝑤ଶ)𝑤ଶ
௡ା଻(𝛼 − 𝑤ଵ) − 2𝑃𝑄𝛼௡ା଻𝑤ଵ

௡ା଻ 

     (𝑤ଵ − 𝑤ଶ)(𝛼 − 𝑤ଶ) − 2𝑅𝑄𝑤ଵ
௡ା଻𝑤ଶ

௡ା଻(𝛼 − 𝑤ଶ)(𝛼 − 𝑤ଵ). 

Moreover, we done extra calculations so the result 
is clear.  
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Effects of glass fiber Reinforcement to Tensile Strength in Epoxy Matrix Granular 
Composite Materials 

 

Hüseyin Onur Öztürk*1, Yaşar Kahraman2 

 

ABSTRACT 

Conventional metal materials are used in every field in industrial applications, but 
contemporary requirements such as energy savings, environmental factors and carbon footprint 
increase the importance of composite materials in the industry. This study aims to develop a 
composite construction material for machine tools that allows easy molding, has lower-cost 
molding materials compared to existing systems, and requires relatively less finish machining 
given the comparable materials and systems used in the construction of machine tools. The 
study examines the effects of fiberglass reinforcement on the tensile strength of the composite 
material, and the reasons for these effects. 

 

Keywords: granular composites, mineral casting, epoxy granite, machine construction 

 

 

1. INTRODUCTION 

Due to their high vibration dampening capacity, 
epoxy matrix granular composite materials are 
today used in special CNC machine tools for 
precision machining. They are not used in the 
bodies of conventional machine tools because 
columns and beams with much broader cross-
sections are required to achieve the required 
tensile strength compared to metal bodies 
(Figure1).  

                                                 
* Corresponding Author: h.onurozturk89@gmail.com 
1 Sakarya University, Faculty of Engineering, Department of Mechanical Engineering, Sakarya/Turkey 
2 Sakarya University, Faculty of Engineering, Department of Mechanical Engineering, Sakarya/Turkey 

 

Figure 1. Sample machine tool bodies produced using 
epoxy matrix granular composite materials 

Thus, the cost of materials limits their use and 
applications. In granular composite materials, it is 
important that the matrix materialand the 
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reinforcement materials form a suitable interface. 
Therefore, the granular material should be 
distributed homogenously in the matrix, and the 
matrix material between the granules should have 
optimum saturation to display the required 
mechanical properties. In granular composite 
materials, the basic components of granules and 
the matrix material are connected with an 
adhesion bond, which is formed as the matrix 
material solidifies. The composite material to be 
developed in this study uses resin as the matrix 
material, and basalt granules and silica sand 
grains as the granule materials (Figure 2.). Basalt 
and silica grains have very low densities when 
compared with materials such as steel or 
aluminum, and they help create a light and rigid 
structure in composite materials. In addition, 
basalt and silica granules can be used in the 
composite structure to be developed after some 
mechanical processing, without undergoing any 
chemical or thermal treatment.  

 

Figure 2. (a) Basalt granules and (b) silica sand grains 

1.1 Problem Statement 

The disadvantage of using granule materials is 
that they do not form a cohesion bond with the 
matrix material. Basalt granules and silica grains 
create a highly rigid composite structure 
throughout the material, forming an adhesion 
bond with the matrix material of epoxy, but the 
fragility of the material also increases, causing a 
rapid break as a result of crack propagation. The 
proposed solution is to increase the tensile 
strength of the material by creating a fibrous 
structure by reinforcing the material with ‘S’ glass 
fiberglass to support the composite structure. In 
addition, as it was subjected to tensile force, an 
examination was made of the effect of the 
fiberglass reinforcement on the tensile strength of 
the material. 

2. MOLD DESIGN AND MATERIAL 
PREPARATION 

2.1. Mold Design 

Bisphenol A based epoxy resin was used as the 
epoxy matrix material. When designing molds, 
the priority criteria are that the mold release agent 
and the mold are resistant to the 60°C exothermic 
reaction that takes place as the epoxy matrix 
material is cured, and do not undergo any 
deformation that would affect the size of the 
specimens. Other design parameters taken into 
account are that the mold should be economic, 
easy to process and reusable (Figure3). 

 

Figure 3. Molds for the tensile test specimens 

 Water soluble liquid polyvinyl alcohol was used 
as the mold release agent, which allows the 
formation of 0.05 mm and 0.08 mm film layers. 
The compound used as the mold release agent is 
water soluble, and can be easily removed by 
rinsing or wiping the product once it is taken out 
of the mold, without leaving any traces. The 
molds and specimens were prepared in 
accordance with the ASTM D638 TYPE 3 
standard. 

2.2. Material Preparation 

Prior to molding, granule materials are washed 
and dried. If they are not removed, dust particles 
on basalt granules prevent the adhesion bond that 
is expected to form between the basalt granules 
and the matrix material. Dust particles on basalt 
granules, which form a barrier preventing the 
adhesion bond, must be removed prior to mixing 
basalt granules with silica particles and the matrix 
material. Bisphenol A epoxy matrix material 
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consists of two components, the resin and the 
activator. For ideal curing, it is important to 
follow the ideal mixing ratio recommended by the 
producer. As the two components are mixed to 
achieve the ideal mixture, air bubbles form 
throughout the material (Figure 4). 

 

Figure 4. (a) Matrix resin with air bubbles and (b) 
matrix resin with air bubbles removed  

If these air bubbles are not removed from the 
matrix material, air inside the bubbles expands 
because of the heat generated during curing, 
causing the bubbles to become larger and creating 
air pockets in the composite structure. These air 
pockets decrease the strength of the composite 
material, and create discontinuities in the 
composite material. Air bubbles that form prior to 
the curing process should be removed from the 
matrix material using the vacuum method to 
prevent any harmful effects. CO2 laser cutting 
machine was used to cut the S glass fiberglass 
fabric used for reinforcement down to appropriate 
size (Figure 5). 

 

Figure 5. (a) Cutting S glass with CO2 laser and (b) 
sample fiberglass fabric reinforcement cut with laser 

The high precision of laser cutting makes it much 
easier to place the reinforcement fiberglass into 
the mold. In addition, compared to other 
mechanical cutting methods, it does not change 
the knitting form of the reinforcement S glass 
fiberglass fabric, ensuring that all layers in the 
specimens have a smooth and equivalent 
structure. Warps and wefts on the fabric can be 
deformed when cutting methods other than laser 
cutting are used, and thus, any differences that 
might form between layers can lead to misleading 
results. 

3. CREATIING THE COMPOSITE 
STRUCTURE 

For efficient results to be obtained, which can be 
used in finite element analyses and quantitative 
calculations, molding should produce the ideal 
composite structure (Figure 6). 

 

Figure 6. View of the ideal layered composite structure, (a) 
epoxy bisphenol, the matrix material, (b) silica sand 
particles, (c) basalt granules, (d) S glass fiberglass 

reinforcement fabric 

To obtain equidistant layers, the height of each 
layer was controlled during molding to make the 
material structure as close to the ideal composite 
structure as possible. For the homogenous 
distribution of the granules, they were spread as 
layers inside the mold. During granule spreading, 
the molds are mounted on a vibration machine 
specially designed for molding (Figure 7). 
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 Figure 7. Vibration molding machine 

The vibration machine ensures that the basalt 
granules inside the mold make small movements, 
eventually settling in places appropriate for their 
size in the matrix. Silica sand particles, on the 
other hand, which are smaller compared to basalt 
granules, fill the potential spaces between basalt 
granules that might form due to the surface 
tension of the matrix material, with the effect of 
vibration and gravity. The frequency of the 
vibration transferred to the molds by the machine 
can be varied between 0 and 400 hertz, using the 
frequency drive on the machine. We have 
experimented with different frequency values to 
observe the movements of basalt and silica sand 
particles inside the matrix. Based on this 
observation, the most appropriate frequency 
values for the movement of the particles was 
selected. 

4. TENSILE TESTS  

The DARTEC tensile test machine with a 
capacity of 250 KN was used for the tensile tests 
(Figure 8). 

 

Figure 8. Tensile testing machine and test specimen 

To carry out the tensile tests using the machine, 
the ASTM D638 standard and the sizes of the 
tensile test specimens were specified, and tensile 
tests were conducted with a speed of 1.5mm/sec, 
following the standard. A total of 50 specimens, 
with 5 identical specimens in each group, were 
subjected to tensile testing (Figure 9).  

 

Figure 9. Tensile test specimens 

Tensile test specimens were given names in 
accordance with their contents to facilitate the 
easy recognition of their contents during and after 
the tests and interpretation following the tests 
(Table 10). 

Table 10. Material contents of tensile test specimens, 
ratio of volumes 

Specimen 
code 

Epoxy 
resin ratio 

Basalt and 
quartz 
granule 
ratio 

Fiberglass 
ratio 

12S 12% 88% * 

14S 14% 86% * 

16S 16% 84% * 

18S 18% 82% * 

20S 20% 80% * 

12F 12% 78% 10% 

14F 14% 76% 10% 

16F 16% 74% 10% 

18F 18% 72% 10% 

20F 20% 70% 10% 

The letters S and F in the names of the specimens 
indicate the fiberglass content of the tensile test 
specimens. The letter S indicates that the tensile 
test specimen does not contain fiberglass 
reinforcement. Specimens with the letter F in their 
names, on the other hand, contain fiberglass 
reinforcement. The two-digit numbers preceding 
the letters S and F indicate the ratio of the volume 
of epoxy matrix material to the total volume of the 
tensile test specimen. 
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5. RESULTS AND DISCUSSION 

Graphs were created using open-source 
Libreoffice software, based on data obtained from 
the tensile tests, to visualize the results of tensile 
tests for specimens with and without fiberglass 
reinforcement. In specimens without fiberglass 
reinforcement, material ductility and tensile 
strength increased in parallel with the increase in 
the ratio of epoxy matrix material (Figure 11.). 

 

Figure 11. Tensile test graph for specimens without 
fiberglass reinforcement 

With their rigid structure, granules added to the 
matrix increase the rigidity and fragility of the 
composite structure. As the ratio of the matrix 
material increases, so does the amount of matrix 
material between granules, making the composite 
structure more ductile. As the distance between 
granules increases, crack formation and 
propagation speeds decline. Because the matrix 
material and the granules form only an adhesion 
bond and because matrix material ratios above 
20% cause the matrix material inside the mold to 
separate from the composite material and 
accumulate on the surface, further increase in the 
ratio of matrix material does not make an 
additional contribution in terms of strength. In 
specimens without fiberglass reinforcement, the 
upper limit of 20% for the ratio of matrix material 
generates the maximum strength value (Figure 
12). 

 

Figure 12. Cross section views of the specimens 
without fiberglass reinforcement 

 

With the effect of fiberglass reinforcement, 
material behavior in specimens with fiberglass 
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reinforcement was very different when compared 
with specimens without fiberglass reinforcement 
(Figure 13).   

Figure 13. Tensile test graph for specimens with 
fiberglass reinforcement 

Comparing specimens with the same ratio of 
matrix material, the strength of specimens with 
fiberglass reinforcement were as high as 4 times 
the strength of the specimens without fiberglass 
reinforcement. The intermittent structure of the 
graph for specimens with fiberglass is a result of 
fiber breaks. The tensile test graph shows that, as 
a result of fiber breaks, the elongation ratio 
increases in specimens with fiberglass 
reinforcement, as fiberglass reinforcement 
increases unit elongation amount. Because 
fiberglass reinforcement is in the form of layers, 
matrix material between granules located between 
two granule layers plays a bigger role in 
increasing strength. Maximum strength is 
observed in 16F specimens because the 
distribution of the surfaces that form effective 
adhesion bonds becomes closest to the ideal in 
16F specimens . The matrix material in 12F and 
14F specimens is not well-distributed enough for 
the formation of sufficient adhesion bonds. 
During the tensile tests, the materials make 
crunchy separation sounds as they are deformed. 
18F and 20F specimens, on the other hand, have a 
larger amount of matrix material between 
granules (Figure 14.).  

 

Figure 14. Cross section views of the specimens with 
fiberglass reinforcement 

There is less sound during the tensile tests, and the 
sounds generated are similar to the soft sounds 
heard during the tensile tests of polymer based 
materials as they break. Specimens are expected 
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to display increased ductile behavior in this case, 
but granules separate and prevent further ductile 
behavior. Because basalt granules separate from 
the structure due to their nature, cross section 
photographs of the specimens were not 
successful. 

6. OVERALL RESULTS 

In this study, specimens with and without 
fiberglass reinforcement were subjected to tensile 
tests with a speed of 1.5 mm/sec. Specimens with 
fiberglass reinforcement were observed to have a 
tensile strength that was high as 4 times the 
strength of the specimens without fiberglass 
reinforcement (Figure 15). 

 

Figure 15. Comparative tensile test graph for specimens 
with and without fiberglass reinforcement 

Specimens with fiberglass reinforcement 
displayed ductile behavior, whereas specimens 
without fiberglass reinforcement had high rigidity 
and no breaking elongation, with the specimens 
breaking almost without any elongation. During 
the tensile test, fiberglass fibers broke first as a 
result of tension, and as the matrix material and 
fiberglass fibers stretched and the matrix material 
saturated the fiberglass fibers more fully, the unit 
elongation amount of the composite material 
increased. The composite material developed 
cannot undergo an effective cutting process. 
However, machining allowance can be left and 
material removal from the surface can be 
undertaken following molding.   The rigid 

structure created by granules can be supported 
with fiberglass reinforcement, making it possible 
to produce thinner beams and columns for 
machine tool bodies, and have lighter and highly 
strong machine tool body parts as a result. 
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Metallographic Aspects Investigation of Penstock Materials in Hydroelectric Power 

Plants and Penstock Maintenance Methods 

Gökhan Kahraman*1, Yahya Taşgın2 

 

Abstract 

Hydroelectric power plants are renewable energy sources and have little impact on the environment. 
Therefore, it is one of the most preferred energy sources in the world. In parallel with this situation, it is 
very important that the hydroelectric power plants are maintained, their failures are prevented or 
permanently removed. One of the most important parts of hydroelectric power plants is penstock pipes. 
Along with the snail part of the power plant, the penstock supplies the pressurized water to the turbine 
wheel for energy production. In the power plants that have been producing energy for many years, the 
maintenance and material properties of penstock are very important. In this study, one of the most important 
equipment of hydroelectric power plants, pressurized water pipes (penstock) and chemical components 
have been examined in macro and micro structure and their maintenance is investigated. In the 
metallographic study on the samples taken from two different regions of the penstock pipe; the perlitic 
structure, which has a homogeneous distribution into the ferritic structure forming the matrix, is determined 
and supported by analyzes. This study will help to ensure that all hydroelectric power plants operate 
smoothly in terms of penstock. 

Keywords: Renewable energy, Hydroelectric Power Plants, Penstock, Metallographic Survey 

 

1. INTRODUCTION 

Hydroelectric power plants are the most important 
renewable energy source of the world's electricity 
supply due to their low environmental impact, low 
operating and maintenance costs. Hydroelectricity 
is one of the sustainable clean energy sources and 
suitable for environmental legislation such as 
Kyoto Protocol. Hydroelectric power plants do not 
produce greenhouse gas emissions, because they 
do not use fuel and do not pollute the air. They 
contribute to global warming prevention activities. 

                                                           
* Corresponding Author gokhankahraman@munzur.edu.tr 
1 Department of Mechanical Engineering, Munzur University, 62000 Tunceli, Turkey ORCID: 0000-0002-8365-2447 
2 Department of Mechanical Engineering, Munzur University, 62000 Tunceli, Turkey ORCID: 0000-0002-0902-336X 

Around 16% of the world's electricity production 
is provided by hydroelectric power [1]. 

The amount of energy to be produced from the 
water source in hydroelectric power plants 
depends on the net head and the flow rate of the 
water. According to these two main parameters, 
the type of turbine to be used is determined. 
Turbine types are classified in two main categories 
as impulse turbines and reaction turbines [2]. 
Impulse turbines include pelton and reaction 
turbines include Francis, Kaplan turbines[3]. In all 
turbine types, the pipes that convey the pressurized 
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water for energy production are called as penstock. 
Therefore, manufacturing and calculation of 
penstock is very important. The risk of any 
explosion and perforation can cause enormous cost 
damage to hydroelectric power plant facilities. 
There are many studies on penstock pipes in the 
literature  [4] [5] [6] [7]. Lucas et al. have 
conducted fatigue analysis in penstock because of 
variable water velocities in pumped power plants 
[8]. Kumar and Singal have solved the problem of 
material selection of penstock for small 
hydroelectric power plants by using Multiple 
Attribute Decision Making (MADM) method [9]. 
Kawamura et al. have studied metallographic and 
physical materials of the penstock of hydroelectric 
power plants that have been producing energy for 
many years [10]. Leon and Zhu have performed a 
dimensional analysis to determine the optimum 
penstock diameter and optimum flow in impulse 
and reaction turbines [11]. By calculating the 
optimum diameter of the penstock used in small-
scale hydroelectric power plants, Alexander and 
Giddens have analyzed the cost of the penstock 
pipe diameter according to cost [12]. Bulloch and 
Callagy have conducted corrosion, fatigue and 
crack analysis in the penstock of a 25 MW 
hydroelectric power plant [13]. 

2. MATERIAL AND METHOD 

In hydroelectric power plants, the pressure pipes 
between the dam lake or the loading pool and the 
turbines are called as penstock. Penstock pipes are 
manufactured by bending steel sheets and welding 
them together. The steel sheets must be ductile. St 
37, St 42 and St 52 steel sheets are used in the 
manufacture of penstock pipes. The yield 
boundaries of these plates vary between 21-36 
(kp/mm2) and the breakage boundaries vary 
between 22-27%. The materials used for  the 
penstock pipes manufacture must have the ability 
to withstand the pulling, bending, cracking 
stresses, and the inner surfaces of the penstock, 
which are manufactured, must be covered with a 

protective coating against corrosion and they must 
be smooth. In addition, the joints of penstock pipes 
should be assembled with gaskets against water 
tightness and must have a structure that tolerates 
stresses that may occur during temperature 
changes. Depending on the topography of the plant 
or in hydroelectric power plants having high 
hydraulic head, the length of the penstock can be 
very long. This significantly affects the initial 
investment cost of the plant. For this reason, 
optimum diameter calculation is very important in 
penstock pipes. In high hydraulic head power 
plants, it is necessary to calculate the wall 
thicknesses and connection parts of the penstock 
according to high static and dynamic stresses [14]. 
Figure 1 shows the penstock of a hydroelectric 
power plant. 

 

Figure 1. Penstock pipes 

The maintenance of the penstock pipes used for 
many years under pressure and the examination of 
the material structures are of great importance in 
terms of the prevention of any possible damage in 
the dams. The maintenance levels of the penstock 
pipes are given below. 

 Visible areas of penstock pipes should be 
visually inspected once a week. 

 Long penstock pipes are sealed by sealing 
material at certain distances. The reason for 
this is the expansion of the penstock due to the 
temperature difference caused by the seasons. 
Due to any maintenance in the turbine, 
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pressurized water in penstock is discharged. 
Empty penstock pipes seals get dry under the 
sun. Therefore, it is necessary to keep water 
continuously in the seals of empty penstock 
pipes. 

 The wall thickness of the penstock pipes 
increases as a result of the pressure from the 
dam body to the turbine snail. Penstock 
thickness must be measured by ultrasonic 
method once a year. Measured values should 
be recorded by creating an archive and the 
values measured every year should be 
compared with the previous year. 

 Internal and external parts of penstock pipes 
should be sanded and painted with epoxy paint 
in certain periods depending on corrosion. 

2.1. Metallographic Survey 

As a result of the metallographic studies on the 
samples taken from two different points of the 
penstock it is observed that in the optical images 
given in Figure 2, the main structure (matrix) is 
formed by ferrite (yellow regions) and 
disconnected black areas in the structure are 
perlite. Images taken at different magnifications 
enabled the detection of grain boundaries as a 
result of etching. The perlite contained in the 
ferritic structure positively affects many properties 
of ferrite, which contains very low carbon content 
(0.008%). Chemical and mechanical properties of 
the material;  
C: 0,22 P: 0,04 Mn: 0,6 Al: 0,02 Tensile strength: 
490-630 Mpa, Yielding point: 335 Mpa 
  

 

Figure 2. Optical images of the sample one at 
different magnifications. 

 
When we examine the SEM images at different 
magnifications in Figure 3, it is evident that the 
ferritic structure forming the matrix is the black 
regions. The styliform white areas are composed 
of perlite, a two-phase structure with coverglass 
gathering the iron and cementite phases. 

  

 
Figure 3. SEM images of the sample one at different 

magnifications. 
 

In Figure 4, regional and point EDS analyzes are 
given. In the analysis we have obtained from the 
overall structure, it is seen that the matrix is 
composed of 96.18% Fe as a result of the different 
coloring we made for each element, while the 
portions of other elements are very small. When 
we examine the spectrum peaks, C, Mg and Si 
compounds are composed of Fe and Mn. 

 
Figure 4. Demonstration of regional and spot     EDS 

analysis of the sample one. 

When we examined the metallographic images of 
the sample from the second region as it can be 
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observed in Figure 5 at different optical 
magnifications, perritic structure is in the ferritic 
structure disorganizedly (Yellow regions Ferrite, 
Black regions Perrite) 

 
Figure 5. SEM images of the sample two at different 

magnifications. 
 
When we examine the SEM images shown in 
Figure 6, it is seen that this hypoeutectoid structure 
consisting of ferritic and perlitic structure, as seen 
in the sample one, consists of a few cementite 
phases. 

 
Figure 6. Optical images of sample two at different 

magnifications. 
 

In the image we examined in Figure 7, regional 
and point EDS analyzes are given. The structure, 
which contains over 95% Fe, consists of ferrite in 
dark areas and Perlite in light green areas. In the 
peaks obtained from EDS analyzes, it contains a 
second compound formed by C, Mn and Si as well 
as the compound consisting of Fe and Mn. 

 
Figure 7. Demonstration of regional and point 

EDS analysis of sample two. 

3. CONCLUSION 

Penstock pipes are one of the most important parts 
of hydroelectric power plants. According to the net 
head of the dam their pressure varies between 5 
and 25 bar. This pressure can cause huge loss of 
life and property in any penstock pipe burst. 
Hydroelectric power plants, which are the most 
important renewable energy source of the 
countries and which generate huge economic 
income, may not produce electricity for years due 
to failures and penstock pipe accidents. Therefore, 
they cause huge financial losses for countries. The 
results obtained in this study are given below, 

1)The maintenance process of penstock pipes in 
hydroelectric power plants is investigated.  

2)A sample is taken from the penstock of a 
hydroelectric power plant and analyzed from two 
different points and examined metallographically.  

3)As a result of the investigations, it is evident that 
the general structure is ferrite, and the coverglass 
formed by the combination of iron and cementite 
phases creates perlitic structure.  

4)It is found that a small amount of Mn, Si, C and  
low carbon steel are present in the material 
containing more than 95% Fe. 
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 Numerical and Experimental Investigation of Bending Behavior of Pre-
Stressed Aluminum Tube 

 

 

Seçil EKŞİ*1, Kenan GENEL2 

 

Abstract 

The effect of the pre-stress and internal Pa6 (cast-polyamide) material on the bending behavior 
of the aluminum tube is investigated experimentally. Finite element studies have been carried 
out to better understand the effect of pre-stress on the cross-section of tube and to shed light on 
the experimental studies. From the simulation studies, it was concluded that the effect of the 
pre-stress on the load carrying capacity of the tube is limited. After finite element studies, 
experimental studies were performed. In experimental studies, the lower cross-section of the 
tube was subjected to 175 MPa stress corresponding to 93% of the yield strength of the material. 
The tensile stress in the tube during the loading is reduced by applying pressure to the lower 
cross section of the tube beam. In addition, a change in the load carrying capacity of the tube 
was investigated using a Pa6 ring to delay local buckling. As a result of the experiments, it was 
found that the pre-stress significantly improved the bending behavior of the tube in the elastic 
region, while reducing buckling displacement.  Application of both pre-stress and internally 
reinforcement enhanced bending performance of the tube in both elastic and plastic regions. 
Load carrying capacity of pre-stressed and internally reinforced tube was increased 1.67 times 
according to the base tube. 

Keywords: pre-stress 1, tube 2, bending 3, finite element analysis 4 

 

 

1. INTRODUCTION 

It is known that pre-stressing is widely used in the 
construction sector. In reinforced concrete 
structures, the concrete is given a pre-stress to 
reduce the tensile stress in concrete under service 
loads or to a certain extent. Pre-stressing is also 
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used in bridges, steel structure, underwater 
structures, prefabricated structures, towers, 
beams, buildings, etc.  There are many studies on 
pre-stressed materials and structure used in the 
construction sector [1-4]. Zhu et. all investigated 
bending behavior of aluminum I-beams with 
carbon fiber reinforced plastic (CFRP) tendons by 
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pre-stressed. They report that pre-stress increase 
the bending rigidity and decreases the flexure. 
Improvement in yield load is at a level of 33.3%. 
Maximum improvement in failure load of 
aluminum beam is about 52.3% [1]. 

There are limited number of studies on pre-
stressed tube beams. Bending, impact and wear 
behavior of pre-stressed tube structures are 
investigated in some studies (5-8]. Zeinoddini and 
his friends investigated the behavior of axially 
pre-loaded steel tubes subjected to lateral impacts 
experimentally and numerically. They reported 
that axially pre-loads decrease the lateral impact 
loads [5]. Firouzsalari and Showkati investigated 
bending behavior of pre-compressed specimens 
under local lateral loads experimentally and 
numerically.  They found good correlation 
between numerical simulation and experimental 
study. As a result of their study they reported that 
the final tube strength and the amount of absorbed 
energy depends on axial compressive preloading. 
When axial compressive preloading increase, 
final tube strength and absorbed energy capability 
decrease under lateral loads [6]. Zhi and his 
friends studied on axially preloaded circular steel 
tubes subjected to transverse low-velocity impact 
experimentally. Bending behavior and lateral 
collapse capacity of tubes are enhanced with axial 
tension. Axial compression has a significant 
effect on collapse capacity of tubes [7].Guan and 
his friends investigated the impact wear behavior 
of Inconel 690 alloy tubes with initial pre-
compressive stress load. They reported that tube 
deflection decreased with increasing pre-stress. 
Contact peak force, wear scar areas and material 
rigidity increased with increasing pre-stress. 
Absorbed energy capacity of tubes gradually 
decreased before the reaching the equilibrium [8].  

In this paper, we present effect of the pre-stress 
and internal Pa6 material reinforcement on the 
bending behavior of the aluminum tube. 

 

2. SIMULATION STUDY 

Three-point bending simulations of the 
aluminum tube were performed with using 

Ansys 16. Analyzes were carried out using 
a quarter-symmetric model of the tube. 
10580 20-node Solid 95 quadratic elements 
and 44318 nodes are used in analyses for 
the aluminum tube, supports and the 
loading punch. Contact mechanics between 
the support/beam and punch/beam 
interfaces, CONTA174 3-D8-node contact 
elements are used. The coefficient of 
friction between the contacting surfaces is 
taken as 0.2. 
 
The diameter of the tube used in the 
analyses is 31 mm, the wall thickness is 1 
mm and the length is 270 mm. Yield and 
tensile strength of aluminum tube are 187 
MPa and 247 MPa, respectively. The pre-
stress process is defined by applying 
pressure to the lower and quadrant sections 
from the two ends of the tube structure. The 
application of constant pressure to the 
lower sections of the tube beam is shown in 
Figure 1 together with boundary 
conditions. 
 
 

 
Figure 1. Finite element model and boundary 

conditions of pre-stressed tube 

 

 

3. EXPERIMENTAL STUDY 

The apparatus for pre-stress application to the 
tube is designed (Figure 2). In this apparatus, the 
load is applied to the tube body with of steel wires 
located between the load cell and the nut. One side 
of the tube is placed on the cover which is fixed 
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on the main body. The steel tension wire passing 
through the tube ( 6 mm) is connected to the 
torque bolt at the other end of the assembly. Here 
the bolt is tightened using the torque spanner so 
that the gap of the wire is taken, and then the bolt 
movement is continued until the specified loads 
value is read in the load cell. For a given tube 
diameter, foreseen load and therefore for the pre-
stress in the section, a torque value must be read 
in the torque spanner. The tube fixed at one end 
will be compressed from the other end to the 
desired torque with the bolt-nut connection, then 
moved to the three-point bending tester by 
separating it with the detachable caps shown in 
the picture on the frame. The diameter, wall 
thickness and length of the aluminum tube used in 
the experiments are as follows; 30 mm, 1 mm and 
270 mm. The material of the aluminum tube is 
6063-T6. Yield strength is 187 MPa and tensile 
strength is 247 MPa. 

 

 
Figure 2. The pre-stress apparatus: (a) General 

view, (b) Detail view of the drive side, (c) 
Clamping covers (d) 6 mm diameter steel wire 
and conical head used in the tensioning process 

 

The test on the three-point bending test 
machine with the pre-stress device is given in 
Figure 3. 

 
Figure 3. Test on three point bending machine 

with pre-stress device 

 

4. SIMULATION RESULTS 

The load-displacement curves of tubes obtained 
from finite element analyses are shown in Figure 
4. When the figure is examined, it is seen that 
when 100 MPa pre-stress is applied to the lower 
half section of tube, the load carrying capacity of 
the tube decreases, the buckling displacement 
value decreases, and the rigidity increases 
slightly. When pre-stress is applied to the lower 
quarter section of tube, the load carrying capacity 
is slightly increased compared to base tube. 
Bending rigidity and energy absorbing capacity of 
the tube structure increased in the elastic region.  

 

0 2 4 6 8 10 12 14 16 18 20 22
Displacement (mm)

0

200

400

600

800

1000

1200

1400

1600

1800

L
oa

d 
(N

)

0

200

400

600

800

1000

1200

1400

1600

1800

Tube
Lower half section 100 MPa 
Lower quarter section 100 MPa

D=31 mm 
t=1 mm

 
Figure 4. Load-displacement curves obtained from 
quarter and half section pre-stressed tubes analyses 

 

Seçil Ekşi, Kenan Genel

Numerical And Experimental Investigation of Bending Behavior of Pre-Stressed Aluminum Tube 

Sakarya University Journal of Science 23(5), 749-754, 2019 751



The results of the analyses carried out at different 
pre-stress values applied to the lower quadrant of 
tube are given in Figure 5. 
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Figure 5. Load-displacement curves obtained from 

quarter section pre-stressed tubes analyses 

 

When the values of the pre-stress at lower quarter 
section of tube is changed, it is seen that the load 
carrying capacity and rigidity of tube changed in 
insignificantly. When a comparison is made 
between the models with the 100 MPa pre-stress 
at the lower half section of tube and the base tube 
model, yield stress in the lower wall of tube is 
seen in base tube at 12 mm displacement and the 
buckling takes place. In the pre-stressed tube, the 
buckling displacement decreased to 9 mm, but in 
the lower wall, the yield displacement increased 
to 14 mm. 

The von-Mises stress distribution for the pre-
stressed (lower half section 100 MPa) and the 
base tube models for the displacements (9 and 12 
mm) at which the greatest load is obtained in the 
models is given in Figure 6. When these stress 
distributions are compared, the distinction 
between stresses in the lower wall is remarkable. 
Considering that the yield strength of the tube 
material is 187 MPa, it is understood that the yield 
in the pre-stressed tube occurs only in the upper 
half of the section. 

 

 
Figure 6. (a) Stress distribution (displacement 9 mm) 
in pre-stressed model (lower half section 100 MPa), 
(b) Stress distribution (displacement 12 mm) in base 

tube model 

 

5.  EXPERIMENTAL RESULTS 

In the simulation studies, the application of pre-
load to quarter-section was performed by defining 
the pressure directly to the forehead of tube. 
However, in the experimental study, it is not 
possible to apply the pre-stress on the steel cord 
to the lower quadrant homogeneously. Because it 
passes very close to the bottom wall of the cord. 
This is an obstacle to perform the experiment. 
Accordingly, experiments were planned for the 
application of the pre-stress to the lower half-
section of the tube. Diameter of tube used in 
experiments is 30 mm with 1 mm thickness. In 
three point bending tests, Pa6 ring was placed to 
the tube in order to prevent the local deformation 
on the surface of tube. Width of Pa6 ring was 
determined equal to the diameter of the mandrel 
(D:30 mm). The ring was prepared as a tight fit. 
Loads applied to the tube structure did not exceed 
the yield strength in the wall. Loads did not cause 
buckling. The optimal upper stress value was 
determined as 175 MPa for the initial preload of 
7745 N. The axial load on the tube lower cross 
section through the steel cord and the bending 
load applied to the tube during the experiment to 
obtain the pre-stress is obtained simultaneously 
with the two load cell is given in in Figure7. 
Initially, the pressure of 175 MPa is applied to the 
bottom wall of the tube with the steel cord under 
the pre-load of 7745 N. With increasing 
displacement, the displacement value of 4.6 mm 
is reached in 8080 N. The tensile stress at this load 
value is 177.3 MPa, which is less than yield 
strength of aluminum (187 MPa) 
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Figure 7. Pre load and bending load – displacement 

curves  

 

The pre-loading value of the cord quickly 
decreases with increasing displacement and the 
bending load starts to emerge because the 
movement in the pre loading equipment is limited 
in the channel where the cord moves. The load 
measurement on the cord was stopped by 
interfering to the experiment. 

 

The results of experiments are given in Figure 8. 
Pre-stress did not provide a significant 
improvement on base tube structure. The 
maximum load carrying value of tube structure 
with Pa6 ring, which has an initial pre-stress value 
of 175 MPa, increased slightly to 2808 N with an 
increase compared to the non-pre-stress state 
(2717 N). Bending rigidity of tube structure has 
increased significantly. Energy absorbing 
capability of tube has also increased. When the 
buckling displacement values are examined, the 
buckling displacement is smaller relative to the 
non-pre-stressed tube structure. Although 
improvement has been achieved with respect to 
the previous pre-stressed condition. It is expected 
that the buckling displacement will be slightly 
smaller than the non-stressed condition. 
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Figure 8. Load-displacement curves of pre-stressed / 

non-pre stressed and pre-stressed reinforced/non-
reinforced tube structures with Pa6 ring 

 

In order to produce a tube with a pre-stressed 
practical arrangement which can be used in 
practice, the most simple and light application of 
the above apparatus is designed as in Figure 9 
below. 

 

 

 
Figure 9. Tube-mounted portable device design for 

pre-stress application 

 

The minimum weight of this portable design is 
610 g for cases where the covers are made of 
aluminum. Taking into account the obtained load 
carrying capacity, it is clear that the specific load 
carrying capacity (2808/610 =) will get a very 
small value of 4.6. Therefore, the improvement in 
light weight and load carrying behavior is 
extremely limited. 
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6. CONCLUSIONS 

 

The contribution of the applied pre-stress to the 
load carrying capacity of the tube beam is 
insignificant and reduces buckling displacement. 
The pre-stress application with internal 
reinforcement increases the bending rigidity of 
the structure in the elastic region and provides 
some improvement in the load carrying capacity 
(Fmax). On the other hand, there was no 
improvement in terms of specific load carrying 
capacity, but a decrease of 75% was observed. 
Load carrying capacity of pre-stressed and 
internally reinforced tube was increased 1.67 
times according to the non-pre stressed internal 
reinforced tube. It has been found from numerous 
experiments and obtained results that the 
improvement provided if a polymeric part 
equivalent to the additional weight used for the 
application of the pre-stress is partially inserted 
into the tube structure is highly preferred over the 
pre-stress case. It has thus been understood that 
pre-stress application enhances the rigidity of the 
elastic region provided that the inner Pa6 ring is 
used, but this method is expensive and is not very 
preferred because of the difficulty of the practice. 
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A preliminary study on salt tolerance of some barley genotypes 

 

Ali Doğru*1, Merve Yılmaz Kaçar2 

 

Abstract 

In this study, salt (NaCl) tolerance of five barley genotypes (Avcı-2002, Aydanhanım, Bülbül-
89, Orza-96, Tarm-92) was investigated. These genotypes were exposed to different salt 
concentrations (0 mM (control), 100 mM, 200 mM and 300 mM) and then some basic growth 
parameters (root length, shoot length total plant length, fresh weight, dry weight) were 
determined on the 18 d old plants. Tolerance indices for each genotype were calculated on the 
basis of root and shoot length. Salt stress significantly inhibited root and shoot growth in all 
genotypes, except for genotype Bülbül-89. Inhibition degree of root and shoot growth was 
found to be proportional to the salt concentrations applied. Maximum inhibitory effect of 
salinity on root and shoot growth was observed in genotype Avcı-2002 at maximum salinity 
level (300 mM), while Bülbül-89 was less affected by the same level of salinity. In addition, 
salt stress disturbed water relation in barley genotypes dependent on the organ type, as 
demonstrated by more severe inhibition in shoot fresh weight as compared to root fresh weight. 
These results may show that salt stress reduced translocation of water from roots to shoots rather 
than water uptake from growth medium in barley genotypes used in this study. Changes in dry 
weight of roots and shoots indicated that salt stress more severely reduced biomass 
accumulation in roots in barley genotypes. The calculated tolerance indices demonstrated that 
Bülbül-89 is the most tolerant barley genotype to salinity, while Avcı-2002 was the most 
susceptible one.  

Keywords: Barley, Hordeum vulgare, salt tolerance, tolerance indices 

 

 

1. INTRODUCTION 

Salinity is one of the major problems restricting 
agricultural production, especially in arid and 
semi-arid areas [1]. The concept of soil salinity 
indicates the amount of soluble salts present in the 
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soil in the unit volume [2]. Soluble salts are the 
natural components of the soil and many of them 
are nutrients necessary for plants. However, the 
accumulation of these salts in the soil prevents the 
cultivation of the crop plants and reduces 
agricultural yield. The reason for this is that high 
salt concentrations are toxic to plants and cause 
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the physicochemical structure of the soil to 
deteriorate [3]. One of the most important causes 
of soil salinity is the release of various types of 
soluble salts such as Na+1, Ca+2, Mg+2, sulfate and 
carbonate from the parent rocks by the influence 
of climatic factors and to participate in soil 
structure [4]. Another source of salt accumulation 
in agricultural land is the height of the 
groundwater. As the groundwater rises, the salts 
found in the lower layers of the soil come out of 
the upper layers and the soil fertility starts to 
decrease [5]. Sodium chloride (NaCl) is the most 
important salt compound that causes salinity in 
the soil. It is also the most toxic type of salt for 
plants because of its high solubility [5]. 
Salinity is one of the most important problems of 
the earth [7]. Approximately 1.5 million hectares 
of our country's land are also facing salinity 
problems [8]. According to the latest estimates, 
over 800 million hectares of agricultural land in 
the world are affected by salinity [9]. This amount 
corresponds to more than 6% of the total 
agricultural land on the earth. The danger of 
salinization is continuously increasing for our 
fertile soils that can still be cultivated.  
Soluble salts in the soil can be easily taken up by 
plants. Salt stress could damage plants in different 
ways. High soil salinity, for example, may reduce 
the osmotic potential of the soil solution and cause 
physiological drought for plants. In addition, salt 
stress reduces the growth rate of plants by 
disrupting mineral nutrition. Finally, Na+ and Cl- 
ions may represent specific toxic effects for plant 
growth and development [10, 11]. All of these 
factors lead to multiple negative effects on plant 
growth and development at the physiological, 
biochemical and molecular levels. For example, it 
has been reported that salinity reduces plant 
growth by slowing down mitosis in the 
meristematic cells [12, 13]. Hasanuzzaman et al. 
(2009) found that salt stress significantly reduced 
total plant height and leaf area in rice plants [14]. 
Guan et al. (2011), on the other hand, have 
demonstrated that salt stress significantly reduced 
total plant height, number of side branches as well 
as shoot thickness in Suaeda salsa [15]. Salt stress 
also affects fresh and dry weights of various 
organs in plants. For example, salt stress has been 
found to reduce the total plant dry weight in 
Raphanus sativus [16]. Leidi and Saiz (1997) 

observed that salt stress reduced dry weight in 
cotton plant [17]. Kurban et al. (1999) have 
reported that low salt concentrations (50 mM) 
increased total plant weight in Alhagi 
pseudoalhagi while higher salt concentrations 
(200 and 300 mM) caused lower plant weight 
[18]. However, cultivated plants exhibit a wide 
variation in susceptibility to salt stress. It has been 
well known that plants are more susceptible to salt 
stress at the early seedling stage [19]. 
It has been reported that the salts found in the soil 
could be removed by washing after the drainage 
system has been provided [20]. However, this 
method is impractical because of being expensive. 
The second and most economical method for 
reclaiming these areas is to select and cultivate 
salt tolerant plant species and genotypes [21]. In 
environments containing high concentrations of 
various soluble salts, the ability of plants to grow 
and complete their life cycle is known as salt 
tolerance [22]. It has been determined that salt 
tolerance of barley varies depending on 
genotypes. 
Accordingly, the aim of this study is to examine 
the effects of salt (NaCl) stress in some growth 
parameters of five different barley genotypes 
[Avcı-2002 (six-row feed barley), Aydanhanım 
(two-row malting barley), Bülbül-89 (two-row 
feed barley), Orza-96 (two-row feed barley) and 
Tarm-92 (two-row feed barley)] which are 
commonly grown in Turkey. In addition, 
tolerance indices were calculated in order to 
determine the variation between barley genotypes 
in terms of salt tolerance.  

2. MATERIAL AND METHODS 

2.1. Plant Material, Growth Conditions and 
Experimental Design  

Seeds of barley cultivars (Hordeum vulgare L. 
cvs. Avcı-2002, Aydanhanım, Bülbül-89, Orza-
96 and Tarm-92) were obtained from Field Crops 
Central Research Institute, Ankara, Turkey. All 
seed samples were surface sterilized in 5% 
sodium hypochlorite solution for 10 minutes 
before sowing. After washing in distilled water, 
three seeds of each cultivar were sown in plastic 
pots (14 cm in diameters) containing perlite. The 
experiment was performed in a controlled growth 
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chamber (25/20 C day-night temperature) under 
a PPFD of 200 µmole m-2 s-1 light intensity, with 
a photoperiod of 16 h and 50±5 relative humidity. 
The perlite moisture was maintained at field 
capacity for 12 days (d), after which some of the 
pots from each cultivar were exposed to salt stress 
(100, 200 and 300 mM NaCl) for 6 d. The control 
plants were watered for additional 6 d with 
Hoagland nutrient solution. At the 18th d of the 
experiment, plants were harvested and 
morphological measurements were performed 
immediately.  

2.2. Determination of root and shoot length 

Measurements of root and shoot length were done 
with a millimetric ruler on 7 plants from each 
treatment and 3 independent replicates (n=21). 
The longest root was taken into consideration for 
measurement. Root length, shoot length and total 
plant length were expressed as cm plant-1. 

2.3. Determination of fresh and dry weight  

After harvesting, fresh weights (FW) of roots and 
shoots were determined separately (7 plants from 
each treatment and 3 independent replicates; 
n=21). Dry weight (DW) of roots and shoots was 
measured after drying in hot-air oven at 80 °C for 
2 d. The fresh and dry weight of roots and shoots 
were expressed as g plant-1. 

2.4. Calculation of tolerance indices 

Tolerance indices (TI) were calculated on the 
basis of root length (RL) and shoot length (SL) 
according to the following formula [23]: 

𝑇𝐼 (%) = (𝑅𝐿 𝑜𝑟 𝑆𝐿ே௔஼௟/𝑅𝐿 𝑜𝑟 𝑆𝐿஼௢௡௧௥௢௟)𝑥100 

According to the calculated tolerance indices for 
each salt concentration applied, five different 
barley genotypes were scored between one and 
five. One score was given to the genotype with 
minimum tolerance indices while five score was 
given to the genotype with maximum tolerance 
indices. Then, the scores obtained for each salt 
concentration for each genotype were added to 
obtain the total score [24]. 

2.5. Statistical analysis  

The experimental design was a complete 
randomised block with three independent 
replicates. The significance of difference between 
controls and applications (mean values) was 
determined by one-way ANOVA at 95% 
confidence level by using SPSS 11.0 statistical 
program for Windows. Means and s.e. values 
represent seven replicates (n=7) for all 
measurements. 

3. RESULTS AND DISCUSSION 

Decreased growth rate in plant species has been 
considered as one of the most obvious effects of 
salt stress [25]. Growth ability of plants under salt 
stress has been used as a common screening 
criterion to determine salt tolerance degree of 
plant genotypes [22]. In addition, identification of 
plant species and genotypes that are tolerant to 
high soil salinity is very important for reclamation 
of salinized areas for agricultural purposes [26]. 
In our study, it was observed that salt stress 
decreased root growth of all barley genotypes 
significantly, except for genotype Bülbül-89, as 
compared to controls (Figure 1A) (P<0.05). Also, 
our results showed that inhibition degree of 
growth in roots was proportional to the salt 
concentrations applied.  The inhibitory effect of 
salt stress on root growth was observed in all 
barley genotypes used in this study. However, 
root growth in Avcı-2002 was found to be the 
most susceptible to salt concentrations, while 
Bülbül-89 was the most tolerant genotype 
because of insignificant decrease in root growth 
as a result of salt applications. Root growth in 
Avcı-2002 and Bülbül-89 was inhibited by 33% 
and 15% at 300 mM salt application, as compared 
to controls, respectively. Similarly, salt stress 
decreased shoot growth rate in barley genotypes 
in a concentration dependent manner as well 
(Figure 1B). Furthermore, our results showed that 
roots and shoots of barley genotypes used in this 
study represented considerable variation with 
respect to salinity tolerance and sensitivity. In 
Aydanhanım, for example, root growth was found 
to be more sensitive to salt stress while shoot 
growth was more tolerant. In Bülbül-89 and Orza-
96, on the other hand, shoot growth was sensitive 
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and root growth was tolerant to salinity. These 
results are in accordance with the findings of 
Zaimoğlu and Doğru [27], who reported that 
sensitivity and/or tolerance degree of different 
maize genotypes may show great variation under 
saline conditions. Similarly, root and shoot 
growth was decreased more severely as the salt 
concentration increased in our study, as indicated 
by Pessarakli et al. [28] in Distichlis spicata 
plants. It has been reported that salt stress could 
reduce mitotic activity in the meristematic cells in 
plants, depending on the plant species, genotype, 
salt concentration and exposure time [29]. 
Accordingly, we may conclude that mitotic 
activity in the salt-stressed barley genotypes used 
in this study showed considerable variation in an 
organ dependent manner. Total plant length, on 
the other hand, was found to be significantly 
lower than respective controls in all salt-stressed 
barley genotypes, possibly due to cumulative 
effect of decreased root and shoot growth (Figure 
1C). 
 

 
Figure 1. The effect of salt stress on (A) root length, (B) 

shoot length and (C) total length in barley genotypes 
(Significant differences from controls (P0.05) are marked 

with an asterisk. Abbreviations and statistical evaluations 
are the same for the following figures and table(s)). 

Genotype Avcı-2002 had the lowest tolerance 
indices in root and shoot among all barley 
cultivars used in this study. This showed that 
meristematic cells located in the root and shoot 
tips were highly sensitive to salinity (Table 1). 
Bülbül-89, on the other hand, represented the 
highest tolerance indices in roots and shoots and 
was found to be the most salt tolerant barley 
genotype (Table 1). Total score, calculated on the 
basis of root and shoot length, confirmed our 
results as well. It was 6 for Avcı-2002 and 
displayed the highest salt-induced damage, while 
Bülbül-89 was less affected by salinity and 
maintained root and shoot growth, with a 29 of 
total score (Table 1). Shannon and Grieve [30] 
reported that one of the most important 
physiological growth parameters used to 
determine differences in salt tolerance between 
different plant species and genotypes is the 
growth rate of root and shoot. Anjum [31] has 
exposed two different Citrus rootstocks 
(Cleopatra and Troyer) to 40 and 80 mM salt 
stress and concluded that Cleopatra is more 
tolerant to salinity because of maintaining root 
and shoot growth under saline conditions. Several 
studies have demonstrated that salt stress 
decreased plant growth by causing hormonal 
imbalance [18], physiological drought [19], ion 
toxicity [4], enzyme inactivation [20], inhibition 
of protein synthesis [21] and oxidative stress [22]. 
However, these probabilities remained to be 
investigated in our study. 
Our results showed that salt stress did not 
significantly affect fresh weight of roots in Avcı-
2002, Aydanhanın and Orza-96 (Figure 2A) 
(P0.05). However, in Bülbül-89 and Tarm-92, 
especially higher salt concentrations (200 and 300 
mM) led to the relatively and significantly lower 
fresh weight in roots as compared to controls 
(P<0.05). The lower level of root fresh weight 
indicates severe impairment of water uptake from 
growth medium in Bülbül-89 and Tarm-92. Shoot 
fresh weight, however, was more severely and 
significantly affected by salt stress in barley 
cultivars except for Aydanhanım (Figure 2B) 
(P0.05) when compared to respective controls 
and root fresh weights.  

 

Ali Doğru, Merve Yılmaz Kaçar

A Preliminary Study on Salt Tolerance of Some Barley Genotypes

Sakarya University Journal of Science 23(5), 755-762, 2019 758



 

Table 1. Tolerance indices and total scores of 
barley cultivars under salt stress 

   Root   Shoot  

 
Tolerance indices 

(%) 
Tolerance indices 

(%) 
 

Genotypes 
100 
mM 

200 
mM 

300 
mM 

100 
mM 

200 
mM 

300 
mM 

Total 
score 

Avcı-2002 

  
80,4 
(1)* 

74,5 
(1) 

66,7 
(1) 

84,6 
(1) 

76,9 
(1) 

74,4 
(1) 6** 

Aydanhanım 
92,1 
(4) 

80,6 
(2) 

74,6 
(3) 

95,9 
(5) 

89,8 
(4)  

81,6 
(3) 21 

Bülbül-89 
94,8 
(5) 

88,3 
(5) 

85,1 
(5) 

93,8 
(4) 

91,7 
(5) 

87,5 
(5) 29** 

Orza-96 
90,6 
(3) 

81,7 
(3) 

74,3 
(2) 

92,7 
(3) 

87,3 
(3) 

83,6 
(4) 18 

Tarm-92 
87,8 
(2) 

81,8 
(4) 

73,8 
(4) 

87,0 
(2) 

85,2 
(2) 

81,5 
(2) 16 

* Values in the parenthesis indicate the scores given 
according to tolerance indices 

** The highest score indicates the lowest damage and the 
lowest score indicates the highest damage 

 

Therefore, changes in root and shoot fresh 
weights clearly indicated that salt stress affected 
water relations between barley plants and 
environment, depending on the salt concentration, 
organ type and genotype.   

 
Figure 2. The effect of salt stress on (A) root fresh weight 

and (B) shoot fresh weight in barley genotypes 

 

It has been reported that adjustment of water 
balance in the tissues of plants under biotic and 
abiotic stresses is a very important factor in terms 
of stress tolerance [32]. Several studies have 

indicated that decreases in the osmotic potential 
and water content in salt-sensitive plant species 
and genotypes are more prominent than tolerant 
species and genotypes [33]. In addition, it has 
been well known that fresh weight and water 
content in leaves is the most reliable suggestive 
indicator about physiological status in the salt-
stressed plants [34]. Consequently, we may 
conclude that Avcı-2002, represented the lowest 
shoot fresh weight, is the most salt susceptible 
genotypes used in our study while Bülbül-89 was 
the most tolerant barley genotypes to salinity 
among others, with the highest shoot fresh weight. 
Similar to fresh weight, dry weights of barley 
genotypes were also affected by salt stress. Root 
dry weight was significantly lowered in Avcı-
2002, Aydanhanım and Tarm-92 as compared to 
controls (Figure 3A) (P0.05). In Bülbül-89 and 
Orza-96, however, it was not changed 
significantly as a result of salt applications 
(P0.05). Shoot dry weight was found to be less 
affected in barley genotypes and only higher salt 
concentrations (200 and 300 mM) reduced shoot 
dry weight in Tarm-92 significantly (Figure 3B) 
(P0.05). Obviously, our results showed that salt 
stress inhibited root metabolism more severely 
than leaves in barley cultivars used in this study, 
causing reduced biomass accumulation. The 
decrease in biomass accumulation in plants under 
salt stress has mostly been attributed to ion 
imbalance [12]. Davenport et al. [35] and Munns 
and Tester [36], for example, have stated that salt 
stress decreased photosynthetic activity and 
biomass in plants by reducing activities of some 
enzymes which are responsible for carbon 
fixation and pigment synthesis as a result of Na+ 
accumulation in plant tissues. 

In summary, our preliminary study showed that 
there is a broad variation between barley cultivars 
in terms of salt tolerance. We found that salt stress 
reduced root and shoot growth rate more severely 
than other physiological growth parameters 
evaluated in this study. Tolerance indices, 
calculated on the basis of root and shoot length, 
indicated that Bülbül-89 is the most salt-tolerant 
barley genotype and Avcı-2002 is the most 
susceptible one. 
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Figure 3. The effect of salt stress on (A) root dry weight 

and (B) shoot dry weight in barley genotypes 

Aydanhanim, Orza-96 and Tarm-92, on the other 
hand, were found to be moderately tolerant to 
salinity. Fresh and dry weight of roots and shoots 
showed that salt stress affected water relation and 
biomass accumulation in barley plants depending 
on the genotype, salt concentration and organ 
type. However, we believe that changes in root 
and shoot growth rate in barley genotypes under 
salt stress may be used as a more reliable criterion 
for salt tolerance selection. In this study we have 
only identified the most salt-susceptible and salt-
tolerant barley genotypes. Our future aim is to 
investigate the physiological and biochemical 
basis of salt responses of these two genotypes and 
our detailed experiments have been still 
continuing. 
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Absolute almost weighted summability methods 

Mehmet Ali Sarıgöl*1 

Abstract 

In this paper,  we introduce absolute almost weighted convergent series and treat with the classical results of Bor [3-
4] and also study some relations between this method and the well known spaces. 

Keywords:  Absolute summability, almost summability, weighted mean, equivalence methods 

 

1. INTRODUCTION 

Let ℓஶ  be the subspace of all bounded sequences of 𝑤, 
the set of all sequences of complex numbers. A 
sequence (𝑥௡) ∈ ℓஶ said to be almost convergent to 𝛾 
if all of its Banach limits (see, [1]) are equal to 𝛾. 
Lorentz [8] proved that the sequence (𝑥௡) is almost 
convergent to 𝛾 if and only if 

1

𝑚 + 1
෍ 𝑥௡ା௩

௠

௩ୀ଴

→ 𝛾 𝑎𝑠 𝑚 → ∞ uniformly in 𝑛 (1.1) 

Let ∑ 𝑎௩  be a given infinite series with 𝑠௡ as its 𝑛-th 
partial sum and (𝑝௡) be a sequence of positive real 
numbers such that, 𝑃 ଵ = 𝑝ିଵ, 

          𝑃௡ = 𝑝଴ + 𝑝ଵ + ⋯ + 𝑝௡ → ∞ 𝑎𝑠 𝑛 → ∞.      (1.2) 

The series ∑ 𝑎௩ is said to be summable |𝑁ഥ, 𝑝௡|௞, 𝑘 ≥

1, if (see, [2]) 

෍ ൬
𝑃௡

𝑝௡
൰

௞ିଵ

|𝑇௡ − 𝑇௡ିଵ|௞

ஶ

௡ୀଵ

< ∞,             (1.3) 

where 
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𝑇௡ =
1

𝑃௡
෍ 𝑝௩

௡

௩ୀ଴

𝑠௩, 

which reduces to the absolute Cesàro summability 
|𝐶, 1|௞ in Flett [5]’ s notation in the special case 𝑝௡ =

1 for 𝑛 ≥ 0.    Many papers concerning the summability 
|𝑁ഥ, 𝑝௡|௞ was published by several authors (see, [2-3], 
[5-7], [10-15]). For example, it is well known that the 
classical results of Bor [2,3] give sufficient conditions 
for the equivalance of the summability methods |𝐶, 1|௞ 
and |𝑁ഥ, 𝑝௡|௞ as follows. 

    Theorem 1.1.  Let (𝑝௡)  be a sequence of positive 
real numbers such that 

(i) 𝑛𝑝௡ = 𝑂(𝑃௡)   and   (ii) 𝑃௡ = 𝑂(𝑛𝑝௡).               (1.4) 

Then, ∑ 𝑎௩ is summable |𝐶, 1|௞ if and only if it is 
summable |𝑁ഥ, 𝑝௡|௞  , 𝑘 ≥ 1.  

2. MAIN RESULTS 

The main purpose of this paper is to derive an absolute 
almost weighted summability from the absolute 
weighted summability just as absolute almost 
convergence emerges out of the concept of absolute 
convergence and to discuss Theorem 1.1 for new 
summability method. Also, we study some relations 
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between this method and between some known spaces. 
Now for the sequence of partial sums (𝑠௡) of the series 
∑ 𝑎௩ we define 𝑇௠(𝑛)  by 

𝑇 ଵ = 𝑠௡ିଵ, 𝑇௠(𝑛) =
1

𝑃௠
෍ 𝑝௩

௠

௩ୀ଴

𝑠௡ା௩  , 𝑚 ≥ 0. 

Then, it is easily seen that 

𝑇௠(𝑛) − 𝑇௠ିଵ(𝑛) = ൞

𝑎௡ ,                                    𝑚 = 0

𝑝௠

𝑃௠𝑃௠ିଵ
෍ 𝑃௩ିଵ

௠

௩ୀଵ

𝑎௡ା௩  , 𝑚 ≥ 1
 

So we give the following definition. 

    Definition 2.1. Let ∑ 𝑎௩ be an infinite series with 
partial sum 𝑠௡  and (𝑝௡) be a sequence of positive real 
numbers satisfying (1.2). The series ∑ 𝑎௩ is said to be 
absolute almost weighted summable  |𝑓(𝑁ഥ), 𝑝௠|௞, 𝑘 ≥

1, if 

             ෍ ൬
𝑃௠

𝑝௠
൰

௞ିଵ

|∆𝑇௠ିଵ(𝑛)|௞

ஶ

௠ୀ଴

< ∞                 (2.1) 

uniformly in 𝑛, where ∆𝑇 ଵ(𝑛) = 0, ∆𝑇௠ିଵ(𝑛) =

𝑇௠ିଵ(𝑛) − 𝑇௠(𝑛) for 𝑚, 𝑛 ≥ 0. 

    Note that, for 𝑝௠ = 1 (resp. 𝑘 = 1), it reduces to the 
absolute almost Cesàro summability |𝑓(𝐶), 1|௞ (resp. 
ℓ෠, given by Das et al [4]). Further, it is clear that every 
|𝑓(𝑁ഥ), 𝑝௠|௞ summable series is also summable 
|𝑁ഥ, 𝑝௡|௞ ,  but the converse is not true. 

    Before discussing a similar of Theorem 1.1 for the 
new method, we study a relation between this method 
and the space ℓ௞ of all 𝑘-absolutely convergent series.  

    Theorem 2.2. Let (𝑝௡) be a sequence of positive 
numbers satisfying the condition 𝑃௡ = 𝑂(𝑝௡). If 
∑|𝑎௩|௞ < ∞ , then it is summable |𝑓(𝑁ഥ), 𝑝௠|௞, 𝑘 ≥ 1. 
If 𝑘 = 1, then the condition is omitted.  

    To prove this theorem, we require the following 
lemma of Maddox [9].  

    Lemma 2.3. If ∑ |𝑏௠(𝑛)|௠ < ∞ for each 𝑛 and 
∑ |𝑏௠(𝑛)|௠ → 0 as 𝑛 → ∞, then ∑ |𝑏௠(𝑛)|௠  is 
uniformly convergent in 𝑛.  

    Proof of Theorem 2.2. Since the proof is easy for 
𝑘 = 1, it is omitted. Now, for 𝑘 > 1, it follows from 
Hölder's inequality that 

෍ ൬
𝑃௠

𝑝௠

൰
௞ିଵஶ

௠ୀ଴

|∆𝑇௠ିଵ(𝑛)|௞ 

≤ |𝑎௡|௞ + ෍
𝑝௠

𝑃௠𝑃௠ିଵ
௞

൭෍ ฬ
𝑃௩ିଵ

𝑝௩

𝑝௩𝑎௡ା௩ฬ

௠

௩ୀଵ

൱

௞ஶ

௠ୀଵ

 

≤ |𝑎௡|௞ 

+ ෍
𝑝௠

𝑃௠𝑃௠ିଵ

෍ ൬
𝑃௩ିଵ

𝑝௩

൰
௞

𝑝௩|𝑎௡ା௩|௞ ൭
1

𝑃௠ିଵ

෍ 𝑝௩

௠

௩ୀଵ

൱

௞ିଵ௠

௩ୀଵ

ஶ

௠ୀଵ

 

= 𝑂(1) ൝|𝑎௡|௞ + ෍ ൬
𝑃௩ିଵ

𝑝௩

൰
௞

𝑝௩|𝑎௡ା௩|௞ ෍
𝑝௠

𝑃௠𝑃௠ିଵ

ஶ

௠ୀ௩

ஶ

௩ୀଵ

ൡ 

= 𝑂(1) ൝|𝑎௡|௞ + ෍ ൬
𝑃௩ିଵ

𝑝௩

൰
௞ 𝑝௩

𝑃௩ିଵ

|𝑎௡ା௩|௞

ஶ

௩ୀଵ

ൡ 

= 𝑂(1) ൝|𝑎௡|௞ + ෍|𝑎௡ା௩|௞

ஶ

௩ୀଵ

ൡ 

= 𝑂(1) ൝෍|𝑎௩|௞

ஶ

௩ୀ௡

ൡ → 0 𝑎𝑠 𝑛 → ∞. 

Thus the proof is completed by Lemma 2.3. 

    Theorem 2.4. Let (𝑝௡) satisfy the conditions of 
Theorem 1.1. If, 𝑎𝑠 𝑚 → ∞, 

𝐿௠(𝑛) =
1

𝑃௠
෍(𝑃௩ − (𝑣 + 1)𝑝௩)

௠

௩ୀଵ

→ 0  

uniformly in 𝑛, then it is summable |𝑓(𝑁ഥ), 𝑝௠|௞ 
whenever ∑ 𝑎௩ is summable |𝑓(𝐶), 1|௞, 𝑘 ≥ 1. 

    Theorem 2.5. Let (𝑝௡) satisfy the conditions of 
Theorem 1.1. If, 𝑎𝑠 𝑚 → ∞,, 

𝑅௠(𝑛) =
1

𝑚
෍ ൭(𝑣 + 1) −

𝑃௩

𝑝௩
൱

௠

௩ୀଵ

𝑦௩(𝑛) → 0 

uniformly in 𝑛, then, it is summable |𝑓(𝐶), 1|௞ 
whenever ∑ 𝑎௩ is summable |𝑓(𝑁ഥ), 𝑝௠|௞, 𝑘 ≥ 1. 

    Proof of Theorem 2.4. We define the sequences  
൫𝑥௠(𝑛)൯ and ൫𝑦௠(𝑛)൯ by 

𝑥଴(𝑛) = 𝑎௡,  𝑥௠(𝑛) =
1

𝑚(𝑚 + 1)
෍ 𝑣𝑎௡ା௩

௠

௩ୀଵ

   (2.3) 

and  

𝑦଴(𝑛) = 𝑎௡, 𝑦௠(𝑛) =
𝑝௠

𝑃௠𝑃௠ିଵ
෍ 𝑃௩ିଵ

௠

௩ୀଵ

𝑎௡ା௩   (2.4) 

Suppose that ∑ 𝑎௩ is summable |𝑓(𝐶), 1|௞. Then,  
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෍ 𝑚௞ିଵ|𝑥௠(𝑛)|௞

ஶ

௠ୀଵ

< ∞ 

and the remaining term tends to zero uniformly in 𝑛, 
respectively. By using Abel's summations we write 

𝑦௠(𝑛) =
𝑝௠

𝑃௠𝑃௠ିଵ

෍
𝑃௩ିଵ

𝑣

௠

௩ୀଵ

𝑣𝑎௡ା௩                             

             =
𝑝௠

𝑃௠𝑃௠ିଵ

൥ ෍ ∆ ൬
𝑃௩ିଵ

𝑣
൰ 𝑣

௠ିଵ

௩ୀଵ

(𝑣 + 1) 𝑥௩(𝑛)

+
𝑃௠ିଵ

𝑚
𝑚(𝑚 + 1) 𝑥௠(𝑛)൩ 

           =
𝑝௠

𝑃௠𝑃௠ିଵ

෍ (𝑃௩ − (𝑣 + 1)𝑝௩)

௠ିଵ

௩ୀଵ

 𝑥௩(𝑛)   

+
(𝑚 + 1)𝑝௠

𝑃௠

 𝑥௠(𝑛) 

= 𝑦௠
(ଵ)(𝑛) + 𝑦௠

(ଶ)(𝑛), 𝑠𝑎𝑦. 

Now, by Minkowski's inequality, it is sufficient to 
show that the remaining term, 𝑎𝑠 𝑗 → ∞, 

෍ ൬
𝑃௠

𝑝௠
൰

௞ିଵ

ቚ𝑦௠
(௥)

(𝑛)ቚ
௞

ஶ

௠ୀ௝

→ 0 uniformly in 𝑛,  

for  𝑟 = 1,2. By applying Hölder inequality for 𝑘 > 1 
(clearly for 𝑘 = 1) we have, from the hypotheses of the 
theorem  

        ෍ ൬
𝑃௠

𝑝௠

൰
௞ିଵ

ห𝑦௠
(ଵ)(𝑛)ห

௞
ஶ

௠ୀ௝

                                   

    = 𝑂(1) ෍
𝑝௠

𝑃௠𝑃௠ିଵ
௞

ஶ

௠ୀ௝

ቌ෍

௝ିଵ

௩ୀଵ

+ ෍

௠ିଵ

௩ୀ௝

ቍ 

                 |(𝑃௩(𝑣 −   (𝑣 + 1)𝑝௩) 𝑥௩(𝑛)|௞ 

 

= 𝑂(1) ෍
𝑝௠

𝑃௠𝑃௠ିଵ
௞

ஶ

௠ୀ௝

൞ห𝑃௝ିଵ𝐿௝ିଵ(𝑛)ห
௞

                      

+ ቮ ෍ (𝑃௩ − (𝑣 + 1)𝑝௩)

௠ିଵ

௩ୀ௝

 𝑥௩(𝑛)ቮ

௞

ൢ                     

= 𝑂(1) ቐห𝑃௝ିଵ𝐿௝ିଵ(𝑛)ห
௞

෍
𝑝௠

𝑃௠𝑃௠ିଵ
௞

ஶ

௠ୀ௝

+ ෍
𝑝௠

𝑃௠𝑃௠ିଵ
௞

ஶ

௠ୀ௝ାଵ

൭ ෍ 𝑣𝑝௩

௠ିଵ

௩ୀ்

| 𝑥௩(𝑛)|൱

௞

ቑ

= 𝑂(1) ቐห𝐿௝ିଵ(𝑛)ห
௞

+ ෍
𝑝௠

𝑃௠𝑃௠ିଵ

ஶ

௠ୀ௝ାଵ

෍ 𝑣௞𝑝௩

௠ିଵ

௩ୀ௝

| 𝑥௩(𝑛)|௞ ൭ ෍
𝑝௩

𝑃௠ିଵ

௠ିଵ

௩ୀ଴

൱

௞ିଵ

ቑ 

= 𝑂(1) ቐห𝐿௝ିଵ(𝑛)ห
௞

+ ෍ 𝑣௞𝑝௩

ஶ

௩ୀ௝

| 𝑥௩(𝑛)|௞ ෍
𝑝௠

𝑃௠𝑃௠ିଵ

ஶ

௠ୀ௩ାଵ

ቑ 

= 𝑂(1) ቐห𝐿௝ିଵ(𝑛)ห
௞

+ ෍
𝑣𝑝௩

𝑃௩

𝑣௞ିଵ

ஶ

௩ୀ௝

| 𝑥௩(𝑛)|௞ቑ                    

= 𝑂(1) ቐห𝐿௝ିଵ(𝑛)ห
௞

෍ 𝑣௞ିଵ

ஶ

௩ୀ௝

| 𝑥௩(𝑛)|௞ቑ → 0 as 𝑗 → ∞, 

uniformly in n.  

Also, by using 𝑚𝑝௠ = 𝑂(𝑃௠)  we get 

෍ ൬
𝑃௠

𝑝௠
൰

௞ିଵ

ቚ𝑦௠
(ଶ)

(𝑛)ቚ
௞

ஶ

௠ୀ௝

= ෍ ቤ
(𝑚 + 1)𝑝௠

𝑃௠
 𝑥௠(𝑛)ቤ

௞ஶ

௠ୀ௝

= 𝑂(1) ෍ (𝑚)௞ିଵ| 𝑥௠(𝑛)|௞

ஶ

௠ୀ௝

→ 0 

uniformly in 𝑛, which completes the proof of part (i). 

    The proof of Theorem 2.5 is proved by changing the 
roles of "𝑝௡" and "1".  

    Also the following results are directly obtained by 
Lemma 2.3. 

    Theorem 2.6. Let (𝑝௡) be a sequence of positive 
numbers satisfying the conditions of Theorem 1.1. If 
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෍ (𝑚 + 1)௞ିଵ

ஶ

௠ୀ଴

| 𝑥௠(𝑛)|௞ → 0 𝑎𝑠 𝑛 → ∞ 

or 

෍ ൬
𝑃௠

𝑝௠
൰

௞ିଵ

| 𝑦௠(𝑛)|௞

ஶ

௠ୀ଴

→ 0 𝑎𝑠 𝑛 → ∞ 

holds, then a series ∑ 𝑎௩ is summable |𝑓(𝐶), 1|௞ and 
|𝑓(𝑁ഥ), 𝑝௠|௞, 𝑘 ≥ 1, where the sequences ൫ 𝑥௠(𝑛)൯ 

and ൫ 𝑦௠(𝑛)൯ are as in (2.3) and (2.4). 

    Proof. By following the lines of the proof of 
Theorem 2.4, we have 

෍ ൬
𝑃௠

𝑝௠
൰

௞ିଵ

| 𝑦௠(𝑛)|௞

ஶ

௠ୀଵ

= 𝑂(1) ൝෍ 𝑣௞ିଵ

ஶ

௩ୀଵ

| 𝑥௩(𝑛)|௞ൡ 

and also 

෍ 𝑚௞ିଵ

ஶ

௠ୀଵ

| 𝑥௠(𝑛)|௞ = 𝑂(1) ൝෍ ൬
𝑃௩

𝑝௩
൰

௞ିଵ

| 𝑦௩(𝑛)|௞

ஶ

௩ୀଵ

ൡ 

which completes the proof together with Lemma 2.3. 
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A Bayesian Parameter Estimation Approach to Response Surface Optimization in 
Quality Engineering 

 

Elif Kozan*1, Onur Köksoy2 

Abstract  

In recent years, Bayesian analyses have become increasingly popular for solving industrial related 
problems. This paper illustrates the use of Bayesian methods in response surface methodology (RSM) in 
the context of “off-line quality” improvement. RSM and Bayesian Linear Regression - an approach which 
uses the prior information to make a more efficient inference - are considered together. Results from 
different estimators are compared for the first time ever. Bayesian linear regression uses the prior 
information in the high uncertainty state of the response function to make more efficient and more realistic 
inferences than can be obtained with classical regression. Several different values of the prior distribution  
of the parameter  and uncertainty analysis will be presented for comparative purposes. The effect of the 
change in the prior information and variances will be illustrated by using an example from the literature. 

Keywords: Response surface methodology, Bayesian regression, off-line quality control, experimental 
design, WinBUGS 

1. INTRODUCTION 

In general, the Bayesian approach is a special form 
of Bayes’ theorem, which was first introduced by 
Thomas Bayes [1]. Subsequently Laplace [16] 
presented the general form of Bayes’ theorem. In 
the 20th century, Laplace’s studies have received 
considerable attention from authors such as 
Keynes [11], Ramsey [21], and Savage [22]. 
Jeffreys [10] made some important contributions to 
the fundamental theory of Bayesian statistics. 
Metropolis et al. [17] introduced the Metropolis-
Hastings algorithm. Along with new technologies 
in computer sciences, this algorithm has been used 
to overcome the computational difficulties 
connected with integrals of problems involving 
Bayesian models. Hasting [8] introduced the 
Monte Carlo method for evaluating integrals as a 
                                                           
* Corresponding Author 1986elif@gmail.com 
1 Ege University, Faculty of Science, Department of Statistics, B-Block, 35100, Bornova, Izmir, Turkey 0000-0002-8267-074X 
2 Ege University, Faculty of Science, Department of Statistics, B-Block, 35100, Bornova, Izmir, Turkey 0000-0003-2634-0794 

major tool for practical Bayesian inference. In 
addition, the development of techniques such as 
Markov chain Monte Carlo (MCMC) has greatly 
increased the applicability of the Bayesian 
approach. Goldstein [6] applied the Bayesian 
approach to regression problems. 

The development of fast computers made 
necessary calculations faster and pioneered the use 
of the Bayesian approach for a wide range of 
applications. Also, a review of the literature reveals 
that the estimation step becomes more powerful 
and more realistic when using prior model 
information. In Bayesian inference, the Bayes’ risk 
function includes both a posterior model of 
unknown parameters given the observation and a 
cost of error function. By minimizing this risk 
function, one easily obtains the point estimators 
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using Bayesian methodology. A couple of different 
methods are available for Bayesian estimation, 
including maximum a posteriori (MAP), minimum 
mean square error (MMSE), and Markov chain 
Monte Carlo algorithms. 

By utilizing Bayesian philosophy with a focus on 
quality purposes in RSM, it seems more realistic 
results might be obtained by comparison with the 
results of classical regression. Taguchi [12 ,25] 
presented a robust design method based on 
statistical experimental design and quality 
engineering concepts. This method, along with 
Taguchi’s philosophy, received a great deal of 
attention, but it seemed to have some statistical 
shortcomings. Box [2] has criticized Taguchi’s 
method and revealed its shortcomings. Based on 
his criticism, RSM, first presented by Box and 
Wilson [3], was popularized in the early 1990s as 
a tool for improving the quality. Vining and Myers 
[13,14,15,27] proposed an alternative off-line 
quality improvement approach (i.e., dual response 
approach) by combining RSM and the good 
properties of Taguchi’s method. This novel 
approach to RSM has become popular and is 
widely quoted in the literature. 

There are some studies available  related to the 
Bayesian approach for estimates of response 
surface model parameters. Steinberg[23]  
presented a Bayesian approach to empirical 
regression modeling in which theresponse function 
was represented by a power series expansion in 
Hermite polynomials. Chen[4] used Bayesian 
hierarchical regression modelling approach to dual 
response surface.  Moreover, Bayesian analysis 
provides inference about the uncertainty of the 
model parameters. Chen and Ye[5] applied the 
Bayesian hierarchical model on dual response 
surface to partially replicated designs and the 
performance of the Bayesian model was compared 
with least squares methods by using simulated data 
under various mean and variance models. Peterson 
et al.[20] presented a Bayesian predictive  
approach to multiresponse optimization 
experiments. Quesada et al. [24] presented a 
Bayesian approach and consist of maximizing the 
posterior predictive probability that the process 
satisfies a set of constraints on the responses. 
Türkşen’s study [26] was analyzed of response 

surface model parameters, which was obtained by 
using Bayesian approach and fuzzy approach, 
through interval analysis. 

This study aims to apply Bayesian estimation 
methods to RSM with a focus area of quality 
improvement. The research will consider various 
Bayesian estimates and  investigate their effects 
of using a prior model on the mean and variance 
responses. Different estimators generate different 
solutions depending on the influence of the 
selected prior information. 

The rest of this paper is organized as follows: In 
the following section a brief overview of selected 
Bayesian estimation methods is presented. An 
estimation process of common regression 
coefficients of data modeling, linked to a 
discussed Bayesian estimation method, is put 
forward in Section 3. The next section illustrates 
the findings and offers a brief discussion of 
experimental design, including Bayesian analyses 
to RSM. Finally, the paper ends with a 
conclusion. 

2. BAYESIAN PARAMETER ESTIMATION 

In terms of the Bayesian approach, point 
estimation of a parameter vector θ is usually the 
mean of the posterior distribution based on 
minimization of the following Bayesian 
conditional risk function:  

𝑅൫𝜽෡|𝒚൯ = ∫ 𝐶൫𝜽෡, 𝜽൯𝑓(𝜽|𝒚) 𝑑𝜽
𝜽

  (2.1) 

where 𝐶൫𝜽෡, 𝜽൯ is the cost function and 𝑓(𝜽|𝒚) is 
the posterior density of θ, given an observation 
vector y. More methods to find Bayesian 
estimators will be presented. The reader is 
referred to Vaseghi (2000) for details. 

2.1. Maximum a posteriori estimation (MAP) 

The MAP method is based on maximization of the 
posterior distribution. According to this method, 
the cost function is assumed to be uniformly 
distributed, defined as, 

𝐶൫𝜽෡, 𝜽൯ = 1 − 𝛿൫𝜽෡, 𝜽൯ (2.2) 
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where  𝛿൫𝜽෡, 𝜽൯ is the Kronecker delta function. 
Then, the conditional risk function is given by, 

𝑅൫𝜽෡|𝒚൯
ெ஺௉

= ∫ (1 − 𝛿൫𝜽෡, 𝜽൯)𝑓(𝜽|𝒚)𝑑𝜽
𝜽

 (2.3) 

By using equation (2.3), when the posterior 
function 𝑓(𝜽|𝒚) attains a maximum, the 
minimum Bayesian risk can be achieved (see 
Figure 2.1 in [28]). Hence, the MAP estimator is 
given in equation (2.4). Here, the MAP estimator 
is the mode of the posterior distribution. 

        𝜽෡ெ஺௉ = 𝑎𝑟𝑔𝑚𝑎𝑥𝑓(𝜽|𝒚) =
𝑎𝑟𝑔𝑚𝑎𝑥[𝑓(𝒚|𝜽) 𝑓(𝜽)]    (2.4) 

 

 

Figure 2.1 The Bayesian cost function for the MAP 
estimate 

  

2.2. Minimum mean square error estimation 
(MMSE) 

The MMSE method minimizes the mean square 
error cost function. The conditional risk function 
is 

𝑅൫𝜽෡|𝒚൯
ெெௌா

= 𝐸 ቀ൫𝜽෡ − 𝜽൯
ଶ

ቚ𝒚ቁ = ∫ (𝜽෡ −
𝜽

𝜽)ଶ𝑓(𝜽|𝒚)𝑑𝜽                               (2.5) 

By minimizing equation (2.5) with respect to 
parameter 𝜽, the MMSE estimator is obtained as 

𝜽෡ெெௌா = ∫ 𝜽𝑓(𝜽|𝒚)𝑑𝜽
𝜽

              (2.6) 

Figure 2.2, taken from [28], illustrates the mean 
square error cost function and the Bayesian 
estimate: 

                            

 

Figure 2.2 Bayesian cost function graph for the MMSE 
estimate 

 

2.3. Estimation of parameters using  MCMC 
by WinBUGS 

As the third estimation strategy, the posterior 
distribution is obtained by the MCMC method in 
WinBUGS, which was created in the 1990s as a 
free software package. WinBUGS uses Gibbs 
sampling as a special case of the Metropolis-
Hastings algorithm. 

Let 𝑓൫𝜃୨ ห 𝜽\௝ , 𝐲൯ be the full conditional posterior 
distribution, where 𝜽 is the parameter vector such 
as 𝜽\௝ୀ = (𝜃ଵ , … , 𝜃௝ିଵ , 𝜃௝ାଵ … , 𝜃ௗ )

் and 𝒚 =

(𝑦ଵ, 𝑦ଶ, … , 𝑦௡)் be the vector of length 𝑛 of the 
response data. For a particular state of the 
chain 𝜃(௧), the new parameter values have been 
obtained by Gibbs sampling as follows [19]: 

𝜃ଵ
(௧)

~𝑓ቀ𝜃ଵቚ𝜃ଶ
(௧ିଵ)

, 𝜃ଷ
(௧ିଵ)

, … , 𝜃௣
(௧ିଵ)

, 𝒚ቁ, 

  𝜃ଶ
(௧)

~𝑓ቀ𝜃ଶቚ𝜃ଵ
(௧)

, 𝜃ଷ
(௧ିଵ)

, … , 𝜃௣
(௧ିଵ)

, 𝒚ቁ,   

 𝜃ଷ
௧~𝑓ቀ𝜃ଵቚ𝜃ଵ

(௧)
, 𝜃ଷ

(௧ିଵ)
, … , 𝜃௣

(௧ିଵ)
, 𝒚ቁ, 

 𝜃௣
(௧)

~𝑓ቀ𝜃௣ቚ𝜃ଶ
(௧)

, 𝜃ଷ
(௧)

, … , 𝜃௣ିଵ
(௧)

, 𝒚ቁ 

After these generations, the Monte Carlo error 
might be observable. This error represents the 
standard error of the estimation made by the 
Markov chain algorithm. Therefore the iteration 
continues until this error becomes less than 0.05 
(e.g., as small as possible). 
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3. BAYESIAN ESTIMATION OF 
REGRESSION MODELS 

Bayesian estimation and data modeling constitute 
a useful method, as it can be used in a wide range 
of areas, including signal processing, computer 
vision processes, genome data analysis, and 
industrial applications. 

Regression modeling defines the functional 
relationship between a dependent random variable 
and another set of independent variables. Let 𝒚 = 
(𝑦ଵ, … , 𝑦௡)் be the 𝑛-dimensional column vector, 
and let 𝐗 be the 𝑛x𝑝 matrix whose ith row is 𝑥௜. 
Then the classical regression assumption is 

                                           
{𝐲|𝐗, 𝛃, 𝜎ଶ}~𝑚𝑢𝑙𝑡𝑖𝑣𝑎𝑟𝑖𝑎𝑡𝑒 𝑛𝑜𝑟𝑚𝑎𝑙(𝐗𝛃, 𝜎ଶ𝐈) 
(3.1) 

where 𝐈 and 𝜎ଶ are the 𝑝x𝑝 identity matrix and 
variance of the model, respectively. The sampling 
density of the data, as a function of parameter 
vector β, is 

𝑝{𝒚|𝐗, 𝛃, 𝜎ଶ} ∝ 𝑒
{ି

భ

మ഑మൣ𝐲𝐓𝐲ିଶ𝛃𝐓𝐗𝐓𝒚ା𝛃𝐓𝐗𝐓𝐗𝛃൧}
 (3.2) 

if 𝛃~𝑚𝑢𝑙𝑡𝑖𝑣𝑎𝑟𝑖𝑎𝑡𝑒 𝑛𝑜𝑟𝑚𝑎𝑙 ൫𝛃𝟎 = 𝛃௣௥௜௢௥  , 𝚺𝟎 =

𝚺𝒑𝒓𝒊𝒐𝒓൯, then 

𝑝(𝛃|𝐲, 𝐗, 𝜎ଶ) ∝ 𝑝(𝐲|𝛃, 𝐗, 𝜎ଶ)𝑝(𝛃) =

𝑒
{𝛃𝐓൬𝚺𝟎

ష𝟏𝜷𝟎ା
𝐗𝐓𝐲

഑మ ൰ି
భ

మ
 𝜷𝑻(𝚺𝟎

ష𝟏
ା

𝐗𝐓𝐗

഑మ )𝛃}
 (3.3) 

This result seemed to be proportional to a 
multivariate normal density, with 

         𝚺ெெௌா
∗ = 𝑣𝑎𝑟(𝛃|𝐲, 𝐗, 𝜎ଶ) = ( 𝚺𝟎

ି𝟏 +
𝐗𝐓𝐗

ఙమ
 )ିଵ       (3.4) 

and 

𝜷ெெௌா
∗ = 𝐸(𝛃|𝐲, 𝐗, 𝜎ଶ) = ( 𝚺𝟎

ିଵ +
𝐗𝐓𝐗

ఙమ
)ିଵ( 𝚺𝟎

ି𝟏𝜷𝟎 + 𝐗𝐓𝐲/𝜎ଶ)                  (3.5) 

      = 𝚺ெெௌா
∗ ቀ𝚺𝒑𝒓𝒊𝒐𝒓

ି𝟏𝜷𝒑𝒓𝒊𝒐𝒓 + ቀ
𝐗𝐓𝐗

ఙమ
ቁ 𝛃௖௟௔௦௦௜௖௔௟ቁ                                

If the elements of the prior precision matrix  𝚺𝟎
ି𝟏 

are small, then the conditional expectation 

𝐸(𝛃|𝐲, 𝐗, 𝜎ଶ) is approximately equal to the least 
squares estimate (known as MMSE). Also, the 
MAP estimators are defined as follows (see [9]): 

𝜷ெ஺௉
∗ = (𝚺𝒑𝒓𝒊𝒐𝒓

ିଵ𝜎ଶ + 𝐗𝐓𝐗)ିଵ𝑿𝑻𝑿𝛃௖௟௔௦௦௜௖௔௟ +

(𝚺௣௥௜௢௥
ିଵ𝜎ଶ + 𝑿𝑻𝑿)ିଵ𝜎ଶ𝚺௣௥௜௢௥

ିଵ𝛃௣௥௜௢௥     (3.6) 

and the variance-covariance matrix is 

    𝚺ெ஺௉
∗   = ൫𝚺𝒑𝒓𝒊𝒐𝒓

ିଵ𝜎ଶ +

𝑿𝑻𝑿൯
ିଵ

𝑿𝑻𝜎ଶ((𝚺𝒑𝒓𝒊𝒐𝒓
ିଵ𝜎ଶ + 𝑿𝑻𝑿)ିଵ𝑿𝑻)். 

(3.7) 

4. BAYESIAN APPROACH TO RESPONSE 
OPTIMIZATION 

Let us consider the experiment discussed in 
[7],[18]. The study involves three factors, 
namely 𝑋ଵ, 𝑋ଶ, and 𝑋ଷ. The goal is to find the 
combination of factor levels that maximizes the 
amount (in grams) of crystal growth. Table 4.1 
presents the experimental data. 

When RSM applies to the experimental setup, the 
second order estimated response surface is  

         𝑌෠௖௟௔௦௦௜௖௔௟ = 97.58 + 1.36𝑋ଶ −

1.49𝑋ଷ − 12.06𝑋ଶ
ଶ − 9.23𝑋ଷ

ଶ (4.1) 

According to this model, the optimum response is 
found at 𝑌෠௠௔௫ = 97.68 grams, which is illustrated 
in Figure 4.1 when the coded variables are x2 

= 0.05646 and x3 = −0.08097. 

Table 4.1 A central composite design of three 
variables 

Run 𝑥ଵ 𝑥ଶ 𝑥ଷ 𝑦 Run 𝑥ଵ 𝑥ଶ 𝑥ଷ 𝑦 
1 -1 -1 -1 66 11 0 -1.682 0 68 
2 -1 -1 1 70 12 0 1.682 0 63 
3 -1 1 -1 78 13 0 0 -1.682 65 
4 -1 1 1 60 14 0 0 1.682 82 
5 1 -1 -1 80 15 0 0 0 113 
6 1 -1 1 70 16 0 0 0 100 
7 1 1 -1 100 17 0 0 0 118 
8 1 1 1 75 18 0 0 0 88 
9 -1.682 0 0 100 19 0 0 0 100 
10 1.682 0 0 80 20 0 0 0 85 
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Figure 4.1 Response surface graph of maximum 
growth 

4.1 Bayesian MMSE estimator approach to 
response optimization 

Let the unknown 𝜷 parameter for the prior 
distribution of the model 
be  𝜷~𝑁𝑜𝑟𝑚𝑎𝑙(𝜷𝒑𝒓𝒊𝒐𝒓, 𝚺𝒑𝒓𝒊𝒐𝒓). Consider 
different prior means and variances on the 
parameters. For example the parameters 𝜷 have a 
multivariate normal prior distribution as used by 
Gilmour and Mead [7] with mean 𝛃𝒑𝒓𝒊𝒐𝒓 =

[100, 0, 0, −6, −6] and diagonal variance matrix 
with each element on the diagonal being 10. For 
illustration  𝜎ଶ = 1 was assumed [7]. Another 
assumption for mean 𝛃𝒑𝒓𝒊𝒐𝒓 =

[110, 0, 0, −6, −6] and diagonal variance matrix 
with each element on the diagonal being 1 also 
 𝜎ଶ = 158,7 was assumed. These assumptions 
were used in combination with each other.  Also, 
the classical coefficient vector from the classical 
regression is given as 𝛃௖௟௔௦௦௜௖௔௟. In Bayesian 
MMSE, the expected value model of the posterior 
distribution can be found by using equation (3.5), 
as follows: 

𝜷ெெௌா
∗ =

⎣
⎢
⎢
⎢
⎡

97.56355
1.35119

−1.48318
−12.02238
−9.21221 ⎦

⎥
⎥
⎥
⎤

 

and using equation (3.4), 

         𝚺ெெௌா
∗

=

⎣
⎢
⎢
⎢
⎡

0.11793
0
0

−0.05016
−0.05016

0
0.07268

0
0
0

0
0

0.07268
0
0

−0.05016
0
0

0.06795
0.00587

  −0.05016
0
0

0.00587
0.06795 ⎦

⎥
⎥
⎥
⎤

 

Using these results, the optimum response is 
found to be 𝑌෠௠௔௫ = 97.66 grams when the coded 
variables are x2 = 0.05619, and x3 = −0.08050. 

However, if one uses the classical regression 
estimator 𝜎ଶ = 158.7 rather than  𝜎ଶ = 1  in the 
MMSE estimation process, the optimum response 
becomes 𝑌෠௠௔௫ = 97.48 with x2 = 0.03221, and 
x3 = −0.04136. 

4.2 Bayesian MAP estimator approach to 
response optimization 

Second, consider the MAP estimator. For 
instance, the prior information is chosen as 
𝛃′௣௥௜௢௥ = [110, 0, 0, −6, −6] and the classical 
variance estimator is 𝜎2 = 158.7. The other 
assumptions mentioned in the previous section 
are applied for this estimator and the results are 
given in the final summary Table 4.3. In Bayesian 
MAP, by using the given prior information, the 
expected value model of the posterior distribution 
can be found by using equation (3.6), as follows:  

𝜷ெ஺௉
∗ =    

⎣
⎢
⎢
⎢
⎡
108.12898

0.10830
−0.11888
−7.66978
−7.40964 ⎦

⎥
⎥
⎥
⎤

     and using equation (3.7), 

 𝚺ெ஺௉
∗ =

⎣
⎢
⎢
⎢
⎡

0.08364
0
0

−0.04764
−0.04764

0
0.07324

0
0
0

0
0

0.07324
0
0

0.04764
0
0

0.10452
0.02099

  0.04764
0
0

0.02099
0.10452 ⎦

⎥
⎥
⎥
⎤

 

Using these results, the optimum response is 
found as 𝑌෠௠௔௫ = 108. 13 grams when the coded 
variables are x2 =0.00706, and x3 = −0.00802. 

4.3 Using  MCMC by WinBUGS approach to 
response optimization 

Finally, by using WinBUGS for the in prior 
informations. For instance  𝛃௣௥௜௢௥ =

[110, 0, 0, −6, −6] and 𝜎 2 = 158.7 ; the 
WinBUGS output is presented in Table 4.2. The 
other assumptions mentioned in section 4.1  are 
applied for this problem and the results are given 
in the final summary Table 4.3. Examining the 
model parameters in the output, the 
autocorrelation is a way of measuring the 
independence of the simulated values. According 
to Figure 4.2, no autocorrelation exists for the 
model parameters. 

-2
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Table 4.2 Posterior summaries of the regression 
parameters 

 

   (a)

   (b)

   (c) 

   (d)

   (e) 

Figure 4.2 Plots for the autocorrelation functions of 
the chains: (a) 𝛽଴, (b) 𝛽ଵ, (c) 𝛽ଶ, (d) 𝛽ଷ, (e) 𝛽ସ 

Using these Bayesian regression coefficients 
obtained by WinBUGS, the optimum response is 
found as 𝑌෠௠௔௫ = 103.12 grams when the coded 
variables are x2 = 0.02731, and x3 = −0.03230. 

The output in Figure 4.3 gives a trace of the actual 
values of the chain and information about 
simulation convergences. It seems the Markov 
chain quickly converges to the final distribution. 
Also, according to the Kernel density plots with 
3000 sample sizes in Figure 4.4, one realizes that 
the posterior distributions of the parameters are 
close to the normal density. 

   (a)

   (b)

   (c) 

   (d)

   (e) 

Figure 4.3 Convergence plots for the parameter chains: (a) 
𝛽଴, (b) 𝛽ଵ, (c) 𝛽ଶ, (d) 𝛽ଷ, (e) 𝛽ସ 

   (a)

   (b)

   (c) 

    (d)

   (e) 

Figure 4.4 Plots for the posterior pdfs of the parameter 
chains: (a) 𝛽଴, (b) 𝛽ଵ, (c) 𝛽ଶ, (d) 𝛽ଷ, (e) 𝛽ସ 
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4.4. Final summary 

The summary results about the mean and the 
variance of posterior distributions and the 
optimum response values based on different prior 
information are given in Table 4.3 

 

Table 4.3. Optimum response values for different 
prior information and different variance 

 
 Bayesian Regression with RSM 

Prior 
Expectation 

Prior 
Variance
𝚺𝒑𝒓𝒊𝒐𝒓   

𝑑𝑖𝑎𝑔𝑜𝑛𝑎𝑙) 

Varianc
e 

Respons
e 
(MMSE
) 

Response(MA
P) 

Response 
(WinBUG
S) 

𝛃𝒑𝒓𝒊𝒐𝒓

= [𝟏𝟎𝟎, 𝟎, 𝟎, 
−𝟔, −𝟔] 
 

1  
 
 
𝜎ଶ

= 158.7 

99.16 99.16 99.14 

10 97.48 97.48 97.5 

𝛃𝒑𝒓𝒊𝒐𝒓

= [𝟏𝟏𝟎, 𝟎, 𝟎, 
−𝟔, −𝟔] 
 

1 108.14 108.14 108.1 

10 103.10 103.13 103.12 

      

𝛃𝒑𝒓𝒊𝒐𝒓

= [𝟏𝟎𝟎, 𝟎, 𝟎, 
−𝟔, −𝟔] 
 

1  
 
 
𝜎ଶ = 1 
 

97.52 97.52 97.52 

10 97.66 97.66 97.66 

𝛃𝒑𝒓𝒊𝒐𝒓

= [𝟏𝟏𝟎, 𝟎, 𝟎, 
−𝟔, −𝟔] 
 

1 98.55 98.55 98.54 

10 97.78 97.78 97.78 

5. CONCLUSION 

In this article, the application of  Bayesian 
methods to RSM is studied. Bayesian regression 
estimators are obtained by using various priors  
and two different variance assumptions (see Table 
4.3). These estimators are utilized as Bayesian 
regression estimators and their posterior 
information is revealed. Then, RSM is applied to 
such posterior information and a comparison is 
made between these emerging results and the 
results obtained by classical RSM. 

According to the comparison results, where the 
situations of the prior variance (𝚺𝒑𝒓𝒊𝒐𝒓 𝑑𝑖𝑎𝑔𝑜𝑛𝑎𝑙) 
are smaller, then the estimated Bayesian 
responses are generally bigger than the classical 
responses. However, the higher prior expected 
value (𝛃௣௥௜௢௥)  assigns, the higher estimated 
Bayesian responses compared with the classical 
method. In other words, the prior information 
must be chosen carefully, otherwise this leads to 

different solutions rather than the one obtained by 
the classical response surface method. 
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Experimental and Statistical Investigation of Ra in Turning of AISI 4140 

Harun AKKUŞ*1  

Abstract 

In this study, 48 HRC hardness AISI 4140 is turned on in different cutting parameters and cooling environment. The 
Taguchi L9 test design was developed based on the three-level cutting speed (V), feed rate (f), depth of cut (a) and 
cooling environment parameters. According to the L9 experimental design, the mean surface roughness (Ra) values 
were measured. Chip form occurring during turning is photographed. The S/N (Signal/Noise) ratios of the Taguchi 
experiment design in the Minitab program have been determined. According to the experimental results, the most 
significant effect on the Ra from the four factors was found in the hand made by the depth of cut. In ANOVA, it was 
respectively determined that depth of cut, cutting speed, feed rate and cooling environment affected 95% confidence 
in Ra value. It has been found that the repeat experiments for the optimum parameters yielded about 90% accuracy 
compared to the Taguchi estimate. 

Keywords: AISI 4140, turning, surface roughness, chip formation, optimization 

 

1. INTRODUCTION 

Recently, improvements in the resulting cutting insert 
and machine tools has enabled the material to be 
processed to form hardened. The production of the 
material in the hardened state provides the following 
advantages; reduction in processing time, reduction in 
the number of machine tools required, reduction in 
processing costs, better surface quality, reduction in 
finish operations, removal of degradation caused by 
heat treatment, production of complex parts, etc. [1,2] 

The goal in machining is to bring a workpiece to the 
desired geometry and to provide the desired surface 
qualities in the workpiece [3]. To create this geometry, 
the production engineer must determine factors such as 
the appropriate material, tool, cooling environment, 
cutting parameters, and looms. An important part of 
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machining is turning. The turning operation is a 
cylindrical shaping operation designed to take up a 
piece of material through a rotating material. Today, 
there are different studies about turning [4,5]. Surface 
roughness, tool wear, vibration, acoustic emission, 
force values resulting from turning are the main issues 
of today's articles [6-9]. These values are studied 
experimentally, simulated and statistically [10,11]. 

Taguchi optimization method, presently the most 
commonly preferred method optimization. Taguchi 
method; with a low-cost development cycle, aims to 
improve product performance in system and process 
design. This method is an experimental and analytical 
approach that determines the most efficient parameters 
on total performance. The Taguchi method provides a 
design that covers the whole process with a few 
experiments [12-15]. This saves time and money. 
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One of the important parameters in machining is 
surface quality [16]. Surface roughness is considerably 
influential on piston-cylinder mechanisms, bearings, 
gears et al. [17]. Surface texture is used as an effective 
factor in machining. Surface roughness or texture is the 
most commonly used quality indicator [18]. 
Experimental, statistical, artificial intelligence methods 
and surface topography of surface roughness have been 
studied in many studies [19,20]. The factors affecting 
the surface roughness are cutting speed, feed rate, depth 
of cut, cooling medium, material hardness, material 
type, tool tip, ambient temperature, humidity etc. [21]. 
The common aim of these studies is to obtain the 
optimum surface roughness and determine the best 
parameters for the factors affecting surface roughness. 
The two most important parameters affecting the 
roughness of the surface are the feed rate and insert 
geometry [22-24]. 

In this study, the Ra values of the AISI 4140 steel were 
measured and the chip formation were photographed. 
Taguchi L9 orthogonal array is used as experimental 
design. Obtained surface roughness values were 
determined by Taguchi analysis. Estimated by the 
constructed Taguchi model and experimentally 
investigated for accuracy. 

2. EXPERIMENTAL DESIGN 

In this study AISI 4140 workpiece material was used. 
AISI4140 is steel which used to crankshaft, crank arms, 
axle shaft and sleeve, automobile and aircraft 
construction, gear and wheel making, on construction 
and agricultural machinery, on machine tools, such as 
bolts, nuts and studs, high strength steel suitable for 
surface hardening. The residue on the surface of the test 
material was cleaned before the heat treatment was 
applied. The material was heated at 700 oC for one hour 
and then cooled to air and normalization was applied. 
It was then heated to 830 oC and cooled in oil for one 
hour. BMS Digirock RSR hardness tester was 
measured at an average of 48 HRc. 

For the experiments, the steel material was cut at 
Ø80x180 mm. Dimension differences and surface layer 
on the surface of the material after heat treatment have 
been removed on the lath. 

Experiments were carried out on the ACE Micromatic 
Designers LT-20C lathe counter at the Amasya 
University Machine Laboratory. In the experiments 
Sandvik DDJNR 2525M 15 tool holder, Sandvik 
DNMG 15 06 08-PM 4325 insert was used. The 

processing distance is 100 mm. Figure 1 shows the 
lathe, tool holder and insert used in the experiments. 

 

 

   
Figure 1. Test sample in the lathe, inserts and tool holder 

Three different cutting parameters (V-f-a) and cooling 
environment were determined. The cutting parameters 
was determined according to the manufacturers 
catalog. The cooling environment is also defined as 
three parameters: dry, liquid and air. These cut-off 
parameters and the cooling environment are given in 
Table 1. In the 32 oC temperature of the dry cutting 
environment, the liquid environment was cooled by the 
counter's own coolant pump with 50 lpm of spray 
amount and with boron oil mixed water and for the air 
environment compressed air is used at a pressure of 15 
bar with a 200 liter capacity air compressor. 

Table 1. Cutting parameters 

Parameters Units 
Level 

1 
Level 

2 
Level 

3 
V m/min. 300 345 390 
f mm/rev. 0,15 0,30 0,45 
a mm 1 3 5 

Cooling 
enviroment 

- Dry Air Liquid 

Taguchi L9 orthogonal array was created by Minitab 
statistical program. Taguchi is profitable in terms of 
cost and time. Ra values were measured with Mitutoyo 
SJ-210 surface roughness tester. 

The experiments were performed as seven replicates. 
Ra values were averaged. Since the blade used in this 
study has four corners, the cutting edge is used 
differently in each process. Table 2 shows the 
experimental list generated by the L9 test design and the 
average Ra values obtained. 
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3. RESULTS 

3.1. Evaluating Results with Taguchi 

Optimum cutting conditions for Ra were determined by 
choosing the smaller-the-better S/N ratio in the 

Taguchi optimization method. S / N ratios, level values 
calculated. The obtained S / N ratios are given in Table 
2. 

Table 2. Ra values and S/N ratios. 

Case no V (m/min) f (mm/rev) a (mm) Cooling enviroment Ra (µm) S/N 

1 300 0,15 1 Dry 0,74 2,6154 
2 300 0,30 3 Air 3,25 -10,2377 
3 300 0,45 5 Liquid 5,74 -15,1782 
4 345 0,15 3 Liquid 4,92 -13,8393 
5 345 0,30 5 Dry 4,38 -12,8295 
6 345 0,45 1 Air 4,49 -13,0449 
7 390 0,15 5 Air 5,67 -15,0717 
8 390 0,30 1 Liquid 3,53 -10,9555 
9 390 0,45 3 Dry 7,27 -17,2307 

 

The most important criterion used in the Taguchi 
method is the S / N ratio. The optimum cutting 
conditions were determined according to the point 
where the S / N ratio was the maximum. According to 
this method, in Table 2, in the orthogonal array L9, the 
optimum cutting parameters were obtained as Ra of 
2,6154 S/N for Ra. 

The optimum surface roughness value will be reached 
in first level for V, first level for f, first level for a and 
first level for cutting environment. The level values 
given in Table 3 of Figure 2 are given graphically. After 
this, the optimum cutting conditions of the experiments 
to be carried out under the same conditions can be 
determined and interpreted according to the level 
values of the cutting speed, feed rate, depth of cut and 
cooling enviroment factors specified in Table 3 and 
Figure 2.  

In this case, the first level of the V factor, the first level 
of the f factor, the first level of the a factor and the first 
level of the cooling environment are shown in Figure 2 
and Table 3. Therefore, the optimum cutting conditions 
determined under the same conditions for the 
experiments to be performed will be 300 m/min for V, 
0,15 mm/rev for f, 1 mm of a and dry cooling 
environment. In Table 3, the order of effect of the 
cutting parameters on the surface roughness is obtained 
as a, V, f and cooling environment.

Table 3. The order of importance of the parameters for 
Ra 

Level V f a Cooling enviroment 

1 -7,6 -8,765 -7,128 -9,148 

2 -13,238 -11,341 -13,769 -12,785 

3 -14,419 -15,151 -14,36 -13,324 

Delta 6,819 6,386 7,231 4,176 

Rank 2 3 1 4 

 

 
Figure 2. Data means for S/N ratios 

While the optimum cutting conditions were determined 
from the S/N ratio obtained by Taguchi method, the 
relationship between the cutting parameters and the 
variance analysis was determined. The relationship 
between S/N-V, f, a and cooling environment is 
evaluated. The S/N ANOVA analysis results are shown 
in Table 4-8. According to the results of ANOVA, p 
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<0.01 or p <0,05 should be at significance level. 
According to these results, the most meaningful value 
is depth of cut. a, V and f were effective at 95% 
confidence level. 

Table 4. The interaction S/N – V for Ra  

Source DF SS MS F P 

V 2 7,68 3,84 1,17 0,0318 

Error 6 19,71 3,28     

Total 8 27,38       

Table 5. The interaction S/N – f for Ra 

Source DF SS MS F P 

f 2 8,7 4,35 1,4 0,0373 

Error 6 18,68 3,11     

Total 8 27,38       

Table 6. The interaction S/N – a for Ra 

Source DF SS MS F P 

a 2 10,46 5,23 1,86 0,0236 

Error 6 16,92 2,82     

Total 8 27,38       

Table 7. The interaction S/N – cooling medium for Ra 

Source DF SS MS F P 

Cooling enviroment 2 0,54 0,27 0,06 0,0942 

Error 6 26,84 4,47     

Total 8 27,38       

Taguchi aims to reduce the number of experimental 
design experiments and to arrive at the correct result in 
a short time. The prediction experiments conducted in 
this study were conducted to prove the closeness of the 
Taguchi estimate, which was not considered time and 
cost. At the end of the Taguchi analysis, estimates for 
the levels given in Table 8 were performed. In Table 8 
show that Taguchi's estimate, test result and the 
absolute error between these results is given as a 
percentage. In the light of these results, Taguchi 
realized the prediction with about 90% accuracy of the 
experimental results. 

 

Table 8. Estimate and experimental test results so absolute error 

V f a Cooling enviroment Experiment Ra Taguchi Ra Absolute difference Absolute error %  

300 0,15 5 Dry 2,814 3,083 0,269 9,559 

345 0,3 3 Air 4,198 4,603 0,405 9,647 

390 0,45 1 Liquid 6,195 5,643 0,552 8,910 

 

3.2. Turning Result Occurring Chip Structures 

In Fig. 3, sawdust structures are shown in the 
experiments. According to the test design, the chip 
forms obtained in the processes are evaluated 
according to ISO 3685. Table 10 gives the names of the 
chip structures that have been formed. According to the 

results obtained by Debnath et al. (2016), tool wear and 
chip structure are directly related to each other. They 
found that cutting speed (43,1%), depth of cut (35,8%), 
cooling medium (13,7%) and advance (7,2%) effect on 
tool wear were obtained. As the depth of cut increases, 
Arc chips-loose chips form. In the processes performed 
in liquid air and air-cooled environment, fracture 
occurs in the chip formation due to pressure effect. 
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Figure 3. Photographs of chip formation from experiments 
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Table 9. Chip formation according to ISO 3685 

Case number V (m/min.) f (mm/rev.) a (mm) Cooling enviroment ISO 3685 chip formation 

1 300 0,15 1 Dry Tubular chips-Long 
2 300 0,30 3 Air Arc chips-Loose 
3 300 0,45 5 Liquid Arc chips-Loose 
4 345 0,15 3 Liquid Arc chips-Loose 
5 345 0,30 5 Dry Arc chips-Loose 
6 345 0,45 1 Air Arc chips-Connected 
7 390 0,15 5 Air Tubular chips-Short 
8 390 0,30 1 Liquid Arc chips-Loose 
9 390 0,45 3 Dry Arc chips-Loose 

 

4. CONCLUSIONS AND RECOMMENDATIONS 

In this study, the turning operation was performed 
using the Taguchi experiment design to determine the 
optimum cutting parameters for Ra values. 

L9 orthogonal array was obtained by using Taguchi 
method in MINITAB statistical packet program for 
three levels of V, f, a and cooling medium as 
independent variables. In this case, 9 experiments were 
performed instead of 81 experiments with full factorial 
design. Experiments performed on the orthogonal array 
L9 yielded the S/N of the final Ra. Using the smaller-
the-better equation, the maximum value of S/N was 
searched. Optimum cutting parameters are obtained 
with maximum S/N ratio. The lowest surface roughness 
value in the turning operation was obtained at a V of 
300 m / min., f of 0,15 mm/rev., a 1 mm and a dry 
cutting environment corresponding to the 2,6154 S/N. 

By applying ANOVA to the S/N ratios, the relationship 
levels of the cutting parameters over the Ra were 
obtained. According to the ANOVA analysis, it was 
concluded that the determined factors (V-f-a-cooling 
medium) had a 95% confidence level. The most 
effective parameter from the cutting conditions was the 
depth of the cut. 

Taguchi estimation and the experimental result shows 
that the design with Taguchi is about 90% accurate. 

In future studies, different materials, different tips, 
different processing methods, different cooling liquids, 
different hardness values can be used in experiments. 
Wear, force, vibration, acoustic emission can be 
measured. Different statistical methods and models can 
be used. 
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Landslide Susceptibility Assessment using Skyline Operator and Majority 
Voting 

 
Alev Mutlu*1, Furkan Goz2, Kubra Koksal3, Arzu Erener4  

 
ABSTRACT 

 
Landslide susceptibility assessment is the problem of determining the likelihood of a landslide to occur in a 
particular area based on the geological and morphological properties of the area. In this study, we propose a method 
wherein skyline operator is used to model landslides and majority voting is used to assess landslide susceptibility. 
Experiments conducted on a real life data set showed that the proposed method achieves 83.07% classification 
accuracy and is superior over most commonly used techniques for landslide susceptibility assessment such as 
logistic regression, support vector machines and artificial neural network.  

 
Keywords: Landslide Susceptibility Assessment, Majority Voting, Skyline Operator 
 
 

1. INTRODUCTION 
 

Modeling and assessing natural hazards is a 
challenging and active research problem. Studies 
regarding natural hazards such as earthquakes [1,2], 
floods [3,4], and volcanic activities [5,6] have been 
proposed. In this study, we focus on landslides and 
propose a landslide modeling and landslide 
susceptibility assessment method based on the skyline 
operator and majority voting principle.  
 
Landslide is a natural phenomenon defined as the 
outward and downward movement of soil making 
materials. According to UN Office for Disaster Risk 
Reduction, landslides are among the top five most 
frequent natural hazards and caused some 130000 
deaths and US$ 50 billion economic loss [7]. 
Landslide susceptibility assessment is the problem of 
determining the likelihood of a landslide to occur in a 
particular area based on morphological and geological 
properties of the area [8]. In literature, there exist 
numerous studies regarding landslide susceptibility 
assessment. However, these studies mainly differ by 
means of study area rather than the underlying 
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landslide modeling and susceptibility assessment 
techniques. Bivariate and multivariate statistical 
methods, decision trees, support vector machines, and 
neural networks are among the most frequently 
applied techniques in landslide susceptibility 
assessment. 
 
In this study, we propose a hybrid method based on 
the skyline operator and majority voting principle for 
landslide susceptibility assessment. Given properties 
of landslide occurring zones, the skyline operator is 
utilized to retrieve skyline points that define the 
minimum values of landslide triggering factors. To 
assess landslide susceptibility of a zone, a two-step 
majority voting is implemented. In the first step, 
properties of a test zone are compared against each 
skyline point. A skyline point votes yes for the test 
instance if majority of the features of the test instance 
have greater values than those of the skyline point, 
otherwise the skyline point votes no. In the second 
step, votes for yes and no are counted and the final 
decision is made according to the majority of the 
votes. The proposed method primarily distinguishes 
from state-of-the-art methods by the following 
aspects: 
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– It requires only positive data (properties of landslide 
occurring areas) to model landslides, 
– As to our knowledge there is no other study that 
utilizes skyline operator in landslide susceptibility 
assessment, 
– The method can be categorized as a hybrid rather 
than an ensemble. 
 
Performance of the proposed method is evaluated on 
a real life dataset regarding Savsat region of Turkey. 
Savsat is a landslide intensive area located in the 
eastern part of Turkey and has been subject to several 
studies [9–12]. Experimental results based on 10-fold 
cross validation showed that the proposed method 
achieves 83.07% accuracy. When compared to the 
applications of support vector machines, neural 
networks, and logistic regression on the same dataset, 
the proposed method achieves higher accuracy and 
almost the same accuracy results when compared to 
decision trees. 

The rest of the paper is organized as follows. In 
Section 2, we briefly introduce methods used for 
landslide susceptibility assessment and introduce the 
techniques used in this study. In Section 3 we 
introduce the proposed method. In Section 4 we first 
describe the study area and later discuss the 
experimental findings. Section 5 concludes the paper. 

2. BACKGROUND 

In this section, we first summarize some of the most 
commonly used techniques for landslide susceptibility 
assessment and later introduce the methods used in 
this study. 

Bivariate statistics involve determining the 
relationship between two variables, generally called 
dependent and independent. Multivariate statistics, on 
the other hand, aim to figure out the relationship 
between one dependent variable and multiple 
independent variables [13]. In the case of landslide 
susceptibility assessment, the dependent variable 
indicates whether a landslide is present or absent, and 
independent variables are values of the landslide 
triggering factors. Weights of evidence [14, 15] and 
frequency ratio [14, 16] are two of the most commonly 
employed bivariate statistical methods and logistic 
regression [10, 17] is the most commonly used 
multivariate statistical method in landslide 
susceptibility assessment. 

Support vector machines are supervised learning 
algorithms that map labeled instances in a space and 
construct hyperplanes such that they are as far as from 
the nearest training data of any class. To predict the 

class for a test instance, it is mapped into the same 
space and class label of the hyperplane it falls into is 
assigned. In case of landslide susceptibility 
assessment, landsliding and non-landsliding zones are 
plotted on an n-dimensional space, where n is the 
number of landslide triggering factors, and support 
vector machine models are built [18–20]. 

In literature there also exist decision tree-based 
methods for landslide susceptibility assessment. Such 
models represent the learning model as a tree like 
structure where each internal node is condition and 
leaf nodes are class labels and conjunction of test 
conditions from root to a leaf form a classification 
rule. In case of landslide susceptibility assessment, 
conditions are tests on values of landslide triggering 
factors [18, 21]. 

Neural networks are computational models that mimic 
the human brain. These models are formed of input, 
output, and hidden layers. Neurons at each layer are 
connected to those at the next layer. In case of 
landslide susceptibility assessment problem, neurons 
of the input layer indicate values of landslide 
triggering factors and neurons of the output layer 
indicate the presence or absence of a landslide [16]. 

In literature there are hybrid studies proposed for 
landslide susceptibility assessment that utilize Naïve 
Bayes Trees [22], Random Forest [23], neuro-fuzzy 
inference [24]. 

In this study skyline operator is utilized to model 
landslides. Skyline operator is concerned with 
retrieving objects, called skyline points, from a set of 
objects such that the retrieved objects are not 
dominated by any other object in the set. The skyline 
operator is implemented in domains such as 
recommendation [25, 26], scientometrics [27, 28].  

Object p is said to dominate object q, donated as p ≺ 
q, if p is as good as q in all dimensions and better in at 
least one dimension. Domination operator is 
formulated in (1) for objects with d dimensions where 
≥ operator means as good as or better and operator > 
means better. Goodness of an object is determined 
based on some utility function that is monotone on all 
attributes of the objects. 

𝑝 ≺ 𝑞 ⟷ ∀𝑖{1,2, … , 𝑑}𝑝௜ ≥ 𝑞௜  ∧ ∃𝑗 ∈ {1,2, … , 𝑑}𝑝௜ > 𝑞௝        
(1) 

Skyline points of a set consist of objects that are not 
dominated by any other object in the set. The skyline 
operator is formulated in (2) and its SQL extension is 
provided in (3). 

𝑆௣ = {𝑝 | 𝑝 ∈ 𝑃 ∧ ∄ 𝑞 ∈ 𝑃 ∶ 𝑞 ≺ 𝑝}                                            (2) 
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𝑆𝐸𝐿𝐸𝐶𝑇 … 𝐹𝑅𝑂𝑀 … 𝑊𝐻𝐸𝑅𝐸 … 𝐺𝑅𝑂𝑈𝑃 𝐵𝑌 … 𝐻𝐴𝑉𝐼𝑁𝐺 …             

(3) 

𝑆𝐾𝑌𝐿𝐼𝑁𝐸 𝑂𝐹 𝑑ଵ[𝑀𝐼𝑁|𝑀𝐴𝑋], … , 𝑑௡[𝑀𝐼𝑁|𝑀𝐴𝑋]  

To assess landslide susceptibility in the proposed 
method, majority voting principle is implemented. 
Trained on the same data set, different classifiers may 
assign different class labels for a particular test instance. 
In majority voting, votes of individual classifiers for a 
test instance is counted and prediction with the highest 
vote is assigned to the test instance. Majority voting 
principle can be formulated as in (4) where h1, h2, …,  hN 
are individual classifiers, w1, w2, . . . , wN are weights 
that sum to 1 and I(·) is indicator function. 

𝑐(𝑥) = 𝑎𝑟𝑔𝑚𝑎𝑥௜ + ෍ 𝑤௝(ℎ௝

ே

௝ୀଵ
(𝑥) = 1)                                (4) 

3. THE PROPOSED METHOD 

The proposed method consists of three main steps: data 
preprocessing, model building, and landslide 
susceptibility assessment. In the following subsections 
we present these steps. 

3.1 Data Preprocessing 

In literature there is no consensus on the exact set of 
landslide triggering factors. In this study, similar to [10], 
aspect, slope, soil-map, altitude, erosion, land-use, 
distance to fault, depth of soil, distance to drainage, 
distance to road, and lithology are considered as 
landslide triggering factors. Data related to landslide 
triggering factors are usually obtained from different 
organizations in raw format; hence the data needs to be 
preprocessed. The data-preprocessing step in this study 
involves discretization, weight assignment, and data 
cleaning. 

3.1.1 Discretization 

In this step features that come from continuous domain 
are discretized using equal width binning. In equal width 
binning method, data to be discretized is firstly sorted 
and then partitioned into intervals of almost equal width. 
The equal width binning method is formulated in (5) 
where w is width of an interval; k is the number intervals 
determined a priori, min and max are, respectively, the 
smallest and largest value in the data set. Intervals 
boundaries are defined as [-∞, min + w], (min + w, min 
+ 2w], ... (min + (k-1)w, ∞]. 

𝒌 =  
𝐦𝐚𝐱 ି 𝒎𝒊𝒏

𝒘
                                                                   

(5) 

In the proposed method aspect, slope, altitude, erosion, 
distance to fault, depth of soil, distance to drainage, 
distance to road are the features that have continuous 
values. 

3.1.2 Weight Assignment 

After discretization, each discrete value is assigned with 
a weight that indicates its effect on landslide occurrence. 
In this study, weights are assigned using Frequency ratio 
(FR) model. FR model is formulated in (6) where the 
numerator indicates the fraction of the zones with 
landslides and discrete value i (NLi) over the total 
number of landsliding zones (Ni). The denominator 
indicates the fraction of the number of landsliding zones 
with any value of the feature that i belongs to over total 
number of zones of the study area. FR = 1 is assumed to 
be average, FR values less than 1 indicate low 
correlation between landslide occurrence and the value 
under consideration, and vice versa. The weight of i is 
the natural logarithm of its frequency ratio (7). 

 

𝑭𝑹𝒊 =
𝑵𝑳𝒊 𝑵𝑵𝒊⁄

∑ 𝑵𝑳𝒊 ∑ 𝑵𝑵𝒊⁄
                                                                             (6) 

𝒘𝒊 = 𝐥𝐧 (𝑭𝑹𝒊)                                                                  
(7) 

 

Weight of a feature value indicates its effect on landslide 
occurrence. The higher weight indicates more effect.
        

3.1.3 Data Cleaning 

After the discretization and class weight calculation 
steps, feature vectors with exactly the same values in 
every feature position but class label may be generated. 
We consider such representations as inconsistent and 
remove them. Discretization and weight assignment 
may also generate repetitive feature vectors, such 
repeating vectors are also removed from the training 
data in data cleaning step. 

3.2 Model Building 

In this study, skyline operator is used to model 
landslides. For this purpose, representations of only 
landslide occurring zones are considered and skyline 
operator is used to find dominating feature vectors with 
the lowest features values. Hence (3) is implemented 
with MIN keyword. In this study we assume that each 
skyline point is a model that defines the minimum 
values a feature vector should have in order to represent 
a landslide-zone. 

In Table 1 we provide 10 vectors each indicating 
properties of a landslide zone. The first 11 attributes 
represent different characteristics of a zone and the last 
attribute is the class label. 
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Table 1. Example training dataset 

L1 [0, 2, 1, 5, 1, 2, 3, 2, 7, 0, 3, 1] 

L2 [0, 3, 3, 4, 3, 1, 4, 5, 8, 0, 6, 1] 

L3 [0, 3, 2, 6, 2, 4, 4, 3, 7, 5, 9, 1] 

L4 [0, 3, 3, 3, 1, 3, 2, 3, 8, 4, 4, 1] 

L5 [0, 3, 3, 6, 3, 2, 5, 4, 9, 1, 4, 1] 

L6 [0, 4, 6, 6, 3, 2, 4, 7, 8, 0, 3, 1] 

L7 [0, 6, 8, 9, 6, 5, 7, 4, 8, 4, 7, 1] 

L8 [0, 3, 3, 3, 2, 1, 2, 4, 4, 0, 2, 1] 

L9 [0, 5, 4, 7, 3, 2, 6, 3, 9, 4, 4, 1] 

L10 [0, 7, 6, 4, 2, 4, 7, 4, 6, 2, 4, 1] 

The skyline operator will return L1, L4, and L8 as 
skyline points. 

3.3   Landslide Susceptibility Assessment 

To assess landslide susceptibility of a test zone a two-
step majority voting mechanism is implemented. In the 
first step, feature vector representing the test zone is 
compared against each skyline point. A skyline point 
votes yes if majority of feature values representing the 
test zone are greater than the values of the skyline 
otherwise it votes no. In the second step, votes for yes 
and no are counted, and the final decision is made 
according to the majority of the votes. 

In Table 2, we list the properties of the skyline points 
discovered in the previous section and two test 
instances. 

 
Table 2. Example test dataset 

L1 [0, 2, 1, 5, 1, 2, 3, 2, 7, 0, 3, 1] 

L4 [0, 3, 3, 3, 1, 3, 2, 3, 8, 4, 4, 1] 

L8 [0, 3, 3, 3, 2, 1, 2, 4, 4, 0, 2, 1] 

T1 [0, 1, 2, 4, 0, 2, 1, 1, 4, 0, 2, 0] 

 

For T1, L1 will vote no (7 features have smaller values), 
L4 will vote no (10 features have smaller values), and 
L8 will vote yes (5 features have smaller values). The 
final decision will be no. 

4. EXPERIMENTS 

To evaluate the performance of the proposed method, a 
real life dataset describing highly landslide intensive 

area namely Savsat is used. Savsat is town in north east 
of Turkey located between 42◦24’N and 42◦50’N 
latitudes and 41◦12’E and 41◦37’E longitudes. The area 
has been subject to several landslide studies including 
[9, 10, 21]. Figure 1 shows the study area. Landslides 
indicated with yellow are dormant and landslide 
indicated with blue are active.  

 

Figure 1. Map of the study area, yellow areas represent 
dormant landslides, blue areas represent active 
landslides 

The dataset describing the area are obtained from the 
General Directorate of Mineral Research and 
Exploration (MRE) of Turkey. The dataset describing 
the area consists of properties of 13645 zones. Each 
zone is described using eleven features and a class label. 
Eight of the features are from continuous domain and 
the remaining three are from categorical domain. 

Table 3 lists the attributes discretized, the number of 
bins, and bin width. Soil depth and erosion are the 
remaining two features that are discretized. Soil depth is 
discretized into four bins as follows: very deep (depth > 
90 cm), deep 
(90 >= depth > 50 cm), shallow (50 >=depth > 20 cm) 
and shallow (20 >= depth >= 0 cm). Erosion is also 
discretized into 4 bins, namely none or low, medium, 
high, and very high. The bin widths are consistent with 
those recommended in literature [10, 14, 30]. 

After the data cleaning step, the size of the data set is 
reduced to 9762 instances, 6329 of which describe 
landslide safe zones and the remaining 3433 zones 
describe landslide-occurring zones. 
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Table 3. Properties of discretized attributes 

Feature 
name 

Value 
range 

Num. 
of bins 

Bin 
width 

Aspect [-1, 360] 8 45 
Slope [0, 52] 9 5 
Altitude [697, 3000] 5 500 
Distance to 
fault 

[0, ∞] 9 500 

Distance to 
drainage 

[0, ∞] 8 100 

Distance to 
road 

[0, ∞] 8 100 

In Table 4 we report the predictive accuracy achieved 
by the proposed method, logistic regression, support 
vector machines, neural network, and decision trees. 
The reference models are built using Weka tool [31]. 
The reported results are obtained via 10-fold cross 
validation. On the average, the skyline operator 
retrieved 160 skyline points at each fold. 

Table 4. Accuracy results 

Method Name Accuracy 
Logistic Regression 77.13% 
Support Vector Machine 76.35% 
Neural Network 80.48% 
Decision Tree 84.22% 
The Proposed Method 83.07% 

As the results show, the proposed method is superior 
over the reference studies other than decision support 
tree based model. 

5. CONCLUSION 

In this study we introduced a method based on the 
skyline operator and majority voting principle for 
landslide susceptibility assessment. In the proposed 
method the skyline operator is utilized to discover 
skylines that describe land- slide models, and majority 
voting is used to assess landslide susceptibility of a test 
instance. Experiments on a real life data set describing 
properties of a highly landslide intensive area namely 
Savsat show that the proposed method is superior over 
most commonly used methods in landslide susceptibility 
assessment such as logistic regression, support vector 
machines and neural networks. The proposed method 
performs slightly worse than decision tree based model, 
83.07% vs. 84.22%. 

Landslides usually occur in large areas. Hence a factor 
that has a high effect in a particular part of a landslide 
may have low effect in another part of the landslide. As 
a feature work we plan to extend the proposed method 
to handle such situations. 
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On Fuhrmann's Theorem in Abstract Spaces 

Nilgün SÖNMEZ 

 

Abstract 

We prove that Fuhrmann's Theorem holds on every Ptolemaic space. 

Keywords: Fuhrmann's theorem, Ptolemy's theorem, Ptolemaic space , Abstract space 

 

 

1. INTRODUCTION 

The classical Fuhrmann's Theorem, [2], states that 
if 𝑃 is an inscribed hexagon in the plane 𝑅ଶ with 
oriented vertices 𝑝ଵ , … , 𝑝଺ and 𝑑 denotes the 
Euclidean distance in 𝑅ଶ, then  

𝑑(𝑝ଵ , 𝑝ସ). 𝑑(𝑝ଶ, 𝑝ହ). 𝑑(𝑝ଷ, 𝑝଺) =
𝑑(𝑝ଵ , 𝑝ଶ). 𝑑(𝑝ଷ, 𝑝ସ). 𝑑(𝑝ହ, 𝑝଺) +
𝑑(𝑝ଵ , 𝑝଺). 𝑑(𝑝ଶ, 𝑝ଷ). 𝑑(𝑝ସ, 𝑝ହ) +
𝑑(𝑝ଵ , 𝑝ଶ). 𝑑(𝑝ସ, 𝑝ହ). 𝑑(𝑝ଷ, 𝑝଺) +
𝑑(𝑝ଶ , 𝑝ଷ). 𝑑(𝑝ହ, 𝑝଺). 𝑑(𝑝ଵ, 𝑝ସ) +
𝑑(𝑝ଷ , 𝑝ସ). 𝑑(𝑝ଶ, 𝑝ହ). 𝑑(𝑝ଵ, 𝑝଺).                 (1) 

The classical Fuhrmann's Theorem follows as an 
elementary corollary of Ptolemy's theorem in 𝑅ଶ, 
proved by the Ancient Greek mathematician 
Claudius Ptolemaeus (Ptolemy) of Alexandria 
almost 1800 years ago. 

2. PRELIMINARIES 

Teorem 1 (Ptolemy's Theorem in 𝑅ଶ) Given an 
inscribed quadrilateral 𝑄 = (𝑝ଵ , 𝑝ଶ, 𝑝ଷ , 𝑝ସ) then 

 𝑑(𝑝ଵ, 𝑝ଷ). 𝑑(𝑝ଶ, 𝑝ସ) = 𝑑(𝑝ଵ, 𝑝ଶ). 𝑑(𝑝ଷ, 𝑝ସ) +
𝑑(𝑝ଵ, 𝑝ସ). 𝑑(𝑝ଶ, 𝑝ଷ).                                       (2) 

Now, Fuhrmann's Theorem may be proved as 
follows: We apply Theorem 1 to the quadrilaterals 

𝑄ଵ = (𝑝ଵ , 𝑝ଶ, 𝑝ସ , 𝑝ହ), 𝑄ଶ = (𝑝ଶ , 𝑝ଷ, 𝑝ସ , 𝑝଺) 

𝑄ଷ = (𝑝ଵ , 𝑝ସ, 𝑝ହ , 𝑝଺), 𝑄ସ = (𝑝ଵ , 𝑝ଶ, 𝑝ହ , 𝑝଺), 

to obtain the relations 

𝑑(𝑝ଵ , 𝑝ସ). 𝑑(𝑝ଶ, 𝑝ହ) = 𝑑(𝑝ଵ , 𝑝ଶ). 𝑑(𝑝ସ, 𝑝ହ) +
𝑑(𝑝ଶ , 𝑝ସ). 𝑑(𝑝ଵ, 𝑝ହ),                                      (3) 

𝑑(𝑝ଶ , 𝑝ସ). 𝑑(𝑝ଷ, 𝑝଺) = 𝑑(𝑝ଶ , 𝑝ଷ). 𝑑(𝑝ସ, 𝑝଺) +
𝑑(𝑝ଷ , 𝑝ସ). 𝑑(𝑝ଶ, 𝑝଺),                                      (4) 

𝑑(𝑝ଵ , 𝑝ହ). 𝑑(𝑝ସ, 𝑝଺) = 𝑑(𝑝ଵ , 𝑝ସ). 𝑑(𝑝ହ, 𝑝଺) +
𝑑(𝑝ସ , 𝑝ହ). 𝑑(𝑝ଵ, 𝑝଺),                                      (5) 

𝑑(𝑝ଵ , 𝑝ହ). 𝑑(𝑝ଶ, 𝑝଺) = 𝑑(𝑝ଵ , 𝑝ଶ). 𝑑(𝑝ହ, 𝑝଺) +
𝑑(𝑝ଶ , 𝑝ହ). 𝑑(𝑝ଵ, 𝑝଺).                                      (6) 

We multiply (3) by 𝑑(𝑝ଷ, 𝑝଺) to obtain 

𝑑(𝑝ଵ , 𝑝ସ). 𝑑(𝑝ଶ, 𝑝ହ). 𝑑(𝑝ଷ, 𝑝଺) =
𝑑(𝑝ଵ , 𝑝ଶ). 𝑑(𝑝ସ, 𝑝ହ). 𝑑(𝑝ଷ, 𝑝଺) +
𝑑(𝑝ଶ , 𝑝ସ). 𝑑(𝑝ଵ, 𝑝ହ). 𝑑(𝑝ଷ, 𝑝଺)                                       

using (4) 
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𝑑(𝑝ଵ , 𝑝ସ). 𝑑(𝑝ଶ, 𝑝ହ). 𝑑(𝑝ଷ, 𝑝଺)
= 𝑑(𝑝ଵ , 𝑝ଶ). 𝑑(𝑝ସ, 𝑝ହ). 𝑑(𝑝ଷ, 𝑝଺)

+ 𝑑(𝑝ଵ , 𝑝ହ). ൫𝑑(𝑝ଶ , 𝑝ଷ). 𝑑(𝑝ସ, 𝑝଺)

+ 𝑑(𝑝ଷ , 𝑝ସ). 𝑑(𝑝ଶ, 𝑝଺)൯  

=  𝑑(𝑝ଵ , 𝑝ଶ). 𝑑(𝑝ସ, 𝑝ହ). 𝑑(𝑝ଷ, 𝑝଺)
+ 𝑑(𝑝ଵ , 𝑝ହ). 𝑑(𝑝ଶ , 𝑝ଷ). 𝑑(𝑝ସ, 𝑝଺)
+ 𝑑(𝑝ଵ , 𝑝ହ). 𝑑(𝑝ଷ , 𝑝ସ). 𝑑(𝑝ଶ, 𝑝଺). 

We now use (5) and (6) for the last two terms to obtain 

𝑑(𝑝ଵ , 𝑝ସ). 𝑑(𝑝ଶ, 𝑝ହ). 𝑑(𝑝ଷ, 𝑝଺) =
𝑑(𝑝ଵ , 𝑝ଶ). 𝑑(𝑝ସ, 𝑝ହ). 𝑑(𝑝ଷ, 𝑝଺) +

𝑑(𝑝ଶ , 𝑝ଷ). ൫𝑑(𝑝ଵ , 𝑝ସ). 𝑑(𝑝ହ, 𝑝଺) +

𝑑(𝑝ସ , 𝑝ହ). 𝑑(𝑝ଵ, 𝑝଺)൯ +

 𝑑(𝑝ଷ , 𝑝ସ). ൫𝑑(𝑝ଵ , 𝑝ଶ). 𝑑(𝑝ହ, 𝑝଺) +

𝑑(𝑝ଶ , 𝑝ହ). 𝑑(𝑝ଵ, 𝑝଺)൯                         

and Fuhrmann's Theorem follows. 

It is therefore clear that  Fuhrmann's Theorem 
does not rely on the Euclidean space itself but 
rather on its Ptolemaic property, see Definition 1 
of Ptolemaic spaces below. This property is 
intuitive and has been generalised to more 
abstract spaces, for example see [1,3], [4], among 
a great variety of other references on Ptolemaic 
spaces. 

Let (𝑋, 𝑑) be a metric space and suppose there is 
remote point which we shall denote by . We 
consider the one point compactification of 
(𝑋, 𝑑): 𝑋෨ = 𝑋{} and 𝑑ሚ is defined on  𝑋෨x𝑋෨ by 

𝑑ሚ(𝑥, 𝑦) = ൞

𝑑(𝑥, 𝑦) 𝑖𝑓 𝑥, 𝑦𝑋,
+ 𝑖𝑓 𝑥𝑋, 𝑦 = ,
+

0

𝑖𝑓 𝑥 = , 𝑦𝑋,
𝑖𝑓 𝑥 = 𝑦 = .

      

To lighten the notation, we will drop the tildes and 
henceforth (𝑋, 𝑑) shall denote the compactified 
space with the extended metric. 

Definition 1 The space (𝑋, 𝑑) is called Ptolemaic 
if for every 𝑝ଵ , 𝑝ଶ, 𝑝ଷ , 𝑝ସ pairwise distinct points 
of 𝑋, the following relation holds: 

𝑑(𝑝ଵ, 𝑝ଷ). 𝑑(𝑝ଶ, 𝑝ସ) 𝑑(𝑝ଵ, 𝑝ଶ). 𝑑(𝑝ଷ, 𝑝ସ) +
𝑑(𝑝ଵ, 𝑝ସ). 𝑑(𝑝ଶ, 𝑝ଷ).                                       (7) 

Definition 2 A Ptolemaic circle 𝑐 in 𝑋 is a curve 
homeomorphic to 𝑆ଵ such that for every 

𝑝ଵ , 𝑝ଶ, 𝑝ଷ , 𝑝ସ pairwise distinct points on 𝑐 
Equation (2) holds. 

It turns out that a variety of nice spaces are 
Ptolemaic. For instance, the extended Euclidean 
space 𝑅௡തതതത = 𝑅௡ ∪ {∞} with the extended 
Euclidean metric is Ptolemaic and its Ptolemaic 
circles are the usual Euclidean circles as well as 
the straight lines. This space of course may be 
identified via stereographic projection with the 
sphere 𝑆௡ and the metric is identified to the 
chordal metric. The sphere 𝑆௡ is in turn identified 
to the boundary of 𝑅௡ାଵ which is the usual 
Euclidean space, the first among the K-hyperbolic 
spaces 𝐻୏

௡, where K can be the set of the real 
numbers 𝑅, the set of the complex numbers 𝐶, the 
set of  quaternions H and the set of octonions O 
(the latter only for 𝑛 = 2). The boundaries of 
those spaces may be identified to what is called 
the generalised Heisenberg group ℎ୏ together 
with a point at infinity ∞. There is a natural metric 
defined on those spaces, the so-called Kor𝑎́nyi 
metric 𝑑௛. Now, it is known (see for instance [4])  
that all spaces 𝜕𝐻୏

௡ endowed with the extension to 
infinity of the Kor𝑎́nyi metric 𝑑௛ are Ptolemaic 
and have Ptolemaic circles. 

  

3. MAIN RESULT 

Teorem 2 Fuhrmann's Theorem holds on every 
Ptolemaic circle on the boundary of 𝐻୏

௡. 

Let 𝑅௡തതതത be the extended Euclidean space; that is  

𝑅௡തതതത = 𝑅௡ ∪ {∞}. 

We will denote the Kor𝑎́nyi metric 𝑑௛=𝑑 in 𝑅௡തതതത, 
by requiring 

𝑑(𝑝, ∞) = +∞, 𝑖𝑓 𝑝 ≠ ∞, 𝑑(∞, ∞) = 0 

and let 𝑝 = (𝑝ଵ , 𝑝ଶ, 𝑝ଷ , 𝑝ସ) ∈ 𝑅௡തതതത be arbitrary. 
There are six distances in (0,+∞] involved: 

𝑑൫𝑝௜ , 𝑝௝൯,   𝑖, 𝑗 = 1, … ,4, 𝑖 ≠ 𝑗 

We adopt the convention: (+∞): (+∞) = 1, and to 
𝑝 we associate the cross-ratio ห𝑋ௗห(𝑝) defined by  
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ห𝑋ௗห(𝑝) =
𝑑(𝑝ସ, 𝑝ଶ)

𝑑(𝑝ସ, 𝑝ଵ)
.
𝑑(𝑝ଷ, 𝑝ଵ)

𝑑(𝑝ଷ, 𝑝ଶ)
 

[5]. 

  For every 𝑖, 𝑗, 𝑘, 𝑙 = 1, … ,4, such that 
𝑝௜ , 𝑝௝, 𝑝௞ , 𝑝௟ ∈ 𝑅௡തതതത  are pairwise disjoint, the 
following symmetry conditions are clearly 
satisfied: 

 ห𝑋ௗห(𝑝)൫𝑝௜ , 𝑝௝, 𝑝௞ , 𝑝௟൯ = ห𝑋ௗห(𝑝)൫𝑝௝ , 𝑝௜ , 𝑝௟ , 𝑝௞൯

= ห𝑋ௗห(𝑝)൫𝑝௞ , 𝑝௟ , 𝑝௜ , 𝑝௝൯

= ห𝑋ௗห(𝑝)൫𝑝௞ , 𝑝௟ , 𝑝௝ , 𝑝௜൯. 

Let now 𝑝 = (𝑝ଵ , 𝑝ଶ, 𝑝ଷ , 𝑝ସ) ∈ 𝑅௡തതതത and set 

|𝑋ଵ
ௗ  |(𝑝) = ห𝑋ௗห(𝑝)(𝑝ଵ , 𝑝ଶ, 𝑝ଷ , 𝑝ସ),  

|𝑋ଶ
ௗ  |(𝑝) = ห𝑋ௗห(𝑝)(𝑝ଵ , 𝑝ଷ, 𝑝ଶ , 𝑝ସ). 

[5]. The cross-ratios of all possible permutations 
of points of 𝑝 are functions of |𝑋ଵ

ௗ  |(𝑝) and 
|𝑋ଶ

ௗ  |(𝑝). 

We apply it to the quadrilaterals  

𝑄ଵ = (𝑝ଵ , 𝑝ଶ, 𝑝ସ , 𝑝ହ), 𝑄ଶ = (𝑝ଶ , 𝑝ଷ, 𝑝ସ , 𝑝଺) 

𝑄ଷ = (𝑝ଵ , 𝑝ସ, 𝑝ହ , 𝑝଺), 𝑄ସ = (𝑝ଵ , 𝑝ଶ, 𝑝ହ , 𝑝଺). 

We assume that 

𝑝ଵ = ∞, 𝑝ଶ = (𝑥ଶ, 0, 𝑢), 𝑝ଷ = (𝑥ଷ, 0, 𝑢), 

      𝑝ସ = (𝑥ସ, 0, 𝑢),  𝑝ହ = (𝑥ହ, 0, 𝑢), 

      𝑝଺ = (0,0, 𝑢) 

where 𝑥ହ > 𝑥ସ > 𝑥ଷ > 𝑥ଶ > 0. 

We now use (3). Then: 

|𝑋ଵ
ௗ  |(𝑝) = ห𝑋ௗห(𝑝)(𝑝ଵ , 𝑝ଶ, 𝑝ସ , 𝑝ହ)  

                =
ௗ(௣ఱ,௣మ)

ௗ(௣ఱ,௣భ)
.

ௗ(௣ర,௣భ)

ௗ(௣ర,௣మ)
                                        

                 = 
௫ఱି௫మ

௫రି௫మ
 

and  

|𝑋ଶ
ௗ  |(𝑝) = ห𝑋ௗห(𝑝)(𝑝ଵ , 𝑝ସ, 𝑝ଶ , 𝑝ହ)  

                =
ௗ(௣ఱ,௣ర)

ௗ(௣ఱ,௣భ)
.

ௗ(௣మ,௣భ)

ௗ(௣మ,௣ర)
                                        

                 = 
௫ఱି௫ర

௫రି௫మ
 

The 𝑝ଶ and 𝑝ସ separate 𝑝ଵ and 𝑝ହ since |𝑋ଵ
ௗ  |(𝑝) −

|𝑋ଶ
ௗ  |(𝑝) = 1. We now use (4). Then: 

|𝑋ଵ
ௗ  |(𝑝) = ห𝑋ௗห(𝑝)(𝑝ଶ , 𝑝ଷ, 𝑝ସ , 𝑝଺)  

                =
ௗ(௣ల,௣య)

ௗ(௣ల,௣మ)
.

ௗ(௣ర,௣మ)

ௗ(௣ర,௣య)
                                        

                 = 
௫య

௫మ
.

௫రି௫మ

௫రି௫య
 

and  

|𝑋ଶ
ௗ  |(𝑝) = ห𝑋ௗห(𝑝)(𝑝ଶ , 𝑝ସ, 𝑝ଷ , 𝑝଺)  

                =
ௗ(௣ల,௣ర)

ௗ(௣ల,௣మ)
.

ௗ(௣య,௣మ)

ௗ(௣య,௣ర)
                                        

                 = 
௫ర

௫మ
.

௫యି௫మ

௫యି௫ర
 

                 = −
𝑥4

𝑥2
.

𝑥3−𝑥2

𝑥4−𝑥3
 

The 𝑝ଶ  and 𝑝଺ separate 𝑝ଷ  and 𝑝ସ since |𝑋ଵ
ௗ  |(𝑝) +

|𝑋ଶ
ௗ  |(𝑝) = 1. We now use (5). Then: 

|𝑋ଵ
ௗ  |(𝑝) = ห𝑋ௗห(𝑝)(𝑝ଵ , 𝑝ସ, 𝑝ହ , 𝑝଺)  

                =
ௗ(௣ల,௣ర)

ௗ(௣ల,௣భ)
.

ௗ(௣ఱ,௣భ)

ௗ(௣ఱ,௣ర)
                                        

                 =− 
௫ర

௫ఱି௫ర
 

and  

|𝑋ଶ
ௗ  |(𝑝) = ห𝑋ௗห(𝑝)(𝑝ଵ , 𝑝ହ, 𝑝ସ , 𝑝଺)  

                =
ௗ(௣ల,௣ఱ)

ௗ(௣ల,௣భ)
.

ௗ(௣ర,௣భ)

ௗ(௣ర,௣ఱ)
                                        

                 = 
௫ఱ

௫ఱି௫ర
 

The 𝑝ସ  and 𝑝ହ separate 𝑝ଵ  and 𝑝଺ since |𝑋ଶ
ௗ  |(𝑝) −

|𝑋ଵ
ௗ  |(𝑝) = 1. We now use (6). Then: 

 |𝑋ଵ
ௗ  |(𝑝) = ห𝑋ௗห(𝑝)(𝑝ଵ , 𝑝ଶ, 𝑝ହ , 𝑝଺)  
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                =
ௗ(௣ల,௣మ)

ௗ(௣ల,௣భ)
.

ௗ(௣ఱ,௣భ)

ௗ(௣ఱ,௣మ)
                                        

                 =− 
௫మ

௫ఱି௫మ
 

and  

|𝑋ଶ
ௗ  |(𝑝) = ห𝑋ௗห(𝑝)(𝑝ଵ , 𝑝ହ, 𝑝ଶ , 𝑝଺)  

                =
ௗ(௣ల,௣ఱ)

ௗ(௣ల,௣భ)
.

ௗ(௣మ,௣భ)

ௗ(௣మ,௣ఱ)
                                        

                 = 
௫ఱ

௫ఱି௫మ
 

The 𝑝ଵ  and 𝑝଺ separate 𝑝ଶ  and 𝑝ହ since |𝑋ଵ
ௗ  |(𝑝) +

|𝑋ଶ
ௗ  |(𝑝) = 1.  

 

4. CONCLUSION 

Fuhrmann's theorem is satisfied in abstract 
Ptolemaic spaces. 
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A New Class Of s-TYPE 𝑿(𝒖, 𝒗, 𝒍𝒑(𝑬)) Operators 

Pınar Zengin Alp*1, Merve İlkhan2  

 

 

 

Abstract 

In this paper, we define a new class of s-type 𝑋(𝑢, 𝑣; 𝑙௣(𝐸)) operators, 𝐿௨,௩,ா. Also we show 
that this class is a quasi-Banach operator ideal and we study on the properties of the classes 
which are produced via different types of s-numbers. 

Keywords: operator ideals, s-numbers, block sequence spaces. 

 

 

1. INTRODUCTION 

Operator ideal theory is an important subject of 
functional analysis. There are many different 
ways of constructing operator ideals, one of them 
is using s-numbers. Some equivalents of s-
numbers are Kolmogorov numbers, Weyl 
numbers and approximation numbers. Pietsch 
defined in [1] the concept of s-number sequence 
to combine all s-numbers in one definition. After 
some revisions on this definition s-number 
sequence is presented in [2], [3].  

In this paper, by ℕ and ℝା we denote the set of all 
natural numbers and nonnegative real numbers, 
respectively. 

                                                 
* Corresponding Author: pinarzenginalp@gmail.com 
1 Düzce University, Department of Mathematics, Düzce, Turkey. ORCID: 0000-0001-9699-7199 
2 Düzce University, Department of Mathematics, Düzce, Turkey. ORCID: 0000-0002-0831-1474 
 

A finite rank operator is a bounded linear operator 
whose dimension of the range space is finite [4].  

Let 𝑋 and 𝑌 be real or complex Banach spaces. 
The space of all bounded linear operators from 𝑋 
to 𝑌 and the space of all bounded linear operators 
between any two arbitrary Banach spaces are 
denoted by ℒ(𝑋, 𝑌)  and ℒ, respectively. 

An s-number sequence is a map 𝑠 = (𝑠௡): ℒℝା 
which assigns every operator 𝑇 ℒ to a non-
negative scalar sequence (𝑠௡(𝑇)௡ℕ) if the 
following conditions hold for all Banach spaces 
𝑋, 𝑌, 𝑋଴ and 𝑌଴: 

(𝑆1) ‖𝑇‖ = 𝑠ଵ(𝑇) ≥ 𝑠ଶ(𝑇) ≥ ⋯ ≥ 0  for every 
𝑇 ∈ ℒ(𝑋, 𝑌),  
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(𝑆2) 𝑠௠ା௡ିଵ(𝑆 + 𝑇) ≤  𝑠௠(𝑇) + 𝑠௡(𝑇) for 
every 𝑆, 𝑇 ∈  ℒ(𝑋, 𝑌) and 𝑚, 𝑛 ∈ ℕ, 

(𝑆3) 𝑠௡(𝑅𝑆𝑇) ≤ ‖𝑅‖𝑠௡(𝑆)‖𝑇‖ for some 𝑅 ∈
 ℒ(𝑌, 𝑌଴) , 𝑆 ∈  ℒ(𝑋, 𝑌) and 𝑇 ∈  ℒ(𝑋଴, 𝑋), where 
𝑋଴, 𝑌଴ are arbitrary Banach spaces, 

(𝑆4) If 𝑟𝑎𝑛𝑘(𝑇) ≤ 𝑛, then 𝑠௡(𝑇) = 0, 

 (𝑆5) 𝑠௡(𝐼: 𝑙ଶ
௡ → 𝑙ଶ

௡) = 1,  where 𝐼 denotes the 
identity operator on the n-dimensional Hilbert 
space  𝑙ଶ

௡, where 𝑠௡(𝑇) denotes the n-th s-number 
of the operator 𝑇  [5]. 

As an example of s-numbers  𝑎௡(𝑇), the n-th 
approximation number, is defined as 

𝑎௡(𝑇) = 𝑖𝑛𝑓{‖𝑇 − 𝐴‖: 𝐴 ∈ ℒ(𝑋, 𝑌), rank(A) < n} ,  

where 𝑇 ∈  ℒ(𝑋, 𝑌) and 𝑛 ∈ ℕ [6]. 

Let 𝑇 ∈  ℒ(𝑋, 𝑌) and 𝑛 ∈ ℕ. The other examples 
of s-number sequences are given in the following, 
namely Gelfand number (𝑐௡(𝑇)), Kolmogorov 
number (𝑑௡(𝑇)), Weyl number (𝑥௡(𝑇)), Chang 
number (𝑦௡(𝑇)), Hilbert number (ℎ௡(𝑇)), etc. 
For the definitions of these sequences we refer to 
[4], [7]. In the sequel there are some properties of 
s-number sequences.  

When any metric injection 𝐽 ∈  ℒ(𝑌, 𝑌଴) is given 
and an s-number sequence 𝑠 = (𝑠௡) satisfies 
𝑠௡(𝑇) = 𝑠௡(𝐽𝑇) for all 𝑇 ∈  ℒ(𝑋, 𝑌)  the s-
number sequence is called injective [3]. 

Proposition 1. The number sequences (𝑐௡(𝑇)) 
and (𝑥௡(𝑇)) are injective [3]. 

When any metric surjection 𝑆 ∈  ℒ(𝑋଴, 𝑋) is 
given and an s-number sequence 𝑠 = (𝑠௡) 
satisfies 𝑠௡(𝑇) = 𝑠௡(𝑇𝑆) for all 𝑇 ∈  ℒ(𝑋, 𝑌)  the 
s-number sequence is called surjective [3]. 

Proposition 2. The number sequences (𝑑௡(𝑇)) 
and (𝑦௡(𝑇)) are surjective [3]. 

Proposition 3. Let 𝑇 ∈  ℒ(𝑋, 𝑌) . Then ℎ௡(𝑇) 
≤ 𝑥௡(𝑇) ≤ 𝑐௡(𝑇) ≤ 𝑎௡(𝑇) and ℎ௡(𝑇) ≤ 𝑦௡(𝑇) ≤
𝑑௡(𝑇) ≤ 𝑎௡(𝑇) [3]. 

Lemma 1. Let 𝑆, 𝑇 ∈ ℒ(𝑋, 𝑌), then |𝑠௡(𝑇) −
𝑠௡(𝑆)| ≤ ‖𝑇 − 𝑆‖ for 𝑛 = 1,2, ⋯  [1]. 

A sequence space is defines as any vector 
subspace of  𝜔, where 𝜔 is the space of real 
valued sequences. 

The Cesaro sequence space 𝑐𝑒𝑠௣ is defined as 

𝑐𝑒𝑠௣ = ቄ𝑥 = (𝑥௞) ∈ 𝜔: ∑ ቀ
ଵ

௡
∑ |𝑥௞|௡

௞ୀଵ ቁ
௣

< ∞ஶ
௡ୀଵ ቅ 

where 1 < 𝑝 < ∞ [8], [9], [10]. 

If an operator 𝑇 ∈ ℒ(𝑋, 𝑌) satisfies 
∑ (𝑎௡(𝑇))௣ஶ

௡ୀଵ < ∞ for 0 < 𝑝 < ∞, it is defined 
as an 𝑙௣ type operator in [6] by Pietsch. Then 
Constantin defined a new class named ces-p type 
operators, via Cesaro sequence spaces. If an 
operator 𝑇 ∈ ℒ(𝑋, 𝑌) satisfies 

 ∑ ቀ
ଵ

௡
∑ 𝑎௡(𝑇)௡

௞ୀଵ ቁ
௣

ஶ
௡ୀଵ < ∞, 1 < 𝑝 < ∞, it is 

called ces-p type operator. The class of ces-p type 
operators includes the class of  𝑙௣ type operators 
[11]. Later on Tita [12] proved that the class of 𝑙௣ 
type operators and ces-p  type operators are 
coincides. Some other generalizations of 𝑙௣ type 
operators were examined in [4], [13],[14], [15]. 

Continuous linear functionals on 𝑋 are compose 
the dual of 𝑋 which is denoted by 𝑋ᇱ. Let 𝑥′ ∈ 𝑋′ 
and 𝑦 ∈ 𝑌, then the map 𝑥ᇱ⨂𝑦: 𝑋 → 𝑌 is defined 
by  

(𝑥ᇱ⨂𝑦)(𝑥) = 𝑥ᇱ(𝑥)𝑦, 𝑥 ∈ 𝑋. 

A subcollection ℑ of ℒ is called an operator ideal 
if every component ℑ(𝑋, 𝑌) = ℑ ∩ ℒ(𝑋, 𝑌) 
satisfies the following conditions:  

i) if 𝑥ᇱ ∈ 𝑋ᇱ, 𝑦 ∈ 𝑌, then 𝑥ᇱ⨂𝑦 ∈ ℑ(𝑋, 𝑌), 

ii) if 𝑆, 𝑇 ∈ ℑ(𝑋, 𝑌),  then 𝑆 + 𝑇 ∈ ℑ(𝑋, 𝑌), 

iii) if 𝑆 ∈ ℑ(𝑋, 𝑌), 𝑇 ∈ ℒ(𝑋0, 𝑋) and 𝑅 ∈ ℒ൫𝑌, 𝑌0൯, 
then 𝑅𝑆𝑇 ∈ ℑ(𝑋0, 𝑌0) [2]. 

Let ℑ be an operator ideal and 𝛼: ℑ → ℝା be a 
function on ℑ. Then, if the following conditions 
satisfied: 

i) If 𝑥ᇱ ∈ 𝑋ᇱ, 𝑦 ∈ 𝑌, then 𝛼(𝑥ᇱ⨂𝑦) = ‖𝑥′‖‖𝑦‖, 
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ii) there exists a constant 𝑐 ≥ 1 such that ∝
(𝑆 + 𝑇) ≤ 𝑐[∝ (𝑆)+∝ (𝑇)], 

iii) if 𝑆 ∈ ℑ(𝑋, 𝑌), 𝑇 ∈ ℒ(𝑋0, 𝑋) and 𝑅 ∈ ℒ൫𝑌, 𝑌0൯, 
then ∝ (𝑅𝑆𝑇) ≤ ‖𝑅‖ ∝ (𝑆)‖𝑇 ‖  

𝛼 is called a quasi-norm on the operator ideal ℑ 
[2].  

For special case 𝑐 = 1,  ∝ is a norm on the 
operator ideal ℑ. 

If ∝ is a quasi-norm on an operator ideal ℑ, it is 
denoted by [ℑ, 𝛼].  Also if every component 
ℑ(𝑋, 𝑌) is complete with respect to the quasinorm 
𝛼, [ℑ, 𝛼] is called a quasi-Banach operator ideal. 

Let [ℑ, 𝛼] be a quasi-normed operator ideal and 
𝐽 ∈ ℒ൫𝑌, 𝑌0൯ be a metric injection. If for every 
operator 𝑇 ∈ ℒ(𝑋, 𝑌) and 𝐽𝑇 ∈ ℑ(𝑋, 𝑌0) we have 
𝑇 ∈ ℑ(𝑋, 𝑌) and 𝛼(𝐽𝑇) = 𝛼(𝑇), [ℑ, 𝛼]  is called 
an injective quasi-normed operator ideal. 
Furthermore, let [ℑ, 𝛼] be a quasi-normed operator 
ideal and 𝑄 ∈ ℒ(𝑋0, 𝑋) be a metric surjection. If 
for every operator 𝑇 ∈ ℒ(𝑋, 𝑌) and 𝑇𝑄 ∈
ℑ(𝑋, 𝑌0) we have 𝑇 ∈ ℑ(𝑋, 𝑌) and 𝛼(𝑇𝑄) =
𝛼(𝑇), [ℑ, 𝛼]  is called an surjective quasi-normed 
operator ideal [2]. 

Let 𝑇′ be the dual of  𝑇. An s-number sequence is 
called symmetric if 𝑠௡(𝑇) ≥ 𝑠௡(𝑇ᇱ) for all 𝑇 ∈ ℒ. 
If 𝑠௡(𝑇) = 𝑠௡(𝑇ᇱ) the s-number sequence is said 
to be completely symmetric [2]. 

For every operator ideal ℑ, the dual operator ideal 
denoted by ℑ′ is defined as  

ℑᇱ(𝑋, 𝑌) = {𝑇 ∈ ℒ(𝑋, 𝑌): 𝑇′ ∈ ℑ(𝑌ᇱ, 𝑋ᇱ)}, 

where 𝑇′ is the dual of 𝑇 and 𝑋′ and 𝑌′ are the 
duals of 𝑋 and 𝑌, respectively. 

An operator ideal ℑ is called symmetric if ℑ ⊂ ℑ′ 
and is called completely symmetric if ℑ = ℑᇱ[2]. 

Let 𝐸 = (𝐸௡) be a partition of finite subsets of 
positive integers such that  

𝑚𝑎𝑥𝐸௡ <  𝑚𝑎𝑥𝐸௡ାଵ 

for 𝑛 = 1,2, ⋯.  Foroutannia, in [16] defined the 
sequence space 𝑙௣(𝐸) as 

 𝑙௣(𝐸) = ቐ𝑥 = (𝑥௡) ∈ 𝜔: ෍ ቮ ෍ 𝑥௝

௝∈ா೙

ቮ

௣
ஶ

௡ୀଵ

< ∞ቑ,  

where (1 ≤ 𝑝 < ∞) with the seminorm |‖𝑥‖|௣,ா 
which defined in the following way: 

|‖𝑥‖|௣,ா = ቌ෍ ቮ ෍ 𝑥௝

௝∈ா೙

ቮ

௣
ஶ

௡ୀଵ

ቍ

ଵ
௣

 

For example if 𝐸௡ = {2𝑛 − 1,2𝑛} for all 𝑛, then 
𝑥 = (𝑥௡) ∈ 𝑙௣(𝐸) if and only if ∑ |𝑥ଶ௡ିଵ +ஶ

௡ୀଵ

𝑥ଶ௡|௣
< ∞.  It is obvious that |‖∙‖|௣,ா cannot be a 

norm, since if 𝑥 = (1, −1,00, ⋯ ) and  𝐸௡ =
{2𝑛 − 1,2𝑛} for all 𝑛 then  |‖𝑥‖|௣,ா = 0 while 
𝑥 ≠ 𝜃. In the special case 𝐸௡ = {𝑛} for 𝑛 =
1,2, ⋯, we have 𝑙௣(𝐸) = 𝑙௣ and |‖𝑥‖|௣,ா = ‖𝑥‖௣. 

For more information about block sequence 
spaces we refer to [17], [18]. 

 

2. MAIN RESULTS 

Let 𝑢 = (𝑢௡) and 𝑣 = (𝑣௡) be positive real 
number sequences. In this section we give the 
definition of the sequence space 𝑋(𝑢, 𝑣; 𝑙௣(𝐸)) as 
follows: 

𝑋 ቀ𝑢, 𝑣; 𝑙௣(𝐸)ቁ = ቐ𝑥𝜖𝜔: ෍ ቌ𝑢௡ ෍ 𝑣௝𝑥௝(𝑇)

௝∈ா೙

ቍ

௣
ஶ

௡ୀଵ

< ∞ቑ 

An operator 𝑇 ∈ ℒ(𝑋, 𝑌) is in the class of 
𝐿௨,௩;ா(𝑋, 𝑌) if  

෍ ቌ𝑢௡ ෍ 𝑣௝𝑠௝(𝑇)

௝∈ா೙

ቍ

௣
ஶ

௡ୀଵ

< ∞,     (1 ≤ 𝑝 < ∞) 

The class of all s-type 𝑋(𝑢, 𝑣; 𝑙௣(𝐸)) operators are 
denoted by 𝐿௨,௩;ா . 
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Theorem 1. The class 𝐿௨,௩;ா  is an operator ideal 
for 1 ≤ 𝑝 < ∞ where 𝑣ଶ௞ିଵ + 𝑣ଶ௞ ≤ 𝑀𝑣௞, (𝑀 >
0) and ∑ (𝑢௡)௣ < ∞ஶ

௡ୀଵ . 

 

Proof.   

෍ ቌ𝑢௡ ෍ 𝑣௝𝑠௝(𝑥′⨂𝑦)

௝∈ா೙

ቍ

௣
ஶ

௡ୀଵ

= (𝑢ଵ𝑣ଵ𝑠ଵ(𝑥′⨂𝑦))௣

= 𝑢ଵ
௣

𝑣ଵ
௣‖𝑥′⨂𝑦‖௣

= 𝑢ଵ
௣

𝑣ଵ
௣‖𝑥′‖௣‖𝑦‖௣ < ∞ 

Since the rank of the operator 𝑥′⨂𝑦 is one, 
𝑠௡(𝑥ᇱ⨂𝑦) = 0 for 𝑛 ≥ 2. Therefore  𝑥ᇱ⨂𝑦 ∈ 𝐿𝑢,𝑣;𝐸. 

Let 𝑆, 𝑇 ∈ 𝐿௨,௩;ா. Then  

෍ ቌ𝑢௡ ෍ 𝑣௝𝑠௝(𝑆)

௝∈ா೙

ቍ

௣
ஶ

௡ୀଵ

< ∞, ෍ ቌ𝑢௡ ෍ 𝑣௝𝑠௝(𝑇)

௝∈ா೙

ቍ

௣
ஶ

௡ୀଵ

< ∞ 

To show that 𝑆 + 𝑇 ∈ 𝐿௨,௩;ா(𝑋, 𝑌), we begin with 

෍ ቌ𝑢௡ ෍ 𝑣௝𝑠௝(𝑆 + 𝑇)

௝∈ா೙

ቍ

௣
ஶ

௡ୀଵ

≤ ෍ ቌ𝑢௡ ෍ 𝑣ଶ௝ିଵ𝑠ଶ௝ିଵ(𝑆 + 𝑇)

௝∈ா೙

ஶ

௡ୀଵ

+ 𝑢௡ ෍ 𝑣ଶ௝𝑠ଶ௝(𝑆 + 𝑇)

௝∈ா೙

ቍ

௣

≤ ෍ ቌ𝑢௡ ෍ (𝑣ଶ௝ିଵ

௝∈ா೙

ஶ

௡ୀଵ

+ 𝑣ଶ௝)𝑠ଶ௝ିଵ(𝑆 + 𝑇)ቍ

௣

≤ ෍ ቌ𝑀𝑢௡ ෍ 𝑣௝൫𝑠௝(𝑆) + 𝑠௝(𝑇)൯

௝∈ா೙

ቍ

௣
ஶ

௡ୀଵ

 

By using Minkowski inequality; 

ቌ෍ ቌ𝑢௡ ෍ 𝑣௝𝑠௝(𝑆 + 𝑇)

௝∈ா೙

ቍ

௣
ஶ

௡ୀଵ

ቍ

ଵ
௣

≤ 𝑀 ቌ෍ ቌ𝑢௡ ෍ 𝑣௝𝑠௝(𝑆)

௝∈ா೙

ቍ

௣
ஶ

௡ୀଵ

ቍ

ଵ
௣

+ 𝑀 ቌ෍ ቌ𝑢௡ ෍ 𝑣௝𝑠௝(𝑇)

௝∈ா೙

ቍ

௣
ஶ

௡ୀଵ

ቍ

ଵ
௣

< ∞ 

Hence 𝑆 + 𝑇 ∈ 𝐿௨,௩;ா(𝑋, 𝑌). 

Let 𝑅 ∈ ℒ൫𝑌, 𝑌0൯,  𝑆 ∈ 𝐿௨,௩;ா(𝑋, 𝑌) and 𝑇 ∈

ℒ(𝑋0, 𝑋) 

෍ ቌ𝑢௡ ෍ 𝑣௝𝑠௝(𝑅𝑆𝑇)

௝∈ா೙

ቍ

௣
ஶ

௡ୀଵ

≤ ෍ ቌ𝑢௡ ෍ ‖𝑅‖‖𝑇‖𝑣௝𝑠௝(𝑆)

௝∈ா೙

ቍ

௣
ஶ

௡ୀଵ

≤ ‖𝑅‖௣‖𝑇‖௣ ෍ ቌ𝑢௡ ෍ 𝑣௝𝑠௝(𝑆)

௝∈ா೙

ቍ

௣
ஶ

௡ୀଵ

< ∞ 

So 𝑅𝑆𝑇 ∈ 𝐿௨,௩;ா(𝑋଴, 𝑌଴). 

Therefore 𝐿௨,௩;ா is an operator ideal. 

Theorem 2. ‖𝑇‖௨,௩;ா= 
ቀ∑ ൫௨೙ ∑ ௩ೕ௦ೕ(்)ೕ∈ಶ೙ ൯

೛ಮ
೙సభ ቁ

భ
೛

௨భ௩భ
 is a 

quasi-norm on the operator ideal 𝐿௨,௩;ா . 

Proof.   

൫∑ ൫𝑢௡ ∑ 𝑣௝𝑠௝(𝑥′⨂𝑦)௝∈ா೙
൯

௣ஶ
௡ୀଵ ൯

భ
೛

𝑢1𝑣1

=
൫𝑢ଵ

௣
𝑣ଵ

௣‖𝑥′⨂𝑦‖௣൯
భ
೛

𝑢1𝑣1

= ‖𝑥′⨂𝑦‖

= ‖𝑥′‖‖𝑦‖. 

Since rank of the operator 𝑥′⨂𝑦 is one, 
𝑠௡(𝑥ᇱ⨂𝑦) = 0 for 𝑛 ≥ 2. Therefore 
‖𝑥′⨂𝑦‖௨,௩;ா = ‖𝑥′‖‖𝑦‖. 

Let 𝑆, 𝑇 ∈ 𝐿௨,௩;ா . Then 

෍ 𝑣௝𝑠௝(𝑆 + 𝑇)

௝∈ா೙

≤ ෍ 𝑣ଶ௝ିଵ𝑠ଶ௝ିଵ(𝑆 + 𝑇)

௝∈ா೙

+ ෍ 𝑣ଶ௝𝑠ଶ௝(𝑆 + 𝑇)

௝∈ா೙

≤ ෍ (𝑣ଶ௝ିଵ + 𝑣ଶ௝)𝑠ଶ௝ିଵ(𝑆 + 𝑇)

௝∈ா೙

≤ 𝑀 ෍ 𝑣௝൫𝑠௝(𝑆) + 𝑠௝(𝑇)൯

௝∈ா೙
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By using Minkowski inequality; 

 

ቌ෍ ቌ𝑢௡ ෍ 𝑣௝𝑠௝(𝑆 + 𝑇)

௝∈ா೙

ቍ

௣
ஶ

௡ୀଵ

ቍ

≤ 𝑀 ቌ෍ ቌ𝑢௡ ෍ 𝑣௝𝑠௝(𝑆)

௝∈ா೙

ቍ

௣
ஶ

௡ୀଵ

ቍ

ଵ
௣

ଵ
௣

+ 𝑀 ቌ෍ ቌ𝑢௡ ෍ 𝑣௝𝑠௝(𝑇)

௝∈ா೙

ቍ

௣
ஶ

௡ୀଵ

ቍ

ଵ
௣

< ∞ 

 

Hence ‖𝑆 + 𝑇‖௨,௩;ா ≤ 𝑀൫‖𝑆‖௨,௩;ா + ‖𝑇‖௨,௩;ா൯. 

Let 𝑅 ∈ ℒ൫𝑌, 𝑌0൯,  𝑆 ∈ 𝐿௨,௩;ா(𝑋, 𝑌) and 𝑇 ∈

ℒ(𝑋0, 𝑋) 

ቌ෍ ቌ𝑢௡ ෍ 𝑣௝𝑠௝(𝑅𝑆𝑇)

௝∈ா೙

ቍ

௣
ஶ

௡ୀଵ

ቍ

భ
೛

≤ ቌ෍ ቌ𝑢௡ ෍ ‖𝑅‖‖𝑇‖𝑣௝𝑠௝(𝑆)

௝∈ா೙

ቍ

௣
ஶ

௡ୀଵ

ቍ

భ
೛

≤ ‖𝑅‖‖𝑇‖ ቌ෍ ቌ𝑢௡ ෍ 𝑣௝𝑠௝(𝑆)

௝∈ா೙

ቍ

௣
ஶ

௡ୀଵ

ቍ

భ
೛

< ∞ 

Hence  

‖𝑅𝑆𝑇‖௨,௩;ா ≤ ‖𝑅‖‖𝑇‖‖𝑆‖௨,௩;ா . 

Therefore ‖𝑇‖௨,௩;ா is a quasi-norm on 𝐿௨,௩;ா . 

Theorem 3. Let 1 ≤ 𝑝 < ∞. ൣ𝐿௨,௩;ா , ‖𝑇‖௨,௩;ா൧ is 
a quasi-Banach operator ideal.  

Proof: Let 𝑋, 𝑌 be any two Banach spaces and 
1 ≤ 𝑝 < ∞. The following inequality holds 

‖𝑇‖௨,௩;ா= 
ቀ∑ ൫௨೙ ∑ ௩ೕ௦ೕ(்)ೕ∈ಶ೙ ൯

೛ಮ
೙సభ ቁ

భ
೛

௨భ௩భ
≥ ‖𝑇‖ 

for  𝑇 ∈ 𝐿௨,௩;ா. 

Let (𝑇௠) be a Cauchy in 𝐿௨,௩;ா(𝑋, 𝑌). Then for 
every 𝜀 > 0 there exists 𝑛଴ ∈ ℕ such that 

‖𝑇௠ − 𝑇௟‖௨,௩;ா < 𝜀                                       (2.1) 

For all 𝑚, 𝑙 ≥ 𝑛଴. It follows that 

‖𝑇௠ − 𝑇௟‖ ≤ ‖𝑇௠ − 𝑇௟‖௨,௩;ா < 𝜀. 

Then (𝑇௠) is a Cauchy sequence in ℒ(𝑋, 𝑌). 
ℒ(𝑋, 𝑌) is a Banach space since 𝑌 is a Banach 
space. Therefore ‖𝑇௠ − 𝑇‖ → 0 as 𝑚 → ∞ for 
𝑇 ∈ ℒ(𝑋, 𝑌). Now we show that ‖𝑇௠ − 𝑇‖௨,௩;ா →

0 as 𝑚 → ∞ for 𝑇 ∈ 𝐿𝑢,𝑣;𝐸(𝑋, 𝑌). 

The operators 𝑇௟ − 𝑇௠, 𝑇 − 𝑇௠ are in the class 
ℒ(𝑋, 𝑌) for 𝑇௠, 𝑇௟ , 𝑇 ∈ ℒ(𝑋, 𝑌). 

|𝑠௡(𝑇௟ − 𝑇௠) − 𝑠௡(𝑇 − 𝑇௠)| ≤ ‖𝑇௟ − 𝑇௠ − (𝑇 − 𝑇௠)‖
= ‖𝑇௟ − 𝑇‖ 

Since 𝑇௟ → 𝑇 as 𝑙 → ∞ that is ‖𝑇௟ − 𝑇‖ < 𝜀 we 
obtain 

𝑠௡(𝑇௟ − 𝑇௠) → 𝑠௡(𝑇 − 𝑇௠) as 𝑙 → ∞.          (2.2) 

It follows from (2.1) that the statement  

‖𝑇௠ − 𝑇௟‖௨,௩;ா =
൫∑ ൫𝑢௡ ∑ 𝑣௝𝑠௝(𝑇௠ − 𝑇௟)௝∈ா೙

൯
௣ஶ

௡ୀଵ ൯
ଵ
௣

𝑢ଵ𝑣ଵ

< 𝜀 

holds for all  𝑚, 𝑙 ≥ 𝑛଴. We obtain from (2.2) that 

ቀ∑ ൫௨೙ ∑ ௩ೕ௦ೕ( ೘்ି்)ೕ∈ಶ೙ ൯
೛ಮ

೙సభ ቁ

భ
೛

௨భ௩భ
< 𝜀  as 𝑙 → ∞. 

Hence we have  ‖𝑇௠ − 𝑇‖௨,௩;ா < 𝜀  for all 𝑚 ≥

𝑛଴. 

Finally we show that  𝑇 ∈ 𝐿𝑢,𝑣;𝐸(𝑋, 𝑌), 
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෍ ቌ𝑢௡ ෍ 𝑣௝𝑠௝(𝑇)

௝∈ா೙

ቍ

௣
ஶ

௡ୀଵ

≤ ෍ ቌ𝑢௡ ෍ 𝑣ଶ௝ିଵ𝑠ଶ௝ିଵ(𝑇)

௝∈ா೙

ஶ

௡ୀଵ

+ 𝑢௡ ෍ 𝑣ଶ௝𝑠ଶ௝(𝑇)

௝∈ா೙

ቍ

௣

≤ ෍ ቌ𝑢௡ ෍ (𝑣ଶ௝ିଵ

௝∈ா೙

ஶ

௡ୀଵ

+ 𝑣ଶ௝)𝑠ଶ௝ିଵ(𝑇 − 𝑇௠ + 𝑇௠)ቍ

௣

≤ 𝑀 ෍ ቌ𝑢௡ ෍ 𝑣௝൫𝑠௝(𝑇 − 𝑇௠) + 𝑠௝(𝑇௠)൯

௝∈ா೙

ቍ

௣
ஶ

௡ୀଵ

 

By using Minkowski inequality; since 𝑇௠ ∈
𝐿𝑢,𝑣;𝐸(𝑋, 𝑌) for all 𝑚 and ‖𝑇௠ − 𝑇‖௨,௩;ா → 0 as 
𝑚 → ∞, we have  

𝑀 ቌ෍ ቌ𝑢௡ ෍ 𝑣௝൫𝑠௝(𝑇 − 𝑇௠) + 𝑠௝(𝑇௠)൯

௝∈ா೙

ቍ

௣
ஶ

௡ୀଵ

ቍ

భ
೛

 

≤ 𝑀 ቌ෍ ቌ𝑢௡ ෍ 𝑣௝ ቀ𝑠௝(𝑇 − 𝑇௠)ቁ

௝∈ா೙

ቍ

௣
ஶ

௡ୀଵ

ቍ

భ
೛

+ 𝑀 ቌ෍ ቌ𝑢௡ ෍ 𝑣௝൫𝑠௝(𝑇௠)൯

௝∈ா೙

ቍ

௣
ஶ

௡ୀଵ

ቍ

భ
೛

< ∞ 

which means that ∈ 𝐿௨,௩;ா(𝑋, 𝑌). 

Proposition 1. The inclusion 𝐿௨,௩;ா
௣

⊆ 𝐿௨,௩,ா
௤  

holds for 1 < 𝑝 ≤ 𝑞 < ∞. 

Proof: Since 𝑙௣ ⊆ 𝑙௤ for 1 < 𝑝 ≤ 𝑞 < ∞  we 
have 𝐿௨,௩;ா

௣
⊆ 𝐿௨,௩,ா

௤
. 

Let 𝜇 = ൫𝜇௡(𝑇)൯ be one of the sequences 𝑎 =

൫𝑎௡(𝑇)൯, 𝑐 = ൫𝑐௡(𝑇)൯, 𝑑 = ൫𝑑௡(𝑇)൯, 𝑥 =

൫𝑥௡(𝑇)൯, 𝑦 = ൫𝑦௡(𝑇)൯ and ℎ = ൫ℎ௡(𝑇)൯. Then 

we define the space 𝐿௨,௩;ா
(ఓ)  and the norm ‖𝑇‖௨,௩;ா

(ఓ)  
as follows: 

𝐿௨,௩;ா
(ఓ)

(𝑋, 𝑌) = ቐ𝑇 ∈ ℒ(𝑋, 𝑌): ෍ ቌ𝑢௡ ෍ 𝑣௝൫𝜇௝(𝑇)൯

௝∈ா೙

ቍ

௣
ஶ

௡ୀଵ

< ∞ቑ ,

(1 < 𝑝 < ∞) 

and  

‖𝑇‖௨,௩,ா
(ఓ)

=
ቀ∑ஶ

௡ୀଵ ቀ𝑢௡ ∑௝∈ா೙
𝑣௝𝜇௝(𝑇)ቁ

௣

ቁ

ଵ
௣

(∑ஶ
௡ୀଵ (𝑢௡)௣)

ଵ
௣𝑣ଵ

. 

 

Theorem 4. Let 1 < 𝑝 < ∞. The quasi-Banach 

operator ideal ቂ𝐿௨,௩,ா
(௦)

, ‖𝑇‖௨,௩,ா
(௦)

ቃ is injective, if s-

number sequence is injective. 

Proof. Let 1 < 𝑝 < ∞ and 𝑇 ∈ ℒ(𝑋, 𝑌) and 𝐼 ∈
ℒ(𝑌, 𝑌଴) be any metric injection. Suppose that 

𝐼𝑇 ∈ 𝐿௨,௩,ா
(௦)

(𝑋, 𝑌଴). Then  

෍

ஶ

௡ୀଵ

൮𝑢௡ ෍

௝∈ா೙

𝑣௝𝑠௝(𝐼𝑇)൲

௣

< ∞ 

Since 𝑠 = (𝑠௡) is injective, we have  

𝑠௡(𝑇) = 𝑠௡(𝐼𝑇) for all 𝑇 ∈ ℒ(𝑋, 𝑌), 𝑛 = 1,2, ….
 (2.3) 

Hence we get 

෍

ஶ

௡ୀଵ

൮𝑢௡ ෍

௝∈ா೙

𝑣௝𝑠௝(𝑇)൲

௣

= ෍

ஶ

௡ୀଵ

൮𝑢௡ ෍

௝∈ா೙

𝑣௝𝑠௝(𝐼𝑇)൲

௣

< ∞ 

Thus 𝑇 ∈ 𝐿௨,௩,ா
(௦)

(𝑋, 𝑌) and we have from (2.3)  

‖𝐼𝑇‖௨,௩,ா
(௦)

=
ቀ∑ஶ

௡ୀଵ ቀ𝑢௡ ∑௝∈ா೙
𝑣௝𝑠௝(𝐼𝑇)ቁ

௣
ቁ

ଵ
௣

(∑ஶ
௡ୀଵ (𝑢௡)௣)

ଵ
௣𝑣ଵ

 

=
ቀ∑ஶ

௡ୀଵ ቀ𝑢௡ ∑௝∈ா೙
𝑣௝𝑠௝(𝑇)ቁ

௣
ቁ

ଵ
௣

(∑ஶ
௡ୀଵ (𝑢௡)௣)

ଵ
௣𝑣ଵ

= ‖𝑇‖௨,௩,ா
(௦)  

Hence the operator ideal ቂ𝐿௨,௩,ா
(௦)

, ‖𝑇‖௨,௩,ா
(௦)

ቃ is 

injective.  

Corollary 1. Since the number sequences 
(𝑐௡(𝑇)) and (𝑥௡(𝑇)) are injective, the quasi-
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Banach operator ideals ቂ𝐿௨,௩,ா
(௖)

, ‖𝑇‖௨,௩,ா
(௖)

ቃ and 

ቂ𝐿௨,௩,ா
(௫)

, ‖𝑇‖௨,௩,ா
(௫)

ቃ are injective [3].  

Theorem 5. Let 1 < 𝑝 < ∞. The quasi-Banach 

operator ideal ቂ𝐿௨,௩,ா
(௦)

, ‖𝑇‖௨,௩,ா
(௦)

ቃ is surjective, if  s-

number sequence is surjective. 

Proof. Let 1 < 𝑝 < ∞ and 𝑇 ∈ ℒ(𝑋, 𝑌) and 𝑆 ∈
ℒ(𝑋଴, 𝑋) be any metric injection. Suppose that 

𝑇𝑆 ∈ 𝐿௨,௩,ா
(௦)

(𝑋଴, 𝑌). Then 

෍

ஶ

௡ୀଵ

൮𝑢௡ ෍

௝∈ா೙

𝑣௝𝑠௝(𝑇𝑆)൲

௣

< ∞. 

Since 𝑠 = (𝑠௡) is surjective, we have 

𝑠௡(𝑇) = 𝑠௡(𝑇𝑆) for all 𝑇 ∈ ℒ(𝑋, 𝑌), 𝑛 = 1,2, ….
 (2.4) 

Hence we get 

෍

ஶ

௡ୀଵ

൮𝑢௡ ෍

௝∈ா೙

𝑣௝𝑠௝(𝑇)൲

௣

= ෍

ஶ

௡ୀଵ

൮𝑢௡ ෍

௝∈ா೙

𝑣௝𝑠௝(𝑇𝑆)൲

௣

< ∞. 

Thus 𝑇 ∈ 𝐿௨,௩,ா
(௦)

(𝑋, 𝑌) and we have from (2.4) 

‖𝑇𝑆‖௨,௩,ா
(௦)

=
ቀ∑ஶ

௡ୀଵ ቀ𝑢௡ ∑௝∈ா೙
𝑣௝𝑠௝(𝑇𝑆)ቁ

௣
ቁ

ଵ
௣

(∑ஶ
௡ୀଵ (𝑢௡)௣)

ଵ
௣𝑣ଵ

 

=
ቀ∑ஶ

௡ୀଵ ቀ𝑢௡ ∑௝∈ா೙
𝑣௝𝑠௝(𝑇)ቁ

௣
ቁ

ଵ
௣

(∑ஶ
௡ୀଵ (𝑢௡)௣)

ଵ
௣𝑣ଵ

= ‖𝑇‖௨,௩,ா
(௦)

. 

Hence the operator ideal ቂ𝐿௨,௩,ா
(௦)

, ‖𝑇‖௨,௩,ா
(௦)

ቃis 

surjective.  

Corollary 2. Since the number sequences 
(𝑑௡(𝑇)) and (𝑦௡(𝑇)) are surjective , the quasi-

Banach operator ideals ቂ𝐿௨,௩,ா
(ௗ)

, ‖𝑇‖௨,௩,ா
(ௗ)

ቃ and 

ቂ𝐿௨,௩,ா
(௬)

, ‖𝑇‖௨,௩,ா
(௬)

ቃ are surjective [3].  

Theorem 6. Let 1 < 𝑝 < ∞. Then the following 
inclusion relations hold: 

 i. 𝐿௨,௩,ா
(௔)

⊆ 𝐿௨,௩,ா
(௖)

⊆ 𝐿௨,௩,ா
(௫)

⊆ 𝐿௨,௩,ா
(௛)  

 ii. 𝐿௨,௩,ா
(௔)

⊆ 𝐿௨,௩,ா
(ௗ)

⊆ 𝐿௨,௩,ா
(௬)

⊆ 𝐿௨,௩,ா
(௛) .  

Proof. Let 𝑇 ∈ 𝐿௨,௩,ா
(௔) . Then 

෍

ஶ

௡ୀଵ

൮𝑢௡ ෍

௝∈ா೙

𝑣௝𝑠௝(𝑇)൲

௣

< ∞ 

where 1 < 𝑝 < ∞. And from Proposition 3, we 
have;  

෍

ஶ

௡ୀଵ

൮𝑢௡ ෍

௝∈ா೙

𝑣௝ℎ௝(𝑇)൲

௣

≤ ෍

ஶ

௡ୀଵ

൮𝑢௡ ෍

௝∈ா೙

𝑣௝𝑥௝(𝑇)൲

௣

 

 ≤ ∑ஶ
௡ୀଵ ቀ𝑢௡ ∑௝∈ா೙

𝑣௝𝑐௝(𝑇)ቁ
௣

 

 ≤ ∑ஶ
௡ୀଵ ቀ𝑢௡ ∑௝∈ா೙

𝑣௝𝑎௝(𝑇)ቁ
௣

 

 < ∞ 

and 

෍

ஶ

௡ୀଵ

൮𝑢௡ ෍

௝∈ா೙

𝑣௝ℎ௝(𝑇)൲

௣

≤ ෍

ஶ

௡ୀଵ

൮𝑢௡ ෍

௝∈ா೙

𝑣௝𝑦௝(𝑇)൲

௣

 

 ≤ ∑ஶ
௡ୀଵ ቀ𝑢௡ ∑௝∈ா೙

𝑣௝𝑑௝(𝑇)ቁ
௣

 

 ≤ ∑ஶ
௡ୀଵ ቀ𝑢௡ ∑௝∈ா೙

𝑣௝𝑎௝(𝑇)ቁ
௣

 

 < ∞. 

So it is shown that the inclusion relations are 
satisfied.  

Theorem 7. The operator ideal 𝐿௨,௩,ா
(௔)  is 

symmetric and the operator ideal 𝐿௨,௩,ா
(௛)  is 

completely symmetric for 1 < 𝑝 < ∞. 

Proof. Let 1 < 𝑝 < ∞. 
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Firstly, we prove that the inclusion 𝐿௨,௩,ா
(௔)

⊆

ቀ𝐿௨,௩,ா
(௔)

ቁ
ᇱ

 holds. Let 𝑇 ∈ 𝐿௨,௩,ா
(௔) . Then  

෍

ஶ

௡ୀଵ

൮𝑢௡ ෍

௝∈ா೙

𝑣௝𝑎௝(𝑇)൲

௣

< ∞. 

It follows from [2] 𝑎௡(𝑇ᇱ) ≤ 𝑎௡(𝑇) for 𝑇 ∈ ℒ. 
Hence we get  

෍

ஶ

௡ୀଵ

൮𝑢௡ ෍

௝∈ா೙

𝑣௝𝑎௝(𝑇ᇱ)൲

௣

≤ ෍

ஶ

௡ୀଵ

൮𝑢௡ ෍

௝∈ா೙

𝑣௝𝑎௝(𝑇)൲

௣

< ∞. 

Therefore 𝑇 ∈ ቀ𝐿௨,௩,ா
(௔)

ቁ
ᇱ

. Thus 𝐿௨,௩,ா
(௔)  is 

symmetric. 

Now we prove that the equation 𝐿௨,௩,ா
(௛)

= ቀ𝐿௨,௩,ா
(௛)

ቁ
ᇱ

 

holds. It follows from [3] that ℎ௡(𝑇ᇱ) = ℎ௡(𝑇) for 
𝑇 ∈ ℒ. Then we can write  

෍

ஶ

௡ୀଵ

൮𝑢௡ ෍

௝∈ா೙

𝑣௝ℎ௝(𝑇ᇱ)൲

௣

= ෍

ஶ

௡ୀଵ

൮𝑢௡ ෍

௝∈ா೙

𝑣௝ℎ௝(𝑇)൲

௣

. 

Hence 𝐿௨,௩,ா
(௛)  is completely symmetric.  

Theorem 8 Let 1 < 𝑝 < ∞. The equation 

𝐿௨,௩,ா
(௖)

= ቀ𝐿௨,௩,ா
(ௗ)

ቁ
ᇱ

 and the inclusion relation 

𝐿௨,௩,ா
(ௗ)

⊆ ቀ𝐿௨,௩,ா
(௖)

ቁ
ᇱ

 holds. Also, the equation 

𝐿௨,௩,ா
(ௗ)

= ቀ𝐿௨,௩,ா
(௖)

ቁ
ᇱ

 holds for any compact 

operators. 

Proof. Let 1 < 𝑝 < ∞. For 𝑇 ∈ ℒ we have from 
[3] that 𝑐௡(𝑇) = 𝑑௡(𝑇ᇱ) and 𝑐௡(𝑇ᇱ) ≤ 𝑑௡(𝑇). 
Also, if 𝑇 is a compact operator, then the equality 
𝑐௡(𝑇ᇱ) = 𝑑௡(𝑇) holds. Thus the proof is clear.  

Theorem 9 𝐿௨,௩,ா
(௫)

= ቀ𝐿௨,௩,ா
(௬)

ቁ
ᇱ

 and 𝐿௨,௩,ா
(௬)

=

ቀ𝐿௨,௩,ா
(௫)

ቁ
ᇱ

 hold.  

Proof. Let 1 < 𝑝 < ∞. For 𝑇 ∈ ℒ we have from 
[3] that 𝑥௡(𝑇) = 𝑦௡(𝑇ᇱ) and 𝑦௡(𝑇) = 𝑥௡(𝑇ᇱ). 
Thus the proof is clear.  
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A new type of canal surface in Euclidean 4-space 4IE  

İlim Kişi*1, Günay Öztürk2, Kadri Arslan3 

ABSTRACT 

We give, with its sample, a new type of canal surface constructed by means of the parallel transport frame 

of its spine curve in Euclidean 4-space 4IE . We investigate the curvature features of this surface with 
respect to the principal curvature functions according to parallel transport frame. Further, we give certain 
results about Weingarten type canal and tube surfaces. Finally, we give the visualizations of projections of 

this new type of canal surface in 3IE  for various radius functions. 

Keywords: Gaussian curvature, mean curvature, parallel transport frame, Weingarten surface 

 

 

1. INTRODUCTION 

Given a space curve   called spine curve, a canal 

surface associated to this curve is defined as a 
surface swept by a family of spheres of varying 
radius )u(r . If )u(r  is constant, the canal surface 

is a tubular (tube, pipe) surface.  

Actually, the concept of canal surface is a 
generalization of an offset of a planar curve. In 
[11], do Carmo gives some geometrical properties 
of tube surfaces and by means of these surfaces 
proves the theorems named as Fenchel's theorem 
and the Fary-Milnor theorem.  

Apart from being used in pure mathematics, canal 
surfaces are widely used in many areas especially 
in CAGD, e.g. construction of blending surfaces, 
i.e. canal surface with a rational radius, shape 
reconstruction or robotic path planning (see, [21, 
23]). Canal surfaces are also useful in visualising 
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long thin objects such as poles, 3D fonts, brass 
instruments, or visceral organs of the body.  

Tori, Dupin cyclids in [22] and tube surfaces in 
[18] are the special types of the canal surfaces.  

Given a surface M  in an Euclidean 3-space 3IE  
and its two principal curvatures 1  and 2 , M  is 

a Weingarten surface under the condition that 
there is a smooth relation 0),(U 21  . If K  and 

H  denote respectively the Gaussian and the mean 
curvatures of M , 0),(U 21   refers to 

0)H,K(  , which is equivalent to 

0HKHK
)v,u(

)H,K(
uvvu 




. Also, if the surface 

satisfies the equation cbHaK   for the non-
zero real numbers a,b,c, then it is called as a linear 
Weingarten surface [20]. 

Frenet-Serret frame gives way to the study of 
curves in classical differential geometry in 

Sakarya University Journal of Science 23(5), 801-809, 2019



 

Euclidean space. However, the Frenet frame can 
not be constructed at the points in which curvature 
vanishes. Hence, an alternative frame is needed. In 
[6], Bishop defines a new frame for a curve and 
calls it Bishop frame, which is well defined even if 
the curve's second derivative in 3-dimensional 
Euclidean space vanishes. In [6, 16], the 
advantages of the Bishop frame and the 
comparison of Bishop frame with the Frenet frame 
in Euclidean 3-space are given. Euclidean 4-space 

4IE  has the same problem as Euclidean 3-space. 
That is, one of the i-th (1<i<4) derivatives of the 
curve may be zero. 

In [14], using the similar idea, authors consider 
such curves and construct an alternative frame. 
They give parallel transport frame of a curve in 

4IE . They generalize the notion which is well 
known in Euclidean 3-space for 4-dimensional 

Euclidean space 4IE . 

In [1-5, 8, 10, 12, 15, 19, 25], authors give some 

characteristic properties of surfaces in 4IE . 
Furthermore, in [9, 17] authors consider canal 

surfaces in 4IE . 

In the present study, we consider a canal surface 
constructed with parallel transport frame of its 

spine curve in Euclidean 4-space 4IE . 

This paper is organized as in the following: 
Section 2 gives certain preliminaries of a curve and 

a surface in 4IE . Section 3 introduces a new type 
of canal surface and give some curvature 

conditions of this surface in 4IE . Section 4 gives 
some visualizations of projections of canal 

surfaces in 3IE  for various radius functions. The 
figures presented in this paper are generated via 
the Maple programme.  

 

2. BASIC CONCEPTS 

Given a unit speed curve 4IEIRI:   for an 

interval I  in IR , the derivative formulas of Frenet 
frame are 





















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
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







































2

1

2

1

B

B

N

T

000

00

00

000

B

B

N

T

, 

where }B,B,N,T{ 21  is the Frenet frame of  , and 

 ,   and   are principal curvature functions 
related to this frame of the curve  , respectively.  

In [14], authors use the same tangent vector )s(T  

as in Frenet frame for the first vector, and for the 
other vectors of the new frame they use relatively 
parallel vector fields )s(M ),s(M 21 , and )s(M 3  to 

construct an alternative frame. They call this frame 
a parallel transport frame along the curve  . Then 

they give the following theorem for a parallel 
transport frame. 

Theorem 2.1. [14] Let }B,B,N,T{ 21  be the 

Frenet frame and }M,M,M,T{ 321  the parallel 

transport frame along a unit speed curve 
4IEIRI:  . The relation between these 

frames may be expressed as 

,M)s(cos)s(cos

M)s(cos)s(sinM)s(sinB

,M))s(sin)s(sin)s(cos)s(cos)s(sin(

M))s(sin)s(sin)s(sin)s(cos)s((cos

M)s(sin)s(cosB

,M))s(cos)s(sin)s(cos)s(sin)s((sin

M))s(cos)s(sin)s(sin)s(sin)s(cos(

M)s(cos)s(cosN

,TT

3

212

3

2

11

3

2

1














(1) 

where  ,   and   are the Euler angles. Then the 

alternative parallel frame equations are  













































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



















3

2

1

3

2

1

321

3

2

1

M

M

M

T

000k

000k

000k

kkk0

M

M

M

T

,                (2) 
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where 321 k,k,k  are principal curvature functions 

according to parallel transport frame of the curve 
  and their expressions are as follows: 

),cossincossin(sink

),cossinsinsincos(k

,coscosk

13

12

11





 

where 

 

,
cos

)(

,
)(

,

22

22

22

22
















 

and the following equalities 

0cotcos

  ,
sin

  ,sin

  ,kkk 2
3

2
2

2
1











 

are hold. 

Given a regular surface M  in 4IE  with the 

parametrization 2IED)v,u(:)v,u(X  , at any 

point p=X(u,v), the vectors uX  and vX  span the 

tangent space of M. Then the first fundamental 
form's coefficients are computed as 

uu XXE , ,  vu XXF , ,  vv XXG , . (3) 

Here,  ,  is the Euclidean dot product. For the 

regularity of the surface patch X(u,v), 
0FEGW 22  . 

 

At any point p in M, there is a decomposition 

MTMTIET pp
4

p
 , where MTp

  is the 

orthogonal component of MTp  in 4IE . Let ~  be 

the Riemannian connection of 4IE . Then the 
induced Riemannian connection on M for any 

given local vector fields 1X , 2X  tangent to M is 

defined as 

T
2X2X )X

~
(X

11
 ,                                          (4) 

where T represents the tangential component. 

Let )M(  and )M(  be the spaces of the smooth 

vector fields tangent and normal to M, 
respectively. The second fundamental map is 
defined as follows: 

.2ji,1  ,XX
~

)X,X(h

)M()M()M(:h

jXjXji ii


 

          (5) 

This map is well-defined, symmetric, and bilinear. 

Proposition 2.2. [7] Let M  be a surface in 4IE  
given with the parametrization X(u,v). If the 
coefficient of the first fundamental form F=0, the 
second fundamental form of M becomes  

.XX,X
G

1
XX,X

E

1
X)X,X(h

,XX,X
G

1
XX,X

E

1
X)X,X(h

,XX,X
G

1
XX,X

E

1
X)X,X(h

vvvvuvuvvvuu

vvuvuuuvuvuu

vuuvuuuuuuuu







        (6) 

Proposition 2.3. [7] Let M  be a surface in 4IE  
given with the parametrization X(u,v). Then for 
the basis vu X,X  of )M(TP  the Gaussian 

curvature and the mean curvature vector of M are 
defined as follows respectively, 

 )X,X(h),X,X(h)X,X(h),X,X(h
W

1
K vuvuvvuu2

   (7) 

and 

))X,X(Gh)X,X(Fh2)X,X(Eh(
W2

1
H uuvuvv2




,        (8) 

where 22 FEGW  . 

3. CANAL SURFACE ACCORDING TO 

PARALLEL TRANSPORT FRAME IN 4IE  

In [13], authors give the following parametrization 
for a canal surface: 

),vsin)u(Bvcos)u(B)(u(r)u()v,u(X:M 21 
where )u(  is a space curve parametrized by 
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arclength with the Frenet frame 
 )u(B),u(B),u(N),u(T 21 . 

Using the similar idea, we give the following 
parametrization: 

),vsin)u(Mvcos)u(M)(u(r)u()v,u(X:M 32     (9) 

where )u(r  is a differentiable function and 

 )u(M),u(M),u(M),u(T 321  is parallel transport 

frame of the curve   in 4IE . 

Corollary 3.1. Let  21 B,B,N,T  be the Frenet 

frame and  321 M,M,M,T  the parallel transport 

frame along a unit speed curve 4IEI:)s(  . 

Then, the parallel transport frame vectors can be 
given as follows: 

.B)u(cos)u(cos

B))u(sin)u(sin)u(cos)u(cos)u(sin(

N))u(cos)u(sin)u(cos)u(sin)u((sinM

,B)u(cos)u(sin

B))u(sin)u(sin)u(sin)u(cos)u((cos

N))u(cos)u(sin)u(sin)u(sin)u(cos(M

,B)u(sinB)u(sin)u(cos

N)u(cos)u(cosM

,TT
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3

2

1

2
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


 

Proof. If the equations (1) is written in the matrix 
form, the transition matrix is obtained as follows: 

























coscoscossinsin0

sinsincoscossinsinsinsincoscossincos0

cossincossinsincossinsinsincoscoscos0

0001

. 

By calculating the inverse of this transition matrix, 
we write the desired result. 

Example 3.2. Consider the unit speed curve 

)dusinb,ducosb,cusina,cucosa()u(   in 4IE , 

where 1dbca 2222  . Then the canal surface 

associated to the spine curve   in 4IE  has the 

following parametrization 



















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
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
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



vsin)dusinac2ducosac3dusinbd3(

vcos)dusinac32ducosac3dusinbd(

4

)u(r
dusinb                 

,
vsin)ducosac2dusinac3ducosbd3(

vcos)ducosac32dusinac3ducosbd(

4

)u(r
ducosb                 

,
vsin)cusinbd2cucosbd3cusinac3(

vcos)cusinbd32cucosbd3cusinac(

4

)u(r
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,
vsin)cucosbd2cusinbd3cucosac3(

vcos)cucosbd32cusinbd3cucosac(

4

)u(r
cucosa)v,u(X

22
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22

22

22

22

22

22

where 2
3

2
2

2
1 kkk  ,  2u0 , d,c,b,a  

are real constants and 0d,c  .  

The tangent space of M is spanned by the vectors 

,vMcosrvMsinrX

,vMsinrvMcosrfTX

32v

32u




                  (10) 

where 

vsin)u(r)u(kvcos)u(r)u(k1)v,u(f 32  .(11) 

Thus, the coefficients of the first fundamental form 
become 

.rX,XG

,0X,XF

,)r(fX,XE

2
vv

vu

22
uu







                               (12) 

Proposition 3.3. Let M  be a canal surface 
according to parallel transport frame given with 

the parametrization (9) in 4IE . Then for all Mp
, the surface patch of M is regular if and only if 

0))r(f(r 222  . 

Proof. Assume that the surface patch is regular. 
Then from the equations (12), 

0))r(f(rW 2222  . Conversely, if the 

condition holds, it is easy to see that the surface 
patch is regular. 

The second partial derivatives of X(u,v) are 
expressed as follows: 

32vv

32vuv

332211uu

vMsinrvMcosrX

,vMcosrvMsinrTfX

,M)vsinrk(f(M)vcosrfk(MfkgTX







     (13) 

where  

vsin)u(r)u(kvcos)u(r)u(k)v,u(f)v,u(gg 32u  .   (14) 
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Hence, from the equations (10) and (13), we get 

.0X,X

,rrX,X

,ffX,X

,rrffX,X

vuv

vuv

vuuv

uuuu


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



                                    (15) 

Further, by the use of the equations (10), (12), and 
(15), the second fundamental form of M becomes 

 

,M))rgrf(rff(
))r(f(r
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))r(f(r
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T))rgrf(rr)1f(rf(
))r(f(r

1
X,Xh

3
32

22

2
32

22

11

2

22uu












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



(16) 

  )vMsinfvMcosfTr(
)r(f

rf
X,Xh 3222

v
vu 




  (17) 

  )vMsinfvMcosfTr(
)r(f

fr
X,Xh 3222vv 


 .         (18) 

From the equations (15)-(17), we get the following 
result: 

Proposition 3.7. Let M be a canal surface 
according to parallel transport frame given with 

the parametrization (9) in 4IE . Then the Gaussian 
curvature of M at point p is 

))r(f)rgrf(frff(
))r(f(r

1
K 22

v
34

2222



 .          (19) 

As a consequence of (19), we obtain the following 
result: 

Corollary 3.8. Let M be a tube surface with 
constant )u(rr  . Then the Gaussian curvature of 

M becomes 

.
fr

1f

fr

vsinkvcosk
K

2
32 




                     (20) 

Proposition 3.9. Let M be a canal surface 
according to parallel transport frame given with 

the parametrization (9) in 4IE . If   is a straight 

line, then the Gaussian curvature of M at point p is 

22 ))r(1(r

r
K




 .                                         (21) 

Proof. Let   be a straight line. Then the curvatures 

321 k,k,k  of   are identically zero. By (11) and 

(14), we find f=1, g=0 which shows that the 
equation (21) holds. 

Corollary 3.10. Let M be a canal surface 
according to parallel transport frame given with 

the parametrization (9) in 4IE . When   is a 

straight line, the surface M is flat if and only if r is 
a linear function of the form r(u)=au+b for some 
real constants a, b. 

Proposition 3.11. Let M be a canal surface 
according to parallel transport frame given with 

the parametrization (9) in 4IE . Then the mean 
curvature vector of M at point p is 



   .M)vsin)rgrf(fr)f1(vsinf))r(f(vsinf(        

M)vcos)rgrf(fr)f1(vcosf))r(f(vcosf(        

                                                        M))r(f(frk        
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




(22) 

Proof. Substituting the equations (16)-(18) into 
(6), we obtain the vector given in (22). 

Corollary 3.12. Let M be a canal surface 
according to parallel transport frame given with 

the parametrization (9) in 4IE . Then the mean 
curvature of M at point p is 

.

)rgrf(rf4))r(f(krf
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

 

Corollary 3.13. Let M be a tube surface with 
constant )u(rr  . Then the mean curvature vector 

of M becomes 

 3211 M)1f2(vsinM)1f2(vcosMrk
fr2

1
H 


.      (23) 

Corollary 3.14. Let M be a tube surface with 
constant )u(rr  . Then the mean curvature of M 

at point p is 
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.)1krf4f4(
fr2

1
H 2

12
1

22                      (24) 

Proposition 3.15. Let M be a canal surface 
according to parallel transport frame given with 

the parametrization (9) in 4IE . If   is a straight 

line, then the mean curvature vector of M at point 
p is 

)vMsinvMcosTr(
))r(1(r2

rr)r(1
H 3222

2








.(25) 

Proof. Let   be a straight line. Then the curvatures 

321 k,k,k  of   are identically zero. By (11) and 

(14), we find f=1, g=0 which shows that the 
equation (25) holds. 

Corollary 3.16. Let M be a canal surface 
according to parallel transport frame given with 

the parametrization (9) in 4IE . If   is a straight 

line, then the mean curvature of M at point p is 

2
32

2

))r(1(r2

rr)r(1
H




 .                                        (26) 

Proposition 3.17. Let M be a canal surface 
according to parallel transport frame given with 

the parametrization (9) in 4IE . If   is a straight 

line, the surface M is minimal if and only if 

.ecr2r2
2

1

c
c

u
2

1
2




 

Proof. Let M is minimal. Then from the equation 

(26), 0rr)r(1 2  . If we take )u(pr  , the 

last equation becomes 

1p

pdp

r

dr
2 

 .                                                     (27) 

The solution of the equation (27) is as follows: 

)1p(cr 22
1

2  . 

Again taking r)u(p  , we obtain the following 

ordinary differential equation: 

1
2

1
2 c

du

cr

dr



. 

Integrating both sides of the last equation, we get 
the solution. 

As a consequence of (25), we obtain the following 
result: 

Proposition 3.18. Let M be a tube surface with 
constant )u(rr  . If   is a straight line, the mean 

curvature vector of M at point p is 

).vMsinvMcos(
r2

1
H 32 


 

Corollary 3.19. Let M be a tube surface with 
constant )u(rr  . If   is a straight line, M has 

constant mean curvature of the form 

.
r2

1
H   

Proposition 3.20. Let M be a tube surface with 

constant )u(rr   in 4IE . If   is a straight line, 

then M is a Weingarten surface. 

Proof. Considering the equations (21) and (26), 
we see that K and H are the functions of the 
variable u. Thus 

vv H0K  , 

which means 0HKHK uvvu  . 

Proposition 3.21. Let M be a tube surface with 

constant )u(rr   in 4IE . M is a Weingarten 

surface if and only if one of the three conditions 
holds: 

i) The first curvature function of the spine curve   
vanishes, i.e., .0k1   

ii) The first curvature function of the spine curve 
  is constant, i.e., .0)k( u1   

iii) For the second and the third curvatures of the 
spine curve  , the equation 

IRc   ,cvtan
)u(k

)u(k

2

3   

holds. 

Proof. By using the equations (20) and (24), we 
obtain 
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22
u

u rf

f
K  ,       

22
v

v rf

f
K  ,                              (28) 

and 




















2
12

1
22

u

u11
2

uu
2

12
1

22

22u

)1krf4f4(rf2

))k(kr2f4ff8()1krf4f4(fr

rf4

1
H




















2
12

1
22

v

vv
2

12
1

22

22u

)1krf4f4(rf2

)f4ff8()1krf4f4(fr

rf4

1
H .(29) 

Thus,  

0f)k(k0HKHK vu11uvvu  , 

which yields the expected result. 

Proposition 3.22. Let M be a tube surface with 
constant )u(rr  . If   is a straight line, M is a 

linear Weingarten surface. 

Proof. Assume that M is a tube surface with 

constant )u(rr   in 4IE  and   is a straight line. 

Then we know that K=0 and .
r2

1
H   For the non-

zero real numbers a,b,c, we get 

c
r2

1
.b0.a  , 

which has the solution )c,rc2,a( , }0{IRc,a  . 

4. VISUALIZATION 

Canal surfaces are very popular in geometric 
modeling. In this section, we visualize the surfaces 
given with the patch 

))v,u(w),v,u(z),v,u(y),v,u(x()v,u(X   

in 4IE  by the use of Maple program. We plot the 
graph of the projection of the given surface by 
using maple plotting command 

).d..cv,b..au],wz,y,x([d3plot              (30) 

After than, we construct some 3D geometric shape 
models by using the canal surfaces defined in 
Example 3.2. for the following values; 

a) 6u2)u(r  , 

b) 2u)u(r  , 

c) )ucos()u(r 2 . 

We plot the graph of the projection of these 

surfaces in 3IE  by the use of plotting command 
(30). (see, Figure 1, Figure 2, Figure 3). 

 

Figure 1: Canal surface with 6u2)u(r   

 

Figure 2: Canal surface with 2u)u(r   

 

Figure 3: Canal surface with )ucos()u(r 2  
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Batch and Column Studies for Removal of Sulphate from Real Wastewater Using 
Ion Exchange Resin 

 

Tijen Ennil Bektaş*1, Filiz Eren2 

 

 

Abstract 

In this study, sorption potential of anion exchange resin (Lewatit Monoplus M600) to remove 
sulphate from real wastewater was investigated. Kinetic studies were performed in batch 
experiments. A comparison of kinetic models applied to the sorption of sulphate onto resin was 
evaluated for the "infinite solution volume model" and "unreacted core model". Rate-
determining step is the liquid film control step of the unreacted core model. When pH values 
increased above 9, more than 80% sulphate removal was observed. Column sorption-elution 
experiments were performed for the removal of the sulphate from the wastewater by resin. The 
Thomas and the Yoon-Nelson models were applied to experimental data to determine the 
characteristic column parameters. 

Keywords: Sulphate, anion-exchange resin, wastewater, kinetic models, column performance 

 

 

1. INTRODUCTION 

Sulfate is one of the most important ions involved 
in a natural way the surrounding waters. All 
natural waters contain varying amounts of 
sulphate. Some industrial wastewaters have a high 
sulphate content. When wastewater is discharged 
without treatment, it increases the amount of 
sulphate in natural waters. Sulfate compounds are 
important pollutants with the problems such as 
taste, odor, toxicity and corrosion which are 

                                                 
* Corresponding Author: ennilb@gmail.com 
1 Çanakkale Onsekiz Mart University, Chemical Engineering Department, Çanakkale, Turkey. ORCID: 0000-
0001-9180-3623 
2 Eskişehir Osmangazi University, Chemical Engineering Department, Eskişehir, Turkey. ORCID:0000-0002-
7302-8659 

formed at the end of various reactions. Since the 
sulphate causes diarrhea, it should not be more 
than the values specified in the standards. World 
Health Organization (WHO) determined the 
sulphate concentration in drinking water to be 500 
mg / L [1]. The American Environmental 
Protection Agency (EPA) determined this value 
as 250 mg / L [2]. In Turkey, according to the 
Water Pollution Control Regulations (SKKY), the 
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amount of sulphate in the wastewater should not 
exceed 200 mg / L [3]. 

Accumulator industry, leather and paper industry, 
fertilizer production, metal processing industry, 
petroleum refinery, boron operation, textile and 
explosive industry produces wastewater 
containing a large amount of sulphate ions. 
Sulphate can be removed from the wastewater by 
many methods such as adsorption [4], ion 
exchange [5], membrane process [6], biological 
reduction [7] and chemical precipitation [8-10]. 

There are 930.000 tons / year product capacity in 
Kırka Boron Plant. The products produced in this 
plant are tinkal, boraxpentahydrate, anhydrous 
borax and calcined tinkal. Water is used in the 
first washing process of the boron mine. In 
addition, after the ore is subjected to other 
processes, plenty of water is released. These 
waters are kept in settling ponds. At Eti Maden 
Kırka Bor Plant, approximately 400.000 tons / 
year of waste is produced. These wastes, which 
cause environmental problems, contain high 
levels of sulfate ions. 

In this study, sulphate removal from Kırka Boron 
wastewater was investigated by using strong basic 
anion exchange resin (Lewatit MonoPlus M600). 
The studies were carried out in two parts as batch 
and continuous system. Different kinetic models 
were applied to both systems.  

2. MATERIALS AND METHODS 

First of all, the wastewater obtained from Eti 
Kırka Boron was analyzed and given in Table 1. 
Lewatit MonoPlus M 600 is a strongly basic, 
gelular anion exchange resin with beads of 
uniform size based on a styrene-divinylbenzene 
copolymer. it was kindly supplied by Ökotek 
Chem., Turkey. The characteristics of the resin 
are given in Table 2.  
 
 
 
 
 
 
 

Table 1. Characterization of wastewater 

 

 

 

 

 

 

 

For the batch kinetic study, 500 mL wastewater 
with 5 g resin was mixed using a magnetic stirrer 
at 20 oC. Samples were taken at certain time 
intervals and sulphate analysis was performed. 
Standard analysis method (450 nm wavelength) 
was used for sulphate analysis in Hach DR-4000 
spectrophotometer. The time to equilibrium was 
found and different kinetic models defined for 
heterogeneous systems were applied to 
experimental data. In addition, experiments were 
carried out at different pH values to investigate 
the effect of initial pH change on sulfate removal. 
For this purpose, the pH of the wastewater was set 
to 4, 7, 9 and 11. 50 mL of wastewater and 0.5 g 
of resin at different pH levels were contacted at a 
temperature of 25 °C in a shaking water bath for 
a period of time. 

 

Table 2. Properties of Lewatit MonoPlus M 600 

lonic form Cl- 
Functional group Quatemary amine, 

type II 
Structure Gel type beads 
Mean bead size (mm) 0. 6 (+/- 0. 05) 
Bulk density (g/L) 700 
Density approx. (g/mL) 1.1 
Maximum operating 
temperature (oC) 

30 

Total capacity (min. solution/L 
resin) 

1.25 

pH range 0-11 
 
 

pH=9.79 

Analysis type Amount 

Boron(mg/L) 3800 

Sulphate(mg/L) 885 

Suspended solids (mg/L) 243 

The amount of solids 
precipitated (mL/L) 
 

1.7 

COD (mg/L) 

pH 

600 

9.79 
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The column experiments were performed in a 
glass column (0. 7 cm internal diameter and l5 cm 
length). Glass wool was placed in the bottom of 
the column and then packed with a definite wet 
settled volume of the resin (2 mL). The 
wastewater solution was fed to the column at a 
flow rate of 6.5 mL / min using a peristaltic pump 
(Atto SJ 1211 Model). From the outlet of the 
column, each successive 3 mL fractions of the 
effluent were collected using a fraction collector 
(Spectral Chrom CF-1). Breakthrough curve was 
obtained by analysis of each fraction by the 
spectrophotometer. Column studies were 
terminated when the column reached exhaustion. 
The column experimental set up is shown in Fig.1. 
The column elution experiments were carried out 
with a 0.5 M NaCl solution at a flow rate of 6.5 
mL / min and the elution curve was plotted. The 
sorption data obtained were evaluated according 
to Thomas and Yoon Nelson models. Model 
coefficients and sorption capacities were 
calculated. 

 

Figure 1. Experimental system 

 

3. RESULTS AND DISCUSSION 

3.1. Batch Study 

3.1.1. Kinetic Models of Ion Exchange 

The ion exchange between ions in the solution and 
the ions in the resin is defined by a heterogeneous 
process. There are four basic steps in the sorption 
process with the resin particle. 

1) Transport of the ion in solution from the bulk 
solution to the outer film surrounding the resin 
particle. 

2) Transport of ion from liquid film to outer 
surface centers of resin (diffusion in liquid 
film). 

3) Ion diffusion within the pores of the resin. 
4) Chemical reaction in internal surface centers. 

There are two models in the definition of ion 
exchange mechanisms: "infinite solution volume 
model" and "unreacted core model" [11]. 

In the infinite solution volume model, the ions in 
the solution enter and react to the resin particle at 
different speeds and at different locations. The 
chemical exchange reaction at the fixed charge of 
the resin is usually assumed to be too fast to affect 
the overall exchange rate [11, 12]. 

Particle diffusion control is given by the 
following equation [13, 14]: 

 -ln(l-x2)=2kt where k=Drπ2/ro
2                        (1) 

Film diffusion control is given as follows [18-19]: 

-ln(l-x)=Kli t where Kli =3DC/roCr                   (2) 

In the unreacted core model, the reaction occurs 
at the outer skin of the resin particle. There is no 
change in the volume of resin particles as the 
reaction proceeds. In contrast, a solid layer of ash 
is formed. For spherical particles, the relationship 
between time (t) and fractional conversion (x) are 
as follows [11, 13-15]: 

When the fluid film controls the rate: 

x=3CAoKmAt/aro Cso                                              (3) 

When the reacted layer controls the rate: 

 [3-3(l-x)2/3-2x]=6De,rCAot/aro
2Cso                           (4) 

When the chemical reaction controls the rate: 

[l-(l-x)(l/3)]=ks CAot/ro                                           (5) 

The results of the experiment are shown in Fig. 2 
for the effect of the contact time for the removal 
of sulphate from wastewater. Five kinetic models 
were applied to fit the kinetic data of the resin. 
Fig. 3 and 4 show the functions of these kinetic 
models versus time. 
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Figure 2. Effect of contact time on sulphate removal 

 

Figure 3. Kinetic behavior of resin based on infinite 
solution volume model 

 

Figure 4. Kinetic behavior of resin based on 
unreacted core model 

Since the resin reached equilibrium after about 
180 minutes, the data obtained at contact times 
larger than 180 minutes were neglected. The data 
obtained from the removal of the sulphate in the 
wastewater by the resin mostly corresponds to the 
liquid film control step of unreacted core model. 

 

3.1.2. Effect of Initial pH 

The effect of pH on the removal of sulphate is 
shown in Fig. 5. Experimental results showed that 
the best sulphate removal from wastewater was 
obtained at pH 11. The higher-valued, larger 
atomic weight and smaller diameter are primarily 
retained by the ion exchange resin. The sulfate 
ions at pH 11 were more preferred in the 
competition with other ions. 

 

 

 Figure 5. Effect of initial pH on sulphate removal 

3.2. Column Study 

The data obtained from sorption and elution 
experiments in the column are shown in Fig.6 and 
7. As seen from the Fig. 6, the breaking point was 
reached when 30 ml of wastewater passed through 
the column. After this point, the concentration of 
sulfate in the effluent has increased continuously. 
When approximately 500 mL of wastewater was 
passed, the initial sulfate concentration was 
observed in the output stream. 
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Figure 6. Breakthrough curve for the removal of 
sulphate 

 

Figure 7. Elution curve 

The breakthrough curve is usually expressed in 
terms of sorbed sulphate concentration (Csor=Co-
C) or normalized concentration defıned as the 
ratio of effluent sulphate concentration to inlet 
sulphate concentration (C/Co) as a function of 
time (t) or volume of effluent (V) for a given bed 
height. Total sorbed sulphate quantity (maximum 
column capacity qo=mg sulphate/g resin) in the 
column was calculated from Eq. l [16]: 

𝑞௢ = ∫
(஼೚ି஼)ௗ௏

௠
                                               (1)

௏೅

଴
       

where m is the mass of the resin (g). The capacity 
value qo was obtained by graphical integration. 
The column capacity values of the resin are given 
in Table 3. 

 

Table 3. Column performance of Lewatit MonoPlus M 
600 

Total capacity  Breakthrough 
capacity 

Elution 
efficiency 
(%) 

mg/mL 
rsin 

mg/g 
resin 

mg/mL 
resin 

mg/g 
resin 

96.7 128.9 0.741 0.988 26.8 

     

3.2.1. The Thomas and Yoon-Nelson Models    

Successful design of a column sorption process 
requires estimation of the breakthrough curve. In 
addition, the maximum sorption capacity of a 
sorbent is also required in the column design. The 
sorption data from column studies were analyzed 
using the Thomas model. This model gives 
reasonable accuracy in predicting breakthrough 
curves under different operating conditions. The 
Thomas model is suitable when the ion exchange 
mechanism is not controlled by internal and 
external diffusion. 

This model is expressed linearly with the 
following equation [17] 

𝑙𝑛 ቀ
஼೚

஼
− 1ቁ =

௄೅௤೚௠

ொ
−

௄೅஼೚

ொ
V                     (2) 

The kinetic coefficient KT and sorption capacity 
of the bed qo can be determined from a plot of 
ln[(Co/C)-1] against time (t) (Fig.8).  

 

Figure 8. The Thomas Model for sulphate 
removal from wastewater by resin 
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The Yoon-Nelson model was developed by in 
Yoon and Nelson 1984 to describe the adsorption 
breakthrough curves. This model is not only less 
complicated than other models, but also requires 
no detailed data concerning the characteristics of 
the sorbate, the type of the sorbent, and the 
physical properties of the sorption bed [18].  The 
linearized form of the this model is given as 
follows: 

𝑙𝑛 ൬
𝐶

𝐶௢ − 𝐶
൰ = 𝐾௒ே𝑡 − 𝜏𝐾௒ே                             (2) 

The values of KYN and τ can be calculated from a 
plot of ln(C/C0-C) against time (t) (Fig. 9). 

 

Figure 9. The Yoon-Nelson Model for sulphate 
removal from wastewater by resin 

The parameters of both models are calculated and 
given in Table 4. Comparing the values of R2 both 
the Thomas and Yoon-Nelson models can be used 
to describe the behavior of the sorption of 
sulphate in a column. 

Table 4. The Thomas and Yoon- Nelson 
parameters for sulphate removal 

Thomas Model Yoon-Nelson Model 
KT 

(mL/mg 
min) 

qo 
(mg/g) 

R2 KYN 

(min-1) 
τ  

(min) 
R2 

4.2x10-4 1.35x104 0.934 0.024 73.17 0.934 

4. CONCLUSIONS 

Batch and column experiments were conducted to 
examine sulfate removal from wastewater by an 
anion exchange resin. Although the amount of 

sulphate contained in the wastewater of Kırka 
Boron is quite high, 80% removal is achieved 
with relatively low amount of resin. The liquid 
film control is the best kinetic model to describe 
the sorption process. The best sulphate removal 
was observed at pH 11. The total and breaking 
capacity of the resin was calculated for 
wastewater. Elution efficiency with NaCl was 
low. A different regenerant solution may be tried 
to increase efficiency. The column experimental 
data were fitted well to the Thomas and Yoon-
Nelson models. 
 

List of Symbols 

a stochiometric coefficient 
C total concentration of both 

exchanging species, M 
CAo concentration of species A in bulk 

solution, M 
Cso concentration ofsolid reactant at 

the bead's unreacted core, M 
D diffusion coefficient in solution 

phase, m2s-1 
De,r diffusion coeffıcient in solid 

phase, m2s-1 
Dr diffusion coefficient in solution 

phase, m2s-1 
ks reaction constant based on 

surface, ms-1 
Kli rate constant for film diffusion 

(infinite solution volume 
condition), Ls-1 

KmA mass transfer coefficient of 
species A through the liquid film, 
ms-1 

KT Thomas rate constant, mL(min 
mg)-1 

KYN Yoon-Nelson rate constant, min-1 
τ Time required for 50% adsorbate 

breakthrough, min 
X fractional attainment of 

equilibrium or extent of resin 
conversionn 
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Chromium-Aluminide Coatings on Inconel 718 Alloy and Fe-Cr-Ni SuperAlloy  

Tuba YENER * 

Abstract 

In this study, it is invastigated the low-temperature chromium aluminide coatings on a FeCrNi-base 
superalloy and Inconel 718 by pack cementation method. Pack-aluminizing diffusion coating was applied 
at 800°C during 4 and 6 hours. The chromium-aluminising powder packs were prepared using aluminium 
and chromium powders as a source for depositing aluminium and chrominium, Al2O3 powder as an inert 
filler and ammonium chloride NH4Cl as an activator. SEM (scanning electron microscope) EDS with 
energy dispersive X-ray spectrometer and XRD were used to characterize the coating layers. SEM analysis 
revealed that coating layers were homogenous, compact and nonporous and there was a good bonding at 
the interface of the coating and matrix. Layer thickness variation was changed from 11 to 18 µm measured 
from the surface to the matrix. The hardness of the coating layer increased to 1000 HVN while the hardness 
of the matrix was 340 HVN with the increasing process time. 

Keywords: Low Tempeture pack Aluminising, Chromising, layer thickness, hardness. 

 

1. INTRODUCTION 

Steel has a widespread use in many industrial areas 
including transportation and general engineering 
and construction. Galvanized steel is mainly used 
for corrosion protection on the industry in order to 
resist corrosion  [1]. Hovewer, since it is a 
expensive method, research has focused on 
cheaper and more durable coatings. The pack 
cementation technique an alternative technique 
can be applied to form hard and protective 
aluminide coatings on alloy steels [2], [3].  

The need for coatings to upgrade surface 
properties such as abrasion and corrosion 
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resistance, friction, oxidation and is increasing day 
by day [4], [5]. To resist oxidation at elevated 
temperatures, many superalloy part, such as 
turbine blades and nozzle guiding fins, are 
generally of interest in the diffusion aluminide 
coatings [6]. The formation of the protective 
alumina scale (especially under cyclic loading 
conditions) during high temperature exposures is 
preferred due to the strong interdifusion between 
aluminide coatings and superalloy substrate [7], 
[8]. Various metals and alloys that produce single 
or multi-component metal diffusion coatings and 
composite layers are an important for protecting 
the components from oxidation, aqueous corrosion 
and corrosion at high temperature [9]. High 
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temperature protective coatings for Ni-based 
superalloys widely used in aircraft engines and 
industrial gas turbines. It is necessary to increase 
working life in oxidizing and corrosion 
environments. The formation of the protective 
slow-growing α-alumina layer on the coating 
surface plays a key role in obtaining the necessary 
protection. Such coatings are obtained by coatings 
containing high concentrations of Al provided by 
aluminum-rich phases [3]. In this context, the Cr 
element which also forms a protective oxide can 
also be selected [10]. The diffusion aluminide 
coatings are usually formed by exposing the 
superalloy to an Al-rich gas medium at elevated 
temperatures to provide alpha diffusion to the 
substrate or to allow for diffusion of nickel from 
the substrate [3] . 

Diffusion aluminising and chromising of iron and 
steel has been a subject of high interest in 
relatively early published journals [9]. In the 
present work, aluminium-chrominium coatings are 
applied on the two types of metallic alloys surface 
(Inconel 718 commercial alloy and the other one 
ise Fe-Cr-Ni super alloy). In addition this, it is 
aimed to form Al-Cr coatings by using pack 
cementation process at relatively lower 
temperatures  

1.1. Materials and Experiments  

The commercial Inconel 718 and Fe-Cr-Ni 
superalloys were used as a substrate for coating, 
and their compositions are listed in Table  1. 

Table  1. Chemical composition of Inconel 718 alloy 
and Fe-Cr-Ni super alloy 

Element 
(Wt. %) 

Al Cr Fe Co Ni Mo 
Si 

Inconel 
718 

1.8 22.2 1.18 11 54 9.6 
- 

Fe-Cr-Ni 
Superalloy 

0.36 21.54 54.6 - 21.28 - 
2.22 

Substrate samples with the dimensions of 10 
mm×10 mm×8 mm were utilized in this work. The 
samples were ground up to 800 grit SiC emery 
paper, washed with acetone, ultrasonically cleaned 
in ethanol for 10 min and dried. 20 g of powder 
mixture containing 20% metallic Al, 10% metallic 

Cr, 5% NH4Cl, 65% Al2O3 was used. Chloride 
salts commonly used for package cementation; 
NH4Cl, NaCl and AlCl3 [11]. The salt considered 
for this article is NH4Cl. For an appropriate pack 
cementation operation, the amount of halide 
activator controlled in the range of 1% to 5% [11]. 
Thus, the addition of halide salts in the packages 
was chosen to be 5% by weight. 

In pack aluminising process, the substrates were 
immersed in pack powders charged into a alumina 
crucible, which was covered with alumina powder 
over the lid was closed. The pack was then loaded 
into an open atmosphere furnace. The aluminising 
process temperature were applied at 800°C for 4 
and 6 hours for both of the alloys.  The 
microstructure and chemical composition of the 
cross-section of the coated specimens were 
analysed using scanning electron microscopy 
(SEM, Model JEOL JSM-6060, Japan) with 
energy dispersive spectroscopy (EDS). X-Ray 
diffraction (XRD, Model D/MAX-B/2200/PC, 
Rigaku Co., Japan) was used to identify phases 
formed in the surface layer of as-coated specimens 
with a wavelength of 1.5418 A Cu-Kα source 
radiation over a 2θ range of 10–80º. The micro-
hardness of the test materials was measured using 
by a Vickers indentation technique with a diamond 
indenter a load of 0.98 N using Leica WMHT-Mod 
model Vickers hardness instrument. Hardness was 
measured along the cross sections of the samples 
and measurements were obtained using a 10-s 
holding duration. The hardness results were 
obtained by taking the average of 5 values. 

2.  RESULTS AND DISCUSSION 

2.1. SEM-EDS Analyses 

SEM micrographs of cross sectioned Inconel 718 
and Fe-Cr-Ni super alloy aluminised and 
chromised at 800°C for 4 and 6 hours are given in 
Figure 1.It was observed that crominium-
aluminide layer is dense, compact and it is silvery 
metallic appearance. Furthermore, when compared 
to the inconel 718, it is seen that the coating 
interface on the super alloy is layered but the 
inconel has a flat interface. The cracks in the 
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outermost layer are formed during grinding and 
polishing, showing the brittleness of the aluminide 
layer [12].  The average layer thickness obtained is 
approximately the same both of the inconel and 
super alloy, in addition, it is seen that the coating 
interfaces are quite smooth for Inconel 718 alloy. 

 

Figure 1. SEM Micrographs of Fe-Cr-Ni super alloy 
chrominium-aluminized at 800°C (a) 2h, (b) 4h and 

Inconel 718 alloy 800 °C (c) 2h, (d) 4h. 

For further analysis of aluminide layer, the SEM-
Map study was performed and they are given in 
Figure 2 and Figure 3.  It is seen that the coatings 
deposited on the super alloy is more brittle 
whereas Inconel 718 alloy remains much more 
intacted. This can be resulted from the differences 
in the intermetallics phases formed on the coating. 
Another result that may be associated with this can 
be the hardness values of the coating.  

Looking at SEM-MAP (Figure 2, Figure 3) 
analyses; at the coating surface, chromium 
deposition is more intense in the super alloy based 
coating. This is also supported by EDS analysis in 
Figure 4. Diffusion zone intensively contains Cr in 
the aluminised-chromised super alloy in Figure 2. 

Whereas in Figure 3 almost no interface (transition 
zone) can be existed in Inconel 718 alloy. 

2.2. Hardness and Layer Thickness 

The microhardness measurements, at 400 µm 
depth from surface are shown in Figure 5. The 
hardness of aluminide layer is much higher than 
that of substrate due to the formation intermetallic 
phases. Especially, higher aluminisation 
temperatures cause higher hardness because of 
formation of fully dense and thicker aluminide 
coating layer [12]. Hovewer chromium can 
increase the hardness and britleness of the 
aluminide layer thanks to the presence of 
interstiatil compounds such as Al8Cr in the surface 
layer as it can be seen from XRD analyses ( Figure 
7). 

When the hardness values and the layer thickness 
graphs (Figure 5) obtained from coating surface 
toward the center are taken into consideration; it is 
evident that the hardness and the layer thickness 
increased with processing time and temperature as 
it can be seen in Figure 6. With the formation of 
the coating layer, a high hardness increment at 
800°C-6h was reached to about 1000 HV for 
Inconel 718 and 900 HV for super alloy. This can 
be attributed to formation of the intermetallics 
such as Ni2Al3, Al8Cr5 coatings during the pack 
aluminising process. 
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Figure 2. SEM-MAP 
analyses of 800°C-6h, 
Al-Cr deposited Super 

Alloy sample

 

 

 

Figure 3. SEM-MAP analyses of 800°C-6h, Al-Cr 
deposited Inconel 718 sample. 
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(a) Fe-Cr-Ni Super alloy 

 (wt%) 
PointAl Si Cr Fe Ni 
1 45,30 18,6529,514,57 
2 41,62 8,27 36,4613,65
3 36,52 6,33 23,8433,31
4 4,30 4,5232,2749,439,49 
5  1,5518,0056,9023,55

 
(b) Inconel Super Alloy 

 (wt%) 
Point Al Cr Fe Co Ni Mo 

1 44,62 11 1,43 5,28 33,693,99
2 42,5011,800,87 6,2 32,815,82
3 38,5812,830,97 6,05 37,084,50
4 2,57 23,711,6510,4653,767,86

Figure 4. SEM-EDS Analyses of 800°C-4h Al-Cr 
coatings. 

Figure 5. Hardness graphs of Inconel 718 and Super 
Alloy from surface to interior 

 

Figure 6. Variation of aluminizing layer thickness of Super 
alloy and Inconel 718 versus time 

2.3. XRD Analyses 

The results of the XRD analyses for both coating 
types are summarised in Figure 7. The XRD 
analyses confirms both the coatings were 
composed of aluminide phase. Compared with 
super alloy and inconel samples aluminised at 
800°C-4h, the peaks of Inconel consist of Al3Ni2, 
AlFeMo, AlCr2 where as Super alloy has Fe3Al, 
Al8Cr5, (SiAl)2Cr phases.  

Figure 7. XRD Analyses of Inconel 718 and Super 
Alloy Samples Aluminised and Chromised at 800°C-
4h 
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2.4. Conclusions 

In this study Al-Cr coating on two type of super 
alloys has been studied at 800 °C for 4 and 6 hours 
in a powder pack containing 20% Al, 10% metallic 
Cr, 5% NH4Cl, 65% Al2O3 using pack cementation 
method on a superalloy and Inconel 718 allloy. 
The following conclusions can be drawn from this 
work: 

• Fully dense and uniform aluminide coating 
was obtained on the Fe-Cr-Ni and Inconel 718 type 
superalloy substrate. Almost no cracks, holes or 
other defects were observed in substrate/coating 
interface and inside the coating. 

• 800°C -4 and 6 hours are sufficient for 
aluminide coating formation. According to XRD 
anayses; Inconel 718 alloy contains Al3Ni2, 
AlFeMo, AlCr2 phases, where as super alloys 
coating has Fe3Al, Al8Cr5, (SiAl)2Cr phases.   

• Depending on the increase in the time, the 
coating layer increased from 13,2 µm to 17,4 µm 
for süper alloy and from 11,7 to 18,2 µm for 
Inconel 718. 

• Hardness values of coating layer formed on 
the surface of aluminised super alloy measured as 
900 and 1000 HV respectively for Fe-Cr-Ni Super 
alloy and Inconel 718 at 800°C for 6h whereas 
hardness of matrix is at about 350 HV. 
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Determination of anticancer and antibacterial activities of disubstituted tacrine 
derivatives  

Salih Ökten*1, Ali Aydin2, Ahmet Tutar3 

Abstract 

The present study describes the biological features of disubstituted tacrine derivatives using cell proliferation and 
cell cytotoxicity assays. The abilities of tacrine derivatives to inhibit microbial growth and to interact with DNA were 
also investigated. Here, the tested compounds (1-4) exhibited selective antiproliferative activity against the cancer 
cell lines (IC50 values 1.1 – 38.9 µg/mL) and showed a similar non-toxic property to cells such as positive control 
(percent cytotoxicity 7% - 27%). Studies on human pathogenic bacteria showed that the novel tacrine analogues 
exhibited significant antimicrobial activities between concentrations of 31.25 μg/mL and 250 μg/mL. The data show 
that they can bind to DNA with the groove binding mode with Kb range of 7.4 × 10⁴ - 2.9 × 10⁴ Mˉ¹. As a result, the 
preliminary data showed that disubstituted tacrine derivatives exhibited effective pharmacological properties. 

Keywords: tacrine; anticancer; cytotoxcity; antibacterial 

 

1. INTRODUCTION 

Cancer is an enormous threatening problem for the 
human health in the World due to lead to uncontrolled 
growth and division of cells to invade other tissues and 
organs by spreading to the body through blood [1]. 

Tacrine (1, 9-amino-1,2,3,4-tetrahydroacridine) and its 
derivatives, the class of well-known bioactive 
compounds, have been commonly used as antimalarial 
and antibacterial agents [2-4]. Also tacrine has 
reversibly inhibited the acetylcholinesterase enzyme 
and was the first approved cholinesterase inhibitor 
drug, tested clinically for the treatment of Alzheimer’s 
disease (AD) [5-8]. However, tacrine was withdrawn 
due to its hepatotoxicity and serious side effects on 
Alzheimer’s patients. [9-13]. In recent years, some 
studies have been focused on determining the 
anticancer effects of tacrines due to that its derivatives 
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can inhibit topoisomerase emzyme and block the 
transcription of DNA [4].  

Tacrine is similar to the planar acridine moiety [14-15] 
and has a cyclohexyl-fused quinoline structure. Its 
pharmacophore is known ability of to interact with 
DNA [16] and its platinum(II) complexes might be 
potential telomerase inhibitors [17-20] and have been 
reported to trigger cell senescence and apoptosis [21-
25]. Some reports showed different substituted tacrines 
bearing penta or hepta hydrocycle have antitumor 
activity. For example, a pentacyclic acridine, RHPS4 
(3,11-difluoro-6,8,13-trimethyl(8H)-quino[4,3,2-
kl]acridinium methylsulfate) was reported to induce 
tumor cell apoptosis via inhibiting the telomerase 
activity [22-23]. Tacrine is a quindoline derivative with 
a large planar aromatic conjugated system [26-27]. In 
addition, the natural product quindolines were 
determined as a potent telomerase inhibitor [24,28]. 
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In our recent studies, a series of disubstituted tacrine 
derivatives were prepared by Friedlander reaction and 
metal induced substitution reaction [29] and we 
reported their cholinesterase and carbonic anhydrase 
enzymes’ inhibition activities [30-31]. In this study, 
prepared disubstituted tacrines bearing six and seven 
membered hydrocycle were tested for anticancer 
activities against HT29 (Human colorectal 
adenocarcinoma), HeLa (Human cervix 
adenocarcinoma), MCF7 (Human breast 
adenocarcinoma), A549 (Human lung carcinoma), and 
Hep3B (Human hepatocellular carcinoma) cancer cell 
lines and FL (Human amnion cells) normal cell line by 
MTT cell proliferation assay and also determined their 
antibacterial activities by microdilution assay. 

2. MATERIALS AND METHODS 

2.1. Synthesis of compounds (1-4) 

This study was carried out with disubstituted tacrine 
derivatives (1-4) according to our previous paper [29]. 

2.2. MTT Cell Proliferation Assay 

HT29 (Human colorectal adenocarcinoma), HeLa 
(Human cervix adenocarcinoma), MCF7 (Human 
breast adenocarcinoma), A549 (Human lung 
carcinoma), and Hep3B (Human hepatocellular 
carcinoma) cancer cell lines and FL (Human amnion 
cells) normal cell line were maintained in a suitable 
medium containing fetal bovine serum and antibiotic 
solution. A Cell suspension was adjusted 1 × 106 cells 
in 10 mL and transferred 100 µL into each well of 
culture plates. The compounds were dissolved in sterile 
DMSO at final concentrations of 10-200 µg/mL and 
transferred the cells at 37 °C with 5% CO2 for 
overnight. The antitumor activities of the compounds 
were determined using MTT cell proliferation assay. In 
MTT assay, the percent inhibitions of test and control 
molecules were determined. The percent inhibition was 
equal % inhabitations with following formula; 

1- Absorbance of Treatments  × 100 

                 Absorbance of DMSO 

The IC50 values (half maximal inhibitory 
concentration) of the compounds were obtained by 
using Excel software and noted in µg/mL at 95 % 
confidence intervals. The dose response parameters 
(GI50, TGI, LC50) were calculated according to the 
following formulas using an Excel software. Growth 
inhibition of 50% (GI50) was calculated from following 
equation: 

(Ti-Tz) × 100 = 50 

(C-Tz)  
This formula is the drug concentration resulting in a 
50% reduction in the net growth increase in control 
cells during the drug incubation. The total growth 
inhibition (TGI) was calculated from Ti = Tz. The LC50 
indicating a net loss of treated cells was calculated from 
following equation: 

(Ti-Tz) × 100 = -50 

   Tz 

2.3. Cytotoxicity Assay 

The cytotoxic potentials of the compounds were 
determined by cytosolic LDH measurement kit 
according to manufacturer’s procedures. Briefly, 5 × 
103 cells were conveyed into each well as triplicates 
and exposed with IC50 concentrations of the 
compounds at 37 °C with 5% CO2 for overnight. The 
percentage cytotoxicities were obtained by using the 
following equation,  

(experimental value - low control) × 100 

                  (high control - low control) 

where experimental value is the cells treated with test 
compound, high control (maximum LDH release) is 
Triton X-100 treated cells, low control (spontaneous 
LDH release) is the untreated cells. 

2.4. DNA binding studies   

The binding constants (𝐾𝑏) against calf thymus DNA 
and physiological interactions of disubstituted tacrine 
derivatives were examined by using UV–visible 
absorption spectroscopy technique. To prepare stock 
calf thymus DNA solution, a 2.5 mg DNA was 
dissolved in 10.0 mL Tris–HCl buffer (20 mM Tris–
HCl, 20 mM NaCl, pH 7.0) and store at +4 °C for up to 
seven days. DNA concentration in solution was 
calculated by using Ɛ value (6600 M−1 cm−1 at 260 nm) 
that belong to DNA. In addition, the purity of calf 
thymus DNA solution was controlled with the help of 
change of absorbance obtained from the ratio of 
A260/A280. Since the value was equal to 1.87, the 
DNA was considered to be sufficiently pure. To obtain 
25 µM of working solution, disubstituted tacrine 
derivatives were diluted with Tris–HCl buffer and then 
all of the compounds were incubated at 24 °C for 30 
min before the measurement. To ensure sufficient 
solubility in solution throughout measurement were 
prepared a special solvent system (1/9 DMSO/Tris–
HCl buffer). Eight measurement points at room 
temperature for disubstituted tacrine derivatives were 
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recorded by using 1-cm-path quartz cuvettes. The 
amount of disubstituted tacrine derivatives was kept 
constant while increasing the CT-DNA concentrations 
(6.5-800 μM) in the UV absorption titrations.    

2.5. Microdilution assay 

The minimal inhibitory concentration (MIC) values of 
disubstituted tacrine derivatives towards some human 
bacterial strains were examined with the help of a 
micro-well dilution method. According to this method, 
inocula of bacteria were obtained using 12 h LB broth 
cultures. The optical density at 600 nm (OD600) was 
adjusted to 0.08–0.1 and 0.5 McFarland bacterial 
suspensions were obtained. Each disubstituted tacrine 
derivative was dissolved in dimethyl sulfoxide (20 
mg/mL). A concentration gradient range from 7.81–
1000 µg/mL in uncovered microplate wells containing 
nutrient broth was made by using serial two-fold 
dilutions of these compounds. This plate was 
inoculated with bacteria and incubated at 35 °C for 24 
hours. At the end of this period, the growth of 
microorganisms was determined visually and the point 
where no visible growth was accepted as the MIC. 

2.6. Statistical Analysis 

For the statistical analysis, SPSS (Statistical Package 
for Social Sciences) for Windows computer program 
was used and standard deviation, P value, using means, 
one-way analysis of variance (ANOVA) followed by 
Tukey test.  

3. RESULTS AND DISCUSSION 

3.1. Antiproliferative activities of the compounds 

Many anticancer drug candidates have been withdrawn 
from market due to their serious side effects, loss of 
sensitivity to drugs, and limited use for many cancer 
types. In the present study, the disubstituted tacrine 
derivatives (Table 1) were prepared according to 
reported procedure by our research group [29] and 
investigated for their anticancer and cytotoxicities 
against A549, HeLa, Hep3B, HT29, MCF7 and FL cell 
lines according to the MTT protocol. Growth inhibition 
(GI50), total growth inhibition (TGI), and lethal 
concentration (LC50) parameters of the compounds 
were evaluated according to NCI screening method and 
half-maximal inhibitory concentration (IC50) of these 
molecules were calculated using Four-Parameter 
Logistic Function, as well. When TGI and IC50 values 
of the compounds were examined, it was found that 

tested compounds caused selective antitumor 
properties against all tested cell lines (Table 1 and 2). 
Although compound 2 has antiproliferative effect (IC50 
values between 4.5 and 20.7 μg/mL; TGI values 
between 4.4 and 20.9 μg/mL) against FL, HeLa and 
Hep3B cell lines (Table 1 and 2), compound 4 showed 
high antitumoral properties (IC50 values between 7.8 
and 38.9 μg/mL; TGI values between 7.9 and 40.1 
μg/mL) against FL, HeLa, HT29, and MCF7 cell lines 
(Table 1 and 2). Compound 1 depicted significant 
antiproliferative effect (IC50 value 1.1 and TGI value 
1.1 µg/mL) against FL cells (Table 1). In Hep3B cells, 
compound 1 (IC50 value 10.4 and TGI value 10.6 
μg/mL) and 2 (IC50 value 9.5 and TGI value 9.6 µg/mL) 
showed a potent antitumor effect (Table 2). When the 
IC50 and TGI values of all the above-mentioned 
compounds are considered, effective ones have better 
antiproliferative effects compared to the positive 
control group, cisplatin and 5-FU (Tables 1 and 2). In 
addition, the active compounds can be used in 
advanced pharmacological studies when the low GI50 
values (~1 - 2 μg/mL) and the high LC50 values (~40 - 
400 μg/mL) are considered (Table 1 and 2). Overall, 
the GI50, TGI and LC50 parameters of the respective 
molecules are at the desired level and meet the NCI 
criteria. 

3.2. Cytotoxic activity of compounds.  

That the toxic effect against normal cells should be 
minimal is important for a substance. For this reason, 
antitumor and cytotoxic properties of these compounds 
should be compared in order to find the forward 
pharmacological capacity of each. The cytotoxicities of 
the compounds in cells were tested by the LDH 
cytotoxicity assay, indirectly demonstrating membrane 
damage. When cytoplasmic LDH activity measurement 
results are evaluated for these compounds, it has been 
found that the compounds 1-4 for A549 and Hep3B cell 
lines, compounds 1 and 4 for MCF7 and HeLa cell, 
compounds 1 and 3 for HT29 cell lines, and compound 
2 and 4 for FL cell lines causes approximately 7% to 
27% membrane damage at their IC50 concentration 
(Tables 3). If the compounds are compared to controls 
(5-FU and cisplatin) for this evaluation, the toxicity of 
molecules above-mentioned is very close to the 
cytotoxicity values of 5-FU and cisplatin. Therefore, 
they may be suitable for advanced pharmacological 
assays (Table 3).  
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3.3. Antibacterial activities of the compounds 

The effects of the compounds on some pathogenic 
bacteria causing disease in the human body have been 

Table 1. GI50, TGI, LC50 and IC50 of test compounds against A549, FL, and HeLa cell line 

Compounds 
(µg/mL) 

A549 FL HeLa 
GI50 TGI LC50 IC50 GI50 TGI LC50 IC50 GI50 TGI LC50 IC50 

 

7.4 >1000 >1000 >1000 1.0 1.1 4.4 1.1 5.7 >1000 >1000 >1000 

 

12.1 >1000 >1000 >1000 4.5 20.9 452.8 20.7 2.1 4.4 22.1 4.5 

 

8.8 >1000 >1000 >1000 4.6 >1000 >1000 >1000 4.2 461.1 >1000 416.9 

             

 

593.7 >1000 >1000 >1000 3.6 40.1 >1000 38.9 2.8 7.9 61.8 7.8 

Cisplatin    60.49    52.79    50.29 
5FU    69.79    59.09    61.59 

 
Table 2. GI50, TGI, LC50 and IC50 of test compounds against Hep3B, HT29, and MCF7 cell 

Compounds 
(µg/mL) 

Hep3B HT29 MCF7 
GI50 TGI LC50 IC50 GI50 TGI LC50 IC50 GI50 TGI LC50 IC50 

1 2.7 10.6 243.2 10.4 1.6 >1000 >1000 >1000 1.6 135.3 >1000 106.9 
2 2.8 9.6 127.3 9.5 3.5 229.4 >1000 100.2 3.5 >1000 >1000 >1000 
3 4.3 >1000 >1000 >1000 9.9 >1000 >1000 >1000 1.5 >1000 >1000 >1000 
4 3.9 192.8 >1000 176.6 3.8 17.6 465.1 15.2 2.4 32.1 >1000 29.6 
Cisplatin    48.69    40.39    63.79 
5FU    62.89    65.19    74.19 

 
Table 3. % Cytotoxicity of these compounds and positive controls against A549, Hep3B, MCF7, HeLa, HT29, and 
FL at IC50 concentrations 
Comp. A549 Hep3B MCF7 HeLa HT29 FL 

1 19.5 21.8 24.8 25.1 20.3 24.7 
2 19.1 26.9 29.2 34.3 38.3 17.1 
3 19.3 26.9 31.7 30.7 15.8 25.3 
4 16.2 24.7 17.4 27.1 38.5 14.6 
Cisplatin 8.63 8.46 10.71 9.85 11.23 8.33 
5FU 9.19 9.67 7.69 8.83 7.91 8.44 
 
Table 4. Minimum-inhibitory concentrations (MIC,  in µg/mL) of these compounds  

Compounds 
E. faecalis  
ATCC 
19433 

E.faecalis 
ATCC 
29212 

S. aureus 
ATCC 
25923 

S. aureus 
ATCC 
29213 

S. aureus 
ATCC 
46300 

E. coli 
ATCC 
25922 

E. coli   
ATCC 
35218 

P. eruginosa     
ATCC 
27853 

1 250 250 62.50 125 125 500 500 500 
2 62.50 500 31.25 125 62.50 500 500 500 
3 500 >1000 62.50 >1000 1000 125 500 500 
4 >1000 >1000 >1000 250 250 250 250 250 

SCF 250 62.5 250 62.5 250 15.62 31.25 250 

SCF. sulbactam (30 µg) + cefoperazone (75 µg), as a positive control 
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evaluated using the Minimum Inhibition Concentration 
(MIC) method. We considered our test molecules to be 
antibacterial at 250 μg/mL and below the MIC values. 
 
The MIC values of the compounds were compared with 
the values of antimicrobial drugs used as positive 
controls. When the MIC values of recently prepared 
molecules shows on Gram (+) bacteria were tested, the 
antibacterial effect of compounds 1 and 2 against E. 
faecalis (VRE) ATCC 19433 (62.5 – 250 µg/mL), 
compound 1 against E. faecalis ATCC 29212 (250 
µg/mL), compounds 1-3 against S. aureus ATCC 
25923 (31.25 – 62.50 µg/mL), compounds 1, 2 and 4 
against S. aureus (MSSA) ATCC 29213 (125 – 250 
µg/mL), and compounds 1, 2 and 4 against S. 
aureus MRSA ATCC 46300 (62.50 – 250 µg/mL) 
are more or similar to the antibiotic used as a 
positive control (SCF) (Table 4). According to the 
MIC values exhibited by the recently synthesized 
molecules on Gram (-) bacteria, the antibacterial effect 
of compounds 3 and 4 against the E. coli ATCC 25922  
 
 (125 – 250 µg/mL), compound 4 against E. coli ATCC 
35218 (250 µg/mL), and compound 4 against P. 
aeruginosa ATCC27853 (250 µg/mL) strain are more 
or similar to the SCF (positive control) (Table 4). 
 
As a result, it is obvious that compounds 1 and 2 have 
promising activity for future studies. In general, 
tacrines bearing seven membered hydrocycle had 
higher activity than tacrines bearing six membered 
hydrocycle in our previous work [30]. Especially, 
dibromo tacrine bearing seven membered hydrocycle 2 
was more active against microorganisms than its silyl 3 
and thiomethyl 4 derivatives.  
 

3.4. DNA binding properties of the compounds  

DNA binding properties of the compounds were 
determined using UV-Vis spectrophotometer. Binding 
type and the binding constants of the compounds were 
tried to be explained below. These compounds have no 
clear redshifts or blue shifts at their maximum 
absorption peak. When CT-DNA was added to the 
reaction mixture, the decreasing in the absorption 
intensity of compounds 2 and 4 showed hypochromic 
effect and the increasing in the absorption intensity of 
compounds 2 and 4 caused hyperchromic appearance. 
The binding constants (Kb), showing the affinity of the 
complex to DNA, of the compounds with the aid of the 
Benesi-Hildebrand equation. When the binding 
constants given in Table 5 are evaluated, it can be seen 
that the Kb values of the compounds are between 2.9 x 
10⁴ and 7.4 x 10⁴ Mˉ¹. The binding constants of the 

compounds are ordered from large to small as follows: 
2 > 4 > 3. According to data in Table, the compound 3 
bind DNA much more strongly than others. However, 
the binding constants of the compound 1 could not be 
calculated using UV-Vis spectrophotometric method. 

Table 5. The binding constants (Kb) of these 
compounds 

Compound Kb (Mˉ¹) 
2 2.9 x 10⁴ 
3 7.4 x 10⁴ 
4 4.6 x 10⁴ 

4. CONCLUSION 

Recently synthesized disubstituted tacrine bearing six 
or seven membered hydrocycle were tested for their 
antibacterial and anticancer activities in vitro. We have 
showed that disubstituted tacrines have significant 
potential as being antitumor and antibacterial agents. 
The test results describe both a good antiproliferative 
effect and a low cytotoxic effect, depending on 
substitution group on tacrine ring. The in vitro studies 
also displayed that mono silyl substituted seven 
membered tacrine analogue 3 was found to bind the 
DNA of cancer cells. According to our results, it is 
suggested that four disubstituted tacrine derivatives are 
promising anticancer and antibacterial drug candidates 
but further pharmacological tests should be worked. 
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Abstract 

The primary scope of this study is to examine the variations of key mechanical design 
performance features and mechanical characterization of Bi2.1Sr2.0-xTixCa1.1Cu2.0Oy 
superconductors via Vickers hardness tests performed at different test loads between 0.245 N 
and 2.940 N. The materials are prepared within the molar ratios of 0≤x≤0.10 by using the 
ceramic method in the atmospheric air. The measurement findings obtained indicate that the 
increment of Sr/Ti partial substitution level regresses remarkably the key design mechanical 
performances namely mechanical strength, stability, stiffness, critical stress, toughness, flexural 
strengths and mechanical durability. This means that the existence of Ti impurity matrix leads 
to the enhancement in the problematic defects, crack initiation sites and stress raisers based on 
the crack-producing omnipresent flaws. Accordingly, the propagation of the problematic 
defects accelerates considerably at lower indentation test loads applied, and the problematic 
defects locate easily in their critical propagation speed. All in all, the crystal defects are out of 
control, and the Sr/Ti partial substituted Bi2.1Sr2.0-xTixCa1.1Cu2.0Oy superconductiors are much 
easier broken. Additionally, it is noted that every material produced show the typical 
indentation size effect but in diminish trend with enhancing Sr/Ti partial replacement level. The 
load-dependent mechanical parameters such as Young’s modulus, yield strength, fracture 
toughness, brittleness index and elastic stiffness coefficients are also discussed in the text. 
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1. INTRODUCTION 

In the Leiden University Heike Kamerlingh 
Onnes discovered the superconductivity 
phenomenon on 8th April in the year of 1911 
when measuring the dc electrical resistivity over 
temperature of the mercury metal [1]. As well 
known that the superconductivity exerts in case of 
two main conditions. These are no electrical 
resistivity below such a low temperature called as 
critical transition temperature, and expulsion of 
magnetic flux fields above a critical applied 
magnetic field [2]. After the discovery of 
phenomenon, several scientists have extensively 
researched to find a new material exhibiting the 
superconductivity nature. As a matter of fact, the 
phenomenon has been observed in the following 
years for the materials such as organic 
compounds, elements (metals, metalloids, 
nonmetals: halogens and noble gases), dielectric 
materials, alloys, rutheno-cuprates, chalcogens, 
heavy fermions, silicon-based materials, 
pyrochlore oxides, rare-earth borocarbides, 
carbon-based compounds, A-15 materials, 
chevrel-phase compounds and cuprates (copper 
oxide layered samples) that drive the 
superconductivity nature [3]. Among all the 
compounds studied for a number of years, the 
cuprate-layered perovskite superconducting 
materials have widely attracted remarkable 
attention of academic researchers due to relatively 
larger critical temperatures higher than the liquid 
nitrogen temperature value [4–6]. Moreover, the 
other appealing characteristic features including 
much larger pinning ability, operating 
temperature, current and external magnetic field 
carrying capacity, smaller energy losses, heat 
dissipations and power consumptions enable the 
high temperature cuprate superconductors to use 
in the metallurgical and materials engineering, 
material science, energy sectors, particle 
accelerators, levitated trains, energy sectors, 
power transmission, sensitive process control,  
heavy-industrial technological and mechanical 
engineering-based applications such as 
generators, transformers and motor fields [7–14]. 
Besides, the cuprate materials with superior 
optical and electronic properties as well as much 
easier phase formation, lower material cost lighter 
weight/size, simpler availability of chemicals, 

harmless powder contents and especially 
environmental benefits can be much more 
encountered in the usages in the application fields 
of future refrigeration, innovative energy 
infrastructure, industrial, spintronics, medical 
diagnosis, sensitive process control and hydrogen 
society [15–18]. In the present work, we 
investigate the role of partial aliovalent 
replacement of Sr2+ impurities for the Ti4+ 
foreign additives in the Bi-2212 superconducting 
cuprate materials (from the parents of cuprate-
layered perovskite superconducting materials) on 
the practicability and feasibility of Bi-2212 
cuprates in the application fields by means of 
Vickers microhardness experimental 
measurement methods performed at the various 
applied test loads between the lowest value of 
0.245 N and the highest value of 2.940.  We also 
define the load-dependent key mechanical design 
performance and mechanical characteristic 
parameters as regards Young’s modulus (E), yield 
strength (Y), fracture toughness (KIC), brittleness 
index (B) and elastic stiffness coefficient (C11) 
parameters throughout the full-text for the first 
time.  

2. EXPERIMENTAL PREPARATION 
DETAILS AND MEASUREMENTS FOR 

BULK POLY-CRYSTALLIZED    
Bi2.1Sr2.0-xTixCa1.1Cu2.0Oy MATERIALS 

This part of the paper can be dived into two main 
parts. The first part is about how we produce the 
pure and Sr/Ti partial substituted Bi2.1Sr2.0-

xTixCa1.1Cu2.0Oy superconducting materials in the 
molar ratios of 0≤x≤0.10 while the second part is 
interested in the variations of load-dependent key 
mechanical design performance and mechanical 
characteristic parameters of Bi-2212 cuprate-
layered perovskite superconducting materials 
using Vickers hardness experimental 
measurement techniques. All the materials are 
prepared by using the solid-state reaction method. 
The chemicals of Bi2O3, SrCO3, CaCO3, CuO and 
TiO2 within the high purity are purchased a 
distributor. For the first part, all the powder of 
chemicals is weighed with respect to the 
stoichiometric ratios (x= 0.00, 0.01, 0.03, 0.05, 
0.07 and 0.10) with the assistant of the electronic 
scales and right after subjected to the milling 
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process for six hours in medium of air conditions 
both to get more and more homogeneous powder 
and to minimalize the particle sizes of chemicals. 
The homogeneous powder of mixture is ground in 
the agate via the grinder for thirty minutes so that 
the formation of chemicals reaches to the desired 
particle sizes. After that, the homogeneous 
mixture is calcinated for the thirty-six hours at 
800 °C in the porcelain crucibles with the 5 °C per 
min heating-cooling rates under medium of air. 
The powder mixture is re-milled again for nearly 
thirty minutes in the agate by means of grinder. 
The chemical powder in the blackish color is 
pelletized into volume of 1.5x0.5x0.2 mm3 
(rectangular bars) under 300 MPa load in the 
atmospheric air. The next process is annealing for 
the solidified powders at 850 °C for twenty-four 
hours. The bulk samples annealed are shown to be 
the pure or un-substituted, Ti-1, Ti-2, Ti-3, Ti-4 
and Ti-5 in terms of mole-to-mole ratio changing 
of x= 0.00, 0.01, 0.03, 0.05, 0.07 and 0.10, 
respectively. As for the second part, the 
microhardness tests are conducted in the different 
load intervals of 0.245N-2.940N using 
SHIMADZU HVM-2 tester in the atmospheric air 
conditions for 10 seconds within the accuracy of 
about ±0.1 μm. The indentation tracks in the 
diagonal forms are recorded with the calibrated 
microscope. The measurements (distances 
between two diagonals) are collected from the 
different locations on the smooth surfaces of 
materials both to prevent the hardening problem 
effects on the accurate values. Accordingly, we 
calculate the load-dependent key mechanical 
design performance and mechanical characteristic 
parameters including elastic modulus 
(abbreviated as E), fracture toughness (known as 
KIC), yield strength (called as Y), brittleness index 
(abbreviated as B) and elastic stiffness coefficient 
(identified as C11) parameters by the help of the 
experimental Vickers hardness data gathered. At 
the same time, the experimental curves enable us 
to discuss the differentiation of mechanical 
characterizations features (typical indentation 
size effect, ISE or reverse indentation size effect, 
RISE behavior) with the aliovalent Sr/Ti partial 
substitution level in the Bi-2212 crystal structure. 
The former is in the relation to the inverse 
dependence reduction of true Vickers 
microhardness parameters whereas RISE nature is 

related to the direct dependence augmentation in 
the original Vickers hardness values with 
increasing the external test load [19–21]. 

  

3. RESULTS AND DISCUSSION 

3.1. Sr/Ti partial replacement effect on key 
design mechanical performances of          
Bi2.1Sr2.0-xTixCa1.1Cu2.0Oy 
superconducting materials 

The role of Ti dopant on the main mechanical 
performances of bulk Bi-2212 ceramic materials 
is surveyed by the microhardness measurements 
conducted at various applied indentation loads 
between 0.245 N and 2.940 N. The microhardness 
experimental curves collected are displayed in 
Fig. 1.  

 

 

Figure 1. Differentiation of Vickers hardness 

parameters as a function of external indentation test 

loads. 

It is shown that the key design mechanical 
performances are found to truncate remarkably 
with ascending the aliovalent Sr2+/Ti4+ 
replacement level in the Bi-2212 superconducting 
system. This is because the presence of Ti 
impurity in the main matrix lead to increase 
harshly the permanent crystal structural problems, 
cracks, distortions, structural defects, porosity, 
disorders, voids, misorientations, lattice strains, 

Turgay et al.

Key Mechanical Design Performance Features And Mechanical Characterization of Poly-Crystallized Bi2.1...

Sakarya University Journal of Science 23(5), 831-839, 2019 833



inhomogeneity distributions, crack-producing 
omnipresent flaws, texturing, grain boundary 
couplings and strength quality of interaction 
between the superconducting grains in the active 
Cu-O2 consecutively stacked layers of multi-
layered perovskite Bi-2212 structure. In this 
regard, the experimental findings in the curves of 
Fig. 1 confirm that the existence of titanium atoms 
in the superconducting matrix damages seriously 
the tetragonal phase and especially critical stress 
value because of the rapid augmentation of crack 
initiation regions and stress raisers founded on the 
crack-producing omnipresent flaws in the 
distorted crystal lattice. In other words, the 
damage of aliovalent Sr/Ti partial substitution is 
explained that the propagation of the problematic 
defects such as the crack-initiating flaws, voids, 
cracks and dislocations accelerates significantly 
under such a relativistic low applied test load 
value. Thus, the problematic defects easily reach 
to their critical propagation speed. This is 
attributed to the fact that the defects are out of 
control, and the compounds are much easier 
broken in comparison with before. It is to be 
mentioned here that the microhardness values 
provided in Fig. 1 are determined from the 
following scientific relation: 

                                                                                                 

)(4.1854
2d

F
H load

V                                     (1) 

where the abbreviation of Hv shows the 
microhardness parameter (in the GPa unit) for the 
material studied in this work when Fload depicts 
the external indentation test loads. Also, d 
demonstrates the mean indentation track lengths 
in the diagonal forms. One can see all the 
calculations in the curves given in Fig. 1. Further, 
we numerically tabulate the values in Table 1. 
Based on the findings, for every material prepared 
in the current work the augmentation of Sr/Ti 
partial replacement level as well as the increase of 
test load results in the degradation of Hv 
parameters. The decrement trend in the Hv 
parameters with the load stems from the 
considerable reduction of active and independent 
slip systems founded on new-induced strain 
fields, stress concentrations and stress raisers in 
the Bi-2212 crystal lattice. On this basis, the 
highest value of Hv value is found to be about 

4.94504 GPa at the test load of 0.245N for the 
pure sample while the value decreases towards to 
the smallest value of 4.14537 GPa at 2.940N. 
Moreover, the microhardness value is found to 
decrease to minimum value of 3.41318 GPa (for 
the poly-crystallized Ti-5 sample) at 2.940N 
applied load. It is very important to note that the 
penetration of titanium is ploughed to improve the 
general mechanical properties for the Bi-2212 
cuprate materials. The mechanical curves in Fig. 
1 also confirm that all the bulk poly-crystallized 
Bi2.1Sr2.0-xTixCa1.1Cu2.0Oy ceramic materials 
demonstrate typical indentation size effect 
(abbreviated as ISE) behavior. Namely, there is an 
inverse dependence (non-linear diminish) of real 
Vickers hardness values on the test loads. For 
example, the Ti-2 superconductor presents 
0.245N, 4.59865 GPa, 4.26889 GPa, 4.08407 
GPa, 4.421 GPa, 4.02184 GPa and 4.01588 GPa 
at the applied indentation test load of 0.49N, 
0.98N, 1.96N and 2.94N, respectively (Table 1). 

It is to be stressed here that the ISE feature-
dependent seems to degrade with the dopant level. 
This means that the titanium impurity favors the 
formation of problematic defects in the Bi-2212 
crystal structure [22–24]. At the same time, it is to 
be mentioned here that the main characteristics of 
the ISE nature is formation of reversible and 
irreversible deformations together in the Bi-2212 
system. In this regard, in the poly-crystallized 
Bi2.1Sr2.0-xTixCa1.1Cu2.0Oy ceramic materials both 
the elastic and plastic deformations for 
immediately but in the decrement trend.  

Moreover, there is a significant trick associated 
with the decrement trend on the microhardness 
curves as given in Fig. 1. Namely, the load-
dependent microhardness values degrade 
dramatically with increasing indentation test 
loads until 2 N, after which the microhardness 
values nearly keep on the positions due the 
presence of saturation limit (or plateau) regions 
for all the ceramic superconducting materials. As 
well- known, even if the magnitude of test load 
increases, Vickers hardness values could not vary 
meaningfully. In the current study, the 
microhardness values for the bulk poly-
crystallized Ti-6 cuprate ceramic compound 
reside in the plateau regions at relative lower 
applied test loads in comparison with those for the  
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Table 1. Change of original mechanical parameters as regards Young’s modulus, yield strength, fracture toughness, 

brittleness index and elastic stiffness coefficients for the pure and Sr-site Ti partial replaced Bi-2212 cuprate 

ceramic compounds 

 

Samples 

 

F (N) 

 

Hv (GPa) 

 

E (GPa) 

 

Y (GPa) 
KIC 

(MPam1/2) 
C11 

(GPa)7/4 
B 

(m-1/2) 

T৻-0 

0.245 
0.490 
0.980 
1.960 
2.940 

4.94504 
4.68095 
4.54448 
4.43642 
4.41546 

405.313 
383.667 
372.481 
363.625 
361.907 

1.648 
1.560 
1.515 
1.479 
1.472 

9.609 
9.349 
9.211 
9.101 
9.080 

16.398 
14.897 
14.145 
13.561 
13.450 

514.633 
500.703 
493.350 
487.449 
486.296 

T৻-1 

0.245 
0.490 
0.980 
1.960 
2.940 

4.75976 
4.45794 
4.29511 
4.21798 
4.20866 

390.127 
365.388 
352.042 
345.720 
344.957 

1.587 
1.486 
1.432 
1.406 
1.403 

9.423 
9.119 
8.951 
8.871 
8.861 

15.338 
13.677 
12.815 
12.415 
12.367 

505.122 
488.844 
479.834 
475.506 
474.980 

T৻-2 

0.245 
0.490 
0.980 
1.960 
2.940 

4.59865 
4.26889 
4.08407 
4.02184 
4.01588 

376.921 
349.893 
334.745 
329.644 
329.156 

1.533 
1.423 
1.361 
1.341 
1.339 

9.475 
9.129 
8.930 
8.861 
8.855 

14.441 
12.678 
11.733 
11.422 
11.392 

485.327 
467.602 
457.368 
453.870 
453.533 

T৻-3 

0.245 
0.490 
0.980 
1.960 
2.940 

4.51057 
4.14435 
3.94718 
3.91775 
3.91663 

369.702 
339.685 
323.525 
321.113 
321.021 

1.504 
1.381 
1.316 
1.306 
1.305 

9.233 
8.851 
8.637 
8.605 
8.604 

13.961 
12.038 
11.054 
10.910 
10.904 

488.513 
468.261 
456.987 
455.280 
455.215 

T৻-4 

0.245 
0.490 
0.980 
1.960 
2.940 

4.39828 
3.97946 
3.81743 
3.79576 
3.79502 

360.498 
326.170 
312.890 
311.114 
311.053 

1.466 
1.326 
1.272 
1.265 
1.264 

8.962 
8.525 
8.349 
8.326 
8.325 

13.358 
11.212 
10.426 
10.322 
10.319 

490.765 
466.814 
457.212 
455.913 
455.868 

T৻-5 

0.245 
0.490 
0.980 
1.960 
2.940 

4.14537 
3.66098 
3.42855 
3.41504 
3.41448 

339.769 
300.067 
281.016 
279.909 
279.863 

1.382 
1.220 
1.143 
1.138 
1.137 

9.782 
9.192 
8.896 
8.878 
8.877 

12.043 
9.689 
8.639 
8.579 
8.577 

423.794 
398.265 
385.415 
384.655 
384.623 

 
 

Table 2. Fitting parameters for all the bulk poly-crystallized Bi2.1Sr2.0-xTixCa1.1Cu2.0Oy materials 
 

Materials 
Fitting relations for the pure and Sr/Ti partial substituted Bi-2212 

superconducting cuprates 

Pure                    y = 0.2001x4 – 1.3028x3 + 2.9015x2 – 2.7073x + 5.4526 

Ti-1 y = 0.2067x4 – 1.3727x3 + 3.1439x2 – 3.0115x + 5.3283 

Ti-2 y = 0.2111x4 – 1.4200x3 + 3.3098x2 – 3.2286x + 5.2111 

Ti-3 y = 0.2306x4 - 1,5665x3 + 3.6882x2 – 3.5983x + 5.1930 

Ti-4 y = 0.3303x4 – 2.1853x3 + 4.9298x2 – 4.4875x + 5.2328 

Ti-5 y = 0.3281x4 – 2.2154x3 + 5.1546x2 – 4.9073x + 5.0696 
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other superconducting materials prepared (Fig. 1). 
The rapid decrement in the Hv value at the test 
load of 0.245N is thought to be the other clue for 
the Ti-6 superconducts material. On the other 
hand, the variation of the Hv value at the test load 
of 0.245N is noted to be the least decrement as 
provide in Fig. 1. The different characteristic 
behavior can be explained by the rapid 
degradation in the mechanical strength, stability, 
stiffness, critical stress, toughness, flexural 
strengths and mechanical durability with the Ti 
dopant.   

Additionally, we point out the negative influence 
of Sr/Ti substitution in main matrices of ceramic 
cuprates via the determination of fitting equations 
between Fload and Hv values. One can see the 
fitting parameters deduced in Table 2. 

 

According to the parameters obtained, it can be 
summarized that the term of x4 is calculated to 
increase systematically from the value of 0.2001 
until 0.3281 with enhancing the Sr/Ti substitution 
level. The value is obviously related to the 
mechanical sensitivity to the applied test loads 
due to the increment in the problematic defects in 
the Bi-2212 cuprate-layered perovskite 
superconducting materials. Thus, it is derived on 
the findings that the value of 0.3281 belonging to 
the bulk Ti-6 superconducting material confirms 
the least resistant of the material to the applied test 
load. In other words, the propagation of the 
problematic defects appeared in the crystal matrix 
accelerates to locate in their critical propagation 
speed. 

 

3.2.Role of Sr/Ti replacement on original 
mechanical performances of             
Bi2.1Sr2.0-xTixCa1.1Cu2.0Oy  cuprate 
ceramic materials 

By using some mathematical relations (arranged 
below), we determine the crucial variations in the 
load-dependent key design mechanical 
performances including the elastic modulus 
(abbreviated as E), fracture toughness (known as 
KIC), yield strength (called as Y), brittleness index 
(abbreviated as B) and elastic stiffness coefficient 

(identified as C11) parameters with the different 
Sr/Ti replacement level [2, 25, 26].  

                                                                                                                    

VHE 9635.81                                                (2)         

                                                                                                                              

3
VH

Y                                                            (3)  

EK IC 2                                                   (4) 

(α shows surface energy)                                                                                             
4

7

11 vHC                                                         (5) 

                                                                                                                             

IC

v

K

H
B                                                             (6)  

One can encounter all the real mechanical 
performance parameters in Table 1, also. 
According to the table, it would be more precise 
to confirm that the parameters determined are 
noted to depend sensitively on both the 
indentation test loads and substitution 
mechanism. This is attributed to the rapid 
increment in the problematic defects in the 
superconducting crystal system. The increment 
causes to degrade remarkably in mechanical 
strength, stability, stiffness, critical stress, 
toughness, flexural strengths and mechanical 
durability. As for the numerical values for the 
elastic (Young’s) modulus, the maximum value of 
405.313 GPa is noted for the pristine material at 
the constant test load of 0.245N while the 
minimum value of 279.863 GPa ascribes to the 
bulk Ti-5 superconducting material at 2.940 N test 
load. The other values between 360.498 GPa-
390.127 GPa are obtained for the moderate dopant 
levels at 0.245N. The reduction in the Young’s 
modulus verifies the negative influence of 
titanium foreign additives on polycrystallized Bi-
2212 main matrix. Similar results (decrease of 
Young’s modulus with the augmentation of test 
loads applied) are obtained. On this basis, the 
smallest elastic modulus value related to the 
stiffness is observed to be about 279.863 GPa for 
the Ti-5 cuprate ceramic material at the applied 
indentation test load of 2.940 N. Likewise, the 
deepest value for the yield strength is calculated 
to be about 1.137 GPa for the bulk Ti-5 material 
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at 2.940 N external indentation test load. 
Conversely, the maximum yield strength value of 
1.648 GPa is observed for the pure sample when 
0.245N indentation test load is applied to the 
sample. Namely, it is found that the Sr/Ti partial 
replacement in the Bi-2212 crystal lattice harms 
strongly on the yield strength parameters among 
the key mechanical design properties. As for the 
variation of fracture toughness parameters with 
the Sr/Ti partial substitution, the increse of both 
dopant level and applied test load leads to degrade 
the values. Accordingly, the maximum fracture 
toughness value of 9.609 GPa is noticed for the 
un-substituted superconducting material at 
0.245N applied load while.877 GPa is determined 
to be the smallest value for the Ti-5 sample. The 
similar results are observed for the results of 
brittleness index and elastic stiffness coefficients. 
All the differentiations of key mechanical design 
properties discussed above show that the Sr/Ti 
partial replacement in the main matrix diminishes 
the mechanical strength, stability, stiffness, 
critical stress, toughness, flexural strengths and 
mechanical durability of Bi-2212 
superconducting materials. 

 

4. CONCLUSION 

In the present work, we investigate the vital role 
of Sr/Ti partial substitution in the main matrix on 
the key mechanical design performance 
parameters and mechanical characterizations of 
poly-crystallized Bi2.1Sr2.0-xTixCa1.1Cu2.0Oy 
ceramic materials prepared within the molar ratios 
of 0≤x≤0.10 by means of micro hardness tests 
conducted at the varied external loads between the 
value of 0.245 N and 2.940 N in the atmospheric 
air conditions. It is observed that the key design 
mechanical performances tend to degrade 
constantly with increasing the Sr/Ti partial 
replacement level in superconducting crystal due 
to the rapid augmentation of problematic defects, 
crack initiation sites and stress raisers based on 
the crack-producing omnipresent flaws. 
Moreover, the durable tetragonal phase and 
critical stress value are damaged significantly, 
and hence, the Sr/Ti partial substituted Bi2.1Sr2.0-

xTixCa1.1Cu2.0Oy superconducting materials are 

much easier broken because of the increased 
problematic defects in the crystal lattice. 
Similarly, the Ti dopant level truncates 
dramatically the typical ISE feature. It is another 
valuable finding that the existence of excess Ti 
dopant in the crystal system makes the Bi-2212 
material reach to the plateau regions at relative 
lower applied test loads. 
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Mechanochemical Conversion of Domestic Celestite Mineral to SrC2O4 in The 
Ammonium Oxalate Media 

 

Mert Zoraga*1 

 

Abstract 

The main raw material used in the production of Sr metal and its compounds is SrSO4 (celestite) 
mineral and Turkey has valuable Sr mineral deposits. One of the important steps in the 
production of Sr compounds is the production of strontium oxalate compound that does not 
contain alkali compounds as contamination. Strontium is used as a primary raw material in the 
production of oxalate superconducting material and luminescence.  

In this study, in situ conversion of SrSO4 into SrC2O4.H2O by ammonium oxalate is investigated 
and the effects of rotational speed, ball / sample ratio and (NH4)2C2O4 / SrSO4 mole ratio on 
the conversion reaction were determined. It was found that the conversion of SrSO4 to 
SrC2O4.H2O was increased with increasing mole ratio of (NH4)2C2O4 to SrSO4. The maximum 
conversion, above 70 %, was achieved by using (NH4)2C2O4 / SrSO4 mole ratio: 1.5, rotation 
speed: 500 rpm and ball / sample ratio: 13. 

Keywords: Celestite, strontium oxalate, mechanochemistry 

 

 

1. INTRODUCTION 

The main raw material used in the production of 
Sr metal and its compounds is the celestite 
mineral with the basic component of SrSO4. 
Turkey has approximately 2.5 million tons of 
celestite reserves, which is one of the world’s 
highest percentage of strontium-containing 
mineral deposits. The celestite mineral is enriched 
by Barit Maden Turk A.S. and converted into 
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celestite concentrate containing 95-97 % SrSO4 
[1]. 

One of the important steps in the production of Sr 
compounds is to obtain the strontium oxalate 
compound without any alkali contamination. 
Strontium oxalate, Bi - Sr - Ca - Cu - oxide 
(BiSCCO) is used as a primary raw material for 
the production of superconducting and 
luminescent materials. Depending on the pH of 
the reagent solution used, there are different types 
of strontium oxalate such as anhydrous (SrC2O4), 
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monohydrate (SrC2O4.H2O), dihydrate 
(SrC2O4.2H2O) and acid (Sr (HC2O4) (C2O4) 
0.5.H2O). The studies in the literature have 
focused on the conversion of SrSO4 to SrCO3 by 
using different carbonate sources [2, 3]. There are 
few studies on the conversion of strontium 
oxalate. The current studies have focused on the 
thermal decomposition of strontium oxalate, co-
precipitation of H2C2O4 and (NH4)C2O4 solutions 
from nitrate solutions and production of 
superconducting materials [4-6]. 

Kobe and Deiglmeier [7] examined the 
conversion of SrSO4 to SrCO3 using Na2CO3 and 
K2CO3 solutions. It was determined that 96 % 
conversion was obtained depending on the 
experimental conditions. Iwai and Toguri [2] 
studied the conversion of SrSO4 in Na2CO3 
solution. They determined that SrCO3 is formed 
on the surface of SrSO4 particles and the rate of 
diffusion of the reactant from this porous product 
layer had controlled the reaction rate. Castillejos 
et al. [3] examined the effect of the solid - liquid 
ratio, pH value of the solution, temperature, 
stirring speed on conversion of the celestite 
concentrate to SrCO3 by using Na2CO3 solution. 
It was reported that the reaction rate was 
controlled by the rate of diffusion of the CO3

2- 
ions between the pores of the product layer. 

During the application of the mechanochemical 
method defined as the progression of the chemical 
reaction with the help of mechanical energy, the 
dense product layer surrounding the reactant 
grains is broken and the new solid reactant 
surfaces are exposed. Thereby, the chemical 
reactions progresses in a shorter period. Obut et 
al. [8], Erdemoglu et al. [9] and Setoudeh et al. 
[10] showed that this situation was possible when 
Na2CO3 solutions were used. Bingol et al. [11,12] 
compared the conversion of SrSO4 to SrCO3 by 
using (NH4)2CO3 reactant in both aqueous and 
anhydrous mechanochemical methods. It was 
found that 99.10 % and 98.10 % conversion 
values were achieved with aqueous and 
anhydrous mechanochemical method, 
respectively.  Zhang and Saito [13] studied the 
production of Sr(OH)2 from SrSO4 by anhydrous 
mechanochemical method using NaOH. They 
determined that Sr(OH)2, obtained as a result of 

the reaction according to Reaction 1, transformed 
into SrCO3 easily with CO2 in air according to 
Reaction 2. 

SrSO4+ 2NaOH→ Sr(OH)2+ Na2SO4     (1)  

Sr(OH)2+ CO2→ SrCO3+ H2O     (2) 

Setoudeh and Welham [14, 15] investigated the 
reduction of SrSO4 by using Al and Mg. In these 
highly exothermic reactions, when Mg was used, 
the reaction products were SrS and MgO. On the 
other hand, when Al was used, they determined 
that Sr3Al32O51, SrAl4O7 and SrAl2O4 compounds 
were formed depending on the grinding time of 
the mill as well as the SrS and Al2O3 compounds. 

Selim et al. [16] studied the precipitation of 
SrC2O4.H2O by using SrCl2 and Na2C2O4 

compounds. In their study, they examined the 
thermal decomposition of SrC2O4.H2O in 
different gas atmospheres (air, H2, N2 and CO2) 
and found that dehydration occurred in two 
stages. The majority of the water was released at 
180 °C and 5 % at 270 °C. They stated that the 
decomposition reaction of SrC2O4 to SrCO3 
occurred at a temperature range of 400 - 480 °C 
and the reaction was affected by the particle size 
and morphology of SrCO3. Dollimore [6] studied 
the thermal decomposition of SrC2O4.2,5H2O and 
SrC2O4.H2O in N2 atmosphere. The samples were 
prepared by Sr(NO3)2 and H2C2O4 solutions. It 
was reported that the dehydration reaction of 
SrC2O4.H2O occurred in one stage, but the 
dehydration reaction of SrC2O4.2,5H2O was 
occurred gradually due to the crystal symmetry.  

Knaepen et al. [4] used Sr(NO3)2, H2C2O4.2H2O 
and (NH4)2C2O4.H2O solutions for the synthesis 
of different structures of strontium oxalate. They 
determined that two different forms of neutral 
strontium oxalate (SrC2O4.xH2O) and acid 
strontium oxalate (SrC2O4.yH2C2O4.xH2O) were 
obtained depending on the concentration of 
H2C2O4 or (NH4)2C2O4. They stated that the 
thermal degradation of SrC2O4.H2O in the Ar 
atmosphere was carried out according to 
Reactions 3-5. The weight decreases as a result of 
the degradation where 9.50 %, 14.10 % and 22.70 
% theoretical values were calculated, respectively 
for the Reactions 3-5.  
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SrC2O4.H2O → SrC2O4+ H2O (130 – 250 °C)    (3) 

SrC2O4→ SrCO3+ CO           (420 – 590 °C)    (4) 

SrCO3 → SrO+ CO2         1200 – 1300 °C)    (5) 

When the thermal decomposition of acid 
strontium oxalate under the same conditions were 
examined, they stated that the degradation 
reactions were carried out in four stages according 
to Reactions 6, 7, 4 and 5 respectively and the 
weight decrease was in accordance with the 
theoretical values of 7.90 %, 18.50 %, 11.40 % 
and 18.80 % respectively for the Reactions 6-7 
and 4-5. 

SrC2O4(1/2)H2C2O4.H2O → SrC2O4(1/2)H2C2O4 

+ H2O               (145 – 210 °C)    (6) 

SrC2O4(1/2)H2C2O4 → SrC2O4+ (1/2) H2O+ (1/2) 
CO  + (1/2) CO2      (240 – 350 °C)    (7) 

Christensen and Hazell [5] studied the thermal 
decomposition and crystal structures of the 
tetragonal SrC2O4.2D2O and triclinic SrC2O4.D2O 
prepared with Sr(NO3)2, H2C2O4.2H2O and 99.70 
% D2O. They determined that the dehydration 
step of the SrC2O4.xD2O compound was carried 
out at two temperatures: 180 °C and 300 °C while 
the SrC2O4.H2O compound was dehydrated at 150 
°C.  When they examined the crystal structures of 
SrC2O4.2D2O and SrC2O4.D2O, they found that 
SrC2O4.2D2O was in tetragonal structure and that 
the Sr atom coordinated with eight O atoms from 
6 oxalate and 2 water molecules. In addition, they 
determined that SrC2O4.D2O was triclinic, and 
that Sr atom coordinated with eight O atoms, 7 of 
which were oxalate and 1 was the water molecule. 
Price et al. [17] studied non-aqueous SrC2O4 
single crystal yield at 240 °C by hydrothermal 
method using FeC2O4.2H2O and SrCl2.6H2O to 
provide a sufficiently large single crystal 
formation suitable for crystal structure analysis 
instead of Na2C2O4 and H2C2O4.2H2O as oxalate 
source. As a result of their experimental studies, 
they stated that each Sr atom coordinates with 
eight O atoms and that the SrO8 structure is in the 
square antiprism geometry. Bacce et al. [18] 
examined the thermal decomposition of 
SrC2O4.H2O and the effect of Eu3+ addition by 
using conventional and ultrasonic mixing at 80 °C 

using SrCl2 and (NH4)2C2O4 solutions. They 
stated that the ultrasonic mixing and Eu3+ 
admixture reduced the particle size, provided 
uniform grains, and that the final reaction product 
was composed of SrCO3, SrO and Sr(OH)2 
mixture due to the fact that the water could not 
completely dissociate as a result of the 
decomposition in the air atmosphere at 1050 °C.  
Zhang et al. [19] studied the production of 
strontium oxalate and morphology in 
polymethacrylic acid (PMAA) solution at room 
temperature using SrCl2 and Na2C2O4. In these 
experimental conditions, they determined that 
SrC2O4 is formed in 6 – 7 µm dimensions and it 
has a biomimetic growth. Yu et al. [20] 
investigated the effect of polystirenmaleic acid 
(PSMA) on the production of SrC2O4.2H2O using 
SrCl2 and Na2C2O4 solutions. They stated that the 
crystals of SrC2O4.2H2O collapsed in the double 
pyramid structure at room temperature without 
using PSMA and when the PSMA was used, due 
to the concentration of the Sr2+ ion with PSMA, 
the precipitation time increased and the 
morphology turned into a peanut structure by 
increasing the PSMA concentration. Obut [21] 
examined the effect of H2C2O4, Na2C2O4 and 
(NH4)2C2O4 solutions on the strontium oxalate 
conversion by using chemical purity SrSO4 and 
concentrated celestite. They found that H2C2O4 
and Na2C2O4 had no effect on the conversion of 
SrSO4 by using a stoichiometric amount of 
oxalate ion source according to the Reaction 8, 
but when using (NH4)2C2O4, SrCO4 and celestite 
concentrate of chemical purity were obtained with 
84.60 % and 74.70 % conversion respectively.  

SrSO4 + M2C2O4.aH2O + b H2O → SrC2O4.cH2O 
+ M2SO4.dH2O + (a+b-c-d) H2O     (8) 

The mechanochemical method is more effective 
than chemical conversion owing to uncover new 
reaction areas on particle surface especially when 
a protective layer forms on the surface of solid 
particles. The aim of this study is to investigate 
the conversion of celestite to SrC2O4.H2O by 
using mechanochemical method and to determine 
the effects of rotational speed, ball to sample ratio 
and concentration of the solution on the 
conversion reaction.  
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2. MATERIALS AND METHODS 

2.1. Materials and Techniques 

Celestite concentrate was obtained from Barite 
Maden Turk A.S. (Turkey). The celestite 
concentrate was wet sieved (Octagon 200) and -
75 + 53 µm particle size fraction was collected. 
(NH4)2C2O4 solutions, which were prepared by 
dissolving of chemically pure (NH4)2C2O4 
(Merck) in distilled water, were used in the 
conversion experiments. The simultaneous TG - 
DTA (TA - SDT Q600) device was used to 
determine the conversion of the solid reaction 
products. The characterization of the solid 
reaction products was carried out with X-ray 
powder diffractometer (XRD) (X Pert Pro) using 
Cu-Kα (λ = 1.54056 Å) monochromatic X-ray. 
The results of the quantitative analysis of the 
celestite concentrate with the XRF device 
(Panalytical Axios - Minerals) are shown in Table 
1.   

Table 1. Chemical composition of celestite 
concentrate 

Compound Composition (wt %) 
SrSO4 94.82 
BaSO4 2.85 
CaCO3 1.52 
SiO2 0.43 
Fe2O3 0.21 
Al2O3 0.08 
PbSO4 0.06 

CuO, ZnO < 0.02 

2.2. Experimental Procedure 

The experiments were carried out in MSE brand 
mills using 500 mL volumetric ceramic reaction 
chamber, 200 mm diameter ceramic balls and 250 
mL (NH4)2C2O4 solution (AOX) and celestite 
concentrate. The MSE brand mill has rotating 
rollers that can be adjusted according to the 
chamber diameter to be used. It also provides 
effective milling and mixing by adjusting the 
rotation speed according to the chamber and ball 
diameter. SrSO4 to SrC2O4 conversion reaction 
yield were investigated by the following 
parameters: milling time: 3 - 8 h, ball / sample 
ratio: 9, 11 and 13; (NH4)2C2O4 / SrSO4 mole 
ratio:  1.1, 1.3 and 1.5; and the rotational speed of 

300, 400 and 500 rpm. After the conversion 
experiments, the solid-liquid separation was 
carried out by filtration and the solid reaction 
products were dried at 80 °C for 8 h. TG - DTA 
diagrams were obtained with 50 mg sample in 
alumina crucible and a blank alumina crucible as 
reference material, with a linear heating rate of 10 
°C min-1 and a flow rate of 100 mL min-1 linear 
air flow. 

3. RESULTS AND DISCUSSION 

3.1. The conversion reaction mechanism of 
SrSO4 to SrC2O4 

The conversion reaction of SrSO4 to SrC2O4 is a 
solid - liquid heterogeneous type reaction 
(Reaction 9): 

 SrSO4 + C2O4
2-+H2O →SrC2O4.H2O + SO4

2-    (9) 

The solubility product of SrSO4 (Kୗ୮,ୗ୰ୗ୓ర 
=

 2.8x10-7) is greater than the solids product of 
SrC2O4.H2O (Kୗ୮,ୗ୰େమ୓ర.ୌమ୓ = 5.6x10-8) [9,21]. In 
this case, the solubility of SrC2O4.H2O in aqueous 
solutions (2.37x10-4 mol L-1) is less compared to 
the solubility of SrSO4 (5.29x10-4 mol L-1), and 
this is the driving force for the conversion 
reaction. The molar volumes of SrSO4 and 
SrC2O4.H2O calculated by taking into account the 
densities and molar weights of 46.38x10-3 m3 
kmol-1 and 71.18x10-3 m3 kmol-1 respectively. 
Since the molar volume of SrC2O4.H2O is greater 
than that of SrSO4, SrC2O4.H2O, which forms the 
solid reaction product and surround the surfaces 
of unreacted SrSO4 grains, is non-porous. When 
the solid product layer completely surrounds the 
surface of the solid reactant particles, it shows a 
protective behavior and does not allow ion 
diffusion, and as a result, the conversion reaction 
comes to a standstill and stops. 

By applying the mechanochemical method, this 
protective product layer is broken, and a new 
unreacted surface is formed and thus the 
progression of the conversion reaction is ensured.  
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3.2. The Effects of Experimental 
Parameters 

(NH4)2C2O4 (AOX) in the solution of the reaction 
rate of SrSO4 to SrC2O4 conversion to determine 
the effect of rotational speed of 300, 400, 500 rpm 
and (NH4)2C2O4 (AOX) / SrSO4 = 1.1, 1.3 and 1.5 
experiments for 8 hours were performed. In the 
experiments, 13.81, 11.69 and 10.13 g of 
concentrated celestite in the particle size range of 
-75 + 53 µm, 0.08 mol (NH4)2C2O4 by using 250 
mL of solution obtained by dissolving the ball / 
sample = 9, 11 and 13 were studied. As shown in 
Figure 1, the rotational speed of 500 rpm is 
sufficient to break the protective SrC2O4.H2O 
layer formed on the surface of SrSO4 grains and 
under these conditions, the conversion rate has 
reached the highest value. In the experiments 
performed to determine the effects of other 
parameters on the conversion reaction rate, the 
rotational speed was kept constant at 500 rpm. 

 

 Figure 1. The effect of rotational speed on the 
conversion reaction to SrSO4 in SrC2O4 

In order to determine the effect of AOX on the 
conversion of SrSO4 to SrC2O4, experiments with 
AOX / SrSO4 = 1.1, 1.3 and 1.5 were carried out. 
As shown in Figure 2, the conversion at 1.5 molar 
ratio was found to be over 70 %. The reaction 
takes place as a result of direct contact between 
the surface of the SrSO4 and the AOX. Due to the 
high concentration of C2O4

2- ions, ion exchange 
increases and the conversion of SrO4 to 
SrC2O4.H2O is also increased with the increase in 
the AOX / SrSO4 molar ratio 

Figure 2. Effect of mole ratio of AOX / SrSO4 on 
conversion reaction of SrSO4 to SrC2O4 

Experiments were carried out for 8 h to determine 
the effect of ball / sample ratio of 9, 11 and 13 and 
(NH4)2C2O4 (AOX) / SrSO4 = 1.1, 1.3 and 1.5 on 
the reaction rate of SrSO4 to SrC2O4 conversion. 
As shown in Figure 3, the conversion value 
increased with increasing the ball / sample and 
AOX/SrSO4 ratios. In addition, AOX/SrSO4 ratio 
has more significant effect on the conversion 
value at lower ball/sample ratios.  

 

Figure 3. The effect of ball / sample ratio on the 
conversion reaction to SrSO4 in SrC2O4 

3.3. TG-DTA and XRD Analyzes 

The conversion reaction of SrSO4 to SrC2O4 were 
carried out to determine the effects of AOX on 
AOX / SrSO4 = 1.1, 1.3 and 1.5 at different 
reaction times (3, 4, 6 and 8 hours) at 500 rpm 
rotational speed. The diagrams obtained from the 
simultaneous TG - DTA analysis of the solid 
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reaction products obtained are shown in Figures 4 
and 5.  

TGA analysis carried out in air atmosphere shows 
there weight loss steps (Figure 4). First weight 
loss step is between 90 - 305 °C due to the 
formation of SrC2O4, which was achieved by 
losing the crystal water of SrC2O4.H2O (Reaction 
3). The second weight loss between 370 - 595 °C 
(Reaction 4), the third weight loss between 615 - 
1100 °C show that SrCO3 released CO2 and 
converted into SrO (Reaction 5). Weight loss 
values are shown in Table 2. These values are 
different from the theoretical values. This 
difference shows that the sample is not composed 
only of SrC2O4.H2O, and some of the SrSO4 
remained unchanged. 

Figure 4. TG analyses of reaction products from 
conversion of SrSO4 to SrC2O4 

Figure 5. DTA analyses of reaction products from 
conversion of SrSO4 to SrC2O4 

The DTA diagram taken in the air atmosphere 
(Figure 5) shows the presence of three reactions. 
Peaks at 171 °C (endothermic peak), 502 °C 
(exothermic peak) and 980 °C (endothermic peak) 
are those of Reactions 3, 4 and 5, respectively. It 
belongs to the reversible allotropic transformation 
of unreacted SrSO4 in the severe and sharp 
endothermic peak sample seen at 1156 °C in the 
DTA diagram [22]. XRD diagram in Figure 6 
shows that the substance consists of a mixture of 
SrC2O4.H2O (ICDD 20-1203) which is the 
reaction product of the unreacted SrSO4 (ICDD 
05-0593). 

Table 2. The weight loss values obtained from the TG 

 Weight loss, % 

 Conversion, % Sample First reaction step Second reaction step Third reaction step 

AOX / SrSO4: 1.5, 3 h 5.33 8.41 12.62 56.71 

AOX / SrSO4: 1.5, 8 h 8.66 9.63 15.12 71.88 

AOX / SrSO4: 1.1, 8 h 7.61 8.49 12.78 62.13 

AOX / SrSO4: 1.1, 3 h 3.79 4.77 7.84 35.28 

Theoric Value 9.30 23.76 46.48  
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Figure 6. XRD analyses of reaction products 

4. CONCLUSIONS 

The solubility of SrC2O4.H2O in aqueous 
solutions is less compared to the solubility of 
SrSO4, and this is the driving force for the 
conversion reaction.  

Since the molar volume of SrC2O4.H2O is greater 
than that of SrSO4, non-porous SrC2O4.H2O solid 
product layer formed on the surface of SrSO4 
particles which shows a protective layer 
characteristic when it completely surrounds the 
surface of solid reactant grains. This layer, which 
does not allow ion diffusion, was broken by 
application of the mechanochemical method, 
where the formation of new reaction surface 
resulted in the progression of the conversion 
reaction. 

The conversion of SrSO4 to SrC2O4.H2O reached 
the highest value (above 70 %) under the relevant 
test conditions when working at a rotational speed 
of 500 rpm. When the reaction time or ball / 
sample ratio is increased according to the 
obtained test results, it is expected that the 
conversion will reach higher values. 

Since the reaction was the result of direct contact 
between the AOX and SrSO4, it was determined 
that the conversion of SrSO4 to SrC2O4.H2O 
increased with the increase in mole ratio of AOX 
to SrSO4. The highest conversion value was above 
70 % at AOX / SrSO4: 1.5 mole ratio. 
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Heat transfer analysis of different thermal oils in parabolic trough solar collectors 
with longitudinal sinusoidal internal fin 

Burak Kurşun*1  

Abstract 

Parabolic trough solar collectors (PTSC) plays an important role in the heating of fluids and in the generation of 
electricity . In this study, heat transfer and temperature distribution analysis was carried out for the use of internal 
longitudinal fins with different geometries in a parabolic trough solar collector.  Numerical analyzes were carried out 
for different Reynolds (Re) numbers (2x104-8 x104) at steady-state conditions and three different thermal oils were 
used as heat transfer fluid (HTF). The use of the internal fin with sinusoidal lateral surface for all types of thermal 
oil increased the heat transfer and made the temperature distribution in the fluid more uniform. The highest thermal 
enhancement factor was occurred for Syltherm 800 oil and sinusoidal fin geometry. With the use of Syltherm 800 
oil, the thermal enhancement factor (𝜓) increased by 40% and 44% respectively according to the Therminol VP1 and 
D12 oil type for the case with sinusoidal fin.  

Keywords: Longitudinal fin, Parabolic trough, Sinusoidal fin, Thermal oil 

 

1. INTRODUCTION 

Renewable energy sources are nowadays widely used 
as an alternative to energy sources that create air 
pollution and negatively affect ecological life. 
Renewable energy can be classified as energies of 
solar, wind, hydrogen and biomass. Concentrated solar 
power (CSP) systems play an important role in the 
heating of fluids and in the generation of electricity. 
This study focused on parabolic trough solar collectors 
(PTSC) used in medium temperature (100-400°C) 
applications [2].  
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1 Amasya University, Mechanical Engineering, Amasya, Turkey, ORCID: 0000-0001-5878-3894 

 

Figure 1. Parabolic trough collector[1] 

PTSCs are composed of a parabolic reflector, glass 
cover and a circular shaped absorber through which the 
fluid passes. The sun rays are focused on the absorber 
by reflectors and the fluid in the absorber is heated 
(Figure 1). There are many experimental and numerical 
studies to increase the thermal performance of PTSCs. 
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Inserts for absorber have been widely applied in these 
studies [2]. Cheng et al. investigated the effect of an 
absorber with unilateral milt-longitudinal vortex 
generators on thermal performance, numerically [3]. 
Numerical study showed that the vortex generators 
increased heat transfer by 2.23-13.62%. The use of the 
twisted tape insert with different nanofluids in the 
absorber was presented by Waghole et al. [4]. 
Experimental study revealed that the heat transfer and 
the pressure loss increase by 1.5-2.10 times and 1-1.75 
times respectively. In the study carried out by Kumar 
and Reddy, perforated disc usage in the absorber was 
investigated, numerically [5]. For the optimal 
configuration of the porous disc, it was observed that 
the heat transfer and the pressure loss increased by 221 
watt and 13.5%, respectively. The effect of inserting 
metal foam in the absorber on the heat transfer was 
analysed by Wang et al. [6]. The geometry and the 
porosity of the metal foam were investigated. It was 
reported that the increase in the Nusselt number (Nu) 
and the friction coefficient were 10-20 times and 400-
700 times, respectively. Investigating of the use of a 
louvered twisted-tape and the typical plain twisted-tape 
inserts in the absorber performed by 
Ghadirijafarbeigloo et al. [7]. For the fully developed 
turbulent conditions, the louvered twisted-tape inserts 
significantly increased the heat transfer and pressure 
loss compared to typical plain twisted-tape inserts. 
Jaramillo et al. investigated thermal performance by 
using twisted-tape inserts in a parabolic trough 
collector for low enthalpy processes [8]. It was 
revealed that the higher increase in the heat transfer 
occurred for the low twist ratio and the Reynolds 
number (Re) values. For a tubular absorber, using of 
the dimples, protrusions and internal helical fins on the 
heat transfer were determined by Huang et al. [9]. The 
highest enhancement in the Nu and friction coefficient 
by 44-64% and 56-77%, respectively, by using a 
dimpled tube. In the presented study by Gong et al., the 
heat transfer enhancement was provided by using an 
absorber with pin fin inserts [10]. It was reported, the 
Nu and overall heat transfer performance factor were 
increased by 9% and 12% respectively for the pin fin 
usage. Bellos et al. presented a study including the 
effect of the internal fin with different length and 
thickness on the thermal performance for the parabolic 
trough collector [11]. Numerical study showed that 
increase in the fin thickness and length increased the 
pressure loss and heat transfer.  

It is clear from the literature that the use of inserts for 
absorber tube increases the heat transfer. Although 
there are many experimental and numerical studies for 
inserts with different geometries, there are few studies 
on the effect of lateral surface geometry of the inserts 
on heat transfer. In this study, thermal performance 
analysis was carried out for the use of internal 
longitudinal fins with sinusoidal lateral surfaces in a 
parabolic trough solar collector. Sinusoidal geometry 
are widely used in compact heat exchangers due to the 
higher thermal performance [12-14]. Thus, sinusoidal 
geometry was preferred for the numerical analyses. The 
main aim of the study is to investigate the effect of 
different types of thermal oil on heat transfer and 
pressure drop for sinusoidal internal finned absorber. 
For this purpose, three different types of thermal oil: 
Syltherm 800, Therminol D12 and Therminol VP1 
were used. Numerical analyzes were performed for the 
conditions with flat fin, sinusoidal fin and without fin 
and the findings obtained were compared with each 
other.  

2. PHYSICAL MODEL 

Absorber geometry used for numerical analysis was 
given in Figure 2. Figure 2a and 2b represent the flat 
and the sinusoidal fin geometries, respectively. In 
Figure 2c, the amplitude value (a) of sinusoidal 
geometry is a=6mm, periodic length (p) is p=10mm 
and thickness (t) is t=5mm. The fin heights (H) are 
H=5mm for all conditions. 

 

Figure 2. LS-2 absorber and fin geometry, a) flat fin, 
b)sinusoidal fin, c)sinusoidal geometry 

The absorber geometry was modeled according to the 
LS-2 type receiver dimensions [15] and the absorber 
material was 316L steel [16]. The values of the 
absorber dimensions and the thermal properties of the 
absorber material are given in Table 1. The inlet 
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temperature of the thermal oils (Tin) to the absorber was 
determined by taking into account the thermal 
properties such as boiling and autoignition temperature 
(Tin=400 K). The thermal properties of Syltherm 800, 
Therminol D12 and VP1 oils for 400 K temperature 
were taken from References [11] and [25] respectively 
(Table 2). Because the absorbing geometry was 
symmetrical with respect to the y-z plane, half of the 
absorber was modeled for numerical analysis.  

Table 1. Dimension values of LS-2 absorber and thermal 
properties of absorber material 

Absorber  316L steel 

Di(m) 0.066  λ(W/m.K) 24.92 

D0(m) 0.070  ρ(kg/m3) 8030 

L(m) 7.8  Cp(J/kg.K) 502.48 

Table 2. Thermal properties of oils (T=400K) 

Oil type λ(W/m.K) ρ(kg/m3) Cp(J/kg.K) µ(Pa.s) 

Slyth800 0.1149  840.3 1791 0.00222 

VP1 0.1243  977 1850 0.000731 

D12 0.0917  681 2520 0.000356 

3. MATHEMATICAL MODEL 

In the numerical analysis, it was assumed that the fluids 
were incompressible and their thermal properties were 
constant. The analyzes were performed under steady-
state and turbulent flow conditions. The three-
dimensional governing equations are given below. 
Equations 1, 2 and 3 are the conservation of mass, 
momentum and energy, respectively. 
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Where, 𝑢௜ and 𝑢௝ are the time-averaged velocity 

components in the i and j directions, 𝜌𝑢ప
ᇱ𝑢ఫ

ᇱതതതതതതത are the 
Reynolds stresses, P is the time-averaged pressure, T is 

the time-averaged temperature, 𝜆 is the fluid thermal 
conductivity, 𝜌 is the density, 𝜇௧ is the turbulent 
viscosity and 𝜎௛,௧ is the turbulent Prandtl number for 
energy. The Reynolds stresses can be expressed by the 
following equation depending on the Boussinesq 
hypothesis to include velocity gradients [19], 
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Where 𝛿௜௝ is the linear deformation rate of a fluid 
element, k is the turbulent kinetic energy per unit mass. 
𝛿௜௝ and k are given by Equations 5 and 6, 
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k-ε model is widely used in flow calculations [19,20]. 
Realisable k-ε model was selected in the present study. 
In the Realisable k-ε model, the two additional 
equations used for the transport of turbulence kinetic 
energy (k) and turbulent dissipation rates (ε)are given 
below, 

 k equation: 
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൨ + 𝐺௞ − 𝜌𝜀            (7) 

ε equation: 

డ

డ௫ೕ
൫𝜌𝜀𝑢௝൯ =

డ

డ௫೔
𝜇 ൤ቀ𝜇 +

ఓ೟

ఙഄ
ቁ

డఌ

డ௫ೕ
൨ + 𝜌𝐶ଵ𝑆𝜀 −

𝜌𝐶ଶ
ఌమ

௞ା√ఔఌ
                                                                         (8) 

Where 𝜎௞ and 𝜎ఌ are the turbulent Prandtl number for 
k and ε, respectively. 𝐺௞ is the production of turbulent 
kinetic energy and calculated by Equation 9, 

𝐺௞ = −𝜌𝑢ప
ᇱ𝑢ఫ

ᇱതതതതതതത డ௨ೕ

డ௫೔
                                                         (9) 

When the 𝐺௞ equation is evaluated together with the 
Equation 4, the following equation can be written, 

𝐺௞ = 𝜇௧𝑆ଶ                                                                      (10) 

Turbulent viscosity is given by Equation 11, 

𝜇௧ = 𝜌𝐶ఓ
௞మ

ఌ
                                                                    (11) 

Constants used in the Realisable k-ε model are given 
below, 
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𝐶ଵ = 𝑚𝑎𝑥 ቂ0.43,
ఎ

ఎାହ
ቃ , 𝜂 = 𝑆

௞

ఌ
, 𝑆 ≡ ඥ𝑆௜௝𝑆௜௝ , 𝐶ଶ =

1.9, 𝜎௞ = 1, 𝜎ఌ = 1.2                                                                       

𝐶ఓ is a function of the mean strain and rotation rates, 
the angular velocity, and the turbulence fields. 
Calculation of 𝐶ఓ function is given in Reference [19]. 

3.1. Boundary Conditions 

The uniform velocity distribution was accepted at the 
inlet of the absorber and the inlet velocity values were 
assigned in the z-axis direction depending on the 
variable Reynolds numbers (Re). At the absorber 
outlet, the pressure was taken equal to the gauge 
pressure value (Pressure outlet condition). The 
boundary conditions at the inlet and outlet of the 
channel for the symmetric model were expressed by 
Equations 12 and 13 respectively,  

𝑢 = 𝜈 = 0, 𝑤 = 𝑤௜௡ , 𝑇 = 𝑇௜௡ , 90° ≤ 𝜃 ≤ 270°  (12) 

𝑃௢௨௧ = 𝑃௚௔௚௘ = 0                           90° ≤ 𝜃 ≤ 270°  (13) 

In parabolic trough collectors, a non-uniform heat flux 
distribution occurs on the outer surface of the absorber 
due to the parabolic reflector. The heat flux values on 
the outer wall of the absorber were determined by 
multiplying the direct normal irradiation (I) by local 
concentration ratio (LCR) (𝑞ᇱᇱ

௪௔௟௟=I.LCR). Direct 

normal irradiance (I) was taken as I=1000 W/m2. The 
LCR values for the commercial LS-2 parabolic trough 
solar collector is taken from Reference [6]. The curve 
was fitted to the LCR values and assigned to the 
absorber outer surface as a boundary condition by the 
user-defined function (UDF). In Figure 3a and 3b, LCR 
and the heat flux distribution on the outer wall of the 
absorber for the rim angle (θr) of θr=70º were given. In 
parabolic trough solar collectors, the outer surface of 
the absorber is surrounded by vacuumed cover glass. 
Therefore, conduction and convection heat losses from 
the absorber can be neglected. In this study, it was 
focused on the thermal performance and pressure 
losses. Therefore, the radiation heat transfer loss on the 
outer surface of the absorber was not taken into account 
as in the References [6] and [21]. 

 

 

 

Figure 3. LCR and heat flux distribution on the outer wall 
of the absorber 

Absorber inlet and outlet surfaces on the x-y plane were 
assumed to be adiabatic (𝑞ᇱᇱ = 0). The no-slip 
boundary condition was defined on all solid surfaces in 
the fluid zone (u=0,v=0,w=0). In the y-z plane, the 
symmetry condition was applied such that the normal 
gradients of all flow variables were zero. 

4. NUMERICAL METHOD 

The Finite Volume Method was used to solve 
differential governing equations. It was utilized from 
ANSYS Fluent commercial package program to solve 
the analyzes. The SIMPLE algorithm was adopted for 
pressure and velocity coupling.  The Second Order 
Upwind method was selected for the solution of 
discretized governing equations. Enhanced wall 
treatment [19] was applied in the flow analysis of the 
areas near the inner wall of the absorber.  Residual 
value (𝜑௡௘௪ − 𝜑௢௟ௗ) was given by Equation 14 for the 
continuity equation, momentum equation, turbulent 
kinetic energy, turbulent dissipation rate, and energy 
equation. 
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|𝜑௡௘௪ − 𝜑௢௟ௗ| ≤ 10ି଺                                                (14) 

Where, 𝜑 represents any variable. 

5. REDUCTION OF NUMERICAL DATA 

In the assessment of thermal performance, it was 
utilized from the dimensionless variables given below. 

Reynolds number (Re) was determined by Equation15, 

𝑅𝑒 =
௪೔೙஽೔

జ
                                                                     (15) 

Where 𝑤௜௡ is the fluid inlet velocity in the z-direction, 
𝜐 is the kinematic viscosity of the fluid and 𝐷௜ is the 
inner diameter of the absorber. 

For the heat transfer analysis, the average Nu are given 
by the following equation, 

𝑁𝑢 = ℎ
஽೔

ఒ
                                                                       (16) 

In the equation, λ and h represent thermal conductivity 
of the fluid and convection heat transfer coefficient, 
respectively. 

Heat transfer coefficient can be calculated by following 
equation, 

ℎ =
௤ᇲᇲ

(்ೢ೔ି்್)
                                                                   (17) 

Where 𝑇௪௜ is the average inner wall temperature of the 
absorber, 𝑇௕ is the average fluid temperature and 𝑞ᇱᇱ is 
the average heat flux on the receiver wall. 

Friction coefficient (f) was calculated with Equation 
18, 

𝑓 =
∆௉(஽೔/௅)

ఘ௪೔೙
మ/ଶ

                                                                   (18) 

Where, ∆𝑃 and f are the pressure loss and friction 
coefficient, respectively 

Petukhov and Gnielinski correlations [17] were used 
for f and Nu, respectively for the validation of pipe 
flow. Gnielinski correlation is valid in the range of 
3𝑥10ଷ ≤ 𝑅𝑒 ≤ 5𝑥10଺. 

 Petukhov correlation: 

𝑓 = (0.790𝑙𝑛𝑅𝑒 − 1.64)ିଶ                                       (19) 

 Gnielinski correlation: 

𝑁𝑢 =
ቀ

೑

ఴ
ቁ(ோ௘ିଵ଴଴଴)௉௥

ଵାଵଶ.଻ቀ
೑

ఴ
ቁ

భ
మ

ቆ௉௥
మ
యିଵቇ

                                               (20) 

Equation 21 [21] was used to compare thermal 
performance between different conditions for identical 
pumping power, 

𝜓 = (𝑁𝑢଼଴଴/𝑁𝑢)/(𝑓 ଴଴/𝑓)ଵ/ଷ                                 (21) 

Where, 𝑁𝑢଼଴଴ and 𝑓 ଴଴ denote the Nusselt number and 
friction coefficient for the Syltherm 800 oil in any 
condition. 𝑁𝑢 and 𝑓 are Nusselt number and friction 
coefficient values which are formed according to other 
thermal oil types. The non-uniform heat flux 
distribution on the absorber outer surface increases the 
circumferential temperature difference on the absorber. 
This leads to the formation of bending stresses and 
damage to the vacuumed glass cover [23,24]. With the 
following equation, the maximum circumferential 
temperature difference ratios (Γ) on the absorber were 
determined. 

Γ =
୼ ೘்ೌೣ

୼ ೘்ೌೣ,ఴబబ
                                                                  (22) 

Where, Δ𝑇௠௔௫,଼଴଴ is the maximum circumferential 
temperature difference for Syltherm 800 oil, Δ𝑇௠௔௫ is 
used for other thermal oil types. Δ𝑇௠௔௫ was calculated 
by Equation 24, 

Δ𝑇௠௔௫ = 𝑇௠௔௫,௢ − 𝑇௠௜௡,௢                                           (24) 

Where, 𝑇௠௔௫,௢ and 𝑇௠௜௡,௢ represent the maximum and 
minimum outer surface average temperature of the 
absorber. 

6. VALIDATION OF NUMERICAL RESULTS 

To verify the numerical results, the grid size 
independence test was performed first. Table 2 shows 
a grid size comparison for the case without fin and the 
case with flat fin. For both conditions, the deviation in 
the values of the variables is approximately 1% for the 
grid dimensions below 2.5 mm. Thus, 2.5 mm grid size 
was selected for numerical analysis. 
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Table 3. Grid size independence test reults (Re=4x104, 
Tin=300K, Syltherm 800 oil) 

Absorber without fin 

Grid size f Deviation(%) Nu Deviation(%) 

6mm 0.02269 - 809.75 - 

4mm 0.02266 0.110743 794.37 1.89873 

2.5mm 0.02288 0.957665 776 2.31338 

1.25mm 0.02296 0.335939 770 0.77196 

Absorber with flat fin 

6mm 0.01925 - 1104.45 - 

4mm 0.01850 3.886995 1162.58 5.26315 

2.5mm 0.01831 1.033374 1039.48 10.58823 

1.25mm 0.01831 0.021484 1027.395 1.16279 

 

The grid structure for the 2,5 mm grid size was shown 
in Figure 4. The unstructured grid was used in the fluid 
zone and the grid structure was concentrated in areas 
close to the solid surfaces. For the absorber tube, 
however, structured grid was used with uniform 
distribution. For the grid density on solid surfaces, the 
y+ value is approximately y+  = 1 for all analyzes. y+   is 
expressed by Equation 25, 

𝑦ା = ඥ𝑦𝑢௧/𝜐                                                             (25) 

Where, y represents the distance from the solid surface, 
𝜐 represents the kinematic viscosity, and 𝑢௧ represents 
the friction velocity. 𝑢௧ is determined by following 
equation, 

𝑢௧ = ඥ𝜏௪/𝜌                                                                  (26) 

Figure 4. Grid structure a) without fin, b) flat/sinusoidal fin 

The comparison of f and Nu values with literature 
studies was carried out for the case with and without 
fin. The results of f and Nu were compared with 
Petukhov and Gnielinski correlations, respectively. In 
literature studies, it was stated that 20% error was 
acceptable in industrial applications for these 
correlations [3,21]. In addition, these correlations are 
affected at negligible level from the heat flux 
distribution outside the absorber [17]. Figures 5a and 
5b show comparisons of Nu and f for the case without 
fin. For Nu and f, the highest deviation was observed 
8% and 10% respectively.  

 

 

 

Figure 5. Validation of numerical results a) Nu, without fin, 
b) f, without fin, c) Nu/Nuflat ratio 
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The results of the theoretical and numerical study in the 
literature have been used for the validation of flat fin 
condition (Figure 5c). The Nu ratios in the cases with 
and without fin were given in Figure 5c. The deviation 
between the results in this study and the literature 
studies was found to be around 4%. These findings 
indicate that the applied mathematical model and 
numerical analysis are in good agreement with the 
results of the literature studies. 

7. RESULTS AND DISCUSSIONS 

Numerical analyzes were carried out for turbulent flow 
conditions in the range of Re=2x104-8x104.The results 
were presented below as graphs containing velocity 
vectors, temperature contours, circumferential 
temperature difference and thermal enhancement 
factor. 

7.1. Velocity and Temperature Distribution 

In the study, it was aimed to increase the convection 
around the fin with sinusoidal lateral surface structure 
in the absorber. In addition, the interaction of different 
thermal oils types with fin geometries was investigated. 
In Figure 6b, velocity vectors formed in flat and 
sinusoidal fin structure were given. As shown in Figure 
6, the sinusoidal lateral structure of the fin caused the 
fluid to change direction. Thus, it was provided 
increase in convection. Figure 7 shows the velocity 
vectors formed by the use of sinusoidal fins for 
different types of thermal oil. Due to the different 
thermophysical properties of the thermal oils, different 
fluid velocities occurred in the absorber for the certain 
Re value. It was observed that the highest and lowest 
fluid velocity values were formed for Syltherm 800 and 
Therminol D12 thermal oils, respectively. The increase 
in fluid velocity also increased the convection around 
the fin. 

The effect of the fin geometry and fluid type on the 
temperature distribution can be examined with Figures 
8 and 9. Figure 8 shows the effect of the use of the 
internal longitudinal fin on the fluid temperature. As 
seen in Fig. 8a, a non-uniform temperature distribution 
occurred in the case without fin and this increased the 
temperature difference in the absorber depending on 
the heat flux density. With the use of the fins, the heat 
transfer surface area increased and the absorber 
temperatures decreased (Figures 8b and 8c). 
Furthermore, with the sinusoidal fin surface, fluid 

motion increased and a more uniform temperature 
distribution was obtained (Figure 8c). 

The effects of different thermal oil types on the 
temperature distribution for the sinusoidal fin type was 
given in Figure 9. The lowest absorber temperature and 
the most uniform temperature distribution were 
obtained for Syltherm 800 thermal oil (Figure 9c). On 
the other hand, the lowest heat transfer was observed 
for Therminol D12 thermal oil type. 

a) 

 

 

 

 

Figure 6. Velocity vectors (Re=60000, Syltherm 800 oil) a) 
flat fin, b) sinusoidal fin 
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Figure 7. Velocity vectors (Re=60000, Sinusoidal fin) a) 
Syltherm 800, b) Therminol VP1, c) Therminol D12 

 

Figure 8. Temperature contours (Re=20000, Therminol 
VP1) a) without fin, b)flat fin, c) sinusoidal fin            

 

Figure 9. Temperature contours (Re=20000, sinusoidal fins) 
a) Therminol D12, b) Therminol VP1, c) Syltherm 800 
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Figure 10 shows the temperature distributions of the 
fluid and absorber depending on the absorber length in 
the use of different types of oil for the sinusoidal fin 
type. For all oil types, heat transfer was obtained the 
highest in the fluid inlet zone and lowest in the outlet 
zone. Therefore, the absorber temperature began to 
increase towards the absorber outlet. In the fluid zone, 
the oil temperature increased with the effect of 
convection towards the absorber outlet. The highest 
convection around the fin was occurred for the 
Syltherm800 oil and the lowest absorber temperatures 
were obtained.  

 

a) 

 

b) 

 

c) 

 

Figure 10. Temperature variations with absorber length 
(Re=20000, sinusoidal fins) a) Therminol D12, b) 

Therminol VP1, c) Syltherm 800 

7.2. Thermal Performance Analysis 

Thermal performance evaluation of thermal oil types 
was made with reference to Syltherm 800 thermal oil 

for all conditions with and without fin usage (Figure 
11a). Figure 11a shows the thermal performance curves 
of the Therminol D12 and VP1 type thermal oils with 
respect to the Syltherm 800 type thermal oil at variable 
Re values for an identical pumping power. With the 
increase in the Re, the heat transfer in the use of 
Syltherm 800 oil for the cases with flat fin and without 
fin increased with respect to the heat transfer in the 
Therminol D12 and VP1 oil use. The highest thermal 
enhancement factor was achieved in the use of fin with 
sinusoidal lateral surface, and the heat transfer ratio 
between the oils remained nearly constant in all the Re 
values. With the use of Syltherm 800 oil, the thermal 
enhancement factor increased by 1.4 and 1.44 times 
respectively according to the Therminol VP1 and D12 
oil type for the case with sinusoidal fin. This revealed 
that the highest and lowest thermal performance 
occurred for Syltherm 800 and Therminol D12 type 
thermal oils, respectively. 

Figure 11b indicates the ratios of the maximum 
circumferential temperature differences on the 
absorber outer surface for different oil types. With the 
increase in the Re and the use of sinusoidal fin, the 
temperature difference ratios decreased. When oil 
types were compared, it was observed that the highest 
absorber temperatures occurred in Therminol D12 oil 
usage.  For the Therminol D12 oil usage, the maximum 
circumferential temperature difference ratio increased 
in the range of 1.73-1.90 according to the use of 
Syltherm 800 oil. 

 

Burak Kurşun

Heat Transfer Analysis of Different Thermal Oils in Parabolic Trough Solar Collectors With Longitudin...

Sakarya University Journal of Science 23(5), 848-858, 2019 856



 

 

Figure 11. Comparison of thermal oils a) Thermal 
enhancement factor, b) Maximum circumferential 

temperature difference ratio 

8. CONCLUSIONS 

In a parabolic trough solar collector, the analysis of the 
internal longitudinal fin use with different geometries 
for different types of thermal oil was carried out and 
the results obtained were summarized below. 

The use of the internal fin with sinusoidal lateral 
surface for all types of thermal oil increased the 
convection by directing the fluid. This situation 
increased the heat transfer to the fluid compared to the 
flat fin and finless conditions and decreased the 
absorber temperature. Furthermore, the sinusoidal fin 
made the temperature distribution in the fluid more 
uniform. 

The highest thermal enhancement factor was obtained 
for Syltherm 800 oil. With the use of Syltherm 800 oil, 
the thermal enhancement factor increased by 40% and 
44% respectively according to the Therminol VP1 and 
D12 oil type for the case with sinusoidal fin. Parallel to 
the results of thermal performance, the highest absorber 
temperatures occurred in the use of Therminol D12 oil. 
For the Therminol D12 oil usage, the maximum 
circumferential temperature difference ratio increased 
in the range of  73-90% according to the use of 
Syltherm 800 oil. 
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Implementation of Dormand-Prince based chaotic oscillator designs in different IQ-
Math number standards on FPGA 

İsmail KOYUNCU1, Halil İbrahim ŞEKER*2 

Abstract 

Chaos and chaotic systems, one of the most important work areas in recent years, are used in areas such as cryptology 
and secure communication, industrial control, artificial neural networks, random number generators and image 
processing. The most basic structure used in these studies is a chaotic oscillator design that produces a chaotic signal. 
Chaotic oscillators are expressed by using differential equations. Numerical algorithms such as Euler, Heun, fourth 
order Runge-Kutta-4 (RK4), fifth order RK5-Butcher and Dormand-Prince are used for solving these differential 
equations. When the current literature is searched, chaotic oscillator designs are found by Euler, Heun, RK4 and 
RK5- Butcher method. However, FPGA-based chaotic oscillator design studies have not been found using the 
Dormand-Prince method, which produces more accurate solutions than other methods. In this work, self-excited 
attractor chaotic system was first designed in 16I-16Q, 14I-14Q, 12I-12Q, 10I_10Q, 8I-8Q IQ-Math number 
standards on FPGA using Dormand-Prince numerical algorithm and encoded in VHDL language. Xilinx ISE Design 
Tools were used to design the chaotic system. The design was synthesized and tested for the Xilinx Virtex-6 FPGA 
chip. Using the Xilinx ISE design tool, the chip statistics and maximum operating frequency obtained after the 
"Route-Place" operation are presented. In future work, safe communication and real random number generator 
applications can be realized by using the Dormand-Prince based oscillator design presented in this study. 

Keywords: Dormand-Prince algorithm, FPGA, chaotic oscillator, VHDL. 

 

1. INTRODUCTION 

This Chaos and chaotic systems are one of the working 
areas on which many national and international studies 
have been conducted in the recent years. Chaotic 
systems, for the first time, were discovered by the 
mathematician and meteorologist Edward Norton 
Lorenz in 1963. Lorenz has revealed in his study that 
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even the smallest change in initial conditions can cause 
unpredictable results after a while. The foundations of 
chaotic systems were laid with this study [1]. Then 
Sprott, Rössler, Rikitake, Burke-Shaw, Pehlivan-Wei, 
Abooee and Deng have proposed chaotic systems to the 
literature. Chaos and chaotic systems are those that are 
very tied to initial conditions, demonstrate random, 
nonlinear, disorganized looking forms but have a 
unique layout system in itself.  These systems are 
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variable and non-periodic structures producing noise-
like signs. Chaotic systems are composed of simple 
differential equations even if they seem like complex 
structures [2]. A lot of research have been done in many 
research areas thanks to these properties of chaotic 
systems. These research areas include such fields as 
control [3, 4], image processing [5, 6], cryptology and 
secure communication [7, 8], artificial neural networks 
[9, 10], biomedical [11], industrial control [12, 13], and 
random number generators [14, 15]. In the literature, 
chaotic signal generators can be designed in different 
platforms. As an example of these platforms, digital 
signal processors (DSP) for the chaotic signal 
processor and chaotic communication systems was 
designed as a software-based and hardware-based by 
Dmitriev et al. [16]. Akgül et al., in their study, have 
carried out electronic circuit implementation of non-
equilibrium point chaotic system, and produced phase 
portraits and oscilloscope outputs. This chaotic system 
has been made with LabVIEW based Field 
Programmable Gate Array (FPGA) chip and 32-bit 
floating-point number standard as FPGA based chaotic 
oscillator design. Then the results of FPGA-based 
design and LabVIEW-based design have been 
compared [17].  In the study of Pehlivan et al., chaotic 
oscillator design has been implemented for 
synchronization and masking communication circuits 
by using Matlab-Simulink and Orcad-PSpice programs 
with Rucklidge chaotic generator [18]. Rajagopalan et 
al., in their study, have stated that real random number 
generators can be used in secure communication thanks 
to their importance for cryptographic communication. 
It is also indicated in this study that in compliance with 
CMOS (Complementary Metal Oxide Semiconductor) 
Boolean chaotic generator, real random number 
generator design has been modeled using the Cadence 
virtuoso tool based on the 45 nm CMOS technology 
with ASIC (Application Integrated Circuit) approach 
[19].  In the study of Ge et al., they have proved 
Lyapunov asymptotic stability and worked on a 
Quantum-CNN (Cellular Neural Network) oscillator 
design of a special type of generalized synchronization 
of different order systems synchronized with three 
different layouts [20]. Chiuab et al., in their study, have 
implemented microprocessor based design of Lorenz 
chaotic system [21]. Tuna et al, in their study, have 
designed three dimensional chaotic core as FPGA chip 
as discrete-time by using Heun algorithm with 32-bit 
IQ-Math fixed-point number standard [22]. Koyuncu et 
al., in their study, have designed analog circuit model 
in PSpice program and digital integrated circuit model 
on FPGA chip using VHDL (Very High Speed 
Integrated Circuit Hardware Description Language) 
language and fourth order Runge-Kutta method and 
Sundarapandian-Pehlivan chaotic system. The results 

of the study have been compared [23]. By using Euler 
numerical algorithm, Azzaz et al., in their study, have 
implemented tree dimensional chaotic system with 32-
bit (16Q-16I) fixed-point number format on Xilinx 
Virtex-II FPGA chip with VHDL language. The 
operation frequency of the design is specified as 38.86 
MHz [24]. A chaotic signal generator generating 
chaotic signal is the most basic structure which is 
requisite for all these studies. Chaotic oscillators are 
expressed by using differential equations and these 
equations can be modeled with different numerical 
algorithms. Euler [25], Heun [26], the fourth order 
Runge Kutta (RK4) [27], and fifth order Runge Kutta 
Butcher (RK5-Butcher) [28] can be given as an 
example.  

In this study, unlike from the before mentioned 
methods, the self-excited attractor (SEA) chaotic 
system is modeled using Dormand-Prince (DP) method 
for the first time.  There was not such study when 
current literature was searched. In the second part of 
this study, some information about DP numerical 
algorithm and SEA chaotic system are given. In the 
third part, FPGA chips are briefly mentioned. In the 
fourth chapter, DP-based chaotic system’s model and 
chip statistics are presented on FPGA chip. In the last 
section, the results obtained from the study have been 
evaluated. 

2. DORMAND-PRINCE NUMERICAL 
ALGORITHM AND SEA CHAOTIC 

SYSTEM 

In the literature, chaotic systems can be modeled using 
numerical algorithms like Euler, Heun, fourth order 
Runge-Kutta and fifth order Runge-Kutta-Butcher. The 
chaotic system presented in this study has been 
modeled using DP method for the first time. DP 
algorithm is given in equation (1). DP algorithm 
consists of seven steps of k1, k2, k3, k4, k5, k6 and k7. 
In order to calculate the value of the algorithm, seven 
steps must be already calculated. Here, k1 is the result 
obtained from initial conditions and h step number, k2 
value is the result obtained from h step number and k1 
value, k3 value is the result obtained from h step 
number, k1, and k2 values,  k4 value is the result 
obtained from h step number, k1, k2, and k3 values, k5 
value is the result obtained from h step number, k1, k2, 
k3, and k4 values, k6 value is the result obtained from 
h step number, k1, k2, k3, k4, and k5 values, k7 value is 
the result obtained from h step number, k1, k2, k3, k4 
,k5, and k6 values. yi value and h step number are used 
to calculate the next yi+1 value for numerical solution. 
In this equation, step interval of DP algorithm is taken 
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as h=0.01 and the initial conditions x0=-1.8, y0=-1.5, 
z0=-2.5 [29]. 
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The mathematical expression of the chaotic system, 
expressed in the form of differential equations, is given 
in equation (2). Here, x, y, and z refer to the state 
variables of chaotic system, a, b, c, d, e, f and g refer to 
system parameters, and x0, y0, and z0 refer to initial 
conditions. The values of parameters and initial 
conditions of submitted chaotic system are represented 
in equation (3). 
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Xu et al. has presented a new chaotic system with a 
self-excited attractor (SEA) to literature. In the study, 
they have introduced that is used for an engineering 
application of the signal encryption. In addition, a 
random number generator application has been 
performed using real circuit of SEA chaotic system. 
Parameter estimation procedure is based on the 
attractor distribution modeling in the state space. The 
results of presented study show the success of the 
parameter estimation method [30]. The selected chaotic 
system was first modeled as Matlab-based. In 
consequence of Matlab analysis, time series are 
presented in Figure 1 and phase portraits are presented 
in Figure 2. 

 

Figure 1. DP-based SEA chaotic oscillator time series 

 

Figure 2. DP-based SEA chaotic oscillator phase 
series 

The analysis of time series of the chaotic system’s y 
variable belonging to Heun, RK-4, RK5B, and DP is 
presented in Fig. 3. DP method produces more accurate 
results compared to other algorithms [31, 32]. 
Furthermore, since the previous value is used to 
calculate the next step of the system, it is seen that the 
difference between DP and other algorithms is 
increasing. 

 

Figure 3. Time series of Heun, RK-4, RK5-Butcher and 
DP algorithms for the SEA chaotic system. 

3. FPGA CHIPS 

FPGA chips are digital integrated circuits that can be 
programmed in the field repeatedly, producing the 
hardware structure according to the logical function 
required by the designer. Interconnections, logical 
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blocks, and input/output blocks can be programmed in 
the field in compliance with the logical circuit that the 
designer makes. According to the logical circuit the 
designer makes, interconnections, logical blocks and 
input / output blocks can be programmed in the field. 
FPGA chips have gained popularity due to their real-
time, high-frequency, and parallel processing 
capability and even the ability to take processor into 
them. Recently, there are FPGA chips starting from a 
few MHz and operating frequency up to a few GHz. 
Another advantage of FPGA chips is that it allows the 
faster design of the desired design by using IP core 
(Intellectual Properties-core) structures. FPGA chips 
have three main structures, namely input-output blocks 
(I-O blocks), configurable logical blocks (CLB), and 
interconnection network [33, 34]. 

Input-Output Blocks; I/O blocks are programmable 
pins of FPGA. These pins can be programmed as input, 
output or both input and output according to the 
designer's request. I / O pins also allow external data to 
reach inside the chip. There are also many input output 
pins on the FPGA chip, such as power pins, clock pins, 
configuration pins and user pins [35]. 

Configurable Logic Blocks (CLB)); They consist of 
LUT (Look-up table) that is also called logic cell where 
logical functions are created, Flip-Flop where one bit 
of information is held, and Mux that manages 
information flow. LUTs are small memories that 
perform a logic process [36]. 

Interconnections; these connections have a flexible 
programmable structure. Their main task is to establish 
connections between logical blocks or to establish 
connections between logical blocks and input/output 
pins [37]. 

4. DORMAND-PRINCE-BASED CHAOTIC 
OSCILLATOR DESIGN ON FPGA  

The chaotic system presented in this study was 
modeled to work on FPGA with IQ-Math fixed point 
number standard using DP numerical algorithm. The 
design was coded using VHDL language which is a 
hardware description language. The top level block 
diagram of this designed chaotic oscillator obtained by 
using Xilinx ISE 14.7 is shown in Fig. 4. 

 
 

Figure 4. The top level block diagram of DP-based 
SEA chaotic system on FPGA 

The 1-bit START signal on the designed chaotic 
system refers to the control signal required to operate 
the system and the 1-bit CLK signal refers to the 
synchronization signal of the system. At the system 
output, there are 1-bit KS_SH signal indicating the unit 
produces a result and KSX1, KSX2, and KSX3 signals 
carrying chaotic signal value. The second sub-block 
structure of the design consists of the most basic 
elements such as multiplexer unit (MUX), chaotic 
oscillator unit and filter unit as shown in Fig. 5. 

 

Figure 5. The second sub-level block diagram of FPGA-
based chaotic oscillator 

In this study, the design purpose of multiplexer unit is 
to take user-assigned initial conditions X(0), Y(0), Z(0) 
values at the first run and to take these values from filter 
output at the next stages. 1-bit KS_SH signal becomes 
‘1’ when the system produces the first result and the 
system sends this signal to the mux unit, allowing the 
results produced by the chaotic system to be used 
instead of the initial values that were originally 
assigned. The purpose of the filter is to design the 
chaotic oscillator to filter out unwanted signals. The 
purpose of DP-based SEA chaotic oscillator structure 
is to calculate the differential equations of chaotic 
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system using DP numerical algorithm. Figure 6 shows 
the third level block diagram of DP-based SEA chaotic 
oscillator. The basic units used in the chaotic system, 
such as the multiplier, collector, divider and extraction, 
were created using the IP-Core Generator, which is 
compliant with the fixed-point number standards. This 

implemented chaotic oscillator was tested by creating 
test bench unit in VHDL language. Figure 7-11. shows 
the simulation results obtained by using Xilinx ISE 
Design Tools program of DP-based SEA chaotic 
system. 

 

 

Figure 6. The third level block diagram of DP-based SEA chaotic oscillator 

 

 

Figure 7. Simulation results of Xilinx ISE 14.7 of DP-based 16I-16Q fixed-point number standard SEA chaotic 
oscillator  

 

Figure 8. Simulation results of Xilinx ISE 14.7 of DP-based 14I-14Q fixed-point number standard SEA oscillator  

İsmail Koyuncu, Halil İbrahim Şeker

Implementation of Dormand-Prince Based Chaotic Oscillator Designs in Different Iq-Math Number Standar...

Sakarya University Journal of Science 23(5), 859-868, 2019 863



 

 

Figure 9. Simulation results of Xilinx ISE 14.7 of DP-based 12I-12Q fixed-point number standard SEA oscillator  

 

Figure 10. Simulation results of Xilinx ISE 14.7 of DP-based 10I-10Q fixed-point number standard SEA oscillator  

 

Figure 11. Simulation results of Xilinx ISE 14.7 of DP-based 8I-8Q fixed-point number standard SEA oscillator  

SEA chaotic systems in the designed 16I-16Q, 14I-
14Q, 12I-12Q, 10I-10Q, 8I-8Q IQ-Math number 
standards were tested by loading the XC6LVX240T 
chip of the Virtex-6 family of Xilinx, respectively. 
Then the chip statistics obtained after Place & Route 
operations are presented in table 1. Table 1 shows the 
use of chip hardware resources in different number 
standards. According to this table, the chaotic system 
in the 16I-16Q IQ-Math number standard used more 
chip hardware resources than the chaotic system in the 
8I-8Q IQ-Math number standard. In addition, the 
chaotic system with the 8I-8Q number standard has the 
highest operating frequency. The lowest operating 
frequency was found to have the chaotic system of the 
16I-16Q number standard. The design of the 16I-16Q, 

14I-14Q, 12I-12Q, 10I-10Q, 8I-8Q IQ-Math number 
standards of the SEA chaotic systems produced by 
FPGA-based 3x100 data set has been recorded in the 
excel file. According to the recorded data, the system 
outputs of the chaos systems KSX1, KSX2 and KSX3 
and the results of the Matlab-based chaotic system were 
analyzed for individual MSE and RMSE errors. As a 
result of these analyzes, the minimum error values for 
the SEA chaotic system are in the chaotic system of the 
16I-16Q IQ-Math number standard and the highest 
error is in the chaotic system of the IQ-Math number 
standard 8I-8Q. Mean squared error (MSE) and root 
mean squared error (RMSE) error analyzes were made 
by comparing Matlab-based results with FPGA-based 
results and given in table 2.  
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Table 1. FPGA chip usage statistics of DP-based SEA chaotic system  

 
 

Table 2. MSE ve RMSE error analysis DP-based SEA chaotic oscillator 

IQ-Math Fixed point OUTPUT MSE RMSE 

 

16I-16Q  

 

X 1,23E-05 3,52E-03 

Y 7,08E-06 2,66E-03 

Z 1,75E-05 4,19E-03 

 

14I-14Q 

 

X 2,82E-04 1,68E-02 

Y 1,38E-04 1,17E-02 

Z 5,99E-04 2,45E-02 

 

12I-12Q  

 

X 4,38E-03 6,62E-02 

Y 1,90E-03 4,36E-02 

Z 1,04E-02 1,02E-01 

 

10I-10Q 

 

X 4,93E-02 2,22E-01 

Y 3,94E-02 1,99E-01 

Z 6,24E-02 2,50E-01 

 

8I-8Q 

X 8,79E-01 9,38E-01 

Y 4,60E-01 6,78E-01 

Z 1,7756069 1,33252 

 

5. RESULTS AND DISCUSSIONS  

A chaotic oscillator structure producing chaotic signal 
is the most basic structure used in chaos-based 
applications such as cryptology, secure 

communications, industrial control, artificial neural 
networks, random number generators, and image 
processing. Because chaotic systems are expressed by 
differential equations, Euler, Heun, fourth order 
Runge-Kutta and fifth order Runge-Kutta-Butcher 

Device Utilization 
Summary (estimated 
values) 

16I-16Q  
Chaotic 
sis. 

14I-14Q 
Chaotic 
sis. 

12I-12Q 
Chaotic 
sis. 

10I-10Q 
Chaotic 
sis. 

8I-8Q 
Chaotic 
sis. 

Number of Slice 
Registers 

18280/ 
301440 

6% 

16529/ 
301440 

5% 

13888/ 
301440 

4% 

11575/ 
301440 

3% 

12747/ 
301440 

4% 

Number of Slice 
LUTs 

14473/ 
150720 

9% 

13020/ 
150720 

8% 

11773/ 
150720 

7% 

10260/ 
150720 

6% 

13550/ 
150720 

8% 

Number used as 
Memory 

7953/ 
58400 

13% 

7247/ 
58400 

12% 

6747/ 
58400 

11% 

6144/ 
58400 

10% 

10169/ 
58400 

17% 

Number of 
BUFG/BUFGCTRLs 

1/32 

3% 

1/32 

3% 

1/32  

3% 

1/32 

3% 

1/32 

3% 

Number of 
DSP48E1s 

712/768 

92% 

712/768 

92% 

356/768 

46% 

356/768 

46% 

178/768 

23% 

Max. Operating 
Frequency (MHz) 

344.585 

MHz 

349.599 

MHz 

354.762 

MHz 

360.080 

MHz 

365.559 

MHz 
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based solutions have been proposed for numerical 
solutions of chaotic systems in the literature. In this 
study, unlike the numerical methods presented in the 
literature, SEA chaotic system has been designed on 
FPGA with IQ-Math fixed-point number standard 
using DP numerical algorithm. The operating 
frequencies of chaotic oscillator designs were obtained 
between 344.585 MHz and 365.559 MHz. The design 
has been coded in VHDL language by using Xilinx ISE 
Design Tools. It has been synthesized and tested for 
Xilinx Virtex-6 FPGA chip. In future work, safe 
communication and real random number generator 
applications can be realized by using the DP-based 
oscillator design presented in this study. 
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Investigation of the Effects of Austenitizing Heat Treatment on Energy 
Consumption of Pipe Threading  

Burak Öztürk*1 

 

Abstract 

Energy consumption is an important part of the production cost of mass production industrial 
enterprises. The casting, heat treatment and threading processes involved in the industrial 
production of fittings result in high energy consumption. In serial production, the threading of 
pipe fittings is carried out using high torque and low speed. The thin-walled designs of the 
fittings lead to rapid cooling, causing the formation of a high rate of pearlite microstructures 
and subsequent low or extremely hard machinability. Heat treatment with long austenitizing 
time in the furnace reduces the pearlite ratio, thus enabling a ferritic microstructure to be 
obtained. In this study, the ½-inch BSP threading process was applied to materials having both 
microstructures after casting and heat treatment. As in the mass production pipe threading 
process, fittings were threaded in a multi-threading process using a universal lathe and in a 
single threading process using a CNC mill. The Power Index (PI) was measured during the 
metal removal process and the energy consumption of the products was calculated via 
energy/power conversion equations. In addition, a new model was proposed that takes into 
consideration the energy consumption per product (ECPP) in the mass production machining 
process. As a result of combining the energy consumption and energy - power transformation 
theory with an experimental investigation, 39% optimization was achieved. That's a result of 
this experimental study resulted in energy savings of 8755 kWh annually. 

Keywords: Austenitizing, cast iron, energy consumption, fittings, heat treatment 

 

1. INTRODUCTION 

Considering the current economy and competitive 
conditions, sustainability in energy consumption 
has become one of the most important research 
topics carried out in the manufacturing sector [1-
3]. In order to obtain both semi-finished and 
completed products, energy consumption is 
required for the production processes. A 
significant increase in energy costs has emerged 
as a result of the continuous increase in energy 
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consumption worldwide along with the 
inadequate supply of new energy resources. 
Moreover, due to rising production and energy 
consumption, the resulting increased 
environmental pollution has arisen as a causal 
factor for climate change [4,5]. Therefore, energy 
saving has emerged as a permanent issue for the 
global economy. One of the industrial areas where 
energy is consumed is that of the metal cutting 
sector. Sustainable production as a global concept 
encompasses important elements of many 
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engineering areas and applications, especially in 
the processes of manufacturing [6,7]. The 
adoption of sustainable production practices 
allows companies to increase their economic as 
well as their environmental performance.  
Reduction of the energy consumption of machine 
tools and investigation of measures to be taken to 
realize clean production are of great importance 
in those production processes where a large 
amount of energy is consumed. In order to 
achieve this, it is necessary to calculate the energy 
consumption in the computerized numerically 
controlled (CNC) machine center [8,9]. The 
relationship between electrical energy 
consumption of the machine tool and the cutting 
process should be examined with the aim of 
achieving better energy efficiency associated with 
the production process. 

2. ENERGY CONSUMPTION IN 
MACHINING APPLICATIONS 

Chip removal using a CNC machine is a common 
process in the manufacturing industry. Based on 
this process, a number of studies have been 
published concerning the optimization of cutting 
parameters. In most of these studies, surface 
roughness, cutting force, power index (PI), tool 
life, and material removal rate (MRR) were used 
as optimization criteria. In particular, energy 
consumption during the machining process has 
previously been the subject of many types of 
research [10-18]. Mori et al. applied drilling and 
milling to S45 carbon steel using a CNC milling 
center. The effect of chip removal conditions on 
the PI was measured by attaching a clamp-type 
ammeter 10. In addition, energy consumption in 
chip removal operations on different steels has 
also been investigated. The milling of ASSAB 
760 steel was performed via CNC milling and the 
resulting forces were measured by a 
dynamometer. However, the power consumption 
was measured by a Power Meter and a new 
machining energy consumption model was 
presented in this study [11]. Negrete explored the 
hard turning of AISI 6061-T6 aluminum materials 
[12]. As a result, optimum cutting parameter 
values were obtained to minimize chip removal 
and achieve the best surface quality.  

In the work carried out by Oda et al., the 
optimized angle of inclination of a 5-axis CNC 
milling machine was determined and 
consequently, reduced energy consumption was 
achieved [13]. Shokoohi et al. turned AISI1045 
steel using a universal lathe and observed that the 
heat produced in the cutting zones during turning 
played an important role in the final quality of the 
workpiece and power consumption [14]. 
Neugebauer et al. drilled holes in gray cast iron 
and examined energy consumption changes [15].  
Escalona et al. investigated the energy 
consumption of metal cutting on 303 stainless 
materials [16]. The PI was determined by an 
ammeter assembly during chip removal from a 
spheroidal workpiece and the machining process 
for two different cutting tools was optimized 
using Taguchi methodology in the study of Nas 
and Öztürk [17].  Liu et al. presented a new model 
for estimating the surface roughness of an 
aluminum alloy during milling. The model was 
developed using a hybrid approach combining 
analytical calculation of specific cutting energy 
consumption (SCEC) and experimental 
characterization of the correlation between 
surface roughness and SCEC [18].   

3. CAST IRON FITTINGS 

The process of manufacturing fittings consumes a 
great amount of energy due to the high 
temperature required for casting and subsequent 
long-term heat treatment in addition to the 
requirements for threading and coating, thus 
making sustainable production very difficult. In 
order to prevent water and gas leaks and other 
faults in the system, pipes must exhibit high 
mechanical properties [19]. In addition, 
secondary processing (e.g., heat treatment and 
galvanizing) is needed when cast iron fittings are 
to be used in plumbing.  The cast iron fittings 
fabricated in Central Asian and Balkan countries 
are thin-walled, fragile and extremely vulnerable 
to corrosion. The chief problem of these fittings is 
due to their thin walls (5, 10, 15 and 20 mm), 
which are responsible for very high cooling rates 
(1.66 – 2.85 °C/s) [20] (Fig. 1.). The cooling rate 
following casting leads to ferrite, pearlite and 
bainite microstructure formation (Fig. 2.), which 
reduces the workability.  
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The hardness is increased as the fragility is 
reduced by austempering heat treatment 
application. Öktem et al. reported that 
processability was negatively affected by 
austempering heat treatment [21]. In serial 
production using a lathe, pipe threading is applied 
via multi-operation threading. However, this 
process is carried out with tap tools by a single 
operation on a CNC milling bench. There has 
been no exemplary study in the literature to date 
on this type of machining.  

 

Figure 1. Microstructure changes due to the cooling 
rate of fittings [20] 

 

 

Figure 2. Hardness changes due to the cooling rate of 
fittings [20] 

In this study, we examined the internal threading 
process of 15 mm-thick 1½ ‒ ½ inch reduction 
products at a high cooling rate. In order to 
determine the machinability of these products 
under different production conditions, this study 
investigated the energy consumption of two 
different types of pipe threading processes used in 
mass production. Optimal conditions for energy 
conservation and sustainability were determined 
for the processing of fitting materials responsible 
for high energy consumption.  

4. MATERIAL AND METHOD 

4.1. Design of experiment (DOE) 

Spherical graphite cast iron fittings are 
manufactured in the industry using two different 
types of machining: the multi-operation threading 
process using a lathe and the single operation 
threading process using a CNC machining center. 
In industrial serial production, the threading 
process is accelerated by the number of 
revolutions. With the lathe machine, the threading 
of the fittings starts with turning at the bottom of 
the teeth, followed by the threading process 
performed at depths of 0.5, 0.25 and 0.1 mm. As 
shown in Figure 3, different in-feed shapes can be 
applied in the multi-operation threading process, 
including radial, flank and alternate flank in-feed 
[22]. 

 

Figure 3. Multi-operation threading in-feed shapes 

In this study, the radial type threading process was 
applied to fittings for a total of five operations. In 
addition, the single operation CNC milling 
process was carried out at low speed and high 
torque using a tap tool. The process of threading 
at 90, 125 and 180 RPM was selected for both of 
these machines. Turning was carried out for the 
first operation of the lathe at 500, 710 and 1000 
RPM, respectively.  

This experimental design is summarized in Table 
1. All operations were applied under dry cutting 

5 mm, Bainite 

20 mm, Low Perlite + High Ferrite 
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conditions. The average flow indices (PI (A)) 
were calculated by repeating the experiment three 
times for each sample. 

Table 1. Fitting pipe threading process design of 
experimental (DOE) 

Trial 
No 

Process 
type 

Machine 
Type 

Thread 
Turning 
Speed 
(RPM) 

1 Casting Lathe 90 
2 Casting Lathe 125 
3 Casting Lathe 180 

4 Casting 
CNC 
Mill 

90 

5 Casting 
CNC 
Mill 

125 

6 Casting 
CNC 
Mill 

180 

7 Austempering Lathe 90 
8 Austempering Lathe 125 
9 Austempering Lathe 180 

10 Austempering 
CNC 
Mill 

90 

11 Austempering 
CNC 
Mill 

125 

12 Austempering 
CNC 
Mill 

180 

4.2. Production of experimental samples by 
casting process and austempering heat 
treatment  

In this study, the reduction (¾ ‒ ½”) product was 
designed according to TS 11 - EN 10242 
standards. Table 3 shows the design features of 
the reduction fitting material. In addition, Table 4 
shows the chemical analysis of the materials used 
in the experimental study measured after casting 
using the Oxford Foundry Master Pro 
spectrometer. 

Table 3. Design features 

Design 
Volum
e (mL) 

Chip 
Volum
e  (mL) 

Internal 
Thread 

Chip Rate 
(%) 

Pitch 
Diameter 

(mm) 

Thread 
Length 
(mm) 

Thread 
Size 

10.097 0.302 3 1.814 20 
1/2 '' 
BSP 

 

Table 4. Chemical analysis of fittings 

Element  Fe C Si Mn P S 
After spheroidal 

(%) 
93.3 3.58 2.64 0.14 0.03 0.015 

 

The austempering heat treatment was carried out 
in the heat treatment furnace at 950 °C 
temperatures for 12 h and cooling was applied to 
the fitting products under ambient conditions. The 
object was to obtain a microstructure having a 
high ferrite content at the end of this heat 
treatment. 

4.3. Threading of test samples and 
measurement of Power Index (PI (A)) 

The materials were divided into groups in order to 
repeat the experiment three times. A Wellcut tap 
tool was used for the pipe threading on the CNC 
milling center. As tool wear was not observed 
during the threading process in the 36 
experiments, each test specimen was threaded 
with the same tap tool (Fig. 4). 

 

Figure 4. Welcut ½ inch BSP tap tool 

The tap tool used was 17.5 mm in diameter and 
40 mm in length (L/D <3). Using the chuck 
assembly, the threading operation was carried out 
on the reduction materials attached to the CNC 
work bench. Table 5 presents the technical 
features of the Fanuc Microcut 1000 CNC vertical 
machining center used in the experimental study 
(Fig. 5) [23]. 

 

Figure 5. Fanuc Microcut 1000 CNC vertical 
machining center 
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Table 5 CNC milling machinery specifications 

CNC 
Model 

Motor 
Power 

Machine 
Spindle 

Rotations 
(rpm) 

Spindle 
Cos α 

Spindle 
Voltage 

(V) 

Maximum 
Torque 
(Nm) 

Microcut 
1000 

15 kW 10.000 0.6 380 103 

 

With the lathe, two different tools were used and 
a total of five operations were applied under dry 
cutting conditions. Figure 6 shows the Korloy 
DCMT-HMP NC 5330 turning tool and Figure 7 
shows illustrations of the Korloy 14W IR 14 pipe 
threading insert. 

 

      Fig. 6 Korloy DCMT-HMP, NC 5330 internal 
hole turning diamond insert [22] 

 

Fig. 7 Korloy 14W IR 55 ° internal threading 
diamond insert [22] 

The multi-threading process was performed on 
the TOS SN 50 universal lathe machine. The PI 
was measured in the range 0.07‒200 A (± 1 A) by 
connecting the Entes EPM 4C digital ammeter 
and the Entes CT-25 current transformer to each 
asynchronous motor in the lathe and the three-
phase input of the motor drive in the CNC milling 
machine [24].  

4.4. Machining process specific energy 
consumption model 

There are many academic researches about energy 
in the literature [25-27]. Equation (1) presents the 
model of energy consumption P (Wh) for a 
machine tool during operation [10]. 

 

 

(1) 

In order to determine the energy required during 
chip removal (Pcutting), the power consumed when 
the chips are not being removed (Ploss) is deducted 
from the total power dissipated (Ptotal) (Eq. 2). The 
P includes the empty bearing power losses 
together with the power consumption of the 
spindle motor operating at the desired rpm [17]. 

                  (2)  

During chip removal, the power index 
measurement (A) of the spindle servo motor 
driver was converted to kW using an ammeter via 
the 3 - phase motor power conversion as presented 
in Equation (3) [14]. The power factor value was 
that specified in the Microcut CNC Mill technical 
specification manual. Here, V = spindle motor 
voltage value (V, 0.38), I = energy load measured 
by ammeter (A), Cos  = power factor (servo, 
0.60; asynchronous motor, 0.85) [24]. 

                              (3) 

 

Following a review of the literature, significant 
cutting parameters such as material removal rate 
(MRR), SCEC and material removal volume (Q) 
can be calculated using the energy power 
conversion equations and machining operations. 
The MRR is defined as the amount of chip (mm3) 
removed from the workpiece in one second and Q 
as the total amount of chip processed during 
manufacturing. The MRR is calculated using 
Equation (4) given below. The SCEC is the 
cutting energy used to remove 1 mm3 of material 
from the workpiece (Eq. 5) [18]. The SEC is the 
total amount of energy consumed to remove 1 
mm3 of chip and is calculated by the formula in 
Equation (6). 

                   (4) 

                            (5) 

                                 (6) 

Burak Öztürk

Experimental Research of Energy Consumption of Austenitizing Heat-Treated Casting Fittings in Pipe Th...

Sakarya University Journal of Science 23(5), 869-878, 2019 873



A number of studies in the literature deal with 
production conditions for metal cutting such as 
machine type and process parameters. For mass 
production, such as for pipe fittings, new 
definitions are needed for the energy consumption 
of short-time processing of materials. In this 
study, the amount of energy consumed is shown 
for the hourly production of a fitting material (Eq. 
7). Thus, energy consumption for real-time 
production has been demonstrated. Moreover, 
energy consumed during the processing of 
different fittings can be examined and compared.  

 

(7) 

5. RESULTS AND DISCUSSION 

5.1. Examination of microstructure and 
mechanical properties 

Images of the microstructures after casting and 
austenitizing heat treatment were obtained using 
an optical microscope (Fig. 8). When these 
microstructures were examined, it was observed 
that a pearlitic microstructure was formed after 
casting. Although the graphite was not fully 
spheroidal in some regions, it can be said that the 
spheroidization was generally close to ideal. 
However, peak infusion caused a low incidence of 
vermicular structures. A high rate of α-Ferrite was 
observed after the heat treatment. However, while 
the graphite was often diffused within the parent 
matrix, the spherical structures had become 
distorted and lamella formation was observed. 
The reduction materials produced after casting 
and heat treatment were cut and tensile specimens 
were obtained. The mechanical properties of each 
product in terms of hardness changes are given in 
Table 6. The tensile strength results showed that 
after heat treatment, the hardness decreased, while 
there was an increase in the elongation % rate.  

 

 

Figure 8. Microstructure: (down) after casting; (up) 
after heat treatment 

Table 6. Tensile test results 

 

Max. 
Stress 
(N/mm

2 ) 

Strai
n % 

Energ
y (J) 

Elongatio
n (mm) 

Hardnes
s (HB) 

Casting 536.4 27.6 131.3 5.53 162 
Heat 

Treatmen
t 

359.9 41.9 180.5 8.38 95 

5.2. Energy consumption results 

The threading process and PI were measured for 
the determined experimental design. Total power 
(Ptotal) was calculated by using the energy/power 
conversion equations. In addition to the Ptotal, the 
total chip removal rate and material removal rate 
(MRR) are given in Table 7. 3.80 to 3.93 kWh 
energy consumption in the range of the 
manufacturing process was performed on the 
universal lathe. However, 10.2 to 15.6 kWh 
energy consumption in the CNC milling machine 
thread cutting process is made. The amount of 
MRR of the universal lathe was 20.6 mm3 on the 
other hand, CNC mills removed 82 mm3 chip. The 
results of the instantaneous power measurement 
showed that the CNC milling machine consumed 
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more energy. On the other hand, the MRR of CNC 
milling machine tools was more.  

The ECPP and SEC results  graph for these twelve 
different test samples is given in Figure 9. 
According to these results, although the energy 
required for the threading process on the CNC 
milling machine was much higher than the 
instantaneous energy consumption, the ECPP and 
SEC values were lower since the amount of chip 
removed is more and production time is shorter. 
In other words, the manual lathe consumes less P 
total, but the production time and number of 
operations are much higher than the CNC mill.  

Table 7. Main production data 

 No Ptotal (kWh) MRR (mm3/s) 

1 3.86 10.30 
2 3.91 14.30 
3 3.93 20.60 
4 13.3 41.08 
5 14.8 57.08 
6 15.6 82.06 
7 3.8 10.30 
8 3.9 14.30 
9 3.9 20.60 

10 10.26 41.08 
11 10.33 57.08 
12 10.49 82.06 

Regarding the thread milling operations 
performed via CNC milling, the lowest values of 
ECPP after casting and heat treatment were 
calculated as 32 and 21.4 Wh.  

According to this result,  an energy saving of 49% 
was provided after the austempering process was 
applied to the fittings materials. In Table 7, Ptotal 
results showed similar results with ECPP values. 
According to these results, Energy consumption 
was reduced from 10.6 kW to 15.6 kW by the heat 
treatment applied. The most probable reason for 
this is that the perlitic microstructure can be 
converted into a ferritic structure, the hardness 
value decreases and the tensile strength can be 
decreased. 

 

Figure 9. Changes of SEC and ECPP results 

The SCEC and Pcutting results (Table 8) provide 
information on the workability of the materials. 
The changes resulting from the applied heat 
treatment for these two parameters were 
examined. Accordingly, the results of 
measurements for 90, 125 and 180 RPM showed 
that workability was increased by 49%, 74% and 
84%. According to these results, it was 
determined that the austenitizing heat treatment 
had a significant effect on the machinability. 
However, the effect increased as the number of 
revolutions increased.  

Table 8. Machining results in CNC milling 

Trial 
No 

Pcutting 

(kW) 
MRR SCEC 

4 9.35 41.08 227.60 
5 10.65 57.08 186.58 
6 11.28 82.06 137.46 

10 6.27 41.08 152.63 
11 6.11 57.08 107.04 
12 6.11 82.06 74.46 

The ECPP results were determined by surface 
plots generated using RPM, production method, 
MRR and SEC values (Fig. 10). When these 
results are examined, it can be said that both the 
ECPP and the SEC values increased in parallel 
with the MRR values. At the same time, the 
energy consumption decreased as the number of 
revolutions increased.  

No proportional change was observed between 
production time and energy consumption. The 
intensity of the effect of each production 
parameter determined in the experimental design 
on the SEC and ECPP results is shown in Tables 
9 and 10. According to these findings, the tap tool 
affected SEC results at the rate of 63%. In 
addition, the type of machine affected the ECPP 
results by 58%. 

Table 9 Analysis of variance for SEC using adjusted 
SS for tests 

Source DF 
Seq 
SS 

Adj 
SS 

F F%  P 

Production 
Method  

1 4110 4110 5.27 11 0.055 

Machine 
Type 

1 10110 10110 12.96 26 0.009 

Cycles 2 48771 48771 31.26 63 0.000 
Error 7 5460 5460    
Total 11 68451     
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Table 10 Analysis of variance for ECPP using 
adjusted SS for tests 

 
Source DF Seq SS Adj SS F F% P 

Production 
Method 

1 115.94 115.94 3.16 5 0.119 

Machine 
Type 

1 1410.50 1410.50 38.45 58 0.000 

Cycles 2 1810.01 905 24.67 37 0.001 
Error 7 256.80 36.69    
Total 11 3593.25     

 

 

Figure 10. ECPP surface plot results 

6. CONCLUSION 

The amount of research into energy consumption 
has increased in recent years along with the rising 
energy production costs and growing inadequacy 
of available energy resources [9-18]. As the serial 
production conditions for reduction fittings 
involve different microstructure and hardness 
values, two different internal threading process 
methods were examined in this study. The 
threading process is applied in many 
manufacturing areas, including the aviation, 
automotive, and machine production industries, 
while sustainability and energy saving constitute 
important topics in these sectors.  

This study may therefore serve as an important 
reference source for energy consumption surveys 
and pipe threading in metal cutting processes. 
Escalona et al. observed a maximum of 1.8 kWh 
of energy consumption when machining 304 
grade stainless steel 16.  

In their studies, Neugebauer et al. measured 6 
kWh of power consumption in the drilling of EN-
GJL-250 gray cast iron 15. When three different 
types of treatment methods were examined by 
Negrete in the turning of 6061 aluminum, the 
maximum energy expenditure of 5.8 kWh was 
observed in hole drilling 12. In addition, Öktem et 
al. researched the threading processes of cast and 
austempered fitting materials and observed that a 
total power consumption of 16.5 kWh was needed 
for the threading of cast iron fittings 21. The 
process of threading the cast material was carried 
out at 170 RPM on the same CNC milling 
machine using a ¾  inch tap tool with an 
instantaneous power consumption of 13.3 ‒ 15.6 
kW.  

As a result of the austenitizing heat treatment 
applied in the current study, the threading process 
was performed with a ½-inch tap tool at expended 
energy in the range of 10.26‒10.49 kW, making it 
possible to optimize energy consumption by an 
average of 39%. After casting, a pearlitic 
microstructure was observed, and following the 
heat treatment, the ferritic structure was 
transformed into α-ferrite.  

However, it was determined that the spheroidized 
graphite was mostly diffused in the main matrix. 
The tensile strength and hardness decreased after 
the heat treatment, whereas an increase in the 
elongation percentage rate was observed. When 
the Ptotal results were examined, these changes in 
the microstructural and mechanical features 
resulted in energy savings of 3040 Wh using the 
CNC milling machine, which amount to an annual 
savings of 8755 kWh. Thus, by improving the 
material properties, high energy savings can be 
achieved in production, while at the same time 
yielding products which exhibit superior 
engineering properties. 
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A Study of Symmetrical and Unsymmetrical Short Circuit Fault Analyses in 
Power Systems 

Faruk Yalçın*1, Yılmaz Yıldırım2 

 

Abstract 

In this study, the common symmetrical and unsymmetrical short circuit faults in power systems 
are analyzed detailed. Unlike the similar studies in the literature, metallic fault conditions for 
unsymmetrical faults are also given in the paper additionally. For this aim, a short circuit 
analysis algorithm is created for the analysis of both three phase short circuit, line-to-line short 
circuit with fault impedance, metallic line-to-line short circuit, double line-to-ground short 
circuit with fault impedance, metallic double line-to-ground short circuit, line-to-ground short 
circuit with fault impedance and metallic line-to-ground short circuit. The obtained algorithm 
is established as software in MATLAB. The algorithm is applied on a sample power test system 
and the results are given.    

Keywords: electric power system, short circuit analysis, symmetrical components, 
symmetrical faults, unsymmetrical faults 

 

 

1. INTRODUCTION 

The providing of the electrical energy 
continuously and healthy is very important for 
both the consumers and the power system.  This 
situation depends on the continuity of the system 
operation in normal operation conditions [1]. The 
removing of all of the effects that force the system 
operate in abnormal operation conditions from the 
system as soon as possible is very important [2]. 
There are many situations that force a power 
system operate in abnormal operation conditions. 
The significant ones of these are the short circuit 
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faults [3]. Any short circuit fault causes many 
undesirable situations in power systems such as 
thermal-mechanic forces and power system 
instability [4]. Thus, it is required to remove the 
short circuit fault from the system as soon as 
possible. Removing of the short circuit faults from 
the systems is provided by the circuit breakers in 
power systems. The circuit breakers remove the 
short circuit currents caused by the short circuit 
faults from the system by opening via the relays 
[5]. The amplitude of the short circuit current 
occurred by a fault in any point of the system 
depends on the system parameters, the fault point 
and the fault type [6]. So, the short circuit 
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analyses in power systems are too important to 
determine the short circuit powers of the circuit 
breakers that are located in power systems [7]. On 
the other hand, it is required to know the voltage 
values in the buses where there is no fault during 
the short circuit fault. Because of these reasons, 
short circuit analyses in power systems are 
essential in terms of system security and control 
[8-10]. 

Different type short circuit faults occur in three 
phase power systems. These faults are generally 
divided into two types as symmetrical faults and 
unsymmetrical faults. [11,12]. Three phase short 
circuit is a symmetrical fault [13]. The faults 
through metallic or a fault impedance, line-to-line 
short circuit, double line-to-ground short circuit 
and line-to-ground short circuit are 
unsymmetrical faults [14-16]. In the literature, the 
short circuit calculations are generally done 
considering the power systems operate in 
balanced operation conditions before a fault 
occurs. Although the positive, negative and zero 
sequence circuits are independent in balanced 
normal operation conditions, during a short circuit 
fault, more precisely during unsymmetrical faults, 
the sequence circuits connect to each other in the 
fault point and they cannot be independent. [17]. 
So, symmetrical components method is useful and 
essential in short circuit analyses [18]. 

In this study, the analysis of the short circuit faults 
in electric power systems is aimed considering the 
general assumptions used in the literature [19]. 
For this aim, an algorithm that can calculate the 
short circuit currents in the fault point and the 
voltage values in the buses where there is no fault 
during fault condition by analyzing all of the 
symmetrical and unsymmetrical faults in power 
systems mentioned above is built. A software is 
done in MATLAB for the algorithm. The 
algorithm is applied on a sample test power 
system and all of the short circuit faults mentioned 
above are analyzed.  

2. THE SHORT CIRCUIT FAULTS 

2.1. General Short Circuit Model 

All kind of short circuit faults can be analyzed 
through the Thevenin equivalent sequence 
circuits seen from the fault point in power 
systems. These Thevenin equivalent sequence 
circuits in a balanced three phase power system 
can be given in Fig. 1 [19]. 

 

Figure 1. Thevenin equivalent sequence circuits in 
balanced three phase power system 

In Fig. 1, oV , 1V  and 2V  define the sequence 

voltages (zero, positive and negative, 
respectively). oI , 1I  and 2I  define the sequence 

currents (zero, positive and negative, 
respectively). HV  defines the Thevenin voltage 

seen from the fault point. In this study, as the short 
circuit analyses are considered in balanced power 
systems, only the positive sequence circuit 
includes a voltage source. On the other hand, the 
load currents prior to short circuit faults are 
ignored in fault analysis. And, as the synchronous 
generators generate balanced EMFs, HV  equals to 

EMF value of the synchronous generators. As “n” 
represents the bus number of the fault point in the 
system, oz , 1z  and 2z  define the (n,n) components 

of the sequence bus impedance matrices (zero, 
positive and negative bus impedance matrices, 
respectively). 

The sequence voltages at the fault point can be 
generalized from Fig. 1 as; 
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 (1) 

In symmetrical short circuit faults, the sequence 
circuits given in Fig.1 keep independent. But in 
unsymmetrical short circuit faults, the sequence 
circuits connect to each other at the fault point. 

 

2.2. Symmetrical Faults 

The metallic three phase short circuit fault in a 
power system is a symmetrical fault. Although 
three phase short circuit is balanced, symmetrical 
components method is useful to analyze this short 
circuit.  

2.2.1. Three Phase Short Circuit 

The metallic three phase short circuit in a power 
system is given as schematic in Fig. 2 [20]. 

 

Figure 2. Schematic representation of three phase 
short circuit fault in power system 

In Fig. 2, a, b and c represent the three phases. As 
seen in Fig. 2, the fault is symmetrical when a 
direct metallic short circuit occurs between the 
three phases (a, b, c) in any point of the power 
system. Thus, the phase voltages at the fault point 
are equal and zero. 

0a b cV V V    (2) 

Considering the phase “a” as reference, the 
sequence voltages of this phase can be given as; 

2
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2
2

1 1 1 0
1

1 0
3

1 0

o a

b

c

V V

V a a V

a aV V
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             
            

 (3) 

By using the results of Eq. (3) in Eq. (1), the 
sequence currents are derived as; 
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I
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I

 
   
      
    

 

 (4) 

By using the results of Eq. (4) in Fig. 1, the 
sequence circuits connections for three phase 
short circuit fault can be given in Fig. 3 [21]. 

  

Figure 3. Sequence circuits connections for three 
phase short circuit fault in power system 

The phase currents flowing through phase “a”, 
“b” and “c” at the fault point can be derived using 
Eq. (4) as; 
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           
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 (5) 

The sequence voltage values of the buses where 
there is no fault can be derived as [21]; 

1 1 1

22 2

0 0 0

0 0

0 00

o k o no kn

k H kn n

knk n

V Iz

V V z I

zV I

 

  

 

      
             
            

 (6) 

In Eq. (6), “k” represents the bus number where 
there is no fault.  o knz  , 1 knz   and 2 knz   define the 

(k,n) components of the sequence bus impedance 
matrices (zero, positive and negative bus 
impedance matrices, respectively). The phase 
voltage values of the buses where there is no fault 
can be derived from Eq. (6) as; 
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 (7) 

2.3. Unsymmetrical Faults 

The faults in three phase power systems through 
metallic or a fault impedance, line-to-line short 
circuit, double line-to-ground short circuit and 
line-to-ground short circuit are unsymmetrical 
faults. The sequence circuits cannot be 
independent and connect to each other according 
to the fault type when a short circuit fault occurs 
in a balanced three phase power system. 

2.3.1. Line-to-Line Short Circuit with Fault                                        
Impedance 

The line-to-line short circuit with a fault 
impedance in a power system is given as 
schematic in Fig. 4 [22]. 

 

Figure 4. Schematic representation of line-to-line 
short circuit with a fault impedance in power system 

In Fig. 4, tz  defines the fault impedance. From 

Fig. 4, the phase voltages and currents equations 
at the fault point can be derived as below: 

b c t bV V z I   (8) 

c bI I   (9) 

0aI                                                                           (10) 

Considering the phase “a” as reference, sequence 
currents can be defined from Eq. (9) and (10) as; 
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From Eq. (11), the sequence currents can be 
written as; 

2 10,oI I I                                                          (12) 

Considering the phase “a” as reference, sequence 
voltages can be defined from Eq. (8) as; 

   
 

2 2
1 2 1 2

2
1 2

o o

t o

V a V aV V aV a V

z I a I aI

    

  
                  (13) 

From Eq. (12) and (13), the equation below is 
derived: 

1 2 1tV V z I                                                         (14) 

By using the results of Eq. (12) and (14), the 
sequence circuits connections for the line-to-line 
short circuit with a fault impedance can be given 
in Fig. 5 [23]. 

 

Figure 5. Sequence circuits connections for line-to-
line short circuit with a fault impedance in power 

system 

From Fig. 5, the sequence currents can be 
calculated as below; 

0oI                                                                     (15) 

 1 2
1 2

H

t

V
I I

z z z
  

 
                                             (16) 

By using Eq. (15) and (16), the short circuit phase 
currents flowing through phase “b” and “c” at the 
fault point can be derived as; 
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 

 

2 2
1 2 1

1 2

3

b o

H

t

I I a I aI a a I

j V

z z z

    

 
 

                           (17) 

 

 

2 2
1 2 1

1 2

3

c o b

H

t

I I aI a I a a I I

j V

z z z

      


 

                (18) 

The sequence and phase voltage values of the 
buses where there is no fault can be derived from 
Eq. (6) and (7) respectively given before. 

2.3.2. Metallic Line-to-Line Short Circuit 

The metallic line-to-line short circuit fault in a 
power system is given as schematic in Fig. 6. 

 

Figure 6. Schematic representation of metallic line-
to-line short circuit fault in power system 

From Fig. 6, the phase voltages and currents 
equations at the fault point can be derived as 
below: 

b cV V                                                                 (19) 

c bI I                                                                  (20) 

0aI                                                                  (21) 

Considering the phase “a” as reference, sequence 
currents can be defined from Eq. (20) and (21) as; 

 

 

2 2
1

2
2

2

0
1 1 1 0

1 1
1

3 3
1

1

3

o

b b

b

b

I

I a a I a a I

a a II
a a I

 
 

       
                
           

 
 

 (22) 

From Eq. (22), the sequence currents can be 
written as; 

2 10,oI I I                                                          (23) 

Considering the phase “a” as reference, sequence 
voltages can be defined from Eq. (19) as; 

   
   

2 2
1 2 1 2

2 2
1 2

o oV a V aV V aV a V

a a V a a V

    

   
                   (24) 

From Eq. (24), the equation below is derived: 

1 2 0V V                                                             (25) 

By using the results of Eq. (23) and (25), the 
sequence circuits connections for the metallic 
line-to-line short circuit fault can be given in Fig. 
7. 

 

Figure 7. Sequence circuits connections for metallic 
line-to-line short circuit fault in power system 

From Fig. 7, the sequence currents can be 
calculated as below; 

0oI                                                                     (26) 

 1 2
1 2

HV
I I

z z
  


                                             (27) 

By using Eq. (26) and (27), the short circuit phase 
currents flowing through phase “b” and “c” at the 
fault point can be derived as; 

 

 

2 2
1 2 1

1 2

3

b o

H

I I a I aI a a I

j V

z z

    

 


                             (28) 

 

 

2 2
1 2 1

1 2

3

c o b

H

I I aI a I a a I I

j V

z z

      




                 (29) 
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The sequence and phase voltage values of the 
buses where there is no fault can be derived from 
Eq. (6) and (7) respectively given before. 

2.3.3. Double Line-to-Ground Short Circuit 
with Fault Impedance 

The double line-to-ground short circuit with fault 
impedance in a power system is given as 
schematic in Fig. 8 [24]. 

 

Figure 8. Schematic representation of double line-to-
ground short circuit with a fault impedance in power 

system 

From Fig. 8, the phase voltages and currents 
equations at the fault point can be derived as 
below: 

 b c t b cV V z I I                                                      (30) 

0aI                                                                  (31) 

Considering the phase “a” as reference, the 
relation between the sequence currents can be 
defined from Eq. (31) as; 

1 2 1 20a o oI I I I I I I                      (32) 

Considering the phase “a” as reference, sequence 
voltages can be defined from Eq. (30) as; 

   
   

2 2
1 2 1 2

2 2
1 2 1 2

o oV a V aV V aV a V

a a V a a V V V

    

     
      (33) 

By reorganizing Eq. (33), the equation below can 
be written: 

1 2 0V V                                                                  (34) 

Eq. (30) can also be rewritten as; 

 
 

2
1 2

2 2
1 2 1 2

o

t o o

V a V aV

z I a I aI I aI a I

 

     
                (35) 

By using Eq. (34) in Eq. (35), the equation below 
can be derived; 

   1 1 22o t oV V z I I I                                    (36) 

By using Eq. (32) in Eq. (36), the equation below 
can be derived; 

 1 3o t oV V z I                                                    (37) 

By using the results of Eq. (32), (34) and (37), the 
sequence circuits connections for the double line-
to-ground short circuit with fault impedance can 
be given in Fig. 9 [25]. 

 

Figure 9. Sequence circuits connections for double 
line-to-ground short circuit with a fault impedance in 

power system 

From Fig. 9, the positive sequence current can be 
calculated as; 

 

 

1
1 2

2
1

2

// 3

3

3

H

o t

H

o t

o t

V
I

z z z z

V

z z z
z

z z z


   


 

    

                                          (38) 

By applying the current divider formula to the 
circuit given in Fig. 9, the zero and negative 
sequence currents can be derived as below; 

 

 

2
1

2

2 2
1

2 2

3

3 3

3

o
o t

H

o t o t

o t

z
I I

z z z

V

z z z z z z
z

z z z z

 
     

 
     

         

          (39) 
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 

 

2 1
2

2 2
1

2

3

3

3 3

3 3

o t

o t

H

o t o t

o t o t

z z
I I

z z z

V

z z z z z z
z

z z z z z

 
     

 
     

         

          (40) 

By using Eq. (38)-(40), the short circuit phase 
currents flowing through phase “b” and “c” at the 
fault point can be derived as; 

 

 

 

2 2
1

2 2

2

2
1

2

2 2
1

2

3 3

3

3

3

3 3

3 3

H
b

o t o t

o t

H

o t

o t

H

o t o t

o t o t

V
I

z z z z z z
z

z z z z

V
a

z z z
z

z z z

V
a

z z z z z z
z

z z z z z

 
     

         


 

    


     

          

     (41) 

 

 

 

2 2
1

2 2

2
1

2

2

2 2
1

2

3 3

3

3

3

3 3

3 3

H
c

o t o t

o t

H

o t

o t

H

o t o t

o t o t

V
I

z z z z z z
z

z z z z

V
a

z z z
z

z z z

V
a

z z z z z z
z

z z z z z

 
     

         


 

    


     

          

   (42) 

The sequence and phase voltage values of the 
buses where there is no fault can be derived from 
Eq. (6) and (7) respectively given before. 

2.3.4. Metallic Double Line-to-Ground Short 
Circuit 

The metallic double line-to-ground short circuit 
fault in a power system is given as schematic in 
Fig. 10. 

 

Figure 10. Schematic representation of metallic 
double line-to-ground short circuit fault in power 

system 

From Fig. 10, the phase voltages and currents 
equations at the fault point can be derived as 
below: 

0b cV V                                                           (43) 

0aI                                                                    (44) 

Considering the phase “a” as reference, the 
relation between the sequence currents can be 
defined from Eq. (44) as; 

1 2 0a oI I I I                                                   (45) 

Considering the phase “a” as reference, sequence 
voltages can be defined from Eq. (43) as; 

   
   

2 2
1 2 1 2

2 2
1 2 1 2

o oV a V aV V aV a V

a a V a a V V V

    

     
      (46) 

By reorganizing Eq. (46), the equation below can 
be written: 

1 2 0V V                                                                  (47) 

By considering the equations given by Eq. (47) 
and (43) together, the equation below is derived; 

   2 2
1 2 1 1

1 10

o o

o o

V a V aV V a V aV

V V V V

    

    
                   (48) 

From Eq. (46) and (48), the relation between the 
sequence voltages can be derived as; 

1 2oV V V                                                                  (49) 

By using the results of Eq. (45) and (49), the 
sequence circuits connections for the metallic 
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double line-to-ground short circuit fault can be 
given in Fig. 11. 

 

Figure 11. Sequence circuits connections for metallic 
double line-to-ground short circuit fault in power 

system 

From Fig. 11, the positive sequence current can be 
calculated as; 

 1
21 2

1
2

//
H H

oo

o

V V
I

z zz z z z
z z

 
 



                         (50) 

By applying the current divider formula to the 
circuit given in Fig. 11, the zero and negative 
sequence currents can be derived as below; 

  2
1

2

2 2
1

2 2

o
o

H

o o

o

z
I I

z z

V

z z z z
z

z z z

 
    

 
  

     

                              (51) 

 2 1
2

2 2
1

2

o

o

H

o o

o o

z
I I

z z

V

z z z z
z

z z z

 
    

 
  

    

                              (52) 

By using Eq. (50)-(52), the short circuit phase 
currents flowing through phase “b” and “c” at the 
fault point can be derived as; 

2 2
1

2 2

2

2
1

2

2 2
1

2

H
b

o o

o

H

o

o

H

o o

o o

V
I

z z z z
z

z z z

V
a

z z
z

z z

V
a

z z z z
z

z z z

 
  

     







  

    

                        (53) 

2 2
1

2 2

2
1

2

2

2 2
1

2

H
c

o o

o

H

o

o

H

o o

o o

V
I

z z z z
z

z z z

V
a

z z
z

z z

V
a

z z z z
z

z z z

 
  

     







  

    

                        (54) 

The sequence and phase voltage values of the 
buses where there is no fault can be derived from 
Eq. (6) and (7) respectively given before. 

2.3.5. Line-to-Ground Short Circuit with Fault 
Impedance 

The line-to-ground short circuit with fault 
impedance in a power system is given as 
schematic in Fig. 12 [26]. 

 

Figure 12. Schematic representation of line-to-ground 
short circuit with a fault impedance in power system 

From Fig. 12, the phase voltages and currents 
equations at the fault point can be derived as 
below: 
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a t aV z I                                                             (55) 

0b cI I                                                                       (56) 

Considering the phase “a” as reference, the 
relation between the sequence currents can be 
defined from Eq. (56) as; 

2
1

2
2

1 1 1
1 1

1 0
3 3

1 0

o a a

a

a

I I I

I a a I

a aI I

      
             
            

                   (57) 

From Eq. (57), the sequence currents are derived 
as below; 

1 2oI I I                                                                   (58) 

Considering the phase “a” as reference, the 
relation between the sequence voltages can be 
defined from Eq. (55) as; 

   1 2 1 2o t oV V V z I I I                                (59) 

By using Eq. (58) in Eq. (59), the equation below 
can be derived; 

 1 2 13o tV V V z I                                             (60) 

By using the results of Eq. (58) and (60), the 
sequence circuits connections for the line-to-
ground short circuit with fault impedance can be 
given in Fig. 13 [27]. 

zo

vo

+

_ vH v1

v2

Io

I1

I2

z1

z2

3zt

 

Figure 13. Sequence circuits connections for line-to-
ground short circuit with a fault impedance in power 

system 

The sequence currents can be calculated from Fig. 
13 as; 

1 2
1 2 3

H
o

o t

V
I I I

z z z z
  

  
                               (61) 

By using Eq. (61), the short circuit phase current 
flowing through phase “a” at the fault point can 
be derived as; 

1 2

3

3
H

a
o t

V
I

z z z z


  
                                        (62) 

The sequence and phase voltage values of the 
buses where there is no fault can be derived from 
Eq. (6) and (7) respectively given before. 

2.3.6. Metallic Line-to-Ground Short Circuit 

The metallic line-to-ground short circuit fault in a 
power system is given as schematic in Fig. 14. 

 

Figure 14. Schematic representation of metallic line-
to-ground short circuit fault in power system 

From Fig. 14, the phase voltages and currents 
equations at the fault point can be derived as 
below: 

0aV                                                                  (63) 

0b cI I                                                                       (64) 

Considering the phase “a” as reference, the 
relation between the sequence currents can be 
defined from Eq. (64) as; 

2
1

2
2

1 1 1
1 1

1 0
3 3

1 0

o a a

a

a

I I I

I a a I

a aI I

      
             
            

                   (65) 
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From Eq. (65), the sequence currents are derived 
as below; 

1 2oI I I                                                                    (66) 

Considering the phase “a” as reference, the 
relation between the sequence voltages can be 
defined from Eq. (63) as; 

 1 2 0oV V V                                                      (67) 

By using the results of Eq. (66) and (67), the 
sequence circuits connections for the metallic 
line-to-ground short circuit fault can be given in 
Fig. 15. 

 

Figure 15. Sequence circuits connections for metallic 
line-to-ground short circuit fault in power system 

The sequence currents can be calculated from Fig. 
15 as; 

1 2
1 2

H
o

o

V
I I I

z z z
  

 
                                       (68) 

By using Eq. (68), the short circuit phase current 
flowing through phase “a” at the fault point can 
be derived as; 

1 2

3 H
a

o

V
I

z z z


 
                                                   (69) 

The sequence and phase voltage values of the 
buses where there is no fault can be derived from 
Eq. (6) and (7) respectively given before. 

3. THE SHORT CIRCUIT ANALYSIS 
ALGORITHM 

In this section, a short circuit analysis algorithm 
that can analyze all of the short circuit faults given 
in section 2. The algorithm is written as software 
in MATLAB. The algorithm can calculate the 
short currents and the voltage values of the buses 
where there is no fault in power systems by 
analyzing the short circuit faults. The schematic 
representation of the proposed algorithm is given 
in Fig. 16 and the details of the steps in Fig. 16 are 
given below the figure. 

 

Figure 16. Schematic representation of the proposed 
short circuit analysis algorithm 

Step 1: Read the p.u. values of the power system 
parameters that are used in the short circuit 
analysis (Read the Thevenin equivalent voltage 
value at the fault point, sequence impedances of 
all of the synchronous generators, sequence 
impedances of the synchronous and asynchronous 
motors that have higher powers than 40 kW, serial 
sequence impedances and the neutral-ground 
impedances that are in the wye side of the 
transformers and the serial sequence impedances 
of the transmission lines. Consider only the 
reactance values and ignore the resistance values 
of the read ones). 
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Step 2: Create the sequence bus admittance 
matrices ( bus oy  , 1busy   and 2busy  ) by using the 

read values in step 1. 

Step 3: Create the sequence bus impedance 
matrices ( bus oz  , 1busz   and 2busz  ) by inversing the 

sequence admittance matrices derived in step 2. 

Step 4: Enter the bus number where the short 
circuit fault occurs. 

Step 5: Select the short circuit fault type that is 
required to analyze (three phase short circuit 
fault? line-to-line short circuit fault? double line-
to-ground short circuit fault? line-to-ground short 
circuit fault?).  

Step 6: Is the selected fault in step 5 three phase 
short circuit fault? 

Step 7: Enter the value of the short circuit fault 
impedance tz . 

Step 8: Is the value of the short circuit fault 
impedance 0tz  ? 

Step 9: Is the selected fault type line-to-line short 
circuit fault, double line-to-ground short circuit 
fault or line-to-ground short circuit fault? 

Step 10: Is the selected fault type line-to-line 
short circuit fault, double line-to-ground short 
circuit fault or line-to-ground short circuit fault? 

Step 11: Calculate the short circuit currents aI , 

bI  ve cI  that occur at the fault point by using Eq. 

(5). 

Step 12: Calculate the short circuit currents bI  

and cI  that occur at the fault point by using Eq. 

(17) and (18). 

Step 13: Calculate the short circuit currents bI  

and cI  that occur at the fault point by using Eq. 

(28) and (29). 

Step 14: Calculate the short circuit currents bI  

and cI  that occur at the fault point by using Eq. 

(41) and (42). 

Step 15: Calculate the short circuit currents bI  

and cI  that occur at the fault point by using Eq. 

(53) and (54). 

Step 16: Calculate the short circuit current aI  that 

occurs at the fault point by using Eq. (62). 

Step 17: Calculate the short circuit current aI  that 

occurs at the fault point by using Eq. (69). 

Step 18: Calculate the sequence currents at the 
fault point by using Eq. (4). 

Step 19: Calculate the sequence currents at the 
fault point by using Eq. (11). 

Step 20: Calculate the sequence currents at the 
fault point by using Eq. (22). 

Step 21: Calculate the sequence currents at the 
fault point by using Eq. (38)-(40). 

Step 22: Calculate the sequence currents at the 
fault point by using Eq. (50)-(52). 

Step 23: Calculate the sequence currents at the 
fault point by using Eq. (57). 

Step 24: Calculate the sequence currents at the 
fault point by using Eq. (65). 

Step 25: Calculate the sequence and phase 
voltage values of the buses where there is no fault 
by using Eq. (6) and (7). 

Step 26: Calculate the real values of the short 
circuit phase currents and the phase voltage 
values of the buses where there is no fault through 
the p.u. values of them calculated in the previous 
steps. 

Step 27: Return to step 4 for a new short circuit 
analysis. 
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4. RESULTS 

The proposed short circuit analysis algorithm 
given in section 3 is applied to a sample 14-bus 
test power system given in Fig. 17. 

 

Figure 17. The 14-bus sample test power system 

The system parameters of the test system shown 
in Fig. 17 are given in Table 1, 2 and 3. 

Table 1. Transmission line parameters of the 14-bus 
sample test power system 

Transmission Line 
bus-(i)      –      bus-(j) 

xh-o 
(p.u.) 

xh-1 
(p.u.) 

xh-2 
(p.u.) 

2 3 0.69 0.23 0.23 
2 4 2.13 0.71 0.71 
2 7 1.74 0.58 0.58 
3 4 2.52 0.84 0.84 
3 5 1.08 0.36 0.36 
3 8 1.41 0.47 0.47 
4 5 2.79 0.93 0.93 
5 8 1.98 0.66 0.66 
5 14 2.07 0.69 0.69 
7 8 0.87 0.29 0.29 
7 11 2.70 0.90 0.90 
8 9 2.31 0.77 0.77 
8 11 2.43 0.81 0.81 
8 12 1.77 0.59 0.59 
8 13 1.26 0.42 0.42 
9 13 1.17 0.39 0.39 

11 12 1.95 0.65 0.65 
12 13 0.87 0.29 0.29 
13 14 1.05 0.35 0.35 

 

 

 

Table 2. Rotating machine parameters of the 14-bus 
sample test power system 

Rotating 
Machine 

xg-o 
(p.u.) 

xg-1 
(p.u.) 

xg-2 
(p.u.) 

xt 
(p.u.) 

Generator-1 0.035 0.95 0.95 0.045 
Generator-2 0.045 0.98 0.98 0 

Asynchronous 
Motor-1 

0.04 1.00 1.00 0.05 

 

Table 3. Transformer parameters of the 14-bus 
sample test power system 

Transformer 
xt-o 

(p.u.) 
xt-1 

(p.u.) 
xt-2 

(p.u.) 
Transformer -1 0.035 0.95 0.95 
Transformer -2 0.045 0.98 0.98 
Transformer -3 0.04 1.00 1.00 

The proposed algorithm is applied to the test 
system to analyze a three phase short circuit fault 
at bus 4. The short circuit currents Ia, Ib and Ic at 
the fault point (bus-4) and the phase voltages at 
the buses where there is no fault are given in Table 
4. Thevenin equivalent voltage value at the fault 
point is considered as vH=1.02∠0o. The base 
power is considered as Sbase=100 MVA. 

Table 4. The analysis results for three phase short 
circuit fault at bus 4 

Bus No. 
Short Current Currents (kA) 
Ia Ib Ic 

4 (fault point) 0.5574 0.5574 0.5574 

Bus No. 
Bus Voltages (kV) 

Va Vb Vc 
1 6.6659 6.6659 6.6659 
2 62.2017 62.2017 62.2017 
3 58.3281 58.3281 58.3281 
5 66.9003 66.9003 66.9003 
6 6.8765 6.8765 6.8765 
7 72.2971 72.2971 72.2971 
8 71.8567 71.8567 71.8567 
9 72.8860 72.8860 72.8860 
10 8.7033 8.7033 8.7033 
11 89.3293 89.3293 89.3293 
12 76.6800 76.6800 76.6800 
13 73.4073 73.4073 73.4073 
14 71.2174 71.2174 71.2174 

The proposed algorithm is applied to the test 
system to analyze a line-to-line short circuit with 
a fault impedance at bus 7. The short circuit 
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currents bI  and cI  at the fault point (bus-7) and 

the phase voltages at the buses where there is no 
fault are given in Table 5. Thevenin equivalent 
voltage value at the fault point is considered as 
vH=1.05∠0o. The fault impedance is selected as 
zt=(0.01+j0.025) (p.u.). The base power is 
considered as Sbase=100 MVA. 

To compare the results of the line-to-line short 
circuit with a fault impedance with the metallic 
line-to-line short circuit fault, the proposed 
algorithm is applied to the test system to analyze 
a metallic line-to-line short circuit fault 
considering the same fault point and the 
parameters of the previous analysis for the line-
to-line short circuit with a fault impedance. So, for 
the metallic line-to-line short circuit fault 
analysis, the fault point is selected as bus 7, 
Thevenin equivalent voltage value at the fault 
point is considered as vH=1.05∠0o and the base 
power is considered as Sbase=100 MVA. The short 
circuit currents bI  and cI  at the fault point (bus-

7) and the phase voltages at the buses where there 
is no fault for the metallic line-to-line short circuit 
fault analysis are given in Table 6. 

 

Table 5. The analysis results for line-to-line short 
circuit with a fault impedance at bus 7 

Bus No. 
Short Current Currents (kA) 
Ia Ib Ic 

7 (fault point) 0 0.5838 0.5838 

Bus No. 
Bus Voltages (kV) 

Va Vb Vc 
1 14.4900 9.1372 9.0408 
2 161.7000 95.5293 94.2098 
3 161.7000 94.9664 93.6225 
4 161.7000 96.3633 95.0788 
5 161.7000 99.1421 97.9664 
6 14.4900 9.3679 9.2790 
8 161.7000 88.7399 87.0778 
9 161.7000 90.1935 88.6157 
10 14.4900 9.0312 8.9312 
11 161.7000 95.0676 93.7282 
12 161.7000 91.2428 89.7214 
13 161.7000 90.9767 89.4413 
14 161.7000 93.4855 92.0748 

 

Table 6. The analysis results for metallic line-to-line 
short circuit fault at bus 7 

Bus No. 
Short Current Currents (kA) 
Ia Ib Ic 

7 (fault point) 0 0.5966 0.5966 

Bus No. 
Bus Voltages (kV) 

Va Vb Vc 
1 14.4900 8.9962 8.9962 
2 161.7000 93.8457 93.8457 
3 161.7000 93.2757 93.2757 
4 161.7000 94.6911 94.6911 
5 161.7000 97.5146 97.5146 
6 14.4900 9.2318 9.2318 
8 161.7000 87.0248 87.0248 
9 161.7000 88.4724 88.4724 
10 14.4900 8.8881 8.8881 
11 161.7000 93.3782 93.3782 
12 161.7000 89.5228 89.5228 
13 161.7000 89.2560 89.2560 
14 161.7000 91.7792 91.7792 

The proposed algorithm is applied to the test 
system to analyze a double line-to-ground short 
circuit with a fault impedance at bus 10. The short 
circuit currents bI  and cI  at the fault point (bus-

10) and the phase voltages at the buses where 
there is no fault are given in Table 7. Thevenin 
equivalent voltage value at the fault point is 
considered as vH=1.03∠0o. The fault impedance is 
selected as zt=(j0.03) (p.u.). The base power is 
considered as Sbase=100 MVA. 

Table 7. The analysis results for double line-to-
ground short circuit with a fault impedance at bus 10 

Bus No. 
Short Current Currents (kA) 
Ia Ib Ic 

10 (fault point) 0 9.1924 9.1924 

Bus No. 
Bus Voltages (kV) 

Va Vb Vc 
1 11.3247 9.1351 9.1351 
2 121.6260 93.8962 93.8962 
3 118.9253 89.3844 89.3844 
4 120.5505 92.0936 92.0936 
5 120.9413 92.7477 92.7477 
6 11.2059 8.9328 8.9328 
7 109.6299 74.3261 74.3261 
8 109.8653 74.6960 74.6960 
9 109.3119 73.8273 73.8273 
11 90.2851 47.8193 47.8193 
12 104.9267 67.0965 67.0965 
13 109.0316 73.3888 73.3888 
14 113.0397 79.7503 79.7503 

Faruk Yalçın, Yılmaz Yıldırım

A Study of Symmetrical And Unsymmetrical Short Circuit Fault Analyses in Power Systems

Sakarya University Journal of Science 23(5), 879-895, 2019 891



Table 8. The analysis results for metallic double line-
to-ground short circuit fault at bus 10 

Bus No. 
Short Current Currents (kA) 
Ia Ib Ic 

10 (fault point) 0 9.9872 9.9872 

Bus No. 
Bus Voltages (kV) 

Va Vb Vc 
1 10.7538 8.9610 8.9610 
2 114.3163 91.5714 91.5714 
3 111.0820 86.8250 86.8250 
4 113.0284 89.6771 89.6771 
5 113.4963 90.3647 90.3647 
6 10.6116 8.7495 8.7495 
7 99.9500 70.8321 70.8321 
8 100.2318 71.2285 71.2285 
9 99.5691 70.2972 70.2972 
11 76.7828 41.5058 41.5058 
12 94.3174 63.0356 63.0356 
13 99.2334 69.8266 69.8266 
14 104.0334 76.6247 76.6247 

To compare the results of the double line-to-
ground short circuit with a fault impedance with 
the metallic double line-to-ground short circuit 
fault, the proposed algorithm is applied to the test 
system to analyze a metallic double line-to-
ground short circuit fault considering the same 
fault point and the parameters of the previous 
analysis for the double line-to-ground short 
circuit with a fault impedance. So, for the metallic 
double line-to-ground short circuit fault analysis, 
the fault point is selected as bus 10, Thevenin 
equivalent voltage value at the fault point is 
considered as vH=1.03∠0o and the base power is 
considered as Sbase=100 MVA. The short circuit 
currents bI  and cI  at the fault point (bus-10) and 

the phase voltages at the buses where there is no 
fault for the metallic double line-to-ground short 
circuit fault analysis are given in Table 8. 

The proposed algorithm is applied to the test 
system to analyze a line-to-ground short circuit 
with a fault impedance at bus 13. The short circuit 
current aI  at the fault point (bus-13) and the phase 

voltages at the buses where there is no fault are 
given in Table 9. Thevenin equivalent voltage 
value at the fault point is considered as 
vH=1.04∠0o. The fault impedance is selected as 
zt=(0.012+j0.035) (p.u.). The base power is 
considered as Sbase=100 MVA. 

Table 9. The analysis results for line-to-ground short 
circuit with a fault impedance at bus 13 

Bus No. 
Short Current Currents (kA) 
Ia Ib Ic 

13 (fault point) 0.5637 0 0 

Bus No. 
Bus Voltages (kV) 

Va Vb Vc 
1 10.2111 13.4037 13.4701 
2 104.9152 149.1129 149.8948 
3 94.0718 150.0880 150.7865 
4 99.3828 149.2976 150.0634 
5 98.0165 148.6847 149.5045 
6 9.6931 13.3030 13.3783 
7 80.9176 151.9723 152.5195 
8 63.7993 154.7565 155.0999 
9 26.9525 161.9901 161.8861 
10 9.6352 13.2920 13.3683 
11 96.8210 148.4980 149.3345 
12 42.7253 158.5593 158.6549 
14 38.4504 159.4778 159.5180 

To compare the results of the line-to-ground short 
circuit with a fault impedance with the metallic 
line-to-ground short circuit fault, the proposed 
algorithm is applied to the test system to analyze 
a metallic line-to-ground short circuit fault 
considering the same fault point and the 
parameters of the previous analysis for the line-
to-ground short circuit with a fault impedance. So, 
for the metallic line-to-ground short circuit fault 
analysis, the fault point is selected as bus 13, 
Thevenin equivalent voltage value at the fault 
point is considered as vH=1.04∠0o and the base 
power is considered as Sbase=100 MVA. The short 
circuit current aI  at the fault point (bus-13) and 

the phase voltages at the buses where there is no 
fault for the metallic line-to-ground short circuit 
fault analysis are given in Table 10. 
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Table 10. The analysis results for metallic line-to-
ground short circuit fault at bus 13 

Bus No. 
Short Current Currents (kA) 
Ia Ib Ic 

13 (fault point) 0.5938 0 0 

Bus No. 
Bus Voltages (kV) 

Va Vb Vc 
1 9.9888 13.3951 13.3951 
2 101.9482 149.0227 149.0227 
3 90.5206 149.9878 149.9878 
4 96.1178 149.2051 149.2051 
5 94.6779 148.6004 148.6004 
6 9.4429 13.2958 13.2958 
7 76.6561 151.8655 151.8655 
8 58.6090 154.6650 154.6650 
9 19.7048 162.0350 162.0350 
10 9.3819 13.2850 13.2850 
11 93.4180 148.4167 148.4167 
12 36.3768 158.5252 158.5252 
14 31.8628 159.4626 159.4626 

 

5. CONCLUSION 

This paper presents a study to analyze the 
common symmetrical and unsymmetrical short 
circuit faults in electric power systems. For this 
aim, all kind of short circuit faults are studied 
detailed and their short circuit fault models are 
derived considering the assumptions commonly 
used in the literature. Apart from the similar 
studies in the literature, metallic fault conditions 
for unsymmetrical short circuit faults are also 
analyzed in the study additionally. Then, an 
algorithm for the power systems to analyze these 
short circuit fault types to determine the short 
circuit currents at the fault points and the voltages 
of the buses where there is no fault in the system. 
A software is created for the proposed algorithm 
in MATLAB. The proposed short circuit analysis 
algorithm is applied to a sample 14-bus test power 
system and each symmetrical and unsymmetrical 
short circuit faults are analyzed. The obtained 
results have shown that the algorithm is efficient 
and accurate. 
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X-Ray Radiography of Micro-alloyed Steel Joined by Submerged Arc Welding 

 

Mustafa Türkmen1 

Abstract 

In this study, micro-alloyed steels were welded by using submerged arc welding method. 
Different welding current values in experimental studies were carried out according to Table 3. 
After welding process, the radiographic tests were examined by using X-Ray. The experimental 
results indicated that microalloyed steel could be joined by using the submerged arc welding 
technique with sufficient strength. The results of the radiographic tests indicated that with 
increasing welding current, the amount of deep penetration increased in all samples. 

Keywords: Micro-alloyed Steel, Submerged Arc Welding, Radiographic Test. 

 

1. INTRODUCTION 

Welding technology is used commonly in many 
areas. Non-destructive testing methods are 
important for quality control strategies related to 
the wear since it is aimed to provide high and 
constant quality in manufacturing sector and in 
products,. Accordingly, the non-destructive 
testing of welded joints has become a part of total 
quality system [1-2]. 

Being one of the most important parts of quality 
control, non-destructive material testing method 
is the complementary part of the manufacturing. 
Non-destructive method is the common name of 
testing methods which ensures to obtain the static 
and dynamic information of the materials by 
testing them without giving any damage. By 
means of the non-destructive testing method, the 
defects such as cracks occurring during 
manufacturing or after used for a while, space in 
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internal structure, edge reduction etc. are detected 
[Table 1].  

The methods applied in non-destructive testing 
are visual testing, liquid-penetrant testing, eddy 
current testing, magnetic particle inspection, 
ultrasonic inspection, and radiographic inspection 
respectively [3-6]. Radiography method is 
applied to ferromagnetic metals, non-
ferromagnetic metals, and other all materials. 
Because X-ray provides the opportunity to 
analyse the microstructure of the materials 
without giving any damage, it is widely used in 
non-destructive testing. Thickness changes, 
structural changes, inner defects, and installation 
details can be determined through X-ray or 
gamma ray [7-11]. The inspection requires 
method of the radiographic images to be first-rate 
and consequently controlled by standard. 
However; being carried out subjectively by 
inspectors the radiographic inspection requires 
great experience and there are interpretation 
errors due to non-detection of  defects [6-12-14]. 
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Table 1. Non-destructive testing experiments in industry application areas [3]. 

Practice Area Function Application Examples 

Research and 
Development 

Structural evaluation of materials, 
Comparison of production and assembly 
methods and evaluation findings. 

Examination of fatigue and microstructure 
of metals and the detection of cracks in the 
welding seam. 

Production 
Control Method 

Determination of the variable production 
method and to control. 

Radiographic and ultrasonic thickness 
measuring method and determination of 
the manufacturing parameters. 

Quality Control 
Defective parts and the detection of 
abnormalities, Manufacturing assembly 
defects, place and method of evaluation. 

Poor adhesion, cracking in welding, metal 
in the non-uniform pores and the 
determination of material defects. 

During the service 
evaluation 

Wear and use during the early identification 
of abnormalities. 

Corrosion in pipes and location of 
warehouses and detection, Variety of early 
warning systems in vehicles. 

The advantages of radiography method may be 
listed as follows; the result is shown with an 
image, permanent records seen outside of the test 
area can be obtained, the sensitivity is shown on 
every film, and the method may be applied to any 
kind of material. As for its disadvantages, they 
may be mentioned as follows; it is not suitable for 
thick pieces, it may be harmful to health, direct 
calorie is needed for two-dimensional faults, it is 
not suitable for automation, and surface defects, 
and it does not give information about the depth 
of the defect under the surface. The equipment 
used is rather expensive compared to other 
methods and mostly needs careful work 
concerning the radiation safety [15].  

In this study, X-Ray radiographic test of micro-
alloyed steel joined by using Submerged Arc 
Welding (SAW) was investigated. 

2. EXPERIMENTAL PART 

 Microalloy steel having 400x200x6 mm 
dimensions was used to join the samples which 
Table 2 shows the chemical compositions in this 
study.  

The welding process was performed as two passes 
by using Oerlikon Magmaweld brand ZD5-1000 
B model saw machine. S690QL steels were 
applied to pre-annealing at 100 oC before the 
welding. Temperature of pre-annealing was 
determined by being controlled with heat chalk. 
Three different welded joints specified in Table 3 

were performed by using test materials at 300 A, 
350 A and 450 A welding current. Oerlikon-S2 
submerged arc welding wire, whose chemical 
composition is shown in Table 2, and SF-104 
submerged arc welding powder, proper to this 
wire, were used in the welding process. Table 3 
illustrates welding parameters used in the 
experimental studies. Table 4 illustrates physical 
properties of microalloyed steel. 

Tablo 2. Compositions of test materials 

Materials C Si Mn Cr Ni Mo V Ti 
Micro-

alloyed Steel 
 0,13 0,8 1,0 1,5 1,1 0,3 0,1 0,05 

Oerlikon S2 
(SAW wire) 

0,08 0,6 1,3 - - - - - 

 
Tablo 3. The welding parameters  

 

Sample 
Number 

Current 
(A) 

Voltage 
(V) 

 
Welding                      
Speed 
(cm/min) 

İnput 
Heat (kj/mm) 

S1 300 30-32  46 1,34 
S2 350 30-32  46 1,53 
S3 450 30-32  46 1,73 

Table 4. Physical properties microalloyed steel. 

Materials  
10-6 

 
W/m 

oC 

 
nm 

E 
kN/mm2 

Microalloyed 
Steel 

11.5 44 140 226 
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During controlling of the weld seam, 
radiographic testing among the non-destructive 
methods was chosen and X-ray tube was chosen 
as the radiation source since the thickness was 6 
mm. Figure 1 shows the principle [16-17]. TS 
5127 and EN 1435 Testing standards were 
applied. According to these standards, the 
investigated area covers the weld and heat-
affected zone (Figure 2).  

 

Figure 1. Principle of radiographic test 

 

Figure 2. Test preparation for plane wall and one 
wall. 

The X-ray tension chosen according to the 
thickness of the material was 130 kV (Figure 3) 
[18-20]. The X-ray device, Rigaku Radioflex–
300EGS3 type, having the capacity of 300KV was 
used (Figure 4a-b). C4 type 100x240 mm Kodak 
film as well as front and back lead screens with 
the thickness of 0.125 mm were used. The weld 
seam applied to the 6-thick material was filmed 
by sending beam to pose diagram for 48 seconds. 

The distance between the X-ray device and film 
was 600 mm. Figure 5 shows placement of the 
film. 

 

Figure 3. The deep penetration thickness and material 
as a function 500 kV up to radiography 

 

Figure 4. Rigaku mark Radioflex -300EGS3 type 
device (a) and control panel (b) 

 

Figure 5. Film, penetrometer, stenciling pattern and 
setting the beam 
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3. RESULTS AND DISCUSSION  

S690QL microalloyed steel was joined by using 
SAW process at 300, 350, 450 A welding current 
and 46 cm/min constant welding speeds. 
According to the International Institute of 
Welding, welding defects and the explanations of 
the radiographic images were defined as in Table 
5 [18-20]. The image was assessed according to 
Table 5. It was determined that there was lack of 
penetration  among the most common welding 
defects shown in Table 5 according to the 
definitions of welding defects and the 
radiographic images (D) (Sample No: 1 and 2 ). 
No defect was observed in the other sample. 

 

 

 

Figure 6. Radiographic-test-images-of-specimens  

 

Figure 6 shows radiographic testing images of all 
the samples. The experimental results indicated 
that microalloyed steel could be joined by using 
the submerged arc welding technique in order to 
sufficient strength. The radiographic test results 
demonstrated that as the welding current 
increased, the amount of deep penetration 
increased in all samples (Figure 6). The best 
joining was observed in number S3. The joining 
decreased in the other samples. 
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Table 5. Definition of weld defects and radiographic image [18-19]. 

A: Gas gaps 

Aa: Porosity 

Ab:  Gas bubbles 

Description 
* Because the captured gas bubbles are formed. 
* Gas channels or long gaps 

Radiographic Image 
* Sharp black shadows around the circle. 
* Sharp black depending on the round or the long shadows  

B:  Slag 

Ba:  Slag 

Bb: Slag  errors 

Description 
* Slag or other foreign materials during the welding. 
* Captured within gaps slag or foreign matter. 

Radiographic Image 
* Dark shadows or random shapes. 
* Continuous dark lines parallel to the seam edge welding. 

C:  Insufficient 

Welding 

Description Welding seam merger due to lack of two-dimensional error. 

Radiographic Image Sharp-edged thin dark line. 

D:  Insufficient  Deep 

Penetration 

Description The lack of sewing filled fully with the welding or root. 

Radiographic Image The middle of the dark seam continuous or discrete line 

E: Cracks 

Ea:  Vertical   Cracks 

Eb: Horizontal 

Cracks 

Description Local tensile strength of metal exceeded. 

Radiographic Image Flat thin dark line. 

F: Swelter  Channel Description 
Welding material on the surface along the seam formed 
channel or groove. 

Radiographic Image Welding are spread wide and dark line along the seam. 

4. CONCLUSIONS  

In this study, X-Ray radiographic test of 
microalloyed steel joined by using submerged arc 
welding was investigated. The following results 
were obtained;  

 Submerged arc welding experiments were 
carried out according to Table 5. This 
study concluded that microalloyed steel 
could be joined by using the submerged 
arc welding technique. The best joining 
was observed in number S3. The joining 
decreased in the other samples.  

 The microstructural changes took place in 
HAZs. An increase in the contraction of 
the samples was observed after increasing 
the welding current. The width of HAZ 
was mainly affected by welding current 
and heat input.  

 It was determined that there was lack of 
penetration  among the most common 

welding defects shown in Table 5 
according to the definitions of welding 
defects and the radiographic images (D) 
(Samples No: 1 and 2). No defect was 
observed in the other sample. The 
radiographic test results showed that as 
the welding current increased, the amount 
of deep penetration increased in all 
samples. The best properties were 
observed at the samples welded at 450 A 
welding current and 1.73 kj/mm heat 
input. (Figure 6-S3). 
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Production and Characterization of Carbon-Kevlar-Aramid 
Reinforced Layer Composites with VARTM Method 

 
Yahya Tasgin1, Engin Sahin 

 
ABSTRACT 

In this study, laminated composite materials are produced by Vacuum Assisted Resin Transfer Molding 
(VARTM) Method. Three different reinforcement materials (carbon, kevlar and aramid) are used in the 
production phase. Tensile test is applied to the samples after the production and in the light of SEM images; 
fractured surfaces of the samples and their results are evaluated.  

It is obvious that the mechanical properties of carbon fiber reinforced samples yield better results. 

 

Keywords: Kevlar, Carbon, Aramid Reinforcement, VARTM Method, Composite. 

 

1. INTRODUCTION 

Kevlar reinforcement material is widely used in 
composite production area thanks to its high 
impact resistance, high wear resistance and 
fatigue strength, high chemical resistance and 
hardness properties. In particular, it is used for 
carbon aramid reinforced fabric production 
extensively [1]. Composite materials are 
designed for high performance applications and 
their properties are designed according to 
specific purposes and desired functions [2]. 
Usage areas of composites are wide and 
expanding day by day [3]. Vacuum infusion 
method works with the principle of the 
progression of the resin in vacuumed media. In 
this method, are it is aimed to manufacture the 
product without touching it after production 
preparation is completed. It is important that the 
resin impregnated with the materials has an 
appropriate viscosity. Where narrow gap 
measurements and long flow paths are involved, 
the resin needs to be absorbed into its fibers to be 
strengthened as soon as possible. Generally 
epoxy, polyester and vinyl ester resins are used. 
                                                           
1 Munzur Universty, Faculty of Engineering, Department of Machine Engineering, Tunceli, Turkey 

The infusion (transfer) method consists of four 
parts: vacuum pump, vacuum tank (resin 
collection tank), mold and resin bucket. The 
connections and shapes of these four parts may 
change, but the overall system is always the same 
[4]. 
Gu et al. have produced aramid fabric and epoxy 
resin composite sample by VARTM method. In 
order to increase the fiber content, pre-
compression method is applied to the ram fabric 
stack before the epoxy resin is injected into the 
fiber fabric, and vacuum compression, hot 
compression with high pressure and temperature 
are used to compress the fiber bundle, and they 
have examined the compression reactions of the 
fabric stack under hot compression conditions. 
They have stated that hot compression increases 
the ramie fiber content and the mechanical 
properties of the composites [5]. 
 Zhang et al. have produced one-way carbon fiber 
reinforced composite boards in three different 
processes using the fast curing epoxy resin by 
VARTM method. They have concluded that the 
preheating process is suitable for improving the 
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processing efficiency in the VARTM method 
with good mechanical properties [6]. Durgun et 
al. have produced composite parts with carbon 
fiber and resin by using vacuum bagging and 
vacuum infusion method and applied tensile and 
bending tests to the samples produced by these 
two production methods.  They get the highest 
results in the vacuum infusion method [7]. Wang 
et al. have designed a test device to examine the 
compression behavior and permeability of the 
preforms during VARTM. In order to examine 
the resin flow effects and thickness change of 
preforms, the device has carried out four tests and 
stated that if the number of layers increases, the 
permeability of the plane decreases and the 
preform thickness is influenced by the liquid 
viscosity and final filling time [8]. Durgun et al. 
have produced polymer based carbon and glass 
fiber reinforced composite materials by hand lay-
up, vacuum bagging and vacuum infusion 
methods and compared the mechanical 
properties of these samples. They obtain the 
highest values in the vacuum infusion method 
[7]. 
Balikoglu et al. have performed a three-point 
bending test for sandwich composite boards with 
laminate plans of the hull body provided by 
Producer Company and produced in the 
laboratory by the VARTM method [9]. Sevkat et 
al. have investigated the tensile strength of 
needle-woven glass-fiber reinforced epoxy 
composites, fabricated samples using VARTM 
and hand lay-up methods and tested these 
samples under tensile load. They report that the 
samples produced using VARTM method have 
higher load than the samples produced by hand 
lay-up [10]. Engine hood is produced by the 
stagnant vacuum infusion method, the assembled 
parts are assembled to form the motor assembly 
and the piece is measured by optical scanning 
and geometric accuracy analysis is performed 
[11]. 

 

2. MATERYAL AND METHODS 
 
2.1. Workbench production by vacuum 
infusion 
 
In order to manufacture samples with vacuum 
assisted resin infusion molding method, a 
workbench different from the ones previously 
designed for this method was manufactured with 
a tempered surface glass and a heat sink 
dissipating homogenous heat at the bottom (Fig. 
1.a,b. The workbench had the sizes of 
1.500x1.500x1.00 m and the outer surface and 
chassis were made of MDF material. The top 
surface which was the composite production area 
was made of 10 mm thick tempered (thermos 
glass) glass resistant to 800°C. This glass surface 
is heated underneath in a homogeneous manner 
with a heat sink filled with marble dust and 
included 5 pieces of 3000 W rod heaters. The 
vacuum required for infusion was provided by a 
vacuum pump with a capacity of 130 l/min, 
vacuum level of maximum 2 Pa and 1/3 HP 
power. The thermostat sensor was placed at the 
midpoint of the heat sink at the bottom of the 
workbench and could control the homogeneously 
distributed temperature. 
 
2.2 Experimental procedures 

In the first stage of our study, we have 
produced a vacuum infusion machine which has 
many properties together and will provide our 
production of layered composites. In order to 
produce the sample with the vacuum-assisted 
resin infusion molding method, tempered surface 
glass, a heat pool radiating from the bottom and 
a different machine are designed different from 
the other machines previously designed for this 
method (Figure 1.a, b). Three different fibers 
(Kevlar, Carbon and Aramid) are used during 
production. The production of the composite is 
performed as shown in Fig. 1 c, d by using the 
fibers given in Fig. 2.b, c, d, 
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Figure 1. a)Vacuum infusion bench schematic view 
b) photograph c-d) Production image. 
 

2.3. Materials used in composite production 
 
Three different fibers as Kevlar, Carbon and 
Aramid were used during production. Table 1 
shows these fibers used. In addition, a total of 
300+12+24+18 =354 ml mixture including 300 
ml Hexion LR 285 epoxy resin, 300 x 0.04 = 12 
ml Nutanox M-50 hardener, 300x0.08= 24 ml 
pigment and 300x0.06= 18 ml Akcobalt CX1-6 
cobalt (accelerator) was used. The mixture which 
was initially heterogeneous was thoroughly 
homogenized by mixing for 2 minutes. 
 
2.4. Composite production stages 
 
The temperature for the manufacturing was 
adjusted by performing the cleaning control of 
manufacturing surface of the workbench, the 
control of heat sink, vacuum pump, thermostat, 
thermometer, cocks and valves; when the bench 
heated and reached to a constant heat value; it 
was adhered with double-sided adhesive tapes as 
shown in Fig. 1.c,d  around an area at least 50 
mm wider than the sizes wanted to be 
manufactured. In the area within the tape, three 
layers of mold release agent were applied with 
the aid of a non-dusting cloth which was not too 
soft. The fibers were then cut in the sizes of 310 
x 310 mm (if a sheet of 300 x 300 mm size was 
desired to be manufactured, the fiber should be 
cut leaving 10 mm margin from the edges). The 

fibers cut according to the desired design were 
laid in the vacuum area. Peel ply was laid on the 
fibers placed into the waxed (mold release) 
region (When the peel ply was being cut, it 
should be cut by leaving 20 mm margins from 3 
edges (resin strip) and 60 mm from the other 
edge). Peel ply facilitated not only the flow of the 
resin as well as the separation of the produced 
material from the mold. After the peel ply was 
laid, a resin line was installed to make resin flow 
through the resin tank. A spiral hose and a normal 
transparent hose were used for resin line, the 
transparent hose was connected to the spiral hose 
from one end, and this spiral hose is coiled with 
holes and ensures the balanced progress of the 
infusion by forming the vacuum through the 
spiral.  
 
Fig. 1.c shows its form covered with a vacuum-
ready vacuum bag. The vacuum line was 
installed on the opposite side of the resin line. 
The vacuum indicator was connected to the 
vacuum infusion mechanism and the vacuum 
pump was opened. The ports providing resin pass 
were connected to the mechanism. The 
workbench was waited until it reached to the 
desired heating value and the heat setting was 
kept constant. The hoses were then connected to 
the ports and the resin flow was started and the 
process was continued until all the points of the 
mold were wet with the resin (Fig. 1.d). The last 
corner of the mold got wet. After all the points 
were wetted, all resin feed lines were closed with 
valves or clamps. During this infusion process, 
heating was continued until the infusion was 
completed at 50 ° C and the drying was 
completed (in our experiments, 2 hours) with the 
underfloor heating system. The part was then 
waited for about 2 hours at 50 °C until fully 
hardened under vacuum. After waiting for two 
hours, the sealing tape was removed, the bag was 
first removed from the mold and the resin flow 
lines were cleaned. Then, the part was removed 
from the mold. It was visually checked if or not 
there were any air bubbles on the surface of the 
produced sample and the resin was 
homogeneously distributed, tensile sample for 
the tensile test was prepared by marking 
according to the fiber type used. 
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3. RESULTS AND DISCUSSION 

Tensile stress and strain values of Kevlar, 
Aramid and Carbon Composite samples are 
given in Table 1. Tensile tests were carried out in 
accordance with the EN 100022 standard on the 
tensile testing device in the Engineering Faculty 
Laboratory in Munzur University. In both 
experiments applied to all samples, values are 
nearly similar. It is seen that the aramid tensile 
sample value is close to the Kevlar’s. Breaking 
values of the samples depending on stress area 
are within the range of 65-85 MPa. According to 
the test results of the composite carbon tensile 
sample, breaking value is 270MPa in 2.00mm It 
is obvious that tensile strength of the carbon 
composite sample is higher than the Kevlar and 
Aramid samples. 

Table 1. Tensile test results 

Sample 
Code 

Tensile 
Strength 
(MPa) 

Elongation 
(%) 

F:1-1 
(Kevlar) 

60,2464 2,31 

F:1-2 
(Kevlar) 

86,3882 2,57 

F:2-1 
(Aramid) 

67,9012 1,69 

F:2-2 
(Aramid) 

78,5880 1,73 

F:3-1 
(Carbon) 

256,895 2,45 

F:3-2 
(Carbon) 

276,829 2,10 

Figure 2. Fibers used in production a)Kevlar  
b)Aramid  c)Carbon 

In the SEM analyzes of composite Kevlar tensile 
sample in Fig 3 the images of resin and fiber 
structure are examined in detail in different 
magnifications. It is observed that micro and 

macro gaps do not appear and full penetration is 
achieved in the absorption of the resin to the fiber 
structure by the infusion method. This is also 
advantageous in the production of complex 
shaped structures. Figure 3.a shows the 
composite Kevlar sample at 40x magnification. 
Kevlar fabric fibers, epoxy resin and emitter film 
is shown in the image. In the section mentioned, 
the boundary between the emitter film and the 
resin, and the low wall thickness of the sample 
(1.30 mm) show the estimated dissociation point 
during cutting for SEM analysis. Figure 3.b 
shows composite Kevlar sample at 80x 
magnification. The image (1) shows the 
horizontal Kevlar fibers, (2) and the vertical 
Kevlar fibers. In the regions indicated by (3), 
there are gaps resulting from the separation of the 
emitter film during the cutting of the sample. 
Figure 3.c shows composite Kevlar sample at 
300x magnification. In the image, horizontal and 
vertical structure of the Kevlar fabric appears 
more clearly. Horizontal fibers indicated by (2) 
are highly void-free and detail (3) is frayed at 
300x magnification when the horizontal fibers 
are cut for SEM images. Fraying is caused by the 
gap appearing during the separation of the 
emitter film in the cutting process, which can be 
eliminated by cutting with higher speed and 
harder cutting tools, but does not preclude 
detailed examination of the material. Figure 3.d 
shows composite Kevlar sample at 1000x 
magnification.  

 

Figure 3. SEM analysis of composite kevlar tensile 
sample a)27x b)80x c)300x d)1000x 

The reinforcing materials used in the 
sample are shown in Figure 2. 
 

 

 

 

a 

b 

c 
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Figure 4.a shows composite Aramid sample at 
30x magnification. Figure 4.b shows it at 100x 
magnification. Image shows the cracking region 
of Aramid fiber and epoxy resin that appears 
during cooling. In the sample production method, 
the appropriate heat value can be determined by 
examining the crack formation and by trying to 
increase and decrease the temperature of the 
machine. Figure 4.c shows the composite Aramid 
sample at 700x magnification. The image shows 
the penetration of Aramid fibers with resin. As 
the structure of Carbon and Kevlar fibers is 
examined, it is seen that the carbon is more frigid 
at the cutting points of the cylindrical Kevlar. 
Figure 4.d shows the composite Aramid sample 
at 3000x magnification. Carbon and Kevlar 
surface images show the superiority of hardness 
and strength properties of carbon. 

 

 

Figure 4. SEM analysis of composite Aramid tensile 
sample a)30x b)100x c)700x d)3000x 

Figure 5.a shows composite Carbon 
sample at 200x magnification. The image shows 
the carbon fabric fibers and the epoxy resin. 
Figure 5.b shows composite Carbon sample at 
500x magnification. The image shows horizontal 
and vertical structure of the carbon fabric fibers. 
Remarkably, carbon fibers tips are not frayed but 
they are fragile due to their small particle size. 
Figure 5.c shows composite Carbon sample at 
2.500x magnification. The image shows the 
horizontal fibers and epoxy resin of the carbon 
fabric. Carbon fibers have circular cross-section 

and no gap. They consist of a dense bundle of 
fibers and as the fibers are continuous; this 
structure gives high strength values in terms of 
tensile strength. Figure 5.d shows composite 
carbon sample at 10,000x magnification. This 
image allows very detailed examination of the 
carbon fabric horizontal fibers. The details of the 
cross-section and the inner structure of the fiber 
do not include any cracks or gaps. 

 

Figure 5. SEM analysis of composite carbon tensile 
sample a)200x b)900x c)2.500x d)10.000x 

4. CONCLUSIONS 
 

In this study, the effects of vacuum assisted resin 
transfer molding method on composite materials 
are investigated. The results of the production 
and improvement of the test set are listed below. 
 
 Vacuum assisted resin infusion molding test 

set is successfully manufactured. 
 Heating of the glass on the intermediate test 

set on the epoxy tin, used as a resin, by the 
lower resistances of the glass in order to 
proceed without forming fluid and air space 
on the Temper glass results very 
advantageously during the production phase 
of the material. 

 The differences of the produced materials are 
compared with the tensile tests. The tensile 
samples with carbon fiber are more 
advantageous mechanically and the results are 
much higher in the samples having the 
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minimum wall thickness (0.5 mm) in 
evaluations according to the wall thickness. 
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Determination of Fuel Type for Optimal Performance and Emission in a CI 
Engine Used Biodiesel and its Blends via Multi-Criteria Decision Making 

 

Sinan Erdoğan*1, Mustafa Kemal Balki2, Cenk Sayın3 

 

Abstract 

In this study, fuel type which provides optimum performance and emission in compression ignition (CI) 
engine used alternative fuel was determined by COPRAS (Complex Proportional Assessment) in multi-
criteria decision making (MCDM), and it was ranked from good to bad. Furthermore, the engine 
performance and emission consequences obtained from the use of fuels are discussed. In the experiments, 
pure biodiesel, diesel, and biodiesel/diesel blend fuels at a ratio of 5, 20 and 50% by volume were used as 
an alternative fuel. The performance and exhaust emission characteristics of the engine have been obtained 
in the tests performed at 7.2 kW power output and 1500 rpm of the constant engine speed. According to 
experimental results, with the uptrend of the biodiesel ratio in the blended fuel, it has been observed that 
while the specific fuel consumption (SFC) is enhanced to diesel, the thermal efficiency (η) is partially 
reduced. At the same time, the emissions of the nitrogen oxide (NOx), carbon monoxide (CO) hydrocarbon 
(HC), and carbon monoxide (CO) decreased while the carbon dioxide (CO2) emission enhanced. According 
to the COPRAS method, the ranking of fuels from best to worst was calculated as B5>B20>B50>B0>B100. 

Keywords: Biodiesel, Optimum performance and emission, MCDM, COPRAS 

 

 

1. INTRODUCTION 

Nowadays, while the energy needs of the 
developed countries increase, the negative 
impacts on the environment in the production and 
use of this energy come into prominence. In our 
era, vehicles have a large usage area in industrial. 
World's primary energy demand is expected to 
increase by 0.9% per year by 2040 [1]. 
Researchers are developing alternative fuels to 
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meet the increasing energy needs of human beings 
and to less harm the environment. Biodiesel is 
derived from animal fats and vegetable oils as an 
alternative fuel, and it is used without any change 
in internal combustion engines. Biofuels obtained 
by chemical methods are environmentally 
friendly and renewable liquid fuel.  

In the literature research, it was seen that the 
researchers made motor tests by using biodiesel 
fuels obtained from vegetable and animal fats. 
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They evaluated the fuels used in respect of 
performance and exhaust emissions. When the 
performance and emission criteria are taken into 
account, the tested fuels give positive results in 
some of the evaluation criteria, and some of them 
have negative results. There is a very limited 
number of studies to determine the optimum fuel 
in terms of both performance and emission 
results, taking into account all evaluation criteria. 
This study aims to determine the optimum fuel by 
taking into account all the criteria and by 
introducing a holistic model. 

Some of the experimental study results in the 
literature are as follows. Imtenan et al. [2] used 
six different test fuels from diesel and peanut 
biodiesel fuel mixtures in a 4-cylinder, 
turbocharged diesel engine. In the study, biodiesel 
tests showed an increment in SFC after 1500 rpm. 
When the emission results were examined, CO, 
CO2, and HC emissions decreased, except for the 
amount of NOx. The reason for the increment in 
NOx was interpreted as the healing of combustion 
because of oxygen (O2) in the biodiesel and the 
increase in temperature inside the cylinder. 
Labeckas and Slavinskas et al. [3] examined the 
emissions of direct injection and four-cylinder CI 
engine fueled on pure methyl ester of the rapeseed 
and its 5, 10, 20 and 35% blend with standard 
diesel. They stated that CO and HC emissions had 
reduced whereas NOx emissions augmented for 
biodiesel according to diesel. Desantes et al. [4] 
tested the rapeseed oil biodiesel and diesel fuel 
mixture in a single cylinder CI engine. They 
reported that the smoke emissions, NOx and CO 
remarkably decreased. In another study [5], it was 
stated that the SFC increased because of the low 
latent heat value of palm oil biodiesel. Jeong et al. 
[6] used methyl ester of the rapeseed and its 
mixture as a fuel in a CI engine. They expressed 
that because of the density and low thermal value 
of biodiesel, SFC increased according to diesel.  

Some studies conducted with multi-criteria 
decision making (MCDM) methods in the energy 
sector are as follows. Nwokoagbara et al. [7] used 
AHP and TOPSIS methods from MCDM to 
determine the best micro algae type for biodiesel 
production. Durairaj et al. [8], fuzzy AHP and 
GRA-TOPSIS methods were used to select the 

most suitable fuel for biodiesel fuels produced 
from mahua, cotton, flax, neem, jatropha, 
meusaferra and pongamia seeds. In another study, 
it has evaluated biodiesel origin vegetable and 
animal, and their mixtures with diesel by using 
MULTIMOORA method in respect of motor 
performance, combustion and emission 
characteristics [9]. Yazdani-Chamzini et al. [10] 
used the COPRAS method to choose the best 
renewable energy source from wind power, 
hydroelectric, solar-thermoelectric, biomass, and 
biofuel. Considering the studies in other areas, 
Chatterjee and Chakraborty operated the 
COPRAS method to select the best material [11].   

In this study, the impacts of different fuels on the 
performance and emission characteristics of the 
engine were empirically investigated. In addition, 
the fuel type which provides the optimum result 
for these parameters is determined by COPRAS 
method. The different results of the experimental 
results are only possible if the operating and 
structural conditions of the engine change. In this 
study, no changes were made to the engine, only 
fuels with different physical and chemical 
properties were used.  

2. MATERIAL AND METHODS 

This section provides information about the 
equipment and materials used in the experimental 
study. The theory of the proposed multi-criteria 
decision-making method is also described. 

2.1. Testing Procedure and Method 

The tests were performed under constant engine 
load (7.2 kW). A load bank with resistance 
connected to the alternator consumes the 
generated electricity, and the diesel engine is 
loaded. The engine tests were carried out in a set 
of diesel generators given in Figure 1. 

A technical specification for the alternator and the 
CI engine are presented in Table 1. A diesel 
engine with four cylinders, direct-injection, 
naturally aspirated and water-cooled continuously 
works at 1500 rpm of the constant speed. 
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Figure 1. The test setup  

Table 1. The specifications for the alternator and 
diesel engine 

Diesel Engine 
Brand - Model Fawde - 4DW81-23D 
Maximum power output 18 kW 
Engine speed 1500 rpm 
Number of cylinders 4 
Compression rate 17:1 
Compression system Direct injection 
Number of injectors 4 
Injector pressure 400 bar 
Injection time 23 ºCA bTDC 
Cooling system  Water cooled 
Cylinder diameter x stroke 85 x 100 mm 
Total cylinder volume 2400 cm3 

Alternator 
Model NWR 22 
Standby power 17.5 kW 
Phase - Frequency  3 PH - 50 Hz 
Power factor 0.8 

In order to determine exhaust gas emissions 
during the use of fuels, the Capelec CAP 3200 
exhaust emission measurement device was 
utilized. In order to gauge the amount of fuel 
consumed per unit time, a digital scale with 6 kg 
capacity and 1 gram precision, and a digital 
stopwatch were used. Raytek Raynger ST4 
infrared thermometer with 1 oC sensitivity was 
preferred to measure the exhaust manifold 
temperature. 

2.2. The Methodology 

In this study, COPRAS method has been used in 
MCDM methods. The criteria have consisted of 
the engine performance and emission indicators. 
The ranking degree of the alternatives has 

determined by being evaluated these criteria. The 
elements used in this model are described below. 

2.2.1. Test fuels 

Biodiesel obtained from the mixture of safflower 
oil and canola was used in the experiments. The 
diesel fuel was mixed with 5, 20 and 50% by 
volume of pure biodiesel fuel and five different 
fuel with different properties was prepared. The 
mixtures are designated B5, B20, and B50. The 
diesel fuel is called B0, and the pure biodiesel is 
named as B100. The physical and chemical 
specifications of fuels were measured at 
TUBITAK Marmara Research Center and 
presented in Table 2. 

Table 2. The physical and chemical properties of the 
fuels 

Properties 
Diesel 
(B0) 

Biodiesel 
(B100) 

Density (kg/m3) 840  883.9 
Kinematic viscosity (mm2/s) 2.800 4.010 
Calorific Value (kJ/kg) 43300 38600 
Cetane number 52 52,6 
Flash point (oC) 78 188 
Iodine number (gI/100g) ~0 116 
Water content (mg/kg) ~0 202 

2.2.2. Evaluation Criteria 

The criteria for the proposed model were 
determined as the specific fuel consumption 
(SFC), thermal efficiency (𝜂), exhaust manifold 
temperature (EMT), NOx, CO2, CO, and HC. 

The SFC is the proportion of the consumed fuel 
quantity per unit of time to the power output [12]. 
The SFC calculated with Eq. (1).  

𝑆𝐹𝐶 =
ி௨௘௟ ஼௢௡௦௨௠௣௧௜௢௡

௏௫ூ
𝑥3600 (1) 

where I is electric current (A) and V is a voltage 
(V). The specific energy consumption (SEC) is an 
important parameter in comparison of fuels with 
different calorific values (CV). It is the quantity 
of energy consumed by an engine versus each unit 
of power output. It is calculated with Eq. (2) [13]. 

𝑆𝐸𝐶 = 𝑆𝐹𝐶𝑥𝐶𝑉 (2) 
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where calorific value (kJ/kg) and SFC (kg/kWh). 

The thermal efficiency (𝜂) is designated as the 
proportion of energy taken from the engine to the 
energy consumed and is calculated with Eq. (3). 

𝜂 =
ଷ.଺௫ଵ଴ల

ௌி஼௫஼௏
 (3) 

The exhaust manifold temperature (EMT) is an 
important parameter because it is an indicator of 
the combustion temperatures of the fuels in the 
tests. The temperature of the exhaust manifold 
was measured by an infrared thermometer. 

The NOx emission is an evaluation criterion. The 
nitrogen atoms inside the air turn into NOx, which 
is among the exhaust emissions under the high 
temperatures during the combustion [14]. The 
CO2 emission occurs at the end of the chemical 
reaction within the cylinder in which carbon 
atoms transform to CO2. If combustion does not 
materialize completely, they are discharged from 
the exhaust as CO. The HC emission represents 
the fuel that is partially oxidized or not oxidized 
due to the less of the O2 in the intake air [15]. 

2.2.3. COPRAS Method 

The COPRAS (Complex Proportional 
Assessment) method was improved by Zavadskas 
and Kaklauskas in 1996 [16]. It is a very 
convenient method for ordering and evaluating 
decision options considering the maximization 
and minimization of the criteria [17]. The process 
steps of the COPRAS method are described as 
follows [18]. 

The decision matrix consisting of data on 
alternatives and criteria is created as Eq. (4). 

𝑥௜௝ = ൦

𝑥ଵଵ 𝑥ଵଶ ⋯ 𝑥ଵ௡

𝑥ଶଵ 𝑥ଶଶ ⋯ 𝑥ଶ௡

⋮ ⋮ ⋱ ⋮
𝑥௠ଵ 𝑥௠ଶ ⋯ 𝑥௠௡

൪  (4) 

where 𝑖 is alternatives (𝑖 = 1, 2, 3, … , 𝑚), and 𝑗 is 
criteria (𝑖 = 1, 2, 3, … , 𝑛).  

By taking into account the weight of the criteria 
(𝑞௝), the decision matrix is normalized by 
applying Eq. (5). 

𝑑௜௝ =
௫೔ೕ ௤ೕ

∑ ௫೔ೕ
೘
೔సభ

  (5) 

The weighted normalized indexes are added by 
Eq. (6). 

𝑆ା௜ = ∑ 𝑑ା௜௝
௡
௝ୀଵ ;  𝑆ି௜ = ∑ 𝑑ି௜௝

௡
௝ୀଵ  (6) 

The relative importance of the alternatives is 
calculated by Eq. (7). 

𝑄௜ = 𝑆ା௜ +
ௌష೘೔೙ ∑ ௌష೔

೘
೔సభ

ௌష೔ ∑
ೄష೘೔೙

ೄష೔

೘
೔సభ

 (7) 

𝑄௜ is sorted in descending order. The higher 𝑄௜ is 
the greater relative importance. The benefit 
degree of alternatives is determined through Eq. 
(8). 

𝑁௜ = ቀ
ொ೔

ொ೘ೌೣ
ቁ 100% (8) 

The alternative with 100 degrees of benefit is the 
best option. The others are ranked in descending 
order. 

3. RESULTS 

3.1. Performance Results 

The SFC and SEC were calculated according to 
the measurement results. That values of the 
biodiesel and their blends are given in Figure 2.  

 
Figure 2. The variations of the SFC and SEC 

The main reason for the high SFC of biodiesel and 
its blends compared to diesel is that the calorific 
value of biodiesel is lower than diesel. In order to 
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generate the same amount of energy as diesel, a 
larger amount of biodiesel fuel must be consumed 
massively. In addition, the quantity of fuel 
injected into the cylinder in biodiesel and its 
mixtures is higher than standard diesel, because 
the density of biodiesel fuel is higher than 
standard diesel fuel. SEC is a very important 
parameter used in the comparison of fuels 
produced from different raw materials. It is seen 
that the maximum SEC in the B20 fuel is realized.  

Figure 3 shows the thermal efficiency of biodiesel 
and its blends.  

 
Figure 3. The variations of the thermal efficiency 

When the graph is examined, the TE of all fuels is 
very close to each other. The thermal efficiency 
of the B20 fuel is slightly lower than the others. 
Inasmuch as the SEC of the B20 is more than 
others.  

The exhaust manifold temperature (EMT) of 
biodiesel and their blends are given in Figure 4. 
The EMT is an important parameter because it is 
an indicator of the combustion temperatures of the 
fuels. The combustion within the cylinder 
improved through the addition of biodiesel to 
diesel fuel.   

There was no regular reduction according to 
biodiesel rate because the C/H ratio of the fuel 
mixture and the oxygen content in it are 
differentiated. Therefore, combustion 
characteristics can be seen differently. 
Considering that the SEC of the B20 fuel is higher 
than the other biodiesel blends, it is normal to be 
high the EMT of the B20 fuel. It is thought that 
the temperature of the exhaust gases is increased 

for B20 due to the extension of the combustion to 
the expansion period. 

 
Figure 4. The variations of the EMT 

3.2. Emission Results 

The CO emission, which is one of the main 
parameters of exhaust emission, exists the 
combustion products when the air-fuel ratio is 
low. If the physical and chemical properties of the 
fuels, engine load, and spray characteristics 
change, the amount of CO formation changes. 
When there is enough O2 in the burning chamber, 
the CO changes during combustion and turns into 
CO2. The CO emissions and CO2 emissions of 
biodiesel and their blends are given in Figure 5.  

 
Figure 5. The variations of the CO and CO2 

emissions 

The CO emission indicates the lost chemical 
energy that cannot be used in the engine. B5 and 
B20 fuels improve combustion and reduce CO 
emissions. It also increases CO2 emissions. The 
positive effect of oxygen in biodiesel decreases 
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due to the increase in SFC and the decrease in the 
air-fuel ratio for B50 and B100 fuels. 

Figure 6 shows the NOx and HC emissions of 
biodiesel and its blends. 

 
Figure 6. The variations of the HC and NOx 

emissions 

The main reason for the entity of HC emissions in 
combustion products is that the fuel starts to burn 
before the ignition temperature is reached or the 
oxygen in the environment is insufficient. When 
the biodiesel rate in the fuel mixtures increases, 
HC emissions are observed the decrease. The 
lowest HC emission was viewed in B100. 

When the internal temperature within the cylinder 
rises, NOx is generated by the reaction of nitrogen 
in the air with oxygen. Because of the use of 
biodiesel produced from different raw materials, 
it has been noticed that NOx emissions exhibit 
very different behaviors in the literature research. 
The lowest NOx emission was observed in B20 
fuel. The TE of B20 fuel is low compared with 
other fuels. It is estimated that the in-cylinder 
temperature of the B20 fuel is lower than other 
fuels. 

3.3. Computations of the COPRAS 

According to the experimental results, the 
evaluation criteria for the selection of the fuel that 
gives the best performance and emission results 
are determined. These criteria are SFC, TE, EMT, 
NOx, CO2, CO, and HC. The maximization 
oriented criteria are TE and EMT, while the other 
criteria are the minimization oriented. The 
weights of the criteria were calculated using the 
simple scoring technique, a popular multi-criteria 
decision method. The most important value was 9 
points and the lowest value was chosen as 1. The 
authors assigned a score of 1-9 to the criteria. 
Then each criterion was divided into total points 
and the weights of criteria were calculated as a 
percentage. The values assigned to the criteria are 
SFC: 8 points, TE: 9 points, EMT: 2 points, NOx: 
6 points, CO2: 4 points, CO: 2 points, and HC: 2 
points. Multi-criteria decision-making methods 
such as AHP, SWARA, and ENTROPI may be 
preferred to determine the weights of the criteria. 
The weights of the criteria (𝑞௜) and the initial data 
of the alternatives are given in Table 3. 

Table 3. The decision matrix 

 SFC TE EMT NOx CO2 CO HC 

B0 350 23.75 126 580 4.6 0.19 27 

B5 352 23.77 114 561 5.0 0.09 27 

B20 367 23.17 120 533 5.1 0.09 26 

B50 370 23.74 112 545 5.2 0.11 25 

B100 392 23.81 113 566 5.3 0.14 24 

𝒒𝒊 24% 27% 6% 19% 12% 6% 6% 

 Min. Max. Max. Min. Min. Min. Min. 

The decision matrix was normalized and 
weighted using Eq. (5). It is given in Table 4. 

Table 4. The normalized and weighted matrix 

 SFC TE EMT NOx CO2 CO HC 

B0 0.0459 0.0542 0.0129 0.0396 0.0219 0.0184 0.0126 

B5 0.0461 0.0543 0.0117 0.0383 0.0238 0.0087 0.0126 

B20 0.0481 0.0529 0.0123 0.0364 0.0243 0.0087 0.0121 

B50 0.0485 0.0542 0.0115 0.0372 0.0248 0.0106 0.0116 

B100 0.0514 0.0544 0.0116 0.0386 0.0252 0.0135 0.0112 
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The relative importance (𝑄௜) of alternatives was 
calculated by Eq. (7). In addition, Eq. (8) was 
used to determine the benefit degree (𝑁௜) of 
decision alternatives. 𝑆ା௜, 𝑆ି௜, 𝑄௜, 𝑁௜, and the 
ranking of the fuels are given in the Table 5. 
According to this order, it is seen that B5 fuel is 
the first order and B100 fuel is the last order. 

Table 5. The ranking of the fuels 

 𝑺ା𝒊 𝑺ି𝒊 𝑸𝒊 𝑵𝒊 Rank 

B0 0.0672 0.1383 0.3925 94.9% 4 

B5 0.0660 0.1295 0.4134 100.0% 1 

B20 0.0652 0.1296 0.4125 99.8% 2 

B50 0.0657 0.1327 0.4047 97.9% 3 

B100 0.0660 0.1399 0.3875 93.7% 5 

4. CONCLUSION 

There are numerous studies on the use of biodiesel 
in the literature. However, few studies have been 
found in which the results of engine performance 
and emission tests are optimized with a holistic 
approach. The most difficult subject as an 
interpretation of the experimental results is the 
decision making according to many parameters. 
In this study, both the experimental results were 
interpreted separately, and the results were 
optimized by a multi-criteria decision-making 
method. 

The tests were carried out in a diesel engine 
operating at 7.2 kW load and at a constant engine 
speed of 1500 rpm. The pure biodiesel fuel is 
mixed with 5%, 20% and 50% diesel fuel and 
named as B5, B20, and B50. The diesel fuel and 
pure biodiesel fuel are called B0 and B100 
respectively. In the tests, SFC, SEC, EMT and TE 
of the fuels were determined. CO, CO2, NOx and 
HC emissions were also measured.  

According to the performance parameters, it has 
been observed that fuel consumption increases as 
the biodiesel rate increases within blend fuel. The 
TE of fuels are close to each other, and EMT has 
also decreased. In the tests, CO, HC, and NOx 
emissions were lower in the fuel mixes with 
biodiesel and CO2 emissions increased compared 
to diesel fuel. 

In the optimization study conducted with 
COPRAS, one of the multi-criteria decision-
making methods, fuels are rated according to 
performance and emission characteristics.  
Consequently, the best performance emission 
results in this diesel engine were obtained in B5 
fuel. According to the COPRAS optimization 
method, fuel ranking is B5>B20>B50>B0>B100. 
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An Exper൴mental Study on Extract൴on of Sugar from Carob Us൴ng by Taguch൴ 
Method 

 

Ufuk Durmaz*1, Mehmet Berkant Özel2 

 

Abstract 

The carob, a perennial plant, is grown in regions where the Mediterranean climate is dominant. 
Because of its properties, it is preferred in many sectors especially in food and health sectors. 
Carob is mostly used as sugar and molasses. Moreover, seeds of carob are also used as 
thickening material in the food sector and its residue is utilized as animal feeding stuff as well. 
Molasses are mostly produced from carob, grape, mulberry, apple and pear for many years in 
Turkey. Molasses production is different from each other with regard to the structure of each 
fruit. Molasses are produced by pressing in the event of soft. The molasses of hard dried fruits 
such as carobs which cannot be pressed are obtained by extraction method using water. The 
parameters which are important for the quality of product such as extraction temperature and 
duration are not taken into account in the carob molasses obtained by traditional methods. 
Increasing the amount of water in extraction decreases production efficiency and quality while 
increasing energy consumption. In this study, the effects of parameters such as water quantity, 
extraction temperature, duration and batch number that affect quality of molasses were 
experimentally investigated by using Taguchi method. 

Keywords: sugar extraction, mass transfer, batch system, taguchi method. 

 

 

1. INTRODUCTION 

The Latin name of Ceratonia silique L. is hard 
carob. The carob has been known for more than 
5000 years. Before the production of white sugar, 
the carob was mostly used in the pastries and 
desserts. It is grown in regions where the 
Mediterranean climate dominates such as İzmir, 
Antalya, Cyprus and Mersin. There are long, 
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straight and curved types of carob. The carob has 
10 to 30 cm longness, 1.5 to 3.5 cm wideness and 
about 1 cm thickness. Since the carob is 
consumed as dried, after harvesting, it is 
desiccated one to two months. The carob is 
usually consumed as carob molasses in the food 
industry. The core of carob is also used in ice 
cream production and in fruit concentrates since it 
increases its consistency. The carob gum is used 
in textile field in order to provide an equal 
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permeability in cotton fabrics. It is a very 
effective fruit for allergic asthma. It has many 
properties such as antioxidant, anti-carcinogenic, 
antiseptic, and antiallergic. Due to the chemical 
and pharmacological properties of carob, it has 
been known the beneficial and medical properties 
especially in the digestive system [1]. It is 
frequently preferred in industry because of its 
remarkable properties. For this reason, it is aimed 
to obtain sugar from the carob fruit without waste 
of energy and resources. There are many studies 
in the literature on HMF formation, extraction and 
liquid sugar production.  

N. Basak Ozhan [2] examined the kinetics of non-
enzymatic browning reactions of carob molasses 
during storage. She investigated the browning 
reaction of carob molasses for 4 different grades. 
As a result of storage in the research, no change 
was observed in water activity and brix values, 
whereas the acidity values decreased at 25ºC, 
35ºC and 45ºC. It is indicated that the reaction 
rates of HMF and browning reactions increase 
with the temperature. S. Khatib and J. Vaya [3] 
examined the effects of the carob on human 
health. The carob pulp has been determined that it 
is rich in soluble fibers and it has reduction ability 
of total and LDL cholesterol on the 
hypercholesterolemia patients. A. Mulet et al. [4] 
investigated the importance of grain size in the 
extraction of the carob. It was observed that the 
effect of time and temperature was higher in the 
use of small grain size in carob extraction. I. 
Turhan et al. [5] determined soluble quantitative 
of the total mass transfer coefficient and total 
phenolic components with carob extraction. The 
efficiency of the process temperature was 
determined using the Arrhenius equation. The 
activation energies were calculated as 5.84 and 
0.072 x10-3 kJ/mol for the diffusion of soluble 
mass and total phenolic components. Higher 
concentrations were obtained at higher 
temperatures. Although it has high temperature, it 
is stated that it does not cause HMF formation. F. 
Senay [6] studied the optimum extraction value 
and the clarification conditions for the production 
of liquid sugar from the carob. The effects of the 
amount of water, the extraction temperature, the 
particle size, the mixing and pressing on the 
efficiency were investigated. The titration acidity, 

pH value, total dry matter and the amount of 
moisture were also examined. The highest 
efficiency was obtained at 90 ºC, in the rate of 1: 
4 water, in the small particle size and at 3 hours. 
It was applied mixing and pressing in the 
extraction process. O. Demirtas [7] studied on the 
production of carob gamut from the carob beans 
and the physical and on chemical properties of 
these gums. For the production of carob gamut, it 
was kept in various solutions at 75 °C for an hour 
and was washed, then it was dried at 30 °C for a 
day and it was grained in a mill. In order to 
remove the shell of the carob kernel were used 
various compounds such as HCl, H2SO4 and 
NaOH. As a result of this, the moisture, protein, 
ash, insoluble matter in the acid and viscosity 
values of the carob gamut were compared. The 
highest viscosity was obtained from HCl, while 
the content of the insoluble material in the acid 
was highest in NaOH. The negative effects of 
these chemicals are also compared. M. Yalcin 
Yilmaz [8] tried to obtain clear sugar from the 
carob. The seeds of the carob were removed and 
carob pods were cut in different sizes. The 
clarification process was carried out at different 
water rates and temperatures. Kizelsoldan, 
bentonite, and gelatin were used in the 
clarification process. After the removal of color 
and turbidity, it was concentrated in vacuum 
evaporation and its rheological properties were 
determined. 

U. Yurdagel and I.Teke [9] examined the roasting 
trials in different sizes, different temperatures and 
different times. The carob bean pieces of 3 to 6 
mm size were found to be suitable for roasting. 
After roasting at 160 ºC and for 30 minutes, the 
darkest carob powder was obtained according to 
Hunterlab measurements. I. Turhan [10] kept 
constant the carob amount and the solvent flow 
rate, then extraction of the carob was done 
depending on temperature. The experiments were 
carried out at 20 ºC, 50 ºC, 85 ºC with continuous 
extraction. The increase of soluble dry matter, 
phenolic compound diffusion and 5-HMF 
formation were determined in extraction. The 
titration acidity, crude fiber content, pH value and 
total amount of nitrogenous substances were 
analyzed. B. K. Tiwari [11] investigated the 
ultrasonic extraction method which is used with 
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the aim of extraction and harmless to the earth. It 
was indicated that it increases the extraction 
efficiency and the aqueous extraction process 
without the use of solvents. For the carob fruit, the 
conditions of the ultrasound-assisted extraction 
method are stated as 40 kHz frequency, 45-297 W 
power, at 30 to 50 ºC, 30 to 120 minutes. N. Tetik 
and E. Yuksel [12] studied on the optimization of 
extraction conditions of D-pinitol compound by 
using carob ultrasound and four independent 
variables. It was stated that these variables are 
temperature, ultrasonic power, dilution rate and 
time. As a result of the experiments, the highest 
D-pinitol concentration was obtained at 50 ºC 
temperature, 207 W ultrasonic power, at 1: 4 
dilution rate and at 120 min extraction time. It was 
stated that ultrasound assisted extraction can be 
used as an alternative to conventional hot water 
because of increasing the concentration of D-
pinitol by ultrasonic action during extraction. B. 
A. Sarvin et al. [13] studied on the ultrasound-
assisted extraction method for isolation of 17 
sugars and sugar alcohols from conifers. The 
methanol concentration in the extraction solution, 
the extraction time, the type of plant sample and 
the extraction temperature was investigated as 
extraction parameters using Taguchi method. The 
optimum extraction conditions were obtained as 
30% MeOH concentration, 30 minutes, plant 
sample type-II and 60 ºC. The proposed optimum 
parameters can be used for profiling of sugars and 
sugar alcohols in a wide range of plant species. A. 
W. Go et al. [14] studied on Taguchi method to 
improve the production of sugar which is rich in 
hydrolysate from non-dilapidated spent coffee 
grounds. A sugar recovery of %81 to %98 of the 
available sugars was achieved using 4% v/v 
sulfuric acid at an SSR of 8 mL/g for a hydrolysis 
time of 3 to 4 hours at 95 ºC. They suggest that 
their approach allows a potential energy savings 
as much as 48% according to conventional 
approaches. There are more studies about the 
extractions, Taguchi methods, and the heat and 
mass transfers in the literature [12], [15]–[18]. 

In this study, it is aimed to obtain maximum sugar 
from carob by using Taguchi method with 
optimum level of parameters which are water 
quantity, temperature, duration, and batch 
number. Three different levels are determined for 

each parameters. At 30 ºC, 35 ºC, 40 ºC, and at 
100 (g), 200 (g), 250 (g) water, 30, 60, 90 minutes 
were studied on the time periods. Batch number is 
added as a parameter to determine the optimum 
and sufficient amount. The effects of parameters 
on the efficiency and the rate of S/N are shown in 
Fig. 3. At the end of the experiments, the optimum 
conditions which should be applied according to 
the efficiency of the sugar amount were 
determined.  

2. MATERIALS AND METHODS 

Taguchi method is used to minimize the number 
of experiments. Thus, the best test results can be 
obtained without having to do all the experiments. 
L9 orthogonal array and four parameters were 
used. Each parameter has three levels. The 
orthogonal array and the numerical value of each 
level are shown on Table 1.  

Table 1. Controllable factors and their levels 

Run Water(g) Temp.(°C) Duration(min.) Batch 

T1 
Level 1 

100 
Level 1 

30 
Level 1 

30 
Level 1   

4 

T2 
Level 1 

100 
Level 2 

35 
Level 2 

60 
Level 2 

5 

T3 
Level 1 

100 
Level 3 

40 
Level 3 

90 
Level 3  

6 

T4 
Level 2 

200 
Level 1 

30 
Level 2 

60 
Level 3  

6 

T5 
Level 2 

200 
Level 2 

35 
Level 3 

 90 
Level 1 

4 

T6 
Level 2 

200 
Level 3 

40 
Level 1 

30 
Level 2 

5 

T7 
Level 3 

250 
Level 1 

30 
Level 3 

90 
Level 2 

5 

T8 
Level 3 

250 
Level 2 

35 
Level 1 

30 
Level 3 

6 

T9 
Level 3 

250 
Level 3 

40 
Level 2 

60 
Level 1 

4 

Four batch experiment scheme is shown in Fig. 1 
for better understanding of batch system. 
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Figure 1. Four batch experiment scheme. 

A step-by-step description of a four-batch 
experiment is shown below. Here, X (water 
quantity) and t (time) represent any level of the 
parameters. 

 

During the experiments, thermos cups were held 
in the styrofoam box to the temperature. At the 
end of the runs, water of the syrup of each cup was 
evaporated by drying at 105 ºC. The dried syrups 
for six batches are shown in Fig. 2. 

 

 

 

Figure 2. The picture of medium sized carob and the 
dried syrups for six batches 

Errors in temperature measurement: Error due to 
the structure of the glass thermometer: ±0.25 oC. 
Error in measuring the temperature of the test 
environment: ±0.25 oC. Error in temperature 
measurement in drying oven: ±0.5oC. Error in the 
mass measurement of the scales: ± 1 g.  

According to these error values, uncertainty 
analysis can be obtained with the following 
equation [19]. 

w1, w2, w3, …., wn are uncertainties. 

The result R is function of the independent 
variables (x1, x2, x3, …., xn).   

R = R (x1, x2, x3, …., xn) 

𝑊ோ = ൤ቀ
డோ

డ௫భ
𝑤ଵቁ

ଶ

+ ቀ
డோ

డ௫మ
𝑤ଶቁ

ଶ

+ ⋯ +

ቀ
డோ

డ௫೙
𝑤௡ቁ

ଶ

൨

ଵ
ଶൗ

     (1) 

It can be calculated with the equation presented 
by Kline and Mc. Clintock. Errors according to 
the total temperature measurement: 

𝑊ோ = [(0.25)ଶ + (0.25)ଶ + 0.5ଶ]
ଵ

ଶൗ   (2) 

The total error according to the temperature 
measurement: ± 0.612 ºC 

 

 

Step 1

•At first, each cup has an equal amount of 
medium sized carob. X (g) water is added to the 
cup number 1. t minutes later the syrup which 
has at a certain concentration is obtained from 
cup 1. 

Step 2

•The syrup at the cup 1 is transferred to the cup 2. 
The water is added until the syrup has x grams 
total. Also the cup 1 is filled by the water up to x 
grams total.

Step 3

• t time later, The syrup at the cup 2 is transferred 
to the cup 3. The water is added to the cup 3 until 
the syrup has x grams total. Also the cup 1 and 
cup 2 are filled by water up to x grams total.

Step 4

•Step 3 is repeated for the next cup. This 
procedure is applied up to the last cup.

Step 5

•At the end of the experiment, syrups and pulps in 
the each cup are dried.
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3. RESULTS AND DISCUSSION 

As a result of the experiments, the total amount of 
sugar in each experiment was obtained as follows 
as in Table 2. 

Table 2. The results of experiments 

Run 1st Exp. 2nd Exp. 3rd Exp. 

1 34 35 30 

2 51 52 53 

3 63 70 71 

4 91 90 89 

5 58 60 59 

6 65 70 72 

7 83 82 81 

8 89 91 90 

9 58 61 64 

According to the Taguchi method, it is necessary 
to calculate the S / N ratio of each experiment to 
reach the results. There are 3 equations developed 
for the S / N ratio. 

First equation is ‘Larger is better’. 

𝑆
𝑁ൗ = −10 × log ൬

ଵ

௡
∑

ଵ

௬೔
మ

௡
௜ୀଵ ൰  (3) 

‘yi’ is the yield of sugar extraction.  

Second equation is ‘Smaller is better’. 

𝑆
𝑁ൗ = −10 × log ቀ

∑ ௬೔
మ೙

೔సభ

௡
ቁ              (4) 

Third equation is ‘Nominal is best’. 

𝑆
𝑁ൗ = 10 × log ൬

𝑦ିଶ

𝑠ଶൗ ൰              (5) 

The S/N values of the results are calculated from 
Eq. 3. The calculated S/N ratios for each 
experiment is shown in Table 3. 

 

 

 

 

Table 3. Yield of the experiments and S / N ratio 

Run 
1st Exp. 

(%) 
2nd Exp. 

(%) 
3rd Exp. 

(%) 
S/N 

1 25.00 25.73 22.05 27.64 
2 30.00 30.58 31.17 29.70 
3 30.88 34.31 34.80 30.42 
4 44.60 44.11 43.62 32.89 
5 42.64 44.11 43.38 32.74 
6 38.23 41.17 42.35 32.14 
7 48.82 48.23 47.64 33.66 
8 43.62 44.60 44.11 32.89 
9 42.64 44.85 47.05 33.01 

Table 4 shows the effects of each parameter on the 
yield of extraction. 

Table 4. Response Table for S/N 

Level Water Temperature Duration Batch 

1 29.25 31.40 30.89 31.13 

2 32.59 31.78 31.87 31.84 

3 33.19 31.86 32.28 32.07 

Delta 3.93 0.46 1.39 0.93 

Rank 1 4 2 3 

According to Table 4, the parameters influenced 
the sugar extraction, respectively, are water 
quantity, duration, batch, temperature. If the first 
level of water quantity is increased to second level 
(200 g), S/N ratio increases from 29.25 to 32.59. 
S/N ratio is also achieved 33.19 on third level. In 
other words, it is clearly that the water quantity is 
the most effective parameter for the sugar 
extraction. If the S / N ratios put in equation 3, the 
effect of parameters on yield can be calculated. 
For the water quantity; the yield of extraction is 
determined about % 29 on the first level (100 g). 
The yields of extraction on the second and third 
levels, respectively are determined % 42.60 and 
% 45.65. The yield of extraction for the other 
parameters can be seen at the Table 5. 

 

 

Ufuk Durmaz, Mehmet Berkant Ozel

An Experimental Study on Extraction of Sugar From Carob Using With Taguchi Method

Sakarya University Journal of Science 23(5), 916-923, 2019 920



Table 5. The effects of the parameters as yield of 
extraction  

Level 
Water 

% 
Temperature 

% 
Duration 

% 
Batch 

% 

1 29 37.15 35.03 36.01 

2 42.60 38.81 39.21 39.08 

3 45.65 39.17 41.11 40.13 

Analysis of variance is shown in Table 6. 

Table 6. Analysis of variance 

Source DF Adj SS Adj MS 
F-

Value 
P-

Value 

Regression 4 30.4980 7.6245 23.33 0.005 

Water 1 25.9905 25.9905 79.52 0.001 

Temperature 1 0.3183 0.3183 0.97 0.380 

Duration 1 2.8789 2.8789 8.81 0.041 

Batch 1 1.3102 1.3102 4.01 0.116 

Error 4 1.3074 0.3268   

Total 8 31.8054    

Fig. 3 that shows the effect of the parameters on 
the extraction was obtained by using Minitab 
program. Here, the inclinations of each parameter 
in the graphs show the effect of the level 
differences of the parameters. According to the 
Fig. 3, the highest S/N ratio was obtained in the 
combination of 3.3.3.3 as an expected result 
because 'larger is better' function was chosen. 
However, since the inclinations for levels of the 
parameters in sugar extraction are more 
important, it is suggested that the optimal 
combination is 3.1.3.2. The combination of 
3.1.3.2 is included in the experiments. Therefore, 
there is no need to clarification test. 

 
Figure 3. Graph of S/N ratios 

The yield and the amount of obtained sugar can 
be calculated by the below equation which is 
depending on levels of parameters. 

𝐹 = 3.26786 + 0.11236𝑊𝑎𝑡𝑒𝑟 +
0.07200𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 + 0.08880𝐷𝑢𝑟𝑎𝑡𝑖𝑜𝑛 +
1.51111𝐵𝑎𝑡𝑐ℎ     (6) 

Here, F is proposed equation. The yield of 
extraction can be calculated as a percentage by 
using this equation. 

4. CONCLUSION 

In this study, the sugar was recovered by 
extraction method from carob using Taguchi 
method. It is aimed to determine the optimum 
extraction conditions in order to consume less 
energy and resources. The yield of sugar is clearly 
depending on the extraction conditions. The 
effects of four parameters which are the water 
quantity, the temperature, the duration and the 
batch number were examined as the extraction 
conditions. It is proposed an equation depending 
on the parameters to obtain the yield of extraction. 
According to these results, it was found that the 
most effective parameter was the water quantity. 
The duration was found as an important parameter 
as the water quantity in the experiments. It is seen 
that the water quantity and duration were more 
effective than the other two parameters. The batch 
number was found to be more effective than the 
temperature. The effects of the temperature and 
the number of batch also increased the yield of 
extraction. However, the caramelization of sugar 
at high temperatures should be taken into 
consideration. Maximum efficiency of 49.67% 
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was obtained for the conditions of 250 (g) water, 
at 40 ºC, 90 minutes, 6 batch. On the other hand, 
of 48.23% efficiency was obtained for the 
conditions of 250 (g) water, at 30 ºC, 90 minutes, 
5 batch. Since the difference is very small, the 
conditions that of 48.23% yield is achieved can be 
considered as the optimum condition. 
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Effect of Wet So൴l on Thermal Performance of A൴r-Flu൴d Ground Heat Exchanger 
for Heat൴ng 

 

Ufuk Durmaz*1, Orhan Yalçınkaya2, Mustafa Özdemir3, Özlem Bablak Ergun4 

 

Abstract 

The energy crises that emerged after the economic problems in the world increased the interest 
in alternative energy resources. The effects of global warming, which has a serious threat, will 
be reduced by the more efficient use of these energy resources. In this study, the thermal effects 
of wet soil were investigated experimentally using a ground source heat exchanger (GHE), 
which is an alternative energy resource, in an area on the Esentepe campus of Sakarya 
University. Researches on this subject are mostly directed to dry soil applications. In this study, 
the thermal performance of GHE was examined in terms of heat transfer. By means of the 
artificial pool formed under the ground, it is aimed to increase in heat transfer between the soil 
and the process fluid. In the experiments which are conducted, air is used as the process fluid. 
The system has a significant advantage in certain temperature ranges due to the passive heating 
method, in other words, the process fluid can be circulated under the soil without using a 
compressor. The purpose of this method is to reduce the cost of heating in the winter season. 
The temperature difference at GHE inlet and outlet is approximately 9.07 °C in the experiments. 
The heat transfer rate has been increased by 46.28% compared to dry soil application for the 
same air velocity speed. 

Keywords: Ground-Based Heating, Earth-Air Heat Exchanger, Wet Soil. 

 

 

1. INTRODUCTION 

Nowadays, if the average annual price rise of 
energy resources such as electricity, LPG and 
diesel is taken into consideration, it will be seen 
that the renewable energy resources need to be 
expanded more. In addition, these systems 
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produce less CO2 emission than alternative 
systems. Fluctuations in ambient temperatures do 
not cause a significant temperature change in the 
lower layer of the soil. The GHE system, which is 
installed at a certain depth of the ground, benefits 
from relatively constant soil temperature. The soil 
layer temperature is warmer than the air 
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temperature in winter seasons and cooler in 
summer seasons. This temperature difference can 
be utilized for cooling purposes in summer 
months and for heating purposes in winter 
months. The deepness of soil between 2 m to 3 m 
is suitable for most applications. 

In the literature, there are a great number of 
studies about GHE systems. Hepbasli, A. et al. [1] 
examined the coefficient of performance (COP) 
of U-shaped ground heat exchanger in a 50 m 
deep soil well in heating process. They also 
determined the parameters affecting the yield of 
the ground based heat pump. M. Inalli and H. 
Esen [2] determined the COP values respectively 
2.66 and 2.81 for the deepness of 1 and 2 m by 
utilizing a horizontal ground based heat pump in 
April and November. G. Mihalakakou et al. [3] 
developed a numerical model which is related to 
the heat and mass transfer to determine the 
thermal performance of a heat exchanger. Their 
numerical model is validated with many 
experimental results. In their study, some 
parameters such as pipe diameter and fluid 
velocity were investigated. They also have 
developed an algorithm to calculate the cooling 
potential. Y. Song et al. [4] examined the thermal 
properties of the soil and enhanced a horizontal 
ground heat exchanger. They investigated the 
effect of pipe thermal conductivity and the soil 
type on the system. They used polyethylene pipe 
as the buried pipe material because of its high 
density instead of polyvinyl chloride (PVC). The 
heat transfer rate increases by 100,8% when the 
thermal conductivity of the soil is increased to 2,5 
W/mK. J. Xi et al. [5] investigated the GHE 
systems in the eastern China area. The variation 
of the underground thermal area and heat transfer 
analysis ensure remarkable experimental results. 
Desideri et al. [6] evaluated the installation costs 
of the facility in order to match the conventional 
cooling-heating system and the ground-based heat 
pump system (GHE). H. Esen et al. [7] examined 
the economic feasibility of two different systems 
for cooling and heating processes of a test room 
and compared the costs of the ground-based heat 
pump (GCHP) and the air-based heat pump 
(ACHP) systems using the annual value method. 
According to the economic analysis as a result of 
their studies, while the cost of installation of the 

ACHP system was more economical and feasible 
than the GCHP system, the operating expense of 
the GCHP system was appropriate than the ACHP 
system. Y. Al-Ameen et al. [8] investigated 
numerically and experimentally the applicability 
of recycling some relatively inexpensive 
industrial materials as probable backfills in 
horizontal ground heat exchangers. Metal fillers 
have increased the performance of HGHE by 
77%. I. Bulut et al. [9] examined the earth-air heat 
exchanger (EAHE) consisting of galvanized pipes 
in winter season in Şanlıurfa. Their investigation 
is related to the dry soil application. The air outlet 
temperature, soil temperature, and air velocity 
measurements were conducted in December and 
February. The maximum temperature difference 
at the outlet and inlet of the system is determined 
as 11.6 °C. They found that the efficiency of the 
heating process was higher compared to the 
cooling applications. 

The soil is an important characteristic element for 
GHE since the heat transfer is directly affected by 
the soil thermal conductivity. One of the best 
methods for increasing the soil thermal 
conductivity is to moisturize. The most important 
point that separates the existing system from other 
investigations is to examine the influence of wet 
soil on heat transfer. Durmaz and Ozdemir [10] 
investigated the GHE system which has an 
artificial pond where the process fluid is water for 
cooling applications. In this study, air is 
determined as the process fluid. The purpose of 
this study is to heat a test room where is at Sakarya 
University by using a passive method in January. 
The outlet and inlet temperatures of the ground 
heat exchanger were measured by means of a 
thermocouple and the influence of the artificial 
pond on heat transfer was investigated 
experimentally. 

2. MATERIALS AND METHODS 

The air-fluid is circulated in the GHE system, 
which has 80 m2 area, 0.5 m height, and 2.5 m 
depth. The thermal influence of wet soil to heat 
transfer rate is examined in the energy laboratory 
of Sakarya University. It is aimed to increase the 
heat transfer between the soil and the process fluid 
by means of the artificial pond that is set up under 
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the ground. In order for providing maximum heat 
transfer, GHE pipes are placed at intervals of 0.3 
m [11] and a fan with 20 W, 1800 rpm is used to 
circulate air flow. In the experiments, inlet and 
outlet temperatures of 100 mm diameter pipes are 
measured at 2-minutes intervals by using K type 
thermocouple. 

 

Figure 1. Artificial pond and underground pipe setup 
[10] 

Figure 1 shows some pictures of the pipe system 
and artificial pond which are set up to examine the 
effect of heat transfer [10]. 

Figure 2. Overview of the GHE system and test room 
[12] 

Figure 2 shows the solid model of the GHE 
system and the test room. There are three fan coils 
in the test room. GHE's inlet is the cold air of the 
environment to be heated. There is relatively hot 
air at the GHE's outlet. The cold ambient air in the 

test room is sent to the pipes of the GHE system 
with the help of a fan and relatively hot air under 
the ground is used for heating. 

Uncertainty analysis for the measurements and 
the calculations have been determined according 
to the J. P. Holman [13]. 

೘்ೌೣି்೘೔೙

்ೌ ೡ೐ೝೌ೒೐
=
ଽ.଻ହିଽ.ହହ

ଽ.଺ହ
= 0.0207  (1) 

In temperature measurements, the error rate of the 
thermocouple is taken into consideration ± 0.1 °C. 
The maximum temperature measurement has 
been determined as 9.75 °C, the minimum is 9.55 
°C and, the average is 9.65 °C in this study. The 
ratio of percentage change is calculated as 2.07%. 
As the pipe diameter remains constant, the mass 
flow rate is constant and local losses are 
negligible. Therefore, the error rate is not 
calculated. 

3. RESULTS AND DISCUSSION 

The soil can be used as a heat sink in summer and 
a heat source in winter since the soil is not 
affected by the temperature variations throughout 
the year. The heat transfer between the air in the 
pipes of the system and the test room is calculated 
with the following equation. 

𝑄̇ = 𝑚̇. 𝑐௣. ∆𝑇     (2) 

Considering the first equation, the heat transfer is 
extremely dependent on temperature difference 
and mass flow rate. One of the most important 
factors affecting the temperature difference from 
these parameters is the moisture content of the 
soil. There are dry and moist soil applications for 
GHEs in the literature. The experimental 
investigation was carried out in the summer 
months for the dry soil application in Şanlıurfa 
province and the average GHE inlet and outlet 
temperature difference were determined as 6.2 °C 
[9]. In this study, the temperature graphs obtained 
from the wet soil applications are shown in Figure 
3 and Figure 4. 
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Figure 3. GHE inlet and outlet temperature variation 
for the first half of January 

Figure 3 shows the GHE inlet and outlet 
temperature measurements. The experimental 
data in the graph is the average of the 
measurements in the first half of January. 
Considering the Figure 3, GHE outlet temperature 
remains constant at 11 °C on these days. From this 
experimental data, it is concluded that the soil acts 
as a heat source and the GHE inlet temperature 
increased initially from an average of 1 °C to a 
maximum of 3.5 °C. The average temperature 
difference during the test time is approximately 
9.07 °C. However, if the air circulated under the 
soil is sent directly to the test room, the room 
temperature will increase from 1 °C to 11 ° C in a 
short time. This time depends directly on the mass 
flow rate. 

Figure 4. GHE inlet and outlet temperature variation 
for the second half of January 

The temperature measurements at the GHE inlet 
and outlet in Figure 4 are the data for the average 
of measurements in the second half of January. 
Considering the graph, there is a similar 
characteristic to Figure 3. The soil temperature, in 
other words, GHE outlet temperature is measured 
as 10 °C. The GHE inlet temperature is initially 2 
°C. This value shows a linear increase of 
approximately 4°C in four hours. In this case, the 
temperature difference decreases slightly in the 
second half of January. The reason for this 
decrease is due to the increase in the ambient air. 

4. CONCLUSION 

The annual average soil temperature and soil 
structure should be examined before the GHE 
application. Soils with high thermal conductivity 
and density are more suitable for the GHE 
systems. It is known that heat transfer increases 
when the moisture content of the soil improves. 
Considering the investigation in Sakarya, it is 
observed that the costs spent on heating processes 
can be reduced by using a wet ground-source heat 
exchanger in winter months. It is obvious that this 
system is more efficient in regions with colder 
climates. When the annual average soil 
temperature and soil structure consider before the 
GHE applications, the yield of the system will 
increase. In this study, GHE inlet and outlet 
temperature difference are determined as 9.07 °C. 
With the wet soil application, the average 
temperature difference for air fluid increased by 
46.28% compared to dry soil in the GHEs. It is 
expected that energy efficiency will increase by 
using wet ground heat exchanger systems with 
other alternative systems. As the air under the 
ground will be sent directly to the test room, it is 
also recommended to apply a filtration process 
such as HEPA filter, taking into account the effect 
of the subsoil microorganisms on human health. 
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Some Notes on Odd or Even Indexed Fibonacci and Lucas Sequences  

 

Alparslan Kargın1, Emre Kişi*1 and Halim Özdemir1 

Abstract 

The uniqueness of the sum of the elements of finite subsets of the odd or even indexed Fibonacci 
and Lucas sequences are proved. Moreover, it is shown that the odd or even indexed Fibonacci 
and Lucas sequences are super-increasing sequences. By using the uniqueness properties 
established, a new cryptology method is presented and exemplified. 

Keywords: Fibonacci numbers, Lucas numbers, odd index, even index, cryptology 

 

 

 

1. INTRODUCTION 

Fibonacci and Lucas sequences have been 
appearing not only in pure mathematics but also 
in many applied sciences such as cryptography 
and coding theory [6-11]. The odd indexed 
Fibonacci and Lucas sequences are the sequences 
which consist of odd indexed terms of the 
Fibonacci and Lucas sequences. Similarly, we can 
define even indexed Fibonacci and Lucas 
sequences. In this work, the odd and even indexed 
Fibonacci and Lucas sequences are mainly 
considered. The results related to the uniqueness 
of the sum of the elements of the finite subsets of 
the odd and even indexed Fibonacci and Lucas 
sequences are established. By utilizing the results 
obtained a new cryptology method is developed, 
and it is illustrated with an example. Moreover, it 
is shown that the odd or even indexed Fibonacci 
and Lucas sequences are super-increasing 
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sequences. The super-increasing sequences are 
known to be used in the Merkle-Hellman 
cryptology system [1]. 

 

2. PRELIMINARIES 

Definition 2.1. Let 0 0F   and 1 1F  . The 

sequence   1, 2,3,...nF n   with the recurrence 

relation 1 1n n nF F F    is called Fibonacci 

sequence [2,3]. The elements of this sequence are 
called Fibonacci numbers. 
 
From now on, the sets of Fibonacci numbers, the 
even indexed Fibonacci numbers, i.e. 
 0 2 4 2, , , ..., , ...kF F F F , and the odd indexed 

Fibonacci numbers, i.e.  1 3 5 2 1, , , ..., , ...kF F F F  , 

will be denoted by ,  ,EF F   and OF , respectively. 
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Definition 2.2. Let 0 1L   and 1 3L  . The 

sequence   1, 2,3, ...nL n   with the recurrence 

relation 1 1n n nL L L    is called Lucas sequence 

[2,3]. The elements of this sequence are called 
Lucas numbers. 
 

Hereafter, the sets of Lucas numbers, the even 
indexed Lucas numbers, and the odd indexed 
Lucas numbers will be denoted by , ,EL L  and OL

, respectively. 

 

Definition 2.3. Let  nb  a sequence such that 

nb   for every n .  nb  is said to be a super-

increasing sequence if it satisfies the property that 
1

1

n

n j
j

b b




 for each 2n   [5]. 

 

Lemma 2.4. For each n , 2 1 2
1

n

i n
i

F F


  [2]. 

Lemma 2.5. For each n , 2 2 1
1

1
n

i n
i

F F 


   

[2]. 

 

3. RESULTS 

In this section, the uniqueness of the sum of the 
elements of finite subsets of the odd or even 
indexed Fibonacci and Lucas sequences are 
proved. Moreover, it is shown that the odd and 
even indexed Fibonacci and Lucas sequences are 
super-increasing sequences. Since the proofs are 
similar, the proof will be given only for odd 
indexed Fibonacci sequence. 

Theorem 3.1. .  

a) Let A  and B  be any two finite subsets of 

OF  such that A B . Then 
i j

i j
F A F B

F F
 

 
. 

b) Let A  and B  be any two finite subsets of 

OL  such that A B . Then 
i j

i j
L A L B

L L
 

  . 

Proof: Since the elements in the intersection of 
the sets A  and B  can be eliminated from both 
sides of the sum, without loss of generality it is 
assumed that A B  . Let k be a positive 
integer such that 2 1 ma {x   | }ik iF F F A B   . 

Then, either 2 1kF A   or 2 1 .kF B   If 2 1kF A  , 

then  1 3 2 1, , ..., kB F F F  . Hence, we get the 

following inequality 

2 1
1i

k

i i
F B i

F F 
 

  .                                               (1) 

From the inequality (1) and Lemma 2.4, we get 

2 1 2 2 1
1i j

k

i i k k j
F B i F A

F F F F F 
  

      .             (2) 

It is seen from the inequality (2) that 

i j

i j
F B F A

F F
 

  . 

Hence, the proof is completed. █ 
 
Theorem 3.2.  

a) Let A be a subset of OF  such that 

 1 2| ,  i O nA a F a a a n       . 

Then, A is a super-increasing sequence. 
b) Let A be a subset of OL  such that 

 1 2| ,  i O nA a L a a a n       . 

Then, A is a super-increasing sequence. 

Proof: Let 2 1kF A   and iF A  such that 

2 1i k  , where k is a positive integer and i is an 
odd positive integer. Then, we get the inequality 

2 1
1i

k

i j
F A j

F F 
 

  .                                            (3) 

From the inequality (3) and Lemma 2.4, we obtain 

2 1 2 2 1
1i

k

i j k k
F A j

F F F F 
 

    . 

Hence, the proof is completed. █ 
 
Corollary 3.3. Since O OF F  and O OL L , both 

OF  and OL  themselves are also super-increasing 

sequences. 
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Since the proofs of the Theorems 3.4 and 3.5 
given in the following are quite similar with the 
proofs of the Theorems 3.1 and 3.2, respectively, 
they will be omitted. 
 

Theorem 3.4.  

a) Let A  and B  be any two finite subsets of 

EF  such that A B . Then 
i j

i j
F A F B

F F
 

 
. 

b) Let A  and B  be any two finite subsets of 

EL  such that A B . Then 
i j

i j
L A L B

L L
 

  . 

 
Theorem 3.5. 

a) Let A be a subset of EF  such that 

 1 2| ,  i E nA a F a a a n       . 

Then A is a super-increasing sequence. 
b) Let A be a sorted subset of EL  such that 

 1 2| ,  i E nA a F a a a n       . 

Then A is a super-increasing sequence. 

 
Corollary 3.6. Since E EF F  and E EL L , both 

EF  and EL  themselves are also super-increasing 

sequences. 

4. APPLICATION 

Fibonacci and Lucas sequences have been used in 
many applied sciences such as cryptography and 
coding theory [6-11]. In this section a new 
cryptology method, which is based on the 
uniqueness property of the sum of the elements of 
the subsets of the odd indexed Fibonacci 
sequences, is developed, and it is illustrated with 
an example. The method is presented for odd 
indexed Fibonacci sequence. Obviously, with a 
similar manner, it can be also developed for even 
indexed Fibonacci and odd and even indexed 
Lucas sequences. 

 

Now we can explain the method. Firstly, each 
letter is matched with the numerical value of the 
odd indexed Fibonacci numbers. This match is 
listed in Table 1. Obviously, this table can be 
extended according to characters that are wanted 
to be used. 
 

Table 1: Numerical correspondence of the letters  
Letters Corresponding 

Fibonacci Numbers 
Numerical value 

A 𝐹ଵ 1 
B 𝐹ଷ 2 
C 𝐹ହ 5 
D 𝐹଻ 13 
E 𝐹ଽ 34 
F 𝐹ଵଵ 89 
G 𝐹ଵଷ 233 
H 𝐹ଵହ 610 
I 𝐹ଵ଻ 1.597 
J 𝐹ଵଽ 4.181 
K 𝐹ଶଵ 10.946 
L 𝐹ଶଷ 28.657 
M 𝐹ଶହ 75.025 
N 𝐹ଶ଻ 196.418 
O 𝐹ଶଽ 514.229 
P 𝐹ଷଵ 1.346.269 
Q 𝐹ଷଷ 3.524.578 
R 𝐹ଷହ 9.227.465 
S 𝐹ଷ଻ 24.157.817 
T 𝐹ଷଽ 63.245.986 
U 𝐹ସଵ 165.580.141 
V 𝐹ସଷ 433.494.437 
W 𝐹ସହ 1.134.903.170 
X 𝐹ସ଻ 2.971.215.073 
Y 𝐹ସଽ 7.778.742.049 
Z 𝐹ହଵ 20.365.011.074 

Encryption Algorithm 

Step 1: Determine the different letters in the 
plaintext. 

Step 2: Sort them alphabetically and enumerate 
them. 

Step 3: Sum the numerical values of the 
corresponding Fibonacci numbers of the letters. 

Step 4: Set a sorting code by utilizing the 
corresponding enumeration of the letters. 

Step 5: Set an ordered pair in which the first 
component is the sum and the second component 
is the sorting code. This ordered pair is the 
ciphertext. 
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Deciphering Algorithm 

Step 1: Find the biggest Fibonacci number which 
is smaller than the sum (the first component of the 
ordered pair) and subtract it from the sum. Repeat 
this step until reaching zero. 

Step 2: Determine the corresponding letters of the 
Fibonacci numbers used in step 1. 

Step 3: Sort these letters alphabetically and 
enumerate them. 

Step 4: Set the plaintext by utilizing the sorting 
code (the second component of the ordered pair) 

Example 4.1: Let us encrypt the word “HELLO”. 

 

Encryption Algorithm: 

Step 1: The different letters in the word are H, E, 
L, O. 

Step 2: The enumeration of the alphabetically 
ordered letters is listed in Table 2. 

Table 2: The enumeration of the alphabetically ordered 
letters 

E H L O 
1 2 3 4 

Step 3: The sum of the corresponding Fibonacci 
numbers of the letters is 34 + 610 + 28657 + 
514229= 543530. 

Step 4: The sorting code of the word is 21334. 

Step 5: The ciphertext is (543530, 21334). 

Deciphering Algorithm: 

Step 1: The biggest Fibonacci number which is 
smaller than 543530 is 514229. The difference of 
these numbers is 543530 – 514229 = 29301. By 
continuing the process similarly, the numbers in 
the following are obtained: 29301 – 28657 = 644, 
644 – 610 = 34, and 34 – 34 = 0. 

Step 2: The corresponding letters of the Fibonacci 
numbers used in previous step are O, L, H, and E, 
respectively.  

Step 3: The alphabetic order of the letters which 
are determined in step 2 and the corresponding 
enumeration of them are as in Table 2. 

Step 4: By utilizing the sorting code 21334 the 
plaintext “HELLO” is obtained. 

 

REFERENCES 

[1] Merkle–Hellman knapsack cryptosystem, 
https://en.wikipedia.org/wiki/Merkle%E2
%80%93Hellman_knapsack_cryptosyste
m. 

[2] Koshy, T., 2001, Fibonacci and Lucas 
numbers with applications, John Wiley & 
Sons, New York-Toronto. 

[3] Vajda, S., 1989, Fibonacci and Lucas 
Numbers and the Golden Section: Theory 
and Applications, Courier Corporation. 

[4] Brannan, D.A., 2006, A First Course in 
Mathematical Analysis, Cambridge 
University Press. 

[5] Mollin, R.A., 2007, An Introduction to 
Cryptography, Chapman&Hall/CRC, Boca 
Raton. 

[6] Uçar, S., Taş, N., Özgür, N.Y., A new 
cryptography model via Fibonacci and 
Lucas numbers, arXiv: 1709.10355 
[cs.CR]. 

[7] N Taş, S Uçar, N.Y. Özgür, Ö.Ö. Kaymak, 
2018, A new coding/decoding algorithm 
using Fibonacci numbers, Discrete 
Mathematics, Algorithms and 
Applications 10 (02). 

[8] M. Basu, B. Prasad, The generalized 
relations among the code elements for 
Fibonacci coding theory, Chaos Solitons 
Fractals 41 (2009), no. 5, 2517–2525. 

Kargın et al.

Some Notes on Odd or Even Indexed Fibonacci And Lucas Sequences

Sakarya University Journal of Science 23(5), 929-933, 2019 932



[9] S. Prajapat, A. Jain, R. S. Thakur, A Novel 
Approach For Information Security With 
Automatic Variable Key Using Fibonacci 
Q-Matrix, IJCCT 3 (2012), no. 3, 54–57. 

[10] A. Stakhov, V. Massingue, A. 
Sluchenkov, Introduction into Fibonacci 
Coding and Cryptography, Osnova, 
Kharkov (1999). 

[11] A. P. Stakhov, Fibonacci matrices, a 
generalization of the Cassini formula and 
a new coding theory, Chaos Solitons 
Fractals 30 (2006), no. 1, 56–66. 

 

 

Kargın et al.

Some Notes on Odd or Even Indexed Fibonacci And Lucas Sequences

Sakarya University Journal of Science 23(5), 929-933, 2019 933



Sakarya University Journal of Science
ISSN 1301-4048 | e-ISSN 2147-835X | Period Bimonthly | Founded: 1997 | Publisher Sakarya University |

http://www.saujs.sakarya.edu.tr/

Title: The Effect of Gıbbs Factor on Transient Analysis in Underground Power Cables

Authors: Yılmaz Uyaroğlu, Selçuk Emiroğlu
Recieved: 2019-02-19 17:22:09

Accepted: 2019-05-15 10:49:38

Article Type: Research Article
Volume: 23
Issue: 5
Month: October
Year: 2019
Pages: 934-941

How to cite
Yılmaz Uyaroğlu, Selçuk Emiroğlu; (2019), The Effect of Gıbbs Factor on
Transient Analysis in Underground Power Cables. Sakarya University Journal of
Science, 23(5), 934-941, DOI: 10.16984/saufenbilder.529265
Access link
http://www.saujs.sakarya.edu.tr/issue/44066/529265

New submission to SAUJS
http://dergipark.gov.tr/journal/1115/submission/start



The Effect of Gibbs Factor on Transient Analysis in Underground Power Cables 

 

Yılmaz Uyaroğlu1, Selçuk Emiroğlu*2 

 

Abstract 

In this work, the transient overvoltage phenomena occurred at 34.5 kV AC underground cable 
transmission systems during the closure of the underground cables is to be studied and 
simulated by using the MATLAB program. Then, the transient voltage occurred at the 
underground cables is analyzed by using a modified Fourier transform. The studied system of 
underground cables is firstly modeled in the frequency domain. Transient voltages induced at 
the sending-end and receiving-end terminals of an underground cable of the transmission 
system are calculated in the frequency domain and using inverse Fourier Transform, the sending 
end and receiving end voltages are obtained by converting to the time domain. The effects of 
Gibbs factor on transients overvoltage phenomena considering cable length and source 
impedance are investigated. Numerical simulations are presented to demonstrate the transient 
voltages induced at the terminals of sending-end and receiving-end of an underground cable at 
the transmission system and the effects of Gibbs factor to eliminate Gibbs oscilllations. 

Keywords: Transient analysis, underground cables, Fourier transforms, Gibbs oscillation 

 

 

1. INTRODUCTION 

Transient network analyzers used to measure and 
analyze the electromagnetic transients in power 
systems at early stages [1]. By using a digital 
computer, the transient analysis and the modeling 
of underground cables have been a considerably 
interesting subject in recent years. After using of 
the digital computer, many methods have been 
investigated to analyze the transient analysis of 
underground cables such as Fourier transform 
[2,3], z transform [4-6], weighting method [7], 

                                                 
1 Sakarya University, Electrical and Electronics Engineering, Sakarya, TURKEY. ORCID: 0000-0001-5897-6274   
* Corresponding Author: selcukemiroglu@sakarya.edu.tr 
2 Sakarya University, Electrical and Electronics Engineering, Sakarya, TURKEY. ORCID: 0000-0001-7319-8861 

discrete wavelet transform [8], orthogonal 
projection approach [9], state variable approach 
[10]. 

Wedepohl who has firstly studied and 
investigated the transient analysis of cables has 
used Laplace transform and Bewley – Lattice 
techniques for transient analysis assuming that all 
parameters of cable do not depend on frequency 
[11]. After that, Indulkar and Dang have 
investigated the transient analysis of a cable 
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system which has parameters depend on 
frequency [12].   

In this work, the magnitude and waveform of the 
voltage in any point of the cable have been 
obtained in the time domain with inverse 
modified Fourier transform. The integral in 
inverse Fourier transform goes from minus 
infinity to infinity. But, the integral of the inverse 
Fourier transform does not go infinity and goes to 
the limited final value. So, Gibbs oscillations 
occur. In order to eliminate Gibbs oscillation, 
multiplier named as Gibbs factor is inserted in the 
calculations [13-15].  

The transient overvoltages occurred during the 
switching operations are important phenomena 
for power system design and protection. To obtain 
transient voltages, all expressions have been 
transformed into the frequency domain. The 
magnitude and waveform of transient voltages 
have been calculated in the time domain by using 
the inverse Fourier transform. The cable 
parameters which depend on frequency such as 
series impedance, cable length, and effect of 
ground have been used in calculations.  

Switching transient voltages reach the maximum 
values when the receiving end is open circuit. 
According to this state, in order to obtain the 
maximum value of voltage in the studied cable 
system, the system has been energized when the 
receiving end terminal of the line is open circuit. 
Also, the effects of source impedance and cable 
length on transient voltages have been 
investigated. 

This paper is organized as follows. Section 2 
briefly introduced the studied system of 
underground cables, and the parameter of cable is 
given. Mathematical formulations of the system 
are presented in section 3. Fourier transform and 
sigma factor are presented in section 4 and section 
5 respectively. In section 6, simulation results are 
given. Conclusions are finally given in section 7. 

2. ANALYSIS OF CABLE SYSTEM 

The geometries of single cable are shown in Fig.1. 
The underground cable is made of core conductor, 
inner semiconducting layer, pure XLPE, outer 

semiconducting layer, sheath, aluminum foil, 
inner serving and outer serving as shown in Fig 1.  

The radiuses of the conductor, inner sheath, outer 
sheath, and cable outer are shown in the cross-
section of cable as shown in Fig. 2. Also, the 
parameters of the underground cable and ground 
resistivity are given in Table 1. The configuration 
of the cable system used in simulations is shown 
in Fig. 3. 

 

 

 

Fig. 1. The geometries of real single cable [16] 

 
Figure 2. Single cable cross section area [16] 

Table 1. The parameters of underground cable [17] 

Conductor radius     (R1) 3   mm 
Sheath inner radius  (R2) 14 mm 
Sheath outer radius  (R3) 15 mm 
Cable outer radius    (R4) 17 mm 
Resistivity of core        (ohm-m) 1.72 10-8 
Resistivity of sheath     (ohm-m) 1.72 10-8 
Relative permittivity of core insulation 2.3 
Relative permittivity of sheath insulation 7 
Resistivity of ground     (ohm-m) 20 

 
Figure 3. Configuration of cable system [18] 
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3. MATHEMATICAL FORMULATION OF 
SYSTEM 

The voltage at the equivalent sheath is zero 
because the cable sheaths at the major part 
terminals are solidly earthed. So, the row and 
column elements of the series impedance matrices 
of cable related to cable sheath may be eliminated. 
Series impedance matrices are three order square 
matrices. So, the nodal parameters of two-port 
system A and B will be a matrix of 3x3 order. As 
it is shown in Fig. 4, VS and VR are sending-end 
and receiving-end voltage matrices of the 3x1 
order. Also, the single line diagram of the studied 
system is shown in Fig. 5. 

 

 

The nodal equation of the cable system can be 
written as equation (1) [1]. 

                   



























RR

S

V

sV

AB

BA

I

I
                      (1) 

Writing the Kirchhoff‘s current law at the 
sending-end terminal, it gives [1], 

                  ssssss VYIIII  ,                          (2) 

Using equation 1 and equation 4, matrix yields as 
below [1, 17]. 

                



























R

SS

R

SS

V

sV

AB

BYA

I

I
                   (3) 

As the receiving end of the cable is not loaded, 
IR=0. From equation (3), 

                  SR BVAV 1                                     (4) 

Substituting VR into the matrix (Eq.3), VS and VR 
can be written as [2, 12] 

           SSSSS IBBAYAV 11 ])[(                       (5) 

            SSSSR IBBAYABAV 111 ])[(   .           (6) 

As a result, the terminal voltages at receiving-end 
and sending-end in the cable system are 
calculated by expressions (5) and (6), respectively 
[2, 12]. 

4. FOURIER TRANSFORM 

Inverse modified Fourier transform is given 
below [19]. 

𝑓(𝑡) =
1

2𝛱
න 𝐹(ω)𝑒௝ன௧𝑑ω
ା∞

ି∞
 (7) 

where F(ω) is a Fourier transformation and given 
as 

𝐹(ω) = න 𝑓(𝑡)𝑒ି௝ன௧𝑑𝑡.
ା∞

ି∞
 (8) 

So that all pole of integral expression is real and 
stable, assume that new angular frequency is ω′. 
Real axis slipped with ω to the negative side; 
yields ω′ = ω− 𝑗𝛼. So, inverse modified Fourier 
transform express as below [1, 20]. 

𝑓(𝑡) =
1

2𝛱
න 𝐹(ω′ − 𝑗𝛼)𝑒௝(ன

′ି௝ఈ)௧𝑑ω′
ା∞ି௝∞

ି∞ି௝∞
 (9) 

or  

𝑓(𝑡) =
𝑒ఈ௧

2𝛱
න 𝐹(ω′ − 𝑗𝛼)𝑒௝ன

′௧𝑑ω′
ା∞ି௝∞

ି∞ି௝∞
 (10)

 
The real part of integral can be written as 

𝑓(𝑡) =
𝑒ఈ௧

𝜋
𝑅𝑒න 𝐹(ω′ − 𝑗𝛼)𝑒(௝ன

′௧)𝑑ω′
∞ି௝ఈ

଴

. (11)

Writing this integral in the discrete form [15] 

 
A -B 

-B    A 

Vs , I s VR  ,  IR 

  Yss 

Is1 Is2 Is3 
cable 

 
Figure 4. Norton equivalent circuit of cable system 

 

Figure 5. Single line circuit of studied system 
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𝑓(𝑡) =
2ω଴

𝜋
𝑒ఈ௧ 𝑅𝑒෍𝐹[(2𝑛 − 1)ω଴ − 𝑗𝛼]𝑒௝(ଶ௡ିଵ)னబ௧.

ே

௡ୀଵ

 (12)

5. GIBBS OSCILLATION AND SIGMA 
FACTOR 

Equation 11 can be calculated with numerical 
integral (Eq.12) in computer. Frequency 
harmonics named as Gibbs oscillation have been 
occurred because of the numerical integral from 
zero to limited end value. 

Lanczos has proposed the method to reduce Gibbs 
oscillation [13]. So, Gibbs oscillation has been 
reduced with sigma factor as given below. 

𝜎 =
𝑠𝑖𝑛( 𝜋ω/𝛺)

(𝜋ω/𝛺)
 (13)

where   is cutting frequency of top limit of 
integral. Including sigma factor to Fourier 
function, 

𝑓(𝑡) =
𝑒ఈ௧

𝜋
𝑅𝑒න 𝜎𝐹(ω′ − 𝑗𝛼)𝑒(௝ω

′௧)𝑑ω′
ఆ

଴

 (14)

can be written. Sigma factor has a low effect on 
low frequency and high effect in high frequency 
for reducing Gibbs oscillation.  

6. SYSTEM STUDIES AND SIMULATION 
RESULTS 

The transient voltages induced at the underground 
cable system on account of simultaneous 
switching are investigated by using a computer in 
the MATLAB program [21]. Also, the simulation 
results are compared with and without the sigma 
factor. Effects of source impedance and cable 
length on the transient voltages are also taken into 
consideration. 

6.1. Effect of Cable Length 

Effects of cable length on the transient voltage’s 
magnitude owing to simultaneous closure have 
been investigated by performing three-phase 
simultaneous switching to the line from the 
generator which has source impedance. 

Sending-end and receiving-end voltage 
waveforms got with three different cable lengths 
for low and high source impedances are given in 
Fig. 6 and Fig. 8. The maximum receiving-end 
and sending-end voltages for different cable 
lengths and source impedance are tabulated in 
Table 2 and Table 3.  

As it can be seen from Table 2 and Table 3, the 
magnitude of the maximum sending-end and 
receiving-end voltage of the first phase reduces 
with the rise of cable length. 

Table 2. The maximum magnitudes of  overvoltages 
for different cable length (Ls:0.189 mH) 

Cable length  

l (m) 

Maximum magnitude of the 
sending-end voltages  (p.u) 

Maximum magnitude of 
the receiving-end voltages  

(p.u) 

with sigma 
factor 

without sigma 
factor 

with sigma 
factor 

without 
sigma factor 

5000 1.2802 1.4187 1.9817 2.0710 
30000 1.0146 1.0880 1.8189 1.8964 
80000 1.0079 1.0901 1.5517 1.5694 

 
Table 3. The maximum magnitudes of  overvoltages 
for different cable length (Ls:9.47 mH) 

Cable length  

l (m) 

Maximum magnitude of the 
sending-end voltages  (p.u) 

Maximum magnitude of 
the receiving-end voltages  

(p.u) 

with sigma 
factor 

without sigma 
factor 

with sigma 
factor 

without 
sigma factor 

5000 1.8639 1.8664 2.0699 2.0727 
30000 1.5692 1.6022 2.0386 2.1235 
80000 1.3168 1.3404 1.6398 1.6677 

6.2. Effect of Source Impedance 

Sending-end and receiving-end voltage 
waveforms obtained for low and high source 
impedance are shown in Fig. 6 and Fig. 8. The 
maximum receiving-end voltage for low and high 
source impedance is given in Table 4.  

Table 4. Maximum magnitudes of  overvoltages for 
different source inductance (l =30 km) 

Source 
inductance 

(mH) 

Maximum sending-end 
voltage(pu) 

Maximum receiving-end 
voltage(pu) 

with   without 
  

with   without   

0.189 1.0146 1.0880 1.8189 1.8964 
9.47 1.5692 1.6022 2.0386 2.1235 
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The waveform of sending-end and receiving-end 
voltages including sigma factor when source 
inductance LS:0.189 mH, with cable length (l) 5000 m, 
30000 m, and 80000 m are shown in Fig. 6 (a,b,c) and 
Fig. 8 (a,b,c) respectively.  

The waveform of sending-end and receiving-end 
voltages without sigma factor when source inductance 
LS:0.189 mH, with increasing cable length 5000 m, 
30000 m, and 80000 m are shown in Fig. 7 (a,b,c) and 
Fig. 9 (a,b,c) respectively. 

 
Figure 6. The waveform of transient voltages induced 
at sending-end with sigma factor when LS: 0.189 mH 
l= a) 5000 m, b) 30000 m, c) 80000 m 

 
Figure 7. The waveform of transient voltages induced 
at sending-end without sigma factor when LS: 0.189 
mH l= a) 5000 m, b) 30000 m, c) 80000 m 
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Voltages exponentially increase with a time constant. 
Besides, it is directly proportional to the source 
inductance. Also, the frequency of oscillations that are 
superimposed on nominal voltage frequency reduces 
with the rising source impedances as shown in Table 
5 and Table 6. The voltage frequency of oscillations 
reduced at receiving-end decreases with the increasing 
the cable length. Table 5 and Table 6 shows 

approximately the voltage frequency of oscillations 
reduced at receiving-end with source impedance 0.189 
mH and 9.47 mH respectively. The approximate 
values are used in Table 5 and Table 6. 

 

 
Figure 8. The waveform of transient voltages induced 
at receiving-end with sigma factor when LS: 0.189 
mH l= a) 5000 m, b) 30000 m, c) 80000 m 

 
Figure 9. The waveform of transient voltages induced 
at receiving-end without sigma factor when LS: 0.189 
mH l= a) 5000 m, b) 30000 m, c) 80000 m 
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Table 5. The oscillation frequency of the receiving end 
overvoltages for different cable length (LS:0.189 mH)  

Cable Length (m) Frequency Oscillation 

5000 5 kHz 6.5 cycle (in 1 ms) 

30000 1 kHz 5.5 cycle (in 5 ms) 

80000 357 Hz 2 cycle (in 5 ms) 

 
Table 6. The oscillation frequency of the receiving end 
overvoltages for different cable length (LS:9.47 mH)  

Cable Length (m) Frequency Oscillation 

5000 2.5 kHz 2.5cycle (in 1 ms) 

30000 835 Hz 4 cycle (in 5 ms) 

80000 335 Hz 1.8 cycle (in 5 ms) 

7. CONCLUSIONS 

In this study, the magnitude and waveform of the 
transient overvoltages have been obtained using 
numerical Fourier transform. This paper 
investigated the source impedance and effect of 
cable length on the transient voltages induced at 
terminals of sending end and receiving end. The 
maximum magnitude transients overvoltages 
depend on cable length and source impedance etc. 
Source impedance and cable length have a 
significant effect on the waveform and magnitude 
of the transient voltage. Simulation results show 
that the magnitude of sending end and receiving 
end voltages decreases with the increasing the 
cable length. Also, as the source impedance rises, 
both the sending end and receiving end maximum 
magnitude of overvoltages rise. Also, the 
oscillation frequency of overvoltages decreases 
with the increasing source impedance and 
increasing the cable length.     

This paper also presented the effect of sigma 
factor on transient analysis. In the transient 
analysis, because the Fourier integral has a limited 
final value, the Gibbs oscillation has occurred. 
Simulation results show that Gibbs oscillations 
have been reduced and eliminated with including 
sigma factor in Fourier integral. 
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Thermo-hydraulic effects of vortex generator pairs in a crossflow channel 
with a transverse-jet flow 

 
Besir Kok1  

 

Abstract 
 

The use of passive obstacles to control the hydraulic and thermal behavior of fluids is 
an application in many industrial mechanisms. In this study, flow and thermal oscillation 
behaviors in a crossflow channel with a transverse jet flow were investigated numerically. 
Passive vortex generator(VG) pairs with different geometric properties were used in the test 
channel and their thermo-hydraulic effects in the active mixing zone were discussed. In 
addition, nine boundary conditions, which are the function of velocity and temperature, have 
been applied to the computational domain. The results showed that VG pairs with different 
geometric properties do not provide an effective improvement in thermal mixing behavior, but 
they are very successful in removing thermal oscillations from the channel walls. Momentum 
and temperature differences between cross flow and jet flow are the secondary parameters of 
the study. When the jet velocity was gradually increased by keeping the crossflow rate constant, 
improvements in thermal mixing performance were observed but in this case, it was also seen 
that thermal oscillations reached the channel walls. As the jet temperature increased, a decrease 
in thermal mixing performance was observed due to the increased hot fluid dominance in the 
duct.  
 
 
Keywords: Transverse jet, Crossflow, Thermal mixing, LES, Vortex generator. 
 
 

1. INTRODUCTION 
 

During the mixing of fluids at different 
temperatures, temperature oscillations occur in 
the mixing zone due to the non-homogeneous 
thermal mixing. These oscillations may cause 
thermal stresses on surrounding surfaces of the 
fluid at certain frequencies. During long working 
cycles, these stresses occurring on the material 
surface may cause cracks. Such cracks in 
industrial mechanisms may cause significant 
disruptions in the operation of the system. 
Leakages from such cracks in industrial systems 

                                                 
*Corresponding Author: besirkok@gmail.com (B. Kok)  
1 Firat University, Technical Vocational School,  Elazığ, TURKEY. ORCID: 0000-0001-7241-952X 

such as nuclear power plants can cause extremely 
dangerous consequences for human and 
environmental health. During the operation of 
nuclear power plants, there have been many 
cracks due to the thermal stress that has been 
detected so far. For instance, a number of cracks 
were found in the connection pipes of the heat 
exchanger in the central chamber of the Tsuruga-
2 PWR (Japan) nuclear power plant, due to 
thermal stresses in 1999. Sodium leaks were 
detected in the purification cycle of the primary 
circuit of the BN - 600 (Russia) reactor in 1993. 
Metallurgical analysis showed that the problem 
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was caused by the temperature fluctuations 
occurring during the mixing of hot and cold 
sodium[1]. This kind of cracks observed in many 
industrial applications, particularly in nuclear 
power plants, led researchers to study on this 
subject.  

Sakai et al. [2] made numerical modeling of 
angled jet flow in a crossflow channel to examine 
the cooling effect of the film on the turbine blades. 
Large Eddy Simulation (LES) turbulence model 
was used in the analysis. Crossflow and jet 
velocity ratios are the main parameters of the 
study. They analyzed the effects of this ratio on 
jet behavior with film cooling effectiveness and 
jet trajectory graphics. The results showed that the 
vertical structure was significantly affected by the 
rate of velocity. Deng et al. [3], performed a 
detailed numerical study on shock vector control-
SVC in a non-permanent three-dimensional cross 
flow. Standard k-ε, Realizable k-ε, k-ω, and LES 
turbulence models are given in this study. The 
results showed that LES simulations were more 
successful in solving non-permanent 
characteristics of the flow. Liu et al. [4] studied 
the flow and mixing characteristics of a 
transverse-jet flow in a supersonic crossflow. In 
the analysis, LES was used as a turbulence model 
and the results were verified for comparison with 
several different numerical methods. LES 
simulations were confirmed by available 
experimental data. Chuang et al. [5,6] 
investigated experimentally the thermal mixing 
and stripping behavior in a T-junction flow. The 
Branch flows were positioned at 90 and 45 angles 
to the main flow. PSD graphs were used to 
analyze whether the thermal oscillations 
occurring in the mixture zone create a risk of 
thermal stress. It was analyzed whether or not the 
reverse flow conditions occurred in the channel 
by using the momentum data obtained. McGuinn 
et al. [7] examined the heat transfer characteristics 
of six parallel slot jets in a crossflow which can 
be controlled separately. In the experiment, a 
system which can detect hot points dynamically 
and adaptive cooling is used. The jet Reynolds 
numbers and the distance between the jet and the 

impact plates are variable. The results showed that 
the parameters chosen were highly effective on 
heat transfer. Wang et al. [8,9] experimentally 
investigated the heat transfer characteristics of jet 
flow impinging on a heated plate in a crossflow 
channel. In the experiments, vortex 
generators(VG) in different geometries were 
placed in a rectangular test channel. The results 
show that the VG significantly increase heat 
transfer. Furthermore, the different geometric 
ratios of these VGs also affect the heat transfer in 
all cases. Compared to triple-crossed VG, 
rectangular VG was found to provide a more heat 
transfer improvement. As the crossflow flow rate 
increased, VG was found to significantly affect 
the heat transfer. 

The regions where thermal oscillations are 
generally seen in industrial mechanisms are T-
junctions. When the main pipe/channel flow and 
the secondary flow connected therein are at 
different temperatures, cracks can be seen as 
described above. There are many studies in the 
literature that demonstrate different 
thermophysical dynamics in T-junctions. In these 
studies, the researchers have analyzed whether the 
temperature oscillations in this region constitute 
thermomechanical threats. In order to understand 
this, Power Spectral Density (PSD) graphics are 
generally considered. These graphs provide 
information on the frequency and amplitude of the 
current temperature oscillation[10–15].  

Kok et al. have made numerical and 
experimental studies on the thermal mixing of 
fluids at different temperatures in confined 
channels. In these studies, they used two types of 
jet models, mainly parallel and co-axial. The 
thermal mixing performance of the fluid in the 
channel was analyzed with the help of Mixing 
Index (MI) graphs. In addition, PSD graphs were 
obtained in order to determine whether the current 
temperature fluctuations posed a risk of thermal 
stress. It has been determined whether the thermal 
oscillations have reached the channel walls by 
using isotherms. They used velocity profiles to 
evaluate the turbulence behaviors of jet flows. 

The effects of temperature and momentum 
difference between jets on flow and thermal 
mixing behaviors are the secondary parameters of 
these studies. Some of the experimental studies 

have examined the inclination angle of a shallow 
test channel and the effects of the square and 
circular passive barriers used in these channels. In 
another study, an artificial neural network 
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algorithm was developed using the available 
experimental data and estimates were made about 
the parameters not tested. Porous and sequential 
types of barriers were used in a square cross-
section test channel. Large Eddy Simulation 
(LES) turbulence model was used for numerical 
modeling of these studies. Experimental data 
were obtained by using different experimental 
setups[16–23]. 

The above literature survey on the effects of 
temperature oscillations on the mechanisms 
shows that there are many aspects of this subject. 
The above literature summary shows how 
different aspects of this issue are addressed. Every 
parameter that can be effective on the temperature 
oscillations in the mixing zone is carefully 
examined by the researchers. Thermal oscillations 
occurring in a crossflow are the most common 
occurrences in industrial applications. In this 
study, the flow and thermal mixing characteristics 
of a transverse-jet flow in a crossflow were 
investigated numerically. LES turbulence model 
was used with WALE subgrid-scale model to 
simulate flow area. In the simulations, vortex 
generators pairs with different geometric 
properties were used to improve the thermal 

mixing efficiency in the mixing zone. The effects 
of these VGs on flow, thermal mixing behavior 
and pressure drop in the channel have been 
extensively discussed. Temperature and 
momentum differences between cross flow and 
jet flow are the secondary parameters of the study. 

 
2. COMPUTATIONAL STUDY 
 

Accurate analysis of the thermodynamic 
and dynamic characteristics of thermal mixing 
problems is very complicated. Since the sudden 
temperature oscillations in the mixing zone are 
random, they are difficult to predict. Therefore, 
such problems are not problems in which the 
average temperature oscillation behaviors are 
examined in large geometries. On the contrary, 
these are problems in which local behavior is 
examined in certain sections. As explained above, 
the cases in which thermal mixing are observed in 
industrial mechanisms are generally T 
connections. Therefore, in this study, the flow and 
thermal mixing behaviors of a jet flow positioned 
transversely in a cross flow were investigated 
numerically. 

 
Table 1. Boundary conditions of crossflow and jet flow 

 Tj (K) Tc (K) Uj (m/s) Uc (m/s) Rej Rec 

Case 1 318 298 0.5 0.1 8305 13427 
Case 2 338 298 0.5 0.1 11316 13427 
Case 3 358 298 0.5 0.1 14539 13427 
Case 4 318 298 0.75 0.1 12458 13427 
Case 5 338 298 0.75 0.1 16974 13427 
Case 6 358 298 0.75 0.1 21802 13427 
Case 7 318 298 1 0.1 16610 13427 
Case 8 338 298 1 0.1 22633 13427 
Case 9 358 298 1 0.1 29069 13427 

 
 

For this purpose, a test channel measuring 
15D x 10D x 50D was modeled. Water is used as 
working fluid in the channel and the jet provides 
hot fluid to the crossflow channel. In this study, 
the momentum and temperature values of the 
crossflow are kept constant while the temperature 
and momentum values of the jet flow velocities 
are gradually increased. Detailed information on 
crossflow and jet flow boundary conditions are 

given in Table 1. As shown, there are 9 boundary 
conditions which are the function of momentum 
and temperature. As seen in Figure 1, passive 
Vortex Generator (VG) pairs are placed in the 
channel. These VGs are two types, Rectangular 
and Delta, which are shown in Figure 2. When the 
numerical studies conducted in the past[24] 
regarding the thermal mixing are examined, it can 
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be seen that the steady-state studies do not catch 
the turbulence characteristic.  

 

 

Figure 1. Computational domain and measurement points 
 

In such analyzes, point data is difficult to 
detect, so the average temperature values over 
time should be compared. In the literature, it was 
seen that the LES turbulence model gave quite 
healthy results compared with experimental 
findings. Therefore, the LES turbulence model 
was used for modeling the flow area. In the 
analyzes, the permanent characteristics of the 

fluid were solved using the k-ε turbulence model 
and the fully developed flow conditions were 
obtained. Then, time-dependent flow conditions 
were obtained by using the LES turbulence 
model. Solutions were made for 4 seconds flow 
time and the data were collected at 100 Hz 
frequency.  

 

 

Figure 2. Dimensions of vortex generators 
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Time steps were defined as 0.01s in 

transient calculations and 20 iterations were made 
for each time step. The residuals drop below 8 
x10-5 after 20 iterations. Courant number is under 
0.26 in the effective mixing region for all cases. 

Mass flow boundary conditions are used for both 
crossflow and the jet inlet. Wall boundaries were 
chosen for all the channel walls and pressure 
outlet boundary condition was defined in the exit 
of the channel (see Figure 1). 

 

 

Figure 3. y+ values of wall boundaries for vortex generator pairs 
 

In the test channel, turbulence is generated 
by both vortex generator pairs and flow shear. For 
the turbulence produced by the passive obstacles 
(VG), the y + value must convenient in order to 
capture the transition from the viscous layer to the 
developed layer with the appropriate turbulent 
energy transfer. The y + values for the present 

study is given at Figure 3 and as it is seen from 
the figure y+ values are under 14 for all cases.  

 
2.1.Mesh Structure 

 
ANSYS Meshing 15.0 software was used to 

create the mesh structure of the determined 
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models which are given in Figure 4. The elements 
must be close to the cubic structure so that the 
formed mesh structure is suitable for LES 
simulations. Since small fluctuations are modeled 
in the LES model, the mesh elements should be as 
small as possible. However, elements of 
appropriate sizes must be selected, since the very 
small dimensions of the elements will extend the 
calculation time.  

Taylor Microscale (TMS) scale was used to 
determine the correct size of the elements that 
would not negatively affect the results of the 
analysis. TMS is often used in the literature in 
LES analyzes to characterize turbulent fluid flow. 
Taylor Microscale is an intermediate length scale 
that gains importance when fluid viscosity 
significantly affects the movement of turbulence 
vortices.

 

 

Figure 4. Grid distribution of the computational domain
 

It is calculated by using  ் =
ඥ10𝜇௠𝑘 𝜌௠𝜀⁄ , where mµ , k , m  and  are the 

molecular viscosity, turbulence kinetic energy, 
density and turbulence emission rate, 
respectively. Figure 5. gives a detailed view of the 
mesh structure. As it is seen from the figure, 
hexahedral mesh elements were used for accurate 
resolving of eddies. The generated mesh models 
consist of 3322740 (Test 2), 3304115, 3322740, 

3314240, 3327230, 3214790, 3183540 elements 
for the Base Channel, RVG_H10, RVG_H15, 
RVG_H20, DVG_H10, DVG_H15 and 
DVG_H20 geometric cases, respectively.  The 
TMS values obtained from RANS simulations is 
about 0.36 mm for jet inlet and 0.78 mm for 
effective ve mixing region. Element size in the 
generated model is 0.38 mm for the jet inlet region 
and 0.82 mm for the effective mixing region.  
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Figure 5.  Mesh sensitivity analyses for Case 8 and 
base channel 

 
To verify the mesh model obtained using TMS, a 
mesh sensitivity analysis was also performed. For 
this purpose, 3 test models have been formed in 
different element sizes. These models are Test 1, 
Test 2 and Test 3 with 734410, 3322740 and 
13632260 element numbers, respectively. The 
test results shown in Figure 5 show that increasing 
the number of elements does not significantly 
change the results, but decreasing the number of 
elements causes a divergence. 

2.2.Numerical Method 
 

As it is known in a turbulent flow, small 
vortices are absorbed into energy, while large 
vortices are highly influenced by geometric 
parameters. These properties related to turbulent 
flows lead researchers to solve large-scale eddies 
and to model small vortices using the sub-grid 
scale (SGS) model.  The basic feature of the LES 
model is to filter these vortices using the Navier-
Stokes equations according to the size scale. With 
this method, Navier-Stokers equations are filtered 
according to their size and the fluctuations below 
a certain size are modeled. Fluctuations in the 
filtered size are resolved. Filtration is done by a 
defined filtering function. Filtering function 
defined by; 

 

   
1/ , / 2

( )
0,

x x
G x x

otherwise

    
  


        (1)                                                                          

 
Where Δ is the filter width. The wave length of 
the smallest scale is separated by the filter 
operator. The filter function decides the 
dimensions and structures of small scales.  The 
desired variable is filtered by; 
 

( ) ( ) ( )
fD

x x G x x dx              (2)                                             

 
where Df  is the fluid domain, and G is the filter 
function that determines the scale of the resolved 
eddies. After applying the filter operator, the mass 
conservation, 

momentum, and energy equations can be written 
as[25]: 
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    

    
  (4)                                                      
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j j j

T
h hu k

t x x x
 

    
        

      (5)                                                                               

 

where iu ,  , p , ,M iS , h  and T   represent 

filtered velocity component, the density of fluid, 
filtered pressure, gravitational body force, filtered 
enthalpy, and temperature, respectively.  

The SGS stress model derived from the 
filtration processes is unknown and needs to be 
modeled. The SGS turbulence models in 
FLUENT apply the Boussinesq hypothesis and 
are derived using the following equation. 

1
2

3ij kk ij t ijS                      (6)                                                                                                       
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It should be noted that Wall Adapting Local 
Eddy Viscosity (WALE) was used as the SGS 
model. This model is successfully used in 
modeling turbulent flows that flow through a 
confined channel. The swirl viscosity in the 
WALE model, 

 
3/2

2
5/2 5/4

( )

( ) ( )

d d
ij ij

t s d d
ij ij ij ij

S S
L

S S S S
 


         (7)                                                                                          

 
where d

ijS  is a deviatoric part of rate-of-strain 

tensor and sL  is the mixing length for sub-

grid[25]. 
 
3. RESULTS AND DISCUSSION 

 
Since the temperature oscillations in the 

mixing zone are sudden and random, it is very 
difficult to predict them. Therefore, such 
problems should be examined through a system 
rather than one-to-one point data. In this study, 
geometric and physical dynamics affecting the 
thermal mixing were studied extensively. For this 
purpose, the Mixing Index (MI) graphs, which 
give the thermal mixing yield in the channel, were 
plotted. Basically, MI graphs show how much 
temperature values measured in a given region 
deviate from the average temperature. MI is 
calculated by 𝑀𝐼 = (𝑆் ∆𝑇⁄ ) × 100, where    

𝑆் = ටቀ∑ ൫𝑇௜ − 𝑇௔௩௚൯
ଶ௡

௜ୀଵ ቁ /(𝑛 − 1) is the 

standard deviation of temperature at any 
measurement point. 𝑀𝐼 = 0 means a flat 
temperature profile which mean complete 
thermally mixed flow[26]. As shown in Figure 1, 
there are 64 temperature measurement points 
within the test channel. The temperature values 
are taken from these points for a flow time of 4 
seconds at 0.01 second intervals. There are eight 
temperature measurement columns in the channel 
from left to right, and each column has eight 
measuring points. The MI graphs were obtained 
by using the temperature values of the 
measurement points in these columns. In MI 
graphs, the thermal mixing yield of each column 
is given as percentage. As the MI values approach 

zero, the thermal mixture performance increases 
and MI = 0 represents the perfect thermal mixing.  

There are two points that should be 
considered in the analysis of the thermal mixings 
problems. The first is the analysis of whether or 
not the temperature oscillations in the system 
have reached the channel walls. Secondly, if these 
oscillations reach the channel walls, then it should 
be determined whether or not this creates a risk of 
thermal stress. The result of the Power Spectral 
Density (PSD) determines amplitude of 
oscillations. It has seen that the PSD results are 
not much affected by the geometric parameters in 
similar boundary conditions.  In previous studies, 
we obtained numerically and experimentally that 
the temperature oscillations in the active mixing 
zone were at 5 Hz frequency under similar 
boundary conditions [17,18,22,23].  

In order to determine whether or not the 
temperature oscillations reach the channel walls, 
it is necessary to look at the isotherms. Also, to 
analyze the effects of the determined operating 
parameters on the flow behaviors in the channel, 
the velocity profiles are given with the 
streamlines. Consequently, the effects of the VGs 
used in the channel on the mean pressure 
behaviors along the channel are discussed in the 
last part of the findings. 

 
3.1.Effects vortex generator type 

 
In the previous chapters, comprehensive 
evaluations were made on the effects of thermal 
oscillations on industrial systems. The main 
purpose of this study is to control the temperature 
oscillations occurring in the crossflow- transverse 
jet combination and to obtain more homogeneous 
thermal mixtures in the mixing zone. For this 
purpose, vortex generator pairs were placed in the 
test channel before the jet entry as shown in Fig 1. 
Basically, two types of VG (rectangular and 
triangular) were selected, and their effects in the 
mixing zone were discussed. In Figure 6, the 
effects of VG types on the thermal mixing 
performance are given in comparison with the 
basic channel using MI graphs. The right and left 
figures depict MI variations of 2D (H20) and D 
(H10) for VGs height for Case 2, respectively.
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Figure 6. MI variations along the channel for Case 2 and different VG type 
 

Interestingly, in the graphs, it is seen that 
the lowest MI results are in the basic channel 
condition in both cases. This indicates that the use 
of VG does not lead to an improvement in the 
thermal mixing as expected, but rather a relatively 
poor mixing performance. The lowest mix 
performance is seen in at low VG heights (H10) 
in the DVG case, and at increased VG heights 
(H20) in RVG case as seen from the figure from 
left to right, respectively. Figure 7 shows the 

isotherms for the same boundary conditions. As 
seen, in the cases where VG is used, the hot fluid 
is clustered in the lower half of the channel. In 
Figure 8, streamlines and velocity profiles are 
given for the same parameters of Figure 6. In this 
case, the fluid velocity in the mixing zone 
increases, especially in increasing VG height 
conditions (as seen in the right column). This 
situation partially explains the situation seen 
above in MI graphs. 
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Figure 7. Isotherms for Case 2 and different VG type 
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Figure 8. Streamlines and velocity profiles for Case 2 and different VG type 
 
The increasing momentum of the fluid in 

the mixing zone prevents the hot fluid from being 
distributed throughout the channel and allows the 
hot fluid to clump at the bottom of the channel. 
Considering that the flow of the channel is 
turbulent as shown in Table 1, the use of VG does 
not create the expected vortex generation effect in 
the channel, but rather an extra momentum within 
the channel due to the narrowing section. Figure 
9 shows the average pressure values along the 
channel for the same parameters. In parallel with 
the above results, with the use of VG, the fluid 
momentum has increased due to the narrowing 
section in the mixing zone and consequently, the 
pressure has decreased. As the VG height 
increases, the pressure drop in the mixing zone 
has increased as expected.  

 
  

Figure 9. Average pressure along the channel for Case 2 
and different VG type 
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1.1.Effects of vortex generator size 
 

In this section, the height of VG pairs was 
selected as D (H10), 1.5D (H15) and 2D (H20), 
respectively, as shown in Figure 2.  MI variations 
of different heights are given for Case 2 (left) and 
Case 8 (right) in Figure 10. As seen, the increased 
height of the VGs does not have a significant 
effect on the thermal mixture yield. In fact, as the 
VG height increases, a decrease in thermal mixing 
performance is observed and especially, as shown 
in the left figure H10 gives the best mixing 
efficiency. Figure 11 shows the isotherms for the 
same parameters. As seen, at low VG heights, the 
hot fluid reaches the opposite wall of the jet and 
causes thermal oscillations. However, as the VG 
height increases, due to the increased channel 
momentum (as seen in Figure 12), the hot fluid is 
shifting towards the lower regions of the channel. 

As can be seen from the figures, the positive 
effects of VGs on the thermal mixture yield 
cannot be mentioned. But, with the use of VG, 
temperature fluctuations can be removed from the 
duct walls. This allows VGs to can be used as a 
control mechanism in the systems. Figure 13 
shows the average pressure changes across the 
channel for the same parameters of Fig 10. The 
situation shown here confirms the results given in 
Figure 12. As the VG height increases in the 
mixing zone, a decrease in the average pressure is 
observed. The use of VG gives the possibility of 
directing the thermal oscillations in the mixing 
zone. However, this situation clearly shows a 
pressure loss in the channel. VGs used in 
industrial mechanisms for controlling thermal 
oscillations will have an effect on the pump power 
used in the system. Therefore, these effects should 
be considered when using these tools. 

 

Figure 10. MI variations along the channel for different VG dimensions 
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Figure 11. Isotherms for different VG dimensions 
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Figure 12. Streamlines and velocity profiles for different VG dimensions 
 
 

 

Figure 13. Average pressure along the channel for different VG dimensions 
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1.2.Effects of the flow rate ratio  
 

There are nine boundary conditions in this 
study, as seen in Table 1. While the cross flow 
momentum is kept constant, the jet velocity 
increases gradually. This leads to the formation of 
three momentum ratios between the crossflow 
and the jet flow. Figure14 shows the effects of 
different momentum ratios on the MI results for 
DVG_H20 (left) and Base channel (right). In both 
cases the results are given for ΔT=40 K. In the 
right figure, it is seen that the best thermal mixing 
yield is at Uj / Uc = 5 momentum ratio when the 
situation related to jet inlet zone is considered. 
Therefore, the increasing momentum ratio in the 
jet inlet region did not improve the thermal 
mixture. However, interestingly, as seen on the 

left side, the effect of the momentum ratio in the 
jet inlet zone decreased to zero with the use of 
VG. As the jet momentum increases, it is clear 
that there is an improvement in the thermal 
mixture. In the continuing part of the channel, it 
is clear that there is an improvement in the 
thermal mixing as the jet momentum increases. 
However, as the jet velocity increases, the hot 
fluid reaches the channel walls and causes thermal 
oscillations as seen in Figure 15. It should not be 
noted that more hot fluid enters the channel as the 
momentum ratio increases. Therefore, the thermal 
mixing yield is expected to decrease. But, as seen 
in Figure 16, as the jet momentum increases, the 
turbulence density in the mixing zone increases 
and as a result, an improvement in thermal mixing 
performance is observed. 

 

 

Figure 14. MI variations along the channel for different flow rate ratios 
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Figure 15. Isotherms for different flow rate ratios 
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Figure 16. Streamlines and velocity profiles for different flow rate ratios 
 
 

1.3.Effects of temperature difference 
 

In this section, the effects of the temperature 
difference between crossflow and jet flow on 
thermohydraulic behaviors in the active mixing 
zone are discussed. As shown in Table 1, the 
crossflow temperature is kept constant while the 
jet flow temperature is gradually increased. 
Variations of MI for DVG_H20 with 
Uj/Uc=10(left) and Base channel with 
Uj/Uc=5(right) are given in Figure 17. In both 
cases, the negative effects of increasing ΔT values 

on the thermal mixture yield along the channel are 
clearly seen. As also seen in Figure 18, as the jet 
temperature increases, the dominance of the hot 
fluid increases in the channel, and as a result, a 
reduction in the thermal mixture yield occurs. 
Figure 19 shows the streamlines and velocity 
profiles for the same boundary conditions. As the 
temperature difference rises, a relative increase is 
seen in the turbulence density in the mixing zone, 
especially on the left side, is it due to decreasing 
viscosity values with temperature rise. 
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Figure 17. MI variations along the channel for different ΔT 
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Figure 18. Isotherms for different ΔT 
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Figure 19. Streamlines and velocity profiles for different ΔT 
 
2. CONCLUSIONS 
 

In this study, the flow and thermal mixing 
characteristics of a transverse-jet flow in a 
crossflow channel were investigated using the 
LES turbulence model. Passive vortex generator 
(VG) pairs with different geometric properties 
were used to develop the fluid momentum and to 
control the thermal mixing performance in the test 
channel. In addition, nine boundary used in the 
analyzes. The results are discussed extensively in 
different aspects for four chapters. 
  In the first chapter, the effects of different 
types (rectangular and delta) VGs on the flow and 
thermal mixture characteristics in the active 
mixing zone are discussed. The results showed 
that the use of VG in a crossflow channel does not 
produce an improvement in the thermal mixing 

behavior, as expected. There was no significant 
difference between the VGs of the same height 
with different geometric structure in the mixture 
region. It is thought that the turbulence of the flow 
regime is significantly effective in these results. 
In the second part of the results, the effects of VG 
height are discussed. As the VG height increased, 
a decrease in the thermal mixing performance was 
observed. In some analyzes conducted without the 
use of VG, it was observed that the temperature 
oscillations reached the channel walls. It was 
observed that with the use of the VGs, these 
oscillations shifted downward from the channel 
walls. This divergence trend continued to increase 
as the VG height increased. This has led to the 
idea that VGs can be used as a control parameter 
to control thermal oscillations. However, with the 
use of VG, the average pressure within the 
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channel was reduced as expected. In the third part 
of the study, the effects of the momentum ratio 
between the crossflow and the jet flow on the 
thermohydraulic properties of the fluid are 
discussed. By keeping the cross flow rate 
constant, the jet velocity is gradually increased. 
This increases amount of hot fluid inside the duct 
and develops turbulence density. This 
development in turbulence density zone led to an 
increase in thermal mixing performance in the 
effective mixing zone. In the last part of the study, 
the jet temperature was gradually increased while 
the crossflow temperature was kept constant. This 
process increased the dominance of the hot water 
in the channel and caused a decrease in the 
thermal mixing performance as expected. The 
turbulence density was relatively increased in the 
mixing zone due to the reduced viscosity as the jet 
temperature increased. 
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Imposed Source Current Pred൴ct൴ve Control for Battery Charger Appl൴cat൴ons 
w൴th Act൴ve Damp൴ng 

 

Mustafa Gökdağ*1, Ozan Gülbudak2 

 

Abstract 

This paper presents an imposed source current control technique based on model predictive 
control. This proposed control method can be used for battery charger applications fed from 
three-phase ac grid. The proposed MPC technique allows to charge the battery with a constant 
current or voltage as what is required for cyclic charge process of batteries. The proposed 
technique ensures unity input power factor operation for grid side. The single-objective cost 
function of the predictive control employs the error between supply current reference and 
supply current prediction and the switching state that makes this user defined cost function 
minimal is selected among the nine switching vector combinations of the current source rectifier 
so as to apply for next sampling interval. An active damping current term, that is predicted from 
the input filter capacitor voltage estimation is included in the cost function to alleviate the 
resonance phenomenon of input LC filter. The supply current references in phase with grid 
voltages are generated from grid voltages and the amplitude of this reference currents are 
generated from the charging requirements of the battery. The input filter model is used to predict 
the filter capacitor voltages at sampling intervals k and k+1 in order to eliminate sensor 
requirement for them. The control performance of proposed predictive controller is validated 
by simulation works in terms of steady-state behavior, dynamic response and supply current 
THD. 

Keywords: current source rectifier, battery charger, model predictive control, active damping 

 

 

1. INTRODUCTION 

The three-phase Current Source Rectifier (CSR) 
can be used as battery charger in electric vehicle 
and data center applications. LC filters are used for 
improving input and output current and voltage 
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qualities by eliminating the unwanted frequency 
components. 

In the control of CSRs, two main objectives are 
considered: 
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1) To obtain unity power factor operation with low 
Total Harmonic Distortion (THD); 

2) To regulate output voltage or current depending 
on applications. 

The conventional control algorithm of CSR 
includes two control loops, one as an outer loop to 
regulate the output voltage and another one as an 
inner loop to control the output current. The control 
algorithm with the input filter compensation 
employs conventional space vector pulse width 
modulation (SVPWM) with six sectors to obtain 
regulated output voltage/current for load side and 
unity power factor with low THD for grid side. The 
Switching Loss Optimized (SLO) modulation 
scheme with 12-symmetric sectors has been used 
in order to reduce switching losses resulting in high 
converter efficiency [1]. In this rectifier, grid 
currents can be highly-polluted by any system 
harmonics as a result of resonance phenomenon of 
the LC filter placed at the input side of rectifier. To 
overcome this issue, active damping techniques are 
included in feedback control strategy of CSRs [2], 
[3]. 

The model predictive control (MPC) approach has 
emerged as an alternative to linear control 
techniques for power electronics topologies over 
the last decade [4]–[6]. MPC with imposed 
sinusoidal input currents is a technique for grid 
connected topologies such as direct matrix 
converters and current source rectifiers in order to 
obtain unity power factor operation. In this strategy 
the control algorithm imposes the converter to 
draw a source current having a sinusoidal 
waveform and being in phase with its respective 
source voltage [7], [8]. In [9], an MPC approach 
whose cost function employs dc link current and 
the supply currents in αβ coordinates has been 
proposed. Since the cost function includes two 
objectives, the use of weighting factor is 
unavoidable. This method requires the load model 
to predict the future load currents and requires the 
sector information for supply current space vector 
reference. In [10], a predictive control scheme, 
which is capable to operate the rectifier at very low 
switching frequency, has been proposed. Supply 
currents in αβ coordinates are predicted for next 
two sampling intervals using the input filter and 
converter models. Reference source currents are 
produced from the first harmonic components of 

the grid voltage. The amplitudes of these sinusoidal 
currents are derived from a DC load current error 
using a PI controller. A Phase Locked Loop (PLL) 
is employed to predict the supply voltages for next 
two sampling intervals. In [9], [10] active damping 
is not included in the proposed control techniques. 
In [11], a predictive control scheme for a CSR, that 
does not include output filter capacitor Co, has been 
proposed and the cost function involves two terms; 
the first one is for minimizing reactive power 
drawn from the grid in order to obtain unity power 
factor and second term is responsible for the 
reference load current. Active damping current 
term is also added to the reference load current. The 
second term requires the load model to predict the 
load current at next sampling period. These two 
goals are combined into a single cost function with 
weighting factors. In [12], a model predictive PF 
control scheme for CSRs has been proposed to 
handle input Power Factor (PF) and LC resonance. 
The technique is based on the idea that reactive 
power reference estimator is used to obtain unity 
power factor and active damping method is adapted 
for LC resonance mitigation. But a lot of 
complexity is included for capacitive current 
compensation in order to eliminate the adverse 
effect of damping current on input PF regulation. 

In this study, a model predictive scheme with 
active damping to simultaneously compensate the 
output control variable and input PF of a CSR is 
presented. The outline of the paper is as follows. 
The CSR topology and system model are defined 
in section 2. Proposed model predictive control is 
presented in section 3 and active damping 
technique associated with the control strategy is 
explained in section 4. The simulation results for 
proposed model predictive control are provided in 
section 5 in terms of input PF, supply current 
quality and reference tracking. The paper is 
concluded by section 6 describing the proposed 
control scheme and the results in brief. 

2. SYSTEM AND PREDICTION MODELS 

2.1. Current Source Rectifier Topology 

The CSR, shown in Fig. 1, is a three-phase buck-
type rectifier, which contains six unidirectional 
power switches. Output filter is usually used for 
eliminating high frequency component in order 
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that output voltage and current will have better 
quality. The input LC filter is used for get rid of 
disturbances from three-phase ac grid. Due to 
constraints in the control of rectifier, there are only 
nine allowable switching vectors for this topology 
in which three of them are zero vectors. 
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Figure 1. Current Source Rectifier 

2.2. Rectifier Model 

The output voltage, vPN, and input current, ii, are 
given by (1) and (2). 

 
ia

PN Pa Na Pb Nb Pc Nc ib

ic

v

v S S S S S S v

v

 
      
  

 CSR iT v

 (1)

and 

 
ia

T

ib Pa Na Pb Nb Pc Nc DC

ic

DC

i

i S S S S S S i

i

i

 
      
  

 T
i CSRi T

 (2)

where TCSR is the instantaneous transfer function 
related to CSR topology. This transfer function can 
be used for describing different electrical 
quantities. The relationship between DC current 
and input current is defined in (2). 

2.3. Prediction Model 

In this work, input filter parameters are used to 
derive supply current prediction model, and input 
current and input voltage are measured to predict 
future behavior of supply current. The discrete-
time model of input LC filter is defined in (3). 

(k 1) (k) (k)

(k 1) (k) (k)

     
           

i i s

s s i

v v v
Φ Γ

i i i
 (3) 

The filter model defined in (3) is used to calculate 
future value of supply current for the next time 
interval. Supply current prediction is given by (4) 
and filter capacitor voltage prediction is given by 
(5). 

(k 1) (2,1) (k) (2,2) (k)  s i si Φ v Φ i  

(2,1) (k) (2, 2) (k) s iΓ v Γ i  
(4) 

(k) (1,1) (k 1) (1,2) (k 1)   i i sv Φ v Φ i  

(1,1) (k 1) (1,2) (k 1)s iΓ v Γ i     
(5) 

In order to reduce the number of required sensors, 
the input filter capacitor voltages at sampling 
interval k can be estimated using the measurements 
of supply voltages and currents at sampling interval 
k-1. In this case, input currents of the rectifier ii(k-
1) are calculated from the optimal switching vector 
and measured output inductor current at sampling 
interval k-1. By this modification, the voltage 
sensors for input filter capacitors can be 
eliminated. 

2.4. Battery Model 

The resistance-capacitance battery model 
developed at National Renewable Energy Lab. of 
US is shown in Fig. 2. Cb is the main storage 
capacity and Cc is the fast charge-discharge 
capacitance. Values for these parameters are as 
following: Cb=82kF, Cc=4.074 kF, Rb=1.1 mΩ, 
Rc=0.4 mΩ and R=100 mΩ [13]. 

Cb

Rb

Cc

Rc

R i

+

_
vbat t

 

Figure 2. Battery Model 

3. MODEL PREDICTIVE CONTROL 

The proposed control approach is illustrated in Fig. 
3. The  supply  voltage  vector  vs,  supply  current 
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Figure 3. Model Predictive Control Scheme 

vector is, load voltage vDC, and the output current 
iDC are measured at instant k. These measurements 
are then used for the prediction of input filter 
capacitor voltages at instants k and k+1, and supply 
currents at instant k+1. Active damping term of the 
proposed control is included in model predictive 
control strategy and will be explained in the 
following section. The cost function defined in (6), 
where (k 1)*

si  and  (k 1)si  reference and 

predicted supply currents respectively, calculates 
the error in supply currents with respect to 
corresponding supply current references which are 
generated in phase with grid voltages. The most 
critical point about cost function, any cost term 
related to the load is not introduced in this cost 
function. This is significant advantage for 
controlling the system under unknown load 
condition. The best switching states that minimizes 
the user defined cost function, see Eq. (6), is 
applied to the CSR system. This iterative technique 
is repeated in every sampling step. 

2*
sj sj

j a ,b,c

g i (k 1) i (k 1)


     (6)

In order to generate sinusoidal supply current 
references in phase with grid voltages, this paper 
uses the reference generation block shown in Fig. 

4. In a cyclic charge process, the battery is either 
charged by a constant current (CC) or a constant 
voltage (CV). According to CC or CV charging, the 
reference charge current or voltage are assumed to 
be known and these reference commands can be 
used to generate a constant, m, which is used as a 
multiplier to convert the supply voltage 
measurements to current references. In order to 
eliminate the steady-state errors in charge current 
or charge voltage, two PI compensators are added 
to this control scheme. If the battery is charged by 
CV, the error between reference charge voltage and 
output voltage vDC is fed to a PI compensator in 
order to generate a current reference and then 
another PI compensator, that is fed by error in 
charge current, is used to generate the constant, m. 

CV

CC

iDC

+
-PI

vDC

+
-

PIVREF

IREF
m

vs(k) is(k)*

 

Figure 4. Supply current reference generation block 

4. ACTIVE DAMPING 

Since the input LC filter of a CSR is lightly 
damped, resonance mode of this filter can be 
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excited by any harmonic that interferes from the 
utility or the rectifier itself and this results in highly 
polluted grid currents [3]. A damping resistor 
placed parallel to the input filter capacitor can be 
used to mitigate this resonance at the expense of a 
large drop in efficiency. In order to increase the 
efficiency to a reasonable level, the function of a 
resistance can be emulated by the rectifier, which 
is called active damping. Active damping forces 
the rectifier to draw a current proportional to the 
filter capacitor voltage. The dc component of the 
damping current causes an active power flow to the 
rectifier and has an adverse effect on the active 
power control. A simple High Pass Filter (HPF) 
can be used to filter the dc component of the 
damping current and allows the passage of the 
fundamental component. 

Since the imposed source current method was 
adopted in MPC scheme of this study, the active 
damping technique was considered slightly 
different from the above conventional active 
damping. Instead of forcing the rectifier to draw 
high pass filtered current terms, which is 
proportional to the filter capacitor voltage, these 
currents were injected into the sinusoidal supply 
current references. To avoid distorting the active 
and reactive power components drawn from the 
grid, dc and fundamental components of these 
currents must be eliminated using an HPF. 

Active damping scheme is depicted in Fig. 5. Since 
the MPC has a predictive nature, the estimated 
values for sampling time interval of k+1 are used 
in this scheme. Input filter capacitor voltage at 
sampling interval of k+1 is estimated using the 
one-step ahead shifted version of (5). This 
estimated value is then employed in (7) to calculate 
damping current term id(k+1). An HPF, whose 3-
dB bandwidth is set to 600 Hz, is used to alleviate 
dc and fundamental components of the damping 
currents and to generate the filtered version of 
damping current term, idf(k+1). In this paper a 
simple first-order HPF is used. If an HPF with a 
sharper frequency response (with a stopband of 80 
Hz and passband of 100 Hz) is used, a better active 
damping effect can be achieved to eliminate the 
third and fifth order components. The transfer 
function of the HPF in continuous time is given in 
(8) and discrete version of the filter is provided in 
(9). The filtered damping current term is then 
included in the modified cost function as given by 

(10) in order to inject damping current term into 
sinusoidal references. 

1/Rd

vi(k+1)
HPF

id(k+1) idf(k+1)

 

Figure 5. Damping current estimation scheme 
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sj dfj sj
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
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5. SIMULATION RESULTS 

In order to validate the functionality of the 
proposed framework, several simulation works are 
performed. All simulation works are done by using 
Matlab/Simulink. Table 1 lists the parameters used 
in simulation study. 

Table 1. Simulation Parameters 

Parameter Description Values 
TS Sampling Period 50 µs 
Rd Damping Resistance 50 Ω 
Lo Output Inductance 10 mH 
Lo Output Inductance 10 mH 
Co Output Capacitance 100 µF 
Lf Input Inductance 2 mH 
Cf Input Capacitance 120 µF 
Rf Inp. Filt. Damp Resistance 1 Ω 
Vs Supply Peak Voltage 100 V 

The results presented in Fig. 6 are obtained when 
CC charging is used for reference generation. Fig. 
6 shows supply voltage and current for phase-a, 
output current of the rectifier iDC and supply power 
components for the case in which a 90V-battery is 
charged from the grid according to the predefined 
charge current reference command. As it is 
observed from Fig. 6, the proposed control scheme 
ensures unity power factor operation and achieves 
good reference tracking. When CC charging is 
used for reference generation, the average 
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switching frequency is measured as 3.06 kHz for 
90V – 10A battery charging experiment whereas it 
is measured as 2.65 kHz for 90V – 5A battery 
charging experiment. 

 
(a) 

 
(b) 

 
(c) 

Figure 6. Waveforms for 90V-battery charge and 
reference generation with PI compensator 

according to CC charging; (a) Supply voltage and 
current (x10) for phase-a, (b) charge current 

command and output current, (c) supply power 
components 

Fig. 7 shows the results of the FFT analysis of the 
grid current for the case where a 90V-battery is 
charged with 5A. The total harmonic distortion 
(THD) in grid current is 4.70% when the damping 
current term is not included in the cost function 
whereas THD is decreased to 2.11% with inclusion 
of damping current term. Comparison results in 
terms of supply current THD for different 
operating points are tabulated in Table 2. Although 
the THD results for the high sampling time are 
higher as expected, the contribution of the active 
damping term on THD is more noticeable for low 
charge current levels at higher sampling periods. 

Table 2. THD results obtained under different charge 
current, battery voltage and sampling period when CC 

charging is used for reference generation 

Sampling 
Period 
↓ 

vbatt → 48V 90V 
IREF → 5A 10A 5A 10A 
Control↓ 

TS=50µs 

without 
damping 

4.38% 2.21% 4.70% 1.78% 

with 
damping 

2.24% 1.56% 2.11% 0.88% 

TS=100µs 

without 
damping 

13.09% 5.52% 11.78% 5.25% 

with 
damping 

6.96% 5.17% 8.10% 3.75% 

Kp=0.0001, Ki=10 @TS=50µs, Ki=1 @TS=100µs 

 

 
(a) 

 
(b) 

Figure 7. FFT analysis for supply current for Vbatt=90 
V and IREF =5A; (a) without active damping, (b) 

with active damping. 

The results presented in Fig. 8 are obtained when 
reference generation according to CV charging is 
used. The unity power factor operation with low 
THD at grid side is still achieved while the output 
voltage reference tracking is quite stable. 

6. CONCLUSION 

In proposed control method, model predictive 
strategy is presented to simultaneously control the 
output variable and input PF of a CSR that is used 
in a three-phase grid to battery charger application. 
In the control scheme, the filter capacitor voltages 
and  supply  currents  are  predicted  using  system 
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(a) 

(b) 

Figure 8. Waveforms for 90V-battery charge and 
reference generation with PI compensator 

according to CV charging; (a) Supply voltage and 
current (x10) for phase-a, (b) Reference charge 

voltage and output voltage, vDC 

model. The sensors measuring the input filter 
capacitor voltages are eliminated by predicting 
these voltages from other measurements on the 
system. The cost function of MPC employs the 
errors between sinusoidal supply current references 
and supply current predictions in abc-frame. The 
cost function is evaluated for all possible switching 
combinations of the CSR and one that minimizes 
this cost function is selected and applied to the 
rectifier for next sampling interval. Sinusoidal 
supply current references are generated from 
supply voltages using nested two PI compensators 
which are fed by errors in charge current or voltage. 
Active damping method is included into the 
predictive control scheme in order to mitigate 
resonance at supply side. High pass filtered active 
damping current term is added to cost function to 
force the rectifier to draw a current that has high 
frequency components responsible to alleviate 
adverse effect of input filter resonance. As a result, 
the THD in grid currents are reduced. The proposed 
method enables the battery to be charged with 
reference current or voltage according to the 
charging requirement, simultaneously guarantees 
the unity PF operation at the grid side and 
minimizes the THD by active damping method. 
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Effect of Reduction Ratio Below Austenite Recrystallization Stop Temperature on 
Mechanical Properties of an API X70M PSL2 Line Pipe Steel 

 

Ramazan Tütük1, Mustafa Merih Arıkan2*, Eyüp Sabri Kayalı3 

 

Abstract 

Steel grades having high toughness and high strength are required for line pipes since gas and 
oil should be transported through them at high pressures. Thermo-mechanically controlled 
rolling processes are used for increasing both toughness and strength at low temperatures since 
the line pipes are exposed to harsh climatic conditions at full length and rather severe service 
conditions. Charpy, DWTT and tensile tests were conducted to determine of mechanical 
properties and measured toughness values were evaluated considering various criteria in this 
study. Fractured surfaces were examined by means of SEM to distinguish the ductile and brittle 
fracture areas. Thermo-mechanical rolling trials were performed at the temperature below the 
non-recrystallization temperature of austenite on an API X70M PSL2 grade steel, to increase 
the strength without sacrificing the toughness. Different reduction ratios between 60,7% and 
72,8% were utilized and the effect of reduction ratios on mechanical properties and 
microstructures were investigated during the trials. It was observed that final grain size 
decreased and strength and toughness increased with increasing reduction ratios. 

Keywords: X70, thermo-mechanical processing, Charpy impact test, drop weight tear test, 
toughness 

 

1. INTRODUCTION 

High-strength low-alloy (HSLA) steels which are 
commonly used for different structural 
applications have been developed by thermo-
mechanically controlled hot rolling process to 
particularly combine high strength with good 
toughness [1,2]. However, due to recently 
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0000-0002-8646-8274 

increasing demand to use these steels in harsh 
service conditions, impact toughness at low-
temperatures has become a primary concern and 
key criteria for them. 

The demand for natural gas and crude oil rapidly 
increases with industrial developments. Since 
many gas and oil fields are located in remote 
areas, it is necessary to transport the gas and oil 
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from these areas to consumption areas 
economically. In this context, line pipes are 
considered as the most economical and safe 
transportation of the gas and oil across distant 
miles. In order to reduce the transportation costs 
by long-distance line pipes, higher operating 
pressures in line pipes are expected, which 
consequently require higher wall thickness or 
higher strength steel with excellent combination 
of high toughness and strength [3-9]. Therefore, 
the increasing demand for oil and gas 
transportation is a driving force for the 
development of specialized and cost-effective line 
pipe steels with improved toughness, strength, 
weldability and corrosion resistance [10-13]. 

Increasing the strength of line pipe material can 
reduce significantly the wall thickness and 
consequently weight of the material. Such savings 
are important especially for the installation of line 
pipes in distant areas, where any weight reduction 
can be crucial in reducing the basic costs such as 
the amount of welding consumables, 
transportation and manipulation of the pipes 
during construction [14,15]. 

In addition to high toughness, resistance to crack-
propagation is also extremely important for the 
development of high strength line pipe steels. 
Therefore, in practice, appropriate combinations 
of toughness and strength ensuring resistance to 
rapid crack propagation are desired [16]. 

In the line pipe steels, there is no strictly specified 
elemental composition and microstructure 
[17,18]. The thermo-mechanically controlled 
process (TMCP) in hot rolling stage introduces 
ideal microstructure resulting in desired 
mechanical properties. In this respect, alloying 
composition is essentially designed to assist 
appropriate TMCP. 

In TMCP, reheating, rolling and coiling 
temperatures, distribution of rolling reductions 
among the rolling passes and cooling rate can be 
adjusted to get the desired properties [10]. For 
instance, low finishing temperature and fast 
cooling rate significantly produces higher 
strength than high finish rolling temperature and 
slow cooling rate.  

Controlled rolling of heavy gauge material at high 
temperatures is an exclusive phase of TMCP 
temperatures, which finally produces various 
combinations of ferrite–pearlite–bainite in final 
microstructure. 

Generally, controlled rolling of high strength line 
pipe steels such as API (The American Petroleum 
Institute) X70 steel consists of two phases [19]: 

- Rough rolling, which is carried out at 
temperatures above non-recrystallization 
temperature (TNR) of austenite and aims to 
achieve a recrystallized polygonal austenite 
microstructure across the thickness. 

- Finish rolling, which is carried out below TNR, 
but above Ar3 (beginning temperature of 
transformation from austenite to ferrite during 
cooling) in order to obtain deformed non-
recrystallized in austenitic microstructure.  

The TNR can be determined or estimated through 
many methods. From the literature, TNR can be 
estimated through empirical formulas and 
laboratory methods [20-23]. The Boratto’s 
equation [20] given in Equation 1 is the most 
known empirical formula to estimate TNR (°C). 

TNR (°C) = 464C + 887 + (6445Nb – 644√Nb) + (732V – 
230√V) + 363Al - 357Si + 890Ti   (1) 

where C, Nb, V, Al, Si and Ti are the elements in 
the steel in weight percent (wt.%). 

The accelerated cooling following controlled 
rolling determines the final microstructure 
through phase transformation of hot rolled 
austenite. After controlled rolling, deformed 
austenite must have high density of dislocations 
and grain boundaries to permit the nucleation of 
new phases [24]. 

The introduction of accelerated cooling after 
controlled rolling led to the production of higher 
strength steels [5]. Higher strength line pipe steels 
have been very successfully exploited worldwide 
in line pipe construction. These have been 
produced by accelerated cooling at cooling rates 
of 10 to 20 °C/s finalized with a coiling 
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temperature of 500-600°C, after which air cooling 
is used [14]. 

Additional reduction in grain size of the final 
microstructure is achievable by increasing the 
degree of rolling reduction; arranging the final 
rolling stage and abbreviating the interval 
between the end of rolling and the onset of 
cooling [25]. 

The production of X70 grade for gas and oil line 
pipes today is based on the controlled rolling with 
accelerated cooling [26]. Because of the nature of 
cooling in coil form, non-uniform structures are 
formed in coil products. Hence, the mechanical 
properties are non-uniform over the strip length 
since the external and internal turns in a coil are 
cooled more rapidly than the middle turns. To 
avoid a cooling-rate gradient and ensure uniform 
mechanical properties over the length of the strip, 
the coils of line pipe steels are subjected to 
accelerated cooling [26]. 

Low carbon steels have very good weldability and 
strength decrease due to carbon content decrease 
is compensated by the addition of vanadium, 
niobium and titanium in the micro-scale [27]. 
Softening caused by the reduction of carbon 
content is compensated by grain refining and 
precipitation hardening. The influence of micro-
alloying elements on strengthening depends on 
the controlled rolling and accelerated cooling 
conditions. 

Simultaneous achievement of good weldability, 
high impact resistance and high strength is 
possible by keeping carbon, sulfur, phosphorus, 
nonmetallic inclusions, and gases at the lowest 
possible level and appropriate selection of micro-
alloy additions (Nb, V, Mo, Al, Ti) and Mn 
assuring achievement of required yield strength 
after applying meticulously designed TMCP [27]. 
The most significant reason of keeping low 
amount of carbon is, to get one-phase 
microstructure having fine grains after TMCP 
[20-28].  

Line pipes can be suddenly fractured when the 
cracks initiate and propagate rapidly by 
explosion, impact or earthquake as they have been 
used under high pressure and low temperature 

conditions [28]. Fracture properties especially at 
low temperatures of line pipe steels have been 
widely evaluated by carrying out drop-weight tear 
tests (DWTT) and Charpy impact tests [4, 5-8, 16, 
29-36], and the test results may show variations 
as the notch shape, dimension and thickness of the 
test specimens changes [28]. The DWTT has been 
adopted as the official test condition by the API 
(American Petroleum Institute) for line pipe steels 
since DWTT is quite consistent with the fracture 
appearance transition occurring in actual fracture 
period of line pipe steels [6]. 

85 % SATT (shear appearance transition 
temperature) obtained from the drop weight tear 
tests is used as a standard to determine FPTT 
(fracture propagation transition temperature) 
[5,8]. Chevron Notch (CN) DWTT specimens or 
Press Notch (PN) DWTT specimens are used for 
FPTT of line pipe steels according to the API RP 
5L3 specification [37]. The absorption energies 
from the press notch and chevron notch DWT 
tests and Charpy impacts tests all can be used as 
the criteria to measure the unstable ductile 
fracture resistance in line pipe steels [5]. 

The 85 percent, % SA (shear area) measured from 
the DWT test is generally known as the “Battelle 
85 %. Shear Area criterion” [6] to prevent the 
propagation of brittle fracture: if the measured SA 
is higher than 85 %, then material is supposed to 
withstand against the brittle fracture [17]. 

Crack-tip opening angle (CTOA) method and 
new approaches to DWT test are also introduced 
for systematic and more precise analyses as the 
toughness is greatly improved by ongoing studies 
on line pipe steels. However, the Charpy impact 
test being a simple testing method is still most 
commonly used method to evaluate transition 
temperature and absorbed energy of line pipe 
steels [6,16, 17]. 

As the rolling below TNR is of primary concern to 
meet high toughness values in TMCP, the effect 
of hot rolling reduction ratio below TNR on ductile 
fracture behavior in API X70M PSL2 line pipe 
steel was investigated in this study. Other rolling 
parameters and cooling rates were chosen 
identical in all trials to analyze the effect of hot 
rolling reduction ratio below TNR. [10-12,16].  
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2. MATERIALS AND METHODS 

An API X70M PSL2 grade steel was used in the 
industrial trials. Chemical composition of the 
steel is as follows (wt.%): C:0.052; Si:0.211; 
Mn:1.63; Cu:0.16; Ni:0.21; Cr:0.13; Mo:0.12; 
N:0.0063 and Nb+V+Ti:0.089. 

Slabs in size of 220 mm (t) x 8500 mm (l) x 1500 
mm (w) were hot rolled in one stand 4-high 
roughing mill with 5 passes and seven stand 4-
high finishing mill with 7 passes under thermo-
mechanical controlled rolling conditions. Before 
rolling, all slabs were heated to 1220 °C and 
soaked for a specific period in the soaking zone of 
a walking beam type reheating furnace in order to 
dissolve all the Nb in austenite. 

Two different transfer bar thicknesses were used 
for identical roughing conditions, in which final 
roughing temperatures were above the calculated 
TNR. Thicknesses of the slabs were reduced to 
73.5 and 56 mm in 5 passes in the roughing mill. 
Before transferring to the finishing mill, special 
practice was applied to the transfer bars to obtain 
a desired homogenous finish rolling temperature 
below the TNR of material. The TNR for this steel 
was calculated as 1134 °C according to the 
Equation 1. Entry of the materials to the finishing 
mill was conducted at about 1000-980 °C.  A 
primary grain refinement effect was expected by 
rolling in the non-recrystallized region of 
austenite with high rolling reduction ratios. 
Rolling was finished at 800-820 °C (FRT, the 
temperature at the exit of the last finishing rolling 
stand). Following finish rolling, the materials 
were accelerated cooled on run-out table with a 
cooling rate of ~12-15 °C/s and coiled at 550-600 
°C. In the trials, total reduction ratio varied from 
60.7 % to 72.8 %.  

2.1. Microstructural analysis 

The cross-sectional metallographic specimens 
taken from transversal to rolling direction were 
polished and etched by a 2 % Nital solution, and 
microstructures were observed by an optical 
microscope.  

2.2. Tensile and Charpy impact tests 

Tensile rectangular specimens with 38 mm gauge 
width and 50 mm gauge length were prepared in 
the transversal, diagonal (45° to the rolling 
direction) and longitudinal directions and were 
tested at a crosshead speed of 5 mm/min using a 
600 kN Zwick tensile test machine at room 
temperature. Charpy impact tests were performed 
on Charpy V-notch (CVN) specimens [38] in size 
of 10 mm × 10mm × 55 mm in transversal 
orientation in a temperature range from −80 to 0 
°C using a Zwick impact tester of 450 J capacity. 
Ductile and brittle zones on the fracture surfaces 
of Charpy samples were also investigated by 
scanning electron microscope (SEM). 

2.3. Drop weight tear tests 

DWTT specimens were prepared in size of 305 
mm × 76.2 mm × 20 mm in transversal direction 
in accordance with the API 5L3 [37] and ASTM 
E436-91 [39] specifications, and then a pressed 
notch was applied on to them. These specimens 
were tested with a DWT testing machine having a 
maximum energy capacity of 50,000 J at 0 °C. 
The special refrigerant was used to cool the 
DWTT specimens down to 0 °C by putting 
ethanol in the specimen pool in where specimens 
were immersed for 20 min. and then immediately 
tested. The percent shear area (pct. SA) [37] was 
calculated according to the Equation 2. 

pct. SA = (((71-2t)t-(3/4)ab) / (71-2t)t) ×100 (2)

where a, b and t are the width of cleavage fracture, 
length of cleavage fracture and full plate thickness 
respectively [37, 39]. 

3. RESULTS AND DISCUSSION 

Variation of yield strength depending on the 
reduction ratio is shown in Figure 1. It was 
observed that yield strength increased as the 
reduction ratio below TNR increased. The increase 
is more obvious on the transversal specimens with 
higher yield strength values, whereas lower yield 
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strength values were obtained on the longitudinal 
specimens. 

 

Figure 1. Variation of yield strength with the 
reduction ratio below TNR. 

Compared to yield strength, it was observed that 
tensile strength slightly increased as the reduction 
ratio increased (Figure 2). Higher tensile strength 
values were obtained on the transversal 
specimens; whereas lower tensile strength values 
were observed on the longitudinal specimens. 

 

 

 

Figure 2. Variation of tensile strength with the 
reduction ratio below TNR. 

It was observed that elongation slightly decreased 
with increasing reduction ratio (Figure 3). 

 

Figure 3. Variation of elongation with the reduction 
ratio below TNR. 

Pct. SA value in DWTT, which is the key property 
in many line pipe applications increases with the 
increasing reduction ratio: pct. SA is about 50 at 
the reduction ratio of 60.7 % and increases up to 
90 as the reduction ratio has been increased to 
72.8 % (Figures 4 and 5). Here, only the 72.8 % 
reduction ratio below TNR meets the “Battelle’s 
criterion” to prevent the brittle fracture 
propagation. 

 

 

Figure 4. Variation of pct. SA in DWTT with the 
reduction ratio below TNR. 
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Figure 5. Fracture surfaces of DWTT samples 
associated with reduction ratio below TNR. 

The effect of total % reduction ratio under TNR on 
the Charpy V notch impact values on different test 
temperatures is shown in Figure 6. The improving 
effect of reduction ratio below TNR on the V 
notched Charpy impact values can significantly 
be seen at -80 °C in Figures 6 and 7.  Charpy V 
notch impact values increased and the type of the 
fracture turns into the ductile fracture from brittle 
fracture as the reduction ratio increased. The 
increase in the impact energy values is more 
obvious on the samples tested at -80 °C than the 
samples tested at higher temperatures. The 
increase of the reduction ratio ensures achieving 
the desired crack-propagation resistance. 

 

Figure 6. Variation of Charpy V-notch impact values 
with the reduction ratio below TNR.  

Microstructural variations on the investigated 
steel are shown in Figure 8 depending on the 
reduction ratio. An obvious decrease in ferrite 
grain size (from 12 to 13,5 ASTM Grain Size 
Number according to linear intercept method) is 
observed in the microstructures with increasing 
reduction ratio below TNR. Also, acicular ferrite 
(AF) formations replace pearlite in the 
microstructure with increasing reduction ratio 
below TNR while volume fraction of pearlite in the 
microstructure decreases. 

SEM investigations were carried out on Charpy 
specimens tested at -80 °C to confirm the nature 
of fracture depending on the reduction ratio. SEM 
images of Charpy test specimens tested at -80 °C 
are given in Figures 9 and 10 as examples. Totally 
dimple area which represents ductile fracture is 
observed at a reduction ratio of 72.8 % and this is 
clearly visible in Figure 9. Fracture mode is 
cleavage fracture which is transgranular brittle 
fracture at a reduction ratio of 60.7 % as can be 
seen in Figure 10. 
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Figure 7. Fracture surfaces of Charpy V-notch impact 
test samples associated with reduction ratio below 

TNR (Test temperature -80 °C). 

 

 

Figure 8. Microstructures associated with reduction 
ratio below TNR. 

 

Figure 9. SEM image of Charpy test specimen tested 
at -80 °C (reduction ratio: 72.8 %). 
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Figure 10. SEM image of Charpy test specimen 
tested at -80 °C (reduction ratio: 60.7 %). 

High dislocation density is generated by the 
rolling reductions below TNR and some strain 
energy retains in the austenite, this energy is the 
mechanical driving force for grain refinement and 
nucleation of acicular ferrite [24, 25, 26]. It was 
shown that the rolling deformation prior to the 
transformation into the acicular ferrite is more 
effective in increasing the amount of the acicular 
ferrite phase than chemical alloying and 
increasing the cooling rate [27]. The dislocations 
by the rolling reduction do not survive in every 
case for the transformation into acicular ferrite but 
the rolling operation induces a finer grained and 
dislocated “pancaked” austenite before 
transformation that will provide a high nucleation 
rate of acicular ferrite during the transformation 
[3, 27]. Ferrite grain size effects on the yield 
strength rather than the tensile strength through 
the Hall-Petch relationship [28, 29]. All of these 
can hinder the commencement of plastic 
deformation and cause an increase in the yield 
strength in the steel. 

4. CONCLUSIONS 

According to the results achieved in the trials 
below calculated TNR temperature, it appears that 
yield strength significantly increases, tensile 
strength slightly changes, and elongation 
decreases in some degree. DWTT and impact 
toughness increases with increasing reduction 
ratio. Metallographic examinations show that 
final grain size decreases with increasing 
deformation ratio, and thereby confirm that fine 
grain sized microstructure increases toughness 
and strength together. Based on the trend of the 

experimental results of this study, it is expected 
further improvements on the mechanical 
properties when the reduction ratio increased 
beyond to max. reduction ratio (72.8 %) applied 
in this study. 
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Some connections between various classes of analytic functions associated 
with the power series distribution 

 

Serkan Çakmak1, Sibel Yalçın2, Şahsene Altınkaya*3 

 

Abstract 

The primary motivation of the paper is to investigate the power series distribution (Pascal 
model) for the analytic function classes 𝑇𝒢(𝛼), 𝑇𝒢𝒮∗(𝛼, 𝜌) and 𝑇𝒢𝒞(𝛼, 𝜌). Furthermore, we 
give necessary and sufficient conditions for the Pascal distribution series belonging to these 
classes. 

Keywords: Analytic functions, power series distribution 

 

1. INTRODUCTION 

The power series distribution is very 
useful in multivariate data research fields. This 
family of distributions, particularly is used in 
survival and reliability studies. However, 
nowadays, the elementary distributions such as 
the Poisson, the Pascal, the Logarithmic, the 
Binomial, the Burr-Weibull have been partially 
studied in the Geometric Function Theory from a 
theoretical point of view (see [1], [2], [3], [4]). In 
this paper, we focus on the Pascal power series 
distribution. 

 
Let us consider a non-negative discrete 

random variable 𝒳 with a Pascal probability 
generating function 
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where 𝑝 (0 ≤ 𝑝 ≤ 1), t are called the parameters. 
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Let 𝒜 represent the class of functions 𝑓 of 
the form 

           





2

,
j

j
j zazzf                     (1)                                           

which are analytic in the open unit disk 𝔘 =
{𝑧: 𝑧 ∈ ℂ and |𝑧| < 1}. Let 𝒮 be the subclass of 𝒜 
consisting of functions which are univalent in 𝔘 
and T be the subclass of 𝒮 consisting of functions 
whose coefficients, from the second on, are non-
negative given by (see [5]) 
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Furthermore, by 𝒢(𝛼), 𝒢𝒮∗(𝛼, 𝜌) we shall 
denote the class of all functions 𝑓 ∈ 𝒜 which 
satisfy the following conditions 
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respectively. 
 

Let also 𝒢𝒞(𝛼, 𝜌) denote the class of all 
functions 𝑓 ∈ 𝒜 which satisfy the following 
condition 
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   (5)                

We next must write 
 

𝑇𝒢(𝛼) = 𝒢(𝛼) ∩ 𝑇, 
 

𝑇𝒢𝒮∗(𝛼, 𝜌) = 𝒢𝒮∗(𝛼, 𝜌) ∩ 𝑇 
and  

𝑇𝒢𝒞(𝛼, 𝜌) = 𝒢𝒞(𝛼, 𝜌) ∩ 𝑇. 
 
These classes introduced and studied by Ronning 
[6]. 
 

The primary motivation of the paper is to 
investigate the Pascal power series distribution 
for the analytic function classes 𝑇𝒢(𝛼), 
𝑇𝒢𝒮∗(𝛼, 𝜌) and 𝑇𝒢𝒞(𝛼, 𝜌). 
 

 

2. PASCAL POWER SERIES 
DISTRIBUTION 

We start by stating the Pascal power series 
and the basis lemmas for our further 
investigations. 

 
Based upon the Pascal distribution, 

consider the following power series: 
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Note that, by using ratio test we conclude that the 
radius of convergence of the above power series 
is infinity. 

 

Lemma 1. A function 𝑓 ∈ 𝒜 given by (1) 
is in the class 𝒢(𝛼) if it satisfies the following 
condition 
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Lemma 2. A function 𝑓 ∈ 𝒜 given by (1)  

is in the class 𝒢𝒮∗(𝛼, 𝜌) if it satisfies the 
following condition 
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Lemma 3. A function 𝑓 ∈ 𝒜 given by (1)  

is in the class 𝒢𝒞(𝛼, 𝜌) if it satisfies the following 
condition 
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Lemma 4. A function 𝑓 ∈ 𝑇 given by (2) 

is in the class 𝑇𝒢(𝛼) if and only if it satisfies the 
following condition (7). 

 
Lemma 5. A function 𝑓 ∈ 𝑇 given by (2)  

is in the class 𝑇𝒢𝒮∗(𝛼, 𝜌) if and only if it satisfies 
the following condition (8). 

 
Lemma 6. A function 𝑓 ∈ 𝑇 given by (2)  

is in the class 𝑇𝒢𝒞(𝛼, 𝜌) if and only if it satisfies 
the following condition (9). 
 

3. APPLICATION 

By considering above definitions and 
lemmas, we have the following necessary and 
sufficient conditions for the function 𝑃. 

Theorem 1. For 𝑝 ≠ 1, the function 𝑃 
given by (6) is in the class 𝒢𝑇𝒮∗(𝛼, 𝜌) if and only 
if 
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Proof. According to Lemma 2, we must 

show that 
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Therefore, by combining the relation (6) and 
implication (10), we have the equality  
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Thus the proof of Theorem 1 is now completed.  
 
 

Corollary 1. For 𝑝 ≠ 1, the function 𝑃 
given by (6) is in the class 𝑇𝒢(𝛼) if and only if 
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In what follows, we shall give the results 
for the class 𝑇𝒢𝒞(𝛼, 𝜌). 

 
 

Theorem 2. For 𝑝 ≠ 1, the function 𝑃 
given by (6) is in the class 𝑇𝒢𝒞(𝛼, 𝜌) if and only 
if 
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 Proof. According to Lemma 3, we must 

show that 
 

     
















2

11
1

111
1

2 .
j

p
j

pjj
j


t

t
t  

Therefore, by combining the relation (6) and 
implication (12), we have the equality  
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Thus, according to Lemma 3, we conclude that 
𝑓 ∈ 𝑇𝒢𝒞(𝛼, 𝜌). 
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Optimized Analytical Solution of Platform Panel Radiative Area Dimensioning of 
Geostationary Communications Satellites: A Practical Approach 

Murat Bulut*1, Nedim Sözbir1,2,3 

 

 

Abstract 

Determining radiative areas of geostationary satellite are one of the challenging tasks for 
satellite thermal engineers at the early stage of the project. Radiative areas of geostationary 
communication satellite for the payload and platform panels are determined based on worst hot 
case (end-of-life). After calculation of radiative areas, it needs to be optimized according to 
worst hot and cold scenario at sun acquisition mode, orbit raising mode and geostationary orbit. 
Authors, in this study, optimized geostationary satellite platform panel. The radiator’s 
dimensions were calculated and then optimized based on sun acquisition mode, orbit raising 
mode and geostationary orbit. Determining radiative areas of GEO satellite is important task. 
Radiative areas always are determined based on hot case condition at EOL. On the other hand, 
these radiative areas needs to be optimized according SAM, ORM, and GEO scenario. 
Calculated radiative areas both the north panel and the south panel was 1 m2. Radiative areas 
were studied at +/-10% m2. It was seen from the analytical results that the surface temperature 
of the platform panel areas were between -48.5 oC at 1.1 m2 of radiative area and 37.7 oC at 0.9 
m2 of radiative area. 

Keywords: geostationary earth orbit satellite, thermal analysis, launcher, solar array 

 

1. INTRODUCTION 

The thermal control system (TCS) of a satellite is 
to maintain temperature of the electronic 
components of a satellite within acceptable limits 
during service life. TCS is divided into three parts 
which are thermal design, analysis, and test. 

                                                 
* Corresponding Author: bulut44@gmail.com 
1 Turksat Satellite Communication Cable TV and Operations Joint Stock Co., Satellite Programs Directorate, 
Golbasi, Ankara, Turkey. ORCID: 0000-0002-9024-7722 
2 Sakarya University, Mechanical Engineering Department, Esentepe, Sakarya, Turkey. ORCID:0000-0003-4633-
2521 
3 Tübitak MAM, Gebze, Kocaeli, Turkey. ORCID:0000-0003-4633-2521 

Based on the results of thermal analysis, thermal 
design is optimized and verified by the thermal  

balance test [1]. Passive and active thermal 
control techniques are used during TCS. Passive 
thermal control technique includes in heat pipe 
(HP), optical solar reflector (OSR), and paintings. 
Active thermal control technique includes in 
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heaters and thermistors. Thermocouples are used 
during the thermal test.   

Preliminary design review (PDR) and critical 
design review (CDR) are two main milestones of 
the satellite project during thermal design and 
thermal analysis. At PDR phase, radiative areas of 
the satellite are calculated and then at CDR phase, 
radiative areas are finalized. Satellite thermal 
engineers always face the challenge of 
determining radiative areas at the stage of PDR 
and CDR phase.   

Radiator system optimization is very common 
subject that many researches have been published 
numerous studies [2-11] but there is no paper 
established in optimized platform panel radiative 
area of three-axis stabilized geostationary 
communications satellites.  

Curran and Lam [2] studied a mathematical model 
of the spacecraft that had embedded heat pipes in 
order to optimize radiator area according to 
payload heat rejection. They calculated the 
minimum weight configuration based on radiator 
surface parameters, heat pipe spacing, panel 
thermal conductives and facesheet thickness [2]. 
Sam and Deng [3] presented optimization of 
radiator area of geostationary communications 
satellite. Optimization of four radiator areas was 
done by using SINDA/FLUINT commercial 
software. Analysis results showed that reduction 
of the total weight was 5.87 kg. Comparing 
between  initial approach and final approach,  the 
weight saved was 1.5 kg. Arslanturk [4] presented 
the correlation equations to find the optimum 
dimensions of space radiators in order to 
maximize the heat transfer per unit radiator mass. 
Cockfield [5] studied on structural optimization 
of a radiator area. Kelly et al. [6] studied 
optimization of a heat pipe radiator area of 
spacecraft that had high power TWTAs.   They 
developed a detailed analytical model of the 
radiator to evaluate thermal performance under 
worst-case environmental and operational 
conditions. Muraoka et al. [7] developed a 
simplified thermal model to calculate the 
optimum radiator/solar absorber areas and then 
the results of a simplified thermal model were 
implemented in a detailed thermal model. Their 
main study was to reduce computational time and 

to optimize the radiator areas [7]. Hull et al.  [8] 
presented the development of detailed analysis 
tool to design radiator area. Kim et al. [9] 
presented two radiator design optimization 
methods based on node division of the thermal 
model. An integrated analysis combining an 
optimization algorithm with thermal analysis was 
used at the first method. A radiator node stepwise 
was added based on a temperature sensitivity at 
the second method. Kim et al. [10] studied the 
optimization of a spacecraft radiator. The aim of 
the study was both enhancing the thermal 
performance and reducing mass of the spacecraft. 
Honeycomb core, the distance between heat 
pipes, facesheet thickness were three parameters 
during the optimization of the radiator areas. A 
strategy for a quick determination of the optimum 
configuration for radiators and solar absorbers in 
a spacecraft thermal design was presented 
Muraoka et al. [7]. The aim of the study was to 
maximize temperature margins and minimize 
heater power consumption. Hung and Deng [11] 
presented thermal design and optimization of a 
heat pipe raditor. A heat pipe radiator consisted of 
surface mounted heat pipe and embedded heat 
pipe. After sizing optimization of mounted and 
embedded heat pipes, minimum weight of the 
radiator was obtained. 

In this study, radiative areas of the platform 
panels were optimized by analytical solution. 

2. SATELLITE DESIGN DESCRIPTION 

Figure 1 shows geostationary communication 
satellite which consists of gregorian antenna, 
deployable antenna, solar array, main structure 
and apogee boost motor (ABM) as the main parts. 
North and south panel outer surface areas are 
covered by multi layer insulation (MLI) excep 
radiative areas, which are cover with optical solar 
reflector (OSR). MLI contain multi-layers of 
metalized mylar or kapton with little contact 
between each layer (to reduce conduction 
transfer). MLI has small emittance and 
absorptance [12]. OSR reflect the sun, but 
dissipate the heat through surfaces to which they 
are attached. The optical solar reflector has lower 
absorptivity value and higher emissivity value. 
The ratio of absorptivity/emissivity is low. 
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Therefore, OSR is material to use in space 
environment as thermal control system hardware 
[13].  Solar arrays are located at north and south 
panels in +y and -y directions.  Deployable 
antennas are located at east and west panels in +x 
and –x directions. ABM is located zenith side in -
z direction. Gregorian antenna is located on nadir 
panel in +z direction.  

 

Figure 1. Geostationary communication satellite at 
GEO 

The AOCS has three modes of operation which 
are sun acquisition mode (SAM), Inertial Attitude 
Acquisition Mode (IAAM) and Orbit Raising 
Mode (ORM) during transfer orbit (TO). These 
modes may be entered automatically or manually 
by ground control. Figure 2 shows AOCS of the 
satellite with respect to three modes at TO. SAM 
brings the satellite from an arbitrary initial 
condition to a sun pointing attitude, i.e. the 
desired principal axis is pointed to the sun and the 
satellite is to rotate around the sunline with a 
constant rate [14]. At ORM, the solar arrays are 
folded against two opposite sides of the satellite 
body which is spinning while the satellite is at 
SAM and ORM. Figure 3 shows the satellite at 
ORM and SAM.  

 

Figure 2. AOCS modes of the satellite at transfer 
orbit [15] 

 

Figure 3. The satellite at ORM and SAM 

3. THERMAL ANALYSIS DESCRIPTION 

The main goals of TCS is to make sure that the 
internal components of the satellite remain within 
their acceptable temperature during the worst hot 
and cold conditions during service life. A steady-
state thermal analysis and a transient thermal 
analysis are two types of thermal analysis[16-18]. 
A steady state thermal analysis determines the 
temperature distribution and other thermal 
quantities under conditions that a period of time 
can be ignored [17]. A transient thermal analysis 
determines the temperature distribution and other 
thermal quantities under conditions that vary over 
a period of time [17]. 

Energy balance for satellite is written as follows 
in equation (1) and (2).  

Qin=Qout                                                                                          (1) 

SRaddEAS QQQQQ                                     (2) 

The left side equation (1); QS is environmental 
heat load from solar, QA is environmental heat 
load from albedo, QE is environmental heat load 
from Earth and Qd is heat dissipition from 
electronic device. Heat load received by 
spacecraft (QRad-S) is shown on the right side 
equation. 

Equation (3) shows the heat balance between the 
radiator and the space environment in steady state 
[19]. 
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 4)( TAQqAqAqA surfacedEEAASS       (3) 

where AS is the projected areas of solar, AA is the 
projected area of albedo, AE is the projected area 
of Earth, the satellite radiator area is Asurface.  qS, 
qA and qE are sun flux, albedo flux and Earth flux, 
respectively. α is absorptivity. ε is emissivity. σ is 
Stefan-Boltzmann constant σ is 5.699*10-8 
W/m2K4 . T is temperature.  

In Figure 4, radiator energy balance is also 
represented. Radiator areas of the satellite reject 
heat by infrared (IR) radiation. The radiating 
power depends on the surface emmisivity values 
and temperature of radiator surface area. 
Radiataive areas were covered by OSR material 
in order to reject heat from the satellite. Figure 4 
shows radiator energy balance. 

 

 

Figure 4. Radiator energy balance 

 

Radiative area is optimized by using the following 
equation. 

     4444 **** SAOSRSAspaceOSROSRSPsurface TTTTAQ      (4) 

Q is the total heat loads comes from components 
and external heat. Asurface is the radiative area.  εSP-

OSR is emissivity of OSR at structural panel. εSA      
is emissivity of solar array backside.    TOSR  is the 
temperature of OSR at platform panel.   Tspace is 
the temperature of space environment which is 
taken as 4 oK.   TSA is the temperature of solar 
array.  Asurface would be assumed and TOSR would 
be calculated. The respresentation of εSP-OSR and 
εSAis shown in Figure 3. 

3.1. Thermal Analysis Input 

In this study, the values and properties are taken 
as follows. At the beginning of life (BOL), The 
solar absorptivity of the OSR was taken 
approximately 0.11. The emissivity of the OSR 
(εSP-OSR) and the emissivity of solar array back 
side (εSA) would be approximately 0.84 and 0.42, 
respectively at BOL. The space temperature was 
taken at 4 oK. The solar array temperature of 20 
oC at SAM and 60 oC at ORM are selected for the 
steady state thermal analysis. The intensity of 
solar radiation is 1418 W/m2. The internally 
generated heat dissipation by components is 
shown in Table 1. 

 

Table 1. Platform panel heat dissipation 

 

The radiator’s dimensions were determined 
considering cold scenario at sun acquisition mode 
(SAM), hot and cold scenario at orbit raising 
mode (ORM) and cold scenario at geostationary 
orbit (GEO). Four cases are considered during the 
analytical solution. Table 1 shows the list of the 
cases with respect to heat dissipation values. They 
are three cold cases (SAM, ORM and GEO) and 
one hot case (ORM). The mission, the orientation, 
surface properties and the size of the satellite are 
key parameters to determine the external head 
loads that are receive from the satellite. Knowing 
these parameters, the absolute worst hot and cold 
case conditions are determined [20]. The satellite 
is in sunlight during hot case conditions. The 
satellite does not see the Sun during col case 
condition. 

4. RESULTS AND DISCUSSIONS 

A steady state analysis was used at SAM, ORM, 
and GEO as the initial thermal analysis. Table 2 

North panel South panel
Mode Case (W) (W)
SAM Cold 93.7 127.1
ORM Cold 73.2 133.3

Hot 73.2 133.3
GEO Cold 189.3 123.7
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and Table 3 shows OSR area vs OSR temperature 
at north and south platform panel.  

Table 2. OSR area vs OSR temperature at north 
platform panel 

 

In Table 2, at 0.9 m2 of radiative areas, the OSR 
temperatures at north panel is between -39.84 oC 
and 20.81 oC. The coldest temperature is at ORM 
(cold case). The hottest temperature is at ORM 
(hot case). The temperature difference between 
the coldest temperature and the hottest 
temperature is 60.61 oC. At 1.1 m2 of radiative 
areas, the OSR temperatures at north panel varies 
between -48.45 oC and 16.65 oC. The coldest 
temperature is at ORM (cold case). The hottest 
temperature is at ORM (hot case). The 
temperature difference between the coldest 
temperature and the hottest temperature is 55 oC. 
OSR temperatures at ORM (cold case) for north 
panel varies -39.8 oC (0.9 m2) and -48.5 (1.1 m2). 
The temperatures difference is 8.7 oC.  

 

 

 

Table 3. OSR area vs OSR temperature at south 
platform panel 

 

In Table 3, at 0.9 m2 of radiative areas, the OSR 
temperatures at south panel is between -17.29 oC 
and 37.7 oC. The coldest temperature is at GEO 
(cold case). The hottest temperature is at ORM 
(hot case). The temperature difference between 
the coldest temperature and the hottest 
temperature is 54.99 oC. At 1.1 m2 of radiative 
areas, the OSR temperatures at south panel is 
between -29.81 oC and 31.22 oC. The coldest 
temperature is at ORM (cold case). The hottest 
temperature is at ORM (hot case). The 
temperature difference between the coldest 
temperature and the hottest temperature is 61.03 
oC. OSR temperatures at ORM (hot case) for 
south panel varies 37.7 oC (0.9 m2) and 31.22 oC 
(1.1 m2). The temperatures difference is 6.58 oC. 

5. CONCLUSIONS 

Determining radiative areas of GEO satellite is 
important task at early stage of the project. 
Radiative areas always are determined based on 
hot case condition at EOL. On the other hand, 
these radiative areas needs to be optimized 
according SAM, ORM, and GEO scenario. In this 

Mode SAM GEO
Case Cold Hot Cold Cold

SA temperature 20
o
C 60

o
C 60

o
C 60

o
C

Solar flux (W/m2) 0 1418 0 0
Dissipation (W) 93.7 73.2 73.2 189.3

OSR area (m2)

0.9 -2.43 20.81 -39.84 -15.36
0.92 -3.23 20.32 -40.82 -16.78
0.94 -4.01 19.85 -41.77 -18.15
0.96 -4.76 19.4 -42.69 -19.49
0.98 -5.48 18.97 -43.59 -20.79

1 -6.18 18.55 -44.46 -22.06
1.01 -6.52 18.34 -44.88 -22.69
1.02 -6.86 18.14 -45.3 -23.3
1.04 -7.52 17.75 -46.12 -24.51
1.06 -8.15 17.37 -46.92 -25.7
1.08 -8.77 17 -47.7 -26.85
1.1 -9.37 16.65 -48.45 -27.98

North panel
ORM

OSR temperature (
o
C)

Mode SAM GEO
Case Cold Hot Cold Cold

SA temperature 20
o
C 60

o
C 60

o
C 60

o
C

Solar flux (W/m2) 0 1418 0 0
Dissipation (W) 127.1 133.3 133.3 123.7

OSR area (m2)

0.9 9.8 37.7 -9.49 -17.29
0.92 8.85 36.95 -10.73 -18.69
0.94 7.93 36.22 -11.93 -20.06
0.96 7.04 35.52 -13.1 -21.39
0.98 6.17 34.84 -14.23 -22.68

1 5.34 34.19 -15.34 -23.94
1.01 4.93 33.87 -15.88 -24.56
1.02 4.53 33.56 -16.41 -25.17
1.04 3.74 32.95 -17.46 -26.37
1.06 2.98 32.35 -18.48 -27.55
1.08 2.24 31.78 -19.47 -28.69
1.1 1.52 31.22 -20.44 -29.81

South panel
ORM
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study, the analytical solution was carried out to 
optimize the radiative areas of payload panels ( 
the north and the south panels) that were 1 m2 for 
each panel. Radiative areas were studied at +/-
10% m2. Radiative areas of north and south panels 
from 0.9 m2 to 1.1 m2 were studied.  

The results showed that OSR temperature of the 
panels depended on SAM, ORM, and GEO 
scenario. Increasing the radiative areas from 0.9 
m2 to 1.1 m2 for the north panel, the coldest 
temperature decreased from -39.84 oC to -48.45 
oC. The hottest temperature decreased from 20.81 
oC to 16.65 oC. Increasing the radiative areas from 
0.9 m2 to 1.1 m2 for the south panel, the coldest 
temperature decreased from -17.29 oC to -29.81 
oC. The hottest temperature decreased from 37.7 
oC to 31.22 oC. 

It was seen from the results that at north panel 
OSR areas (1.1 m2), the lowest temperature 
occurred as -48.45 oC. That means that north 
panel needed more heating power in order to 
maintain equipment within acceptable 
temperature limit.  At south panel OSR areas (0.9 
m2), the highest temperature occurred as 37.7 oC.  

Based on the above results, satellite thermal 
engineers focus on the  optimization of radiative 
areas based on  radiative areas availability and 
heating power availability in the satellite. 
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Effect of Rapidly Annealing Process on MgB2 Superconducting Wires 

Fırat KARABOĞA*1 

 

Abstract 

The present study has reported the effect of rapidly annealing and cooling process on the 
transport and morphological properties of Fe/MgB2 wires. Transport properties like critical 
transition temperature, transition width and engineering critical current density of the obtained 
wires at different annealing and durations were determined for superconducting wires. The 
results show that the annealing temperature is more dominant to accelerate the reaction rate of 
Mg and B in the wires in comparison with annealing duration. Among the studied wires, a 
highest Jc (T = 36K) value >150 A/cm2 was achieved for the wires at 900oC and 1000oC for 
small durations (15 minutes). In the study, it was investigated whether fast annealing and 
cooling is a possible candidate to fabricate fast the requested superconducting MgB2 long length 
wires for coils by React&Wind method in continuous system or not.  

Keywords:  MgB2 wire, critical current density, heat treatment. 

1. INTRODUCTION 

Critical current density (Jc), critical transition 
temperature (Tc) and upper critical field (Hc2) 
parameters of superconducting materials are those 
of the most prominent properties in industrial 
applications.  Since discovery of MgB2 
superconductors [1], has still interesting in terms 
of higher critical transition temperature than Nb 
based inter-metallic superconductors and 
workable above ∼20 K(liquid hydrogen) as 
cryogen-free [2]. Many researchers have widely 
studied on the different application areas such as 
the materials engineering and heavy-industrial 
technology of superconducting materials namely, 
YBCO, BSSCO and especially MgB2 
superconducting materials [3-5]. Besides, 
nowadays the scientific studies on the wire or tape 
formations for the intermetallic binary 
superconductor MgB2 as Magnetic resonance 

                                                           
* Corresponding Author 
1 Bolu Abant İzzet Baysal Üniversity-Mehmet Tanrıkulu Vocational School of Health Services, Department of 
Medicine Services and Techniques, BOLU- karabogafirat@ibu.edu.tr ORCID: 0000-0001-8168-3242 

imaging [6,7], high power wind turbines [8,9], 
hydrogen level sensor [10] and space satellite 
[11].  

The fabricated wires commonly by means of 
powder-in-tube process (PIT) [12-15] have been 
improved to be applied into industrial by utilizing 
different preparations such as reactive liquid 
infiltration(RLI) method [16,17], internal 
magnesium diffusion (IMD) process [18], cold 
high pressure densification (CHPD) method [19], 
and advanced or modified internal magnesium 
diffusion (AIMD) procedure [20] in according to 
strengths and weaknesses. The manufacture 
process is categorized in two main processes as 
the in-situ and ex-situ MgB2 method in terms of 
the initial filling powders. In-situ MgB2 in the 
fabrication of superconductor wires has preferred 
due to the benefit as possible heat treatment at low 
temperature, comfortable doping, control of 
particle size, and high critical current density 
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under applied external magnetic field [21]. 
Additionally, there are various parameters that 
may control and affect the formation rate of the 
MgB2 layer as annealing temperature and time 
[22], cooling and heating rate [23, 24], 
morphology of the B powder [25] thickness of the 
B layer [26] and also density of the B layer [27]. 
The factors affecting Jc performance are weak 
inter-grain connectivity, porosity, and low MgB2 
core density [28, 29]. Up to now, various 
manufacture methods [30,31], as several sheath 
materials [32], efficient dopants [33], and heat 
treatment conditions [34] have been tested and 
achieved. Fe sheathed MgB2 wire or tape has been 
interested in fabrication due to useful in cold 
drawing process and relatively high critical 
current density in comparison with the used other 
sheaths, etc. [15]. On the other hand, low cost 
production of a single MgB2 phase is hard due to 
the formation of different phases after reaction 
such as MgB6, MgB12, and MgO [35]. Heat-
treatment, size and purity of constituents, and 
operational steps affect directly a pure MgB2 
formation. Oxidation and grain connectivity are 
grave questions in the preparation of MgB2 
samples. Since the critical current density being 
directly relation with grain connectivity is the 
most important parameter in applications. The 
increment of transport critical current density may 
be possible; however it still requests to diminish 
several extrinsic factors in the fabrication of wires 
and other devices [36, 37]. The major challenge is 
how to overcome the major limitations of inter-
grain connectivity in MgB2 formation to enhance 
critical current density (Jc). Hence, it is necessary 
to study the production variables relating to the 
superconductivity of MgB2 in detailed. Further 
studies are needed concerning short annealing 
steps and short annealing times to obtain the 
optimum grain structure and to discover and to 
develop the performance of the MgB2 sample 
[38]. The basic studies to deal with difficulties 
and to transfer gained experience to industrial 
applications have still been continued. 

In the study, the electrical and morphological 
properties of various superconducting Fe 
sheathed MgB2 wires produced with rapidly 
annealing and cooling via solid state reaction 
method have been examined by DC electrical 

resistivity depending on temperature, critical 
current values at constant temperature closed to 
critical transition temperature(Tc) and scanning 
electron microscopy (SEM). The obtained results 
showed that the annealing temperature is more 
dominant according to annealing duration to 
increase reaction rate between Mg and B. High 
annealing temperature for small duration is 
needed to complete formation of MgB2. The wires 
annealed at 900oC and 1000oC for small durations 
(15 minutes) have the highest Jc value >150 
A/cm2 at 36K temperature closed to critical 
transition temperature (Tc).   

2. EXPERIMENTAL PROCEDURES 

A high purity atomized spherical Mg powder 
(99.0% - 100-200 mesh) and elemental 
amorphous boron(95-97% pure) bought by 
Pavezyum Company were weighed in 1:2 ratio as 
stoichiometric and mixed with a ball milling 
machine for 3 hours for preparation of in-situ 
mixture. Then, iron tube OD/12.0mm and 
ID/9.00mm were cut 200mm in length and 
cleaned in alcohol with ultrasonic system for 30 
minutes. After that, the Fe tube being the 
aluminium foil was pressed as stopper in both 
sides of iron tube was filled with densification 
about 1.30 g/cm3 by weighing 6 g of the obtained 
mixture by means of powder in tube method. 
Outer diameter of the prepared iron tube was 
drawn from 12.0mm to 1.00mm with the diameter 
15 percent reduction and intermediate annealing 
processes. The monocore MgB2/Fe 
superconducting wires after drawing process were 
obtained by conventional solid state reaction. The 
solid state reaction of the drawing wires was 
performed by annealing at different 
temperatures(in the range of 650oC and 1000oC) 
and durations (for 15 and 30 minutes) in a 
Protherm tube furnace PZF 12/75/700 with 
suddenly heating and cooling under 5 bar high 
purity argon pressure. The microstructural 
properties (grain connectivity, phase formation, 
densification, and surface morphology) were 
investigated by a scanning electron microscopy 
(SEM, JEOL 6390-LV). The DC resistivity 
measurements (R-T) and current carrying capacity 
measurement(I-V) of the samples were carried out 
by the standard dc four probe technique between 
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10K and 50K and at close to Tc
offset values and 

constant temperature, respectively in CRYO 
Industries system (closed-cycle cryostat). The 
nano-voltmeter and the current source were 
programmable Keithley 2182A and Keithley 220, 
respectively.  

 

3. RESULTS and DISCUSSIONS 

Figure 1 shows the change of the resistivity values 
depending on temperature of the MgB2 wires 
1.00mm in diameter annealed between 650oC -

1000oC for 15 minutes in the range of 10 to 50 K. 
It can be said that resistivity value systematically 
increases with rising of annealing temperature for 
15 min. On the other hand, the normal state 
resistivity of the MgB2 wires was linearly 
increased at below 750oC for short time due to the 
metallic behaviour causing unreacted Mg. 
Additionally, the critical transition temperature 
(Tc) of the studied wires at different annealing 
temperatures for 15 min was the same (about 
37.5K) excluding the wire annealed at 650oC for 
15 min, because the annealing temperature is not 
enough for the completely reaction and it has 
extremely poor connectivity [39]. 

 

Figure 1. Resistivity vs temperature (ρ-T) curves of superconducting MgB2/Fe wires obtained at 650 
oC/15 min, 700 oC/15 min, 750 oC/15 min and 800 oC/15 min. The inset shows resistivity vs temperature 
(ρ-T) curves for the wires at 900 oC/15 min, and 1000 oC/15 min. 

The resistivity curves depending on temperature 
of the MgB2 wires 1.00mm in diameter annealed 
between 650oC and 800oC for 30 minutes in the 
range of 10 to 50 K were seen in Figure 2. It can 
be seen clearly that resistivity value rises with 
ascending of annealing temperature for 30 min. 
Furthermore, the normal state resistivity of the 
MgB2 wires was also linearly increased due to the 
unreacted Mg at below 750 oC for 30 min. So, it 
can be said that the change of the annealing 

temperature is more dominant to accelerate the 
reaction rate of Mg and B in the wires according 
to annealing duration. In addition, the critical 
transition temperature (Tc) of the studied wires at 
different annealing temperatures for 30 min was 
the same (about 37.5K). The normal state 
resistivity value (ρ40) was mostly increased with 
annealing temperature and duration due to the 
formation of smaller grains. 
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Figure 2. Resistivity vs temperature (ρ-T) curves of superconducting MgB2/Fe wires obtained at 650 
oC/30 min, 700 oC/30 min, 750 oC/30 min and 800 oC/30 min.  

As indicated in Table 1, Tc
onset, Tc

offset, ΔT, Tc, ρ40 
and slope of the normal state resistivity values of 
all studied MgB2 wires can be seen in detailed. Tc 
values were obtained from the derivative of ρ-T 
curves. Tc

offset and Tc
onset values of the wires alter 

35.27K to 37.43K and 37.42K to 38.62K, 
respectively. While Tc

onset value does not changes 
with increment of the annealing duration [38], the 
change of Tc

offset value depending on annealing 
duration can be significantly seen only at 650oC 
for 15 min and others are the same, because low 
annealing temperature(650oC) is near the melting 
point of Mg [39]. ΔT value being relation with 
grain connectivity change 0.64 K for the wire at 
750oC for 15 min. to 2.15 K for the wire at 650oC 
for 15min. Also, the obtained results show that the 
maximum value of the normal state resistivity 
(ρ40) is 10.38 μΩ.cm and ρ40 value is 
approximately the same for greater annealing 
temperatures than 950oC for 15 min and 800 oC 
for 30 min. Furthermore, slope of the normal state 
resistivity altering linearly with temperature is 
max. 0.0618 μΩ.cm/K and 0.0707 μΩ.cm/K for 
the wires 650oC for 30 min. and 700oC for 30 min, 

respectively. So, the longer time below 700oC is 
needed for comparison with the obtained wires at 
higher annealing temperature. The results indicate 
that annealing temperature (750 and 800oC) and 
duration (15 and 30 min.) are suitable for the 
production of the wires without unreacted Mg. 
Among the all studied samples, highest resistivity 
values are the same (10.25 μΩ.cm) with 
negligible deviation (±0.1 μΩ.cm) for the wires at 
800oC for 30 min, 900oC for 15 min and 1000oC 
for 15 min. In the results, it can be said that poor 
connectivity in the wires obtained at the higher 
annealing temperature occurs with increment of 
normal state resistivity as based on formation of 
the dense filament [40]. Also, increasing of 
resistivity or reducing of effective cross-section 
area of the samples is relation with MgO 
formation in the grain boundaries at high 
annealing temperature. Moreover, the results 
indicate that ascending of the annealing 
temperature and duration increases the normal 
state resistivity being directly relation with the 
amount of the grain boundaries and reversely 
proportional with grain-size.
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Table 1. The obtained electrical values from the ρ-T curve of the studied MgB2/Fe wires. 

Samples 
Tconset 

(K) 
Tcoffset 

(K) 

 
ΔT 
(K) Tc      

(K) 
ρ40 

(μΩ.cm) 

Slope of 
normal state 

resistivity 
(μΩ.cm/K) 

650 oC/15 min 37.42 35.27 2.15 36.01 1.98 0.0564 
700 oC/15 min 38.01 37.37 0.64 37.51 4.39 0.0363 
750 oC/15 min 38.62 37.43 1.19 37.84 6.56 0.0144 
800 oC/15 min 38.12 37.24 0.88 37.49 6.73 0.0137 
900 oC/15 min 37.95 36.63 1.32 37.14 10.38 0.0233 
1000 oC/15 min 38.45 37.15 1.30 37.37 10.25 0.0228 
650 oC/30 min 37.99 37.29 0.70 37.37 4.68 0.0618 
700 oC/30 min 37.97 37.27 0.70 37.47 5.37 0.0707 
750 oC/30 min 38.58 37.33 1.25 37.72 3.13 0.0084 
800 oC/30 min 38.15 37.12 1.03 37.49 10.19 0.0195 

 

The effect of annealing temperature and short 
duration on superconducting properties of in situ 
MgB2/Fe monocore wires is investigated. Figure 
3a, b presents the Tc

onset and Tc
offset critical 

temperature values of the wire samples as a 
function of annealing temperature and duration.  
In the results, while the Tc

offset values(37.27K with 
negligible deviation) of the wires obtained for 30 
minutes do not depend on the annealing 
temperature up to 800oC, value of ones for 15 
minutes changes significantly at temperature 
being greater than 800oC(36.63K and 37.15K) 
and smaller than 700oC(35.27K).  Also, the Tc

offset 
values of the wires obtained at temperature 
between 700oC and 800oC are not different in 

annealing durations for 15 and 30 minutes [40]. 
Moreover, when the Figure 3a,b and c are 
examined in detailed, the annealing duration in 
the range of 700oC and 800oC annealing 
temperature is not effective in terms of the Tc

onset, 
Tc

offset, ΔT values. In Figure 3c, the change of ΔT 
values indicates that the broadening of transition 
width (2.15K) for the wire at 650oC for 15 min. 
may be due to the uncompleted MgB2 formation 
or inhomogeneity for short time heat treatment. 
The transition width (ΔT) relation with critical 
current density (Jc) and grain connectivity of the 
other wires changes with small variation in the 
range ofı0.64Kıtoı1.32K. 

 

(a) 
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Figure 3. a) Tc
onset, b) Tc

offset and c) ΔT behaviour of the obtained MgB2 wires with different annealing 

temperature and duration. 

In the Figure 4, it can be seen that the critical 
current density (Jc) values of the wires obtained at 
750oC and 800oC for 30 min and 900oC and 
1000oC for 15 min. were measured at constant 
temperature (at 36 and 37 K) closed to critical 
transition temperature (Tc) by applying maximum 
1 Amper(A). When the Jc value was measured at 
a certain temperature range being below 1 K of 
the Tc value of the studied wire, the result could 
be analysed easier by applying 1 A. Because, the 
Jc value of the wire decreases as it gets closer to 
Tc value. The performed previous our work with 
heating and cooling rate 5oC/min presents critical 
current density values in the range of 25A/cm2 
and 125A/cm2 at different temperatures (800 oC - 
1000oC) for 1 hour[28]. The results show that the 
highest Jc values(>150 A/cm2) at 36 K belong to 

the wires at the high annealing temperature (900 
and 1000oC) for 15 min. although Tc value of the 
wires at 750oC and 800oC for 30 min. were higher 
than those of annealed for 15 min. This may be 
attributed to the increment of Jc value with 
decrement of Tc value. The Jc values of the wires 
at 750oC for 30 min, 800oC for 30 min., 900oC for 
15 min. and 1000oC for 15 min. were measured 
18.88 A/cm2, 6.88 A/cm2, 32.63 A/cm2 and 25.34 
A/cm2 at 37 K and 69.52 A/cm2, 29.11 A/cm2, 
>150 A/cm2 and >150 A/cm2 at 36 K, 
respectively. The Jc values decline with increment 
of annealing temperature at the same duration as 
Figure 4b, it may be due to the starting formation 
of Fe2B phase [41] and MgB4 phase [35] as 
impurity. Hence, it can be said that the Jc value 
decreases with long annealing duration at high 

(b) 

(c) 
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annealing temperature above 900oC due to more 
impurity phase formation[39].

  
 
 
 
 
 
 
 
 
 
 
 

 

  
 

Figure 4. Electric field vs Critical current density (E-Jc) graph obtained at constant a-) 36K and b-) 37K 
for the wires at 750oC and 800oC for 30 min and 900oC and 1000oC for 15 min.  

 

The Figure 5 (a)-(d) shows the cross-sectional 
SEM images taken from the polished surface of 
the superconducting wires 1.00mm in diameter at 
the different annealing temperatures an durations. 
The amount of the formed holes in the core of the 
wires mean that reaction between Mg and B is 

possible even at 650oC being melting point of Mg 
for short duration (15 min.) by rapidly heating and 
cooling. Reaction rate depends on the annealing 
temperature and duration, however annealing 
temperature is more effective in accordance with 
the annealing duration.

 

 

 

 

 

 

 

 

 

Figure 5. The cross-sectional SEM images of the wires (a) at 650oC-15min, (b) 700oC-15min, (c) 650oC-
30min, and (d) 700oC-30min. 

In Figure 6, it can be seen the SEM images with 
x1000 in magnification of the wires at different 

annealing temperatures for 15 min. The diameter 
of the holes in the core of the wire is relation with 

(a) (b) 

(a) (b) 

(d) (c) 
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reaction process between Mg and B powders. The 
brightness in the core indicates the uncompleted 
reaction or the presence of Mg after annealing in 
the Figure 6 (a), (b) and this is compatible with 
the behaviour normal state resistivity depending 
on temperature in the electrical measurements. 
Also, while the size of the holes formed after 
reaction changes 10 to 15 μm for the wires at 

650oC for 15 min, it alters 15 to 20 μm for the 
wires at 700oC for 15 min. As the annealing 
temperature increases 750oC to 900oC for 15 min, 
the size of the pores raises up to 30 μm. The SEM 
images shows the completed reaction between 
Mg and B due to no change significantly of the 
size of pores above 750oC and no detectible of the 
brightness at the near to holes.

 

 

 

 

 

 

 

 

Figure 6. The SEM images of (a) 650 oC -15min, (b) 700 oC -15min, (c) 750 oC -15min, and (d) 900 oC 
-15min. 

Figure 7 presents the SEM images with x2500 in 
magnification of the wire having high 
performance. Figure 7 (a) and (b) shows the size 
of pores does not alter with the short annealing 
duration at 750oC and it can be said that short 
annealing duration is recessive according to the 
annealing temperature. The surface morphology 
of the wires at the various annealing temperature 
and duration has almost the same up to 800oC as 
Figure 7 (a), (b) and (c). Moreover, the smaller 

grain size occurs at high annealing temperature 
above 800oC and this causes more grain 
boundaries and resistivity. The observations in the 
SEM images are overlap with the other results. 
The pore size remains almost constant while the 
number of voids increases with increasing the 
annealing temperature. Finally, the structure in 
Figure 7(d) with well-connected small grains and 
less porosity supports to be perfect current ways 
causing highıJc. 

   

   

(a) (b) 

(a) (b) 

(c) (d) 
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Figure 7. The SEM images of (a) 750 oC -15min, (b) 750 oC -30min, (c) 800 oC -30min, and (d) 900 oC -
15min. 

4. CONCLUSIONS 

The effect of the rapidly annealing process on the 
superconducting wires was investigated by 
utilizing electrical and morphological results. The 
critical transition temperature (Tc) of all wires for 
15 min. was about 37.5K excluding the wire 
annealed at 650oC causing extremely poor 
connectivity and no completely reaction. The 
annealing temperature is more dominant to 
accelerate the reaction rate of Mg and B in the 
wires in comparison with annealing duration. The 
wires at the high annealing temperature (900 and 
1000oC) for 15 min have the highest Jce values 
(>150 A/cm2) at 36 K although they were not the 
highest Tc value among the studied wires. The 
annealing temperature increases 750oC to 900oC 
for 15 min, the size of the pores rises up to max. 
30 μm and the surface morphology of the wires at 
the various annealing temperature and duration 
have almost the same up to 800oC. It can be 
concluded that the rapidly annealing process has 
no negative effect on the electrical and 
morphological properties of the superconducting 
wires and this process may be possible for coil 
fabrication by using long wire to anneal rapidly in 
continuous systems with the React&Wind 
method. 
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Stability and Hopf Bifurcation in Three-Dimensional Predator-Prey Models with 
Allee Effect 

 

İlknur Kuşbeyzi Aybar *1 

 

Abstract 

In this study, we perform the stability and Hopf bifurcation analysis for two population models 
with Allee effect. The population models within the scope of this study are the one prey-two 
predator model with Allee growth in the prey and the two prey-one predator model with Allee 
growth in the preys. Our procedure for investigating each model is as follows. First, we 
investigate the singular points where the system is stable. We provide the necessary parameter 
conditions for the system to be stable at the singular points. Then, we look for Hopf bifurcation 
at each singular point where a family of limit cycles cycle or oscillate. We provide the parameter 
conditions for Hopf bifurcation to occur. We apply the algebraic invariants method to fully 
examine the system. We investigate the algebraic properties of the system by finding all 
algebraic invariants of degree two and three. We give the conditions for the system to have a 
first integral. 

Keywords: predator-prey model, stability, Hopf bifurcation, algebraic invariants 

 

 

1. INTRODUCTION 

Various generalized predator-prey models that 
involve quadratic functions which exhibit logistic 
behaviour [1-3], cubic functions which show 
different rates of reproduction[4,5], Holling type 
II functions which state constant 
consumption[6,7] and Beddington-DeAngelis 
functions which indicate mutual interference and 
extinction[8,9] have been shown to overcome 
some of the biological problems of the original 
Lotka-Volterra model[10,11]. Population 

                                                 
* Corresponding Author: ikusbeyzi@yeditepe.edu.tr 
1 Yeditepe University, Faculty of Education, Department of Computer Education and Instructional Technology, 
Istanbul, Turkey. ORCID: 0000-0002-5531-0095 

carrying capacities are introduced into these 
generalizations by adding the proposed functions 
to the self-interaction and the coupling terms [12]. 
Applications of these generalizations have been 
studied in comparison in order to find suitable 
functional responses for modeling predation [13]. 

One of these generalizations include Allee effect 
which presents a positive relationship between the 
population size and the individual fitness 
particularly for invading species [14] and at low 
population [15-17]. The individual fitness is 
defined as the per capita population growth rate. 
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(1) 

Behaviours such as cooperative predation, 
cooperative defense and environmental and 
seasonal changes may result in the Allee effect. 
W. C. Allee first proposed the Allee effect to 
describe the relationship between the population 
and the mean of the individual population with the 
following cubic model [18]. 

𝑑𝑥

𝑑𝑡
= 𝑎𝑥(1 − 𝑥)(𝑥 − 𝛼) 

Here, x denotes the population density, a denotes 
the population growth rate and 𝛼 is the carrying 
capacity. 

 Allee effect is defined as a positive correlation 
between the individual fitness and the population 
density [19]. Populations with low densities are 
shown to be more likely to extinct [20] in the 
population models with the Allee effect. The 
carrying capacity of the populations may decrease 
below a critical density threshold in the presence 
of the Allee effect. In the models representing the 
spread of the invading organisms, the threshold 
exposed by the Allee effect may increase the 
invasion rate [21]. Population models with the 
Allee effect have various applications in plants 
and animals, hence it is important to understand 
the density thresholds to understand the 
underlying mechanisms of the propagation and 
extinction of these models. In 2008, Courchamp 
et.al suggested that Allee effect may even occur at 
high population levels for some species [22]. 

 The Allee effect can be induced into the system 
in the prey's growth function. Hence there are two 
possible versions of inducing Allee effect into a 
three-dimensional predator-prey system. The 
differences in the dynamical properties of the two 
possible three-dimensional predator-prey 
generalizations with Allee effect have been given 
in this work. In section 2, we investigate the one 
prey-two predator system with Allee growth in 
the prey. In section 3, we investigate the two prey-
one predator system with Allee growth in the 
preys. 

2. THE ONE PREY-TWO PREDATOR 
SYSTEM WITH ALLEE GROWTH IN THE 

PREY 

The one prey- two predator model with Allee 
growth in the prey is given by the following set of 
differential equations. 

𝑑𝑥

𝑑𝑡
= 𝑎𝑥(1 − 𝑥)(𝑥 − 𝛼) − 𝑏𝑥𝑦 − 𝑐𝑥𝑧 

𝑑𝑦

𝑑𝑡
= −𝑑𝑦 + 𝑒𝑥𝑦 

𝑑𝑧

𝑑𝑡
= −𝑓𝑧 + 𝑔𝑥𝑧 

Here x denotes the population density of the prey 
and y and z denote the population densities of the 
predators. The parameter a denotes the population 
growth rate and 𝛼 is the carrying capacity. b and 
c are the consumption rates of the predators y and 
z over the prey. On the other hand, e and g are the 
growth rates of the predators from the 
consumption. d and f are the natural death rates of 
the predators. All parameters are positive since 
they represent physical values. 

Theorem 1. System (1) has at least one stable 
singular point. 

The Jacobian matrix of system (1) is 

൭

Jଵଵ −𝑏𝑥 −𝑐𝑥
𝑒𝑦 𝑒𝑥 − 𝑑 0
𝑔𝑧 0 𝑔𝑥 − 𝑓

൱ , 

   𝐽ଵଵ = 𝑎(𝑥(2 − 3𝑥) + 𝛼(2𝑥 − 1) − 𝑏𝑦 − 𝑐𝑧. 

Singular points and corresponding eigenvalues of 
the Jacobian matrix of system (1) are given in 
Table 1. 

  

(1) 
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Table 1. Singular points and corresponding 
eigenvalues of the one prey-two predator system with 

Allee growth in the prey 

 Singular point Corresponding eigenvalue 
𝑬𝟎 (0,0,0) {−𝑎𝛼, −𝑑, −𝑓} 
𝑬𝟏 (1,0,0) {𝑎(𝛼 − 1), 𝛼𝑒 − 𝑑, 𝛼𝑔 − 𝑓} 
𝑬𝟐 (𝛼,0,0) {−𝑎𝛼(𝛼 − 1), 𝛼𝑒 − 𝑑, 𝛼𝑔 − 𝑓} 
𝑬𝟑 

(
ௗ

௖
,

௔(௘ିௗ)(ௗିఈ௘)

௕௘మ , 0) {
𝑑𝑔

𝑒
− 𝑓, 𝜆ଷ±} 

𝑬𝟒 
(

௙

௚
, 0,

௔(௚ି௙)(௙ିఈ௚)

௖௚మ ) {
𝑒𝑓

𝑔
− 𝑑, 𝜆ସଵ,ସଶ} 

where 

𝜆ଷ± =
௔ௗ(௘(ଵାఈ)ିଶௗ)±ඥ௔ௗ(ସ௘మ(ௗି௘)(ௗିఈ௘)ା௔ௗ(௘(ଵାఈ)ିଶௗ)మ)

ଶ௘మ
  

and 

𝜆ସ± =
௔௙(௚(ଵାఈ)ିଶ௙)±ඥ௔௙(ସ௚మ(௙ି௚)(௙ିఈ௚)ା௔௙(௚(ଵାఈ)ିଶ௙)మ)

ଶ௚మ
  

The eigenvalues of the Jacobian matrix of system 
(1) at 𝐸଴ are all negative which shows that system 
(1) is always stable at the origin. 

According to the eigenvalues of the Jacobian 
matrix, 𝐸ଵ is a stable singular point when 𝑒 < 𝑑, 
𝑔 < 𝑓 and 𝛼 < 1 are satisfied together. 

According to the eigenvalues of the Jacobian 
matrix, system (1) is stable at 𝐸ଶ when 𝑒 < 𝑑 and 
one of the following cases is satisfied. 

i. 𝑔 ≤
௘௙

ௗ
 and 1 < 𝛼 <

ௗ

௘
 

ii. 
௘௙

ௗ
< 𝑔 < 𝑓 and 1 < 𝛼 <

௙

௚
 

System (1) is stable at 𝐸ଷ if 𝑒 < 2𝑑, 𝑔 <
௘௙

ௗ
 and 

 𝛼 <
ଶௗ

௘
− 1. 

𝐸ସ is a stable singular point of system (1) when 

 𝑒 < 2𝑑, 
௘௙

ௗ
< 𝑔 < 2𝑓 and 𝛼 <

ଶ௙

௚
− 1. 

Therefore, system (1) is guaranteed to have at 
least one stable singular point which is at the 
origin. 

Theorem 2. Hopf bifurcation occurs in system (1) 
if one of the following conditions is satisfied. 

i. 𝑒 < 𝑑 
ii. 𝑑 < 𝑒 < 2𝑑 
iii. 𝑔 < 𝑓 
iv. 𝑓 < 𝑔 < 2𝑓 

According to the eigenvalues of the Jacobian 
matrix at 𝐸ଷ, system (1) shows Hopf bifurcation 

if 𝛼 =
ଶௗ

௘
− 1 and one of the cases i or ii is 

satisfied. 

Furthermore, system (1) has Hopf bifurcation at 

𝐸ସ if 𝛼 =
ଶ௙

௚
− 1 and one of the cases iii or iv is 

satisfied. 

Remark 1. The Hopf bifurcation at 𝐸ଷ is stable if 

𝑔 <
௘௙

ௗ
 additionally. 

Remark 2. The Hopf bifurcation at 𝐸ସ is stable if 
one of the following cases is satisfied 
additionally. 

i. 𝑒 < 𝑑  and 
௘௙

ௗ
< 𝑔 < 𝑓 

ii. 𝑓 < 𝑔 < 2𝑓 

iii. 𝑑 ≤ 𝑒 < 2𝑑 and 
௘௙

ௗ
< 𝑔 < 2𝑓 

Theorem 3. System (1) has a first integral if one 
of the following conditions is satisfied. 

i. 𝑎 = 𝑑 = 𝑓 = 0 
ii. 𝑎 = 𝑏 = 𝑓 = 0 
iii. 𝑎 = 𝑐 = 𝑑 = 0 
iv. 𝑎 = 𝑏 = 𝑐 = 0 
v. 𝑑 = 𝑒 = 0 
vi. 𝑒 + 𝑔 = 𝑑 + 𝑓 = 0 
vii. 𝑓 = 𝑔 = 0 

Proof. System (1) has the first integral  

𝐼௜ = 1 + 𝑥 +
𝑏

𝑒
𝑦 +

𝑐

𝑔
𝑧 +

𝑒

2𝑏
𝑥ଶ + 𝑥𝑦 +

𝑏

2𝑒
𝑦ଶ

+
𝑐𝑒

𝑏𝑔
𝑥𝑧 +

𝑐

𝑔
𝑦𝑧 +

𝑐ଶ𝑎

2𝑏𝑔ଶ
𝑧ଶ 

when case i holds. System (1) has the first 
integrals 𝐼௜௜భ

= 1 + 𝑦, 𝐼௜௜మ
= 1 + 𝑧 and  
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(2) 

𝐼௜௜య
= 1 + 𝑥 +

𝑔

2𝑐
𝑥ଶ +

𝑐

𝑔
𝑧 + 𝑥𝑧 +

𝑐

2𝑔
𝑧ଶ 

when case ii is satisfied. For case iii, system has 
the first integral  

𝐼௜௜௜ = 1 + 𝑥 +
𝑒

2𝑏
𝑥ଶ +

𝑏

𝑒
𝑦 + 𝑥𝑦 +

𝑏

2𝑒
𝑦ଶ. 

The first integrals of the system is  

𝐼௜௩ = 1 + 𝑥 + 𝑥ଶ  for case iv and 𝐼௩ = 1 + 𝑦 + 𝑦ଶ 
for case v. System has the first integral 𝐼௩௜ = 1 +
𝑦𝑧 for case vi and 𝐼௩௜௜ = 1 + 𝑧 + 𝑧ଶ for case vii. 

3. THE TWO PREY-ONE PREDATOR 
SYSTEM WITH ALLEE GROWTH IN THE 

PREYS 

The two prey-one predator system with Allee 
effect in the preys’ growth functions’ is given by 
the following set of equations where x and y 
denote the population densities of the prey species 
and z denotes the population density of the 
predator species. 

 
𝑑𝑥

𝑑𝑡
= 𝑎𝑥(1 − 𝑥)(𝑥 − 𝛼) − 𝑏𝑥𝑦 

𝑑𝑦

𝑑𝑡
= −𝑑𝑦(1 − 𝑦)(𝑦 − 𝛽) − 𝑒𝑦𝑧 

𝑑𝑧

𝑑𝑡
= −𝑓𝑧 + 𝑔𝑥𝑧 + ℎ𝑦𝑧 

The parameters a and 𝑑 denote the population 
growth rates and 𝛼 and 𝛽 are the carrying 
capacities of the prey population densities. 𝑏 and 
𝑒 are the consumption rates of the predator z over 
the preys. On the other hand, 𝑔 and ℎ are the 
growth rates of the predator from the 
consumption. 𝑓 is the natural death rate of the 
predator. All parameters are positive since they 
represent physical values. 

Theorem 4. System (2) can be stable at given 
singular points. 

Proof. The Jacobian matrix of system (2) is 

ቌ

Jଵଵ 0 −𝑏𝑥

0 𝑑𝑦(2 − 3𝑦) + 𝛽𝑑(2𝑦 − 1) − 𝑒𝑧 −𝑒𝑦
𝑔𝑧 ℎ𝑧 ℎ𝑦 − 𝑓

ቍ , 

   𝐽ଵଵ = 𝑎(𝑥(2 − 3𝑥) + 𝛼(2𝑥 − 1) − 𝑏𝑧. 

The singular points and corresponding 
eigenvalues of the Jacobian matrix of system (2) 
is given in Table 2. 

Table 2. Singular points and corresponding 
eigenvalues of the two prey-one predator system with 

Allee growth in the preys 

 Singular point Corresponding eigenvalue 
𝑬𝟎 (0,0,0) {−𝑎𝛼, −𝑑𝛽, −𝑓} 
𝑬𝟏 (1,0,0) {𝑎(𝛼 − 1), −𝑑𝛽, 𝑔 − 𝑓} 
𝑬𝟐 (0,1,0) {−𝑎𝛼, 𝑑(𝛽 − 1), ℎ − 𝑓} 
𝑬𝟑 

(1,1,0) 
{𝑎(𝛼 − 1), 𝑑(𝛽 − 1), 𝑔 + ℎ

− 𝑓} 
𝑬𝟒 (𝛼,0,0) {𝑎𝛼(1 − 𝛼), −𝑑𝛽, 𝑔𝛼 − 𝑓} 
𝑬𝟓 

(𝛼,1,0) 
{𝑎𝛼(1 − 𝛼), 𝑑(𝛽 − 1), 𝑔𝛼 + ℎ

− 𝑓} 
𝑬𝟔 (0, 𝛽,0) {−𝑎𝛼, 𝑑𝛽(1 − 𝛽), ℎ𝛽 − 𝑓} 
𝑬𝟕 

(1, 𝛽,0) 
{𝑎(𝛼 − 1), 𝑑𝛽(1 − 𝛽), 𝑔 + ℎ𝛽

− 𝑓} 
𝑬𝟖 

(𝛼, 𝛽,0) 
{𝑎𝛼(1 − 𝛼), 𝑑𝛽(1 − 𝛽), 𝑔𝛼

+ ℎ𝛽 − 𝑓} 
𝑬𝟗 (

௙

௚
, 0,

௔(௚ି௙)(௙ିఈ௚)

௕௚మ ) {
௔௘(௙ି௚)(௙ି௚ఈ)

௕௚మ − 𝑑𝛽, 𝜆ଽ±} 

𝑬𝟏𝟎 (
௙

௚
, 0,

௔(௚ି௙)(௙ିఈ௚)

௕௚మ ) {
௕ௗ(௙ି௛)(௙ି௛ఉ)

௘௛మ − 𝑎𝛼, 𝜆ଵ଴±} 

𝑬𝟏𝟏 (𝑥ଵଵ, 𝑦ଵଵ, 𝑧ଵଵ) ({𝐴, 𝐵 ± 𝑖𝐶} 
𝑬𝟏𝟐 (𝑥̅ଵଵ, 𝑦തଵଵ, 𝑧ଵ̅ଵ) {𝐴, 𝐵 ± 𝑖𝐶} 

where 

𝜆ଽ±

=
1

2𝑔ଶ
(𝑎𝑓(𝑔(1 + 𝛼) − 2𝑓)

± ට𝑎𝑓൫4𝑔ଶ(𝑓 − 𝑔)(𝑓 − 𝑔𝛼) + 𝑎𝑓(𝑔(1 + 𝛼) − 2𝑓)ଶ)൯ 

𝜆ଵ଴±

=
1

2ℎଶ
(𝑑𝑓(ℎ(1 + 𝛽) − 2𝑓)

± ට𝑑𝑓൫4ℎଶ(𝑓 − ℎ)(𝑓 − ℎ𝛽) + 𝑑𝑓(ℎ(1 + 𝛽) − 2𝑓)ଶ)൯ 

𝑥ଵଵ =
1

2(𝑏𝑑𝑔ଶ − 𝑎𝑒ℎଶ)
൫𝑏𝑑𝑔൫2𝑓 − ℎ(1 + 𝛽)൯

− 𝑎𝑒ℎଶ(1 + 𝛼) − ඥΔଵ൯, 
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𝑦ଵଵ =
1

2ℎ(𝑏𝑑𝑔ଶ − 𝑎𝑒ℎଶ)
(ℎ൫𝑏𝑑𝑔ଶ(1 + 𝛽)

+ 𝑎𝑒ℎ(𝑔(1 + 𝛼) − 2𝑓) + 𝑔ඥΔଵ൯ 

𝑧ଵଵ =
𝑎𝑑

2(𝑏𝑑𝑔ଶ − 𝑎𝑒ℎଶ)ଶ
(𝑏𝑑𝑔ଶ ቀ2(𝑔 − 𝑓)(𝑓

− 𝛼𝑔)

− ℎ൫1 + 𝛽(𝑔(1 + 𝛼) − 2𝑓)

− ℎଶ(1 + 𝛽ଶ)൯ቁ

− 𝑔(𝑔(1 + 𝛼) + ℎ(1 + 𝛽)

− 2𝑓)ඥΔଶ + 𝑎𝑒ℎଶ(2𝑓(𝑔(1 + 𝛼)

+ ℎ(1 + 𝛽) − 2𝑓ଶ − 𝑔ଶ(1 + 𝛼ଶ)
− 𝑔ℎ(1 + 𝛼)(1 + 𝛽) − 2𝛽ℎଶ) 

Δଵ = ൫𝑎𝑒ℎଶ(1 + 𝛼) + 𝑏𝑑𝑔(ℎ(1 + 𝛽) − 2𝑓)൯
ଶ

− 4(𝑏𝑑𝑔ଶ

− 𝑎𝑒ℎଶ)(𝑏𝑑(𝑓 − ℎ)(𝑓 − 𝛽ℎ)
− 𝑎𝛼𝑒ℎଶ),  

Δଶ = ℎଶ(𝑏𝑑(𝑏𝑑𝑔ଶ(𝛽 − 1)ଶ

+ 4𝑎𝑒(𝑓 − 𝑔)(𝑓 − 𝛼𝑔)

− 2𝑎𝑏𝑑𝑒ℎ(1 + 𝛽)൫2𝑓 − 𝑔(1𝛼)൯

+ 𝑎𝑒(4𝑏𝛽𝑑 + 𝑎𝑒ℎଶ(𝛼 − 1)ଶ)) 

𝐸଴ is a stable singular point of system (2) when 
one of the following set of conditions are satisfied 

in addition to 𝛽 <
ଶ௙

௛
− 1. 

i. ℎ < 𝑓, 𝛼 ≤
௕ௗ௙(௙ି௛)

௔௘௛మ
 

and 
௙

௛
−

௔ఈ௛మ

௕ௗ௛(௙ି௛)
< 𝛽 

ii. ℎ < 𝑓  and 𝛼 >
௕ௗ௙(௙ି௛)

௔௘௛మ
 

iii. 𝑓 ≤ ℎ < 2𝑓 

System (2) is stable at 𝐸ଵ  when 𝑔 < 𝑓 and 𝛼 < 1 
both hold. 

At  𝐸ଶ system (2) is stable when < 𝑓 , ℎ < 𝑓 − 𝑔 

, 1 < 𝛼 <
௙ି௛

௚
 and  𝛽 < 1 hold. 

𝐸ଷ is a stable singular point if 𝑔 < 𝑓 , ℎ < 𝑓 − 𝑔, 
𝛼 < 1 and  𝛽 < 1 hold. 

𝐸ସ is a stable singular point if  𝑔 < 𝑓 and  1 <

𝛼 <
௙

௚
 hold. 

System (2) is stable at 𝐸ହ  when < 𝑓 , ℎ < 𝑓 − 𝑔 

, 1 < 𝛼 <
௙ି௛

௚
  and  𝛽 < 1 hold. 

The singular point 𝐸଺ is stable when ℎ < 𝑓 and 
𝛽 < 1 hold. 

𝐸଻ is a stable singular point when 𝑔 < 𝑓, ℎ < 𝑓 −

𝑔 , 𝛼 < 1 and 1 < 𝛽 <
௙ି௚

௛
 hold. 

System (2) is stable at 𝐸଼ when 𝑔 < 𝑓, ℎ < 𝑓 −

𝑔,  1 < 𝛼 <
௙ି௛

௚
  and 1 < 𝛽 <

௙ିఈ௚

௛
 are satisfied. 

System (2) is stable at 𝐸ଽ when one of the 
following cases holds. 

i. 𝑔 < 𝑓 , 𝛼 ≤
௙

௚
 and  

𝛽 >
𝑎𝑒𝑓(𝑓 − 𝑔) − 𝑎𝛼𝑒𝑔(𝑓 + 𝑔)

𝑏𝑑𝑔ଶ
 

ii. 𝑔 < 𝑓 and 
௙

௚
< 𝛼 <

ଶ௙

௚
− 1 

iii. 𝑓 ≤ 𝑔 < 2𝑓  and 𝛼 <
ଶ௙

௚
− 1 

System (2) is stable at 𝐸ଵ଴ when ℎ < 𝑓 and 1 <

𝛽 <
௙

௛
 hold. 

Since the expressions of system (2) at  
𝐸ଵଵ and 𝐸ଵଶ are complex, it is not possible to 
calculate the eigenvalues of the Jacobian matrix at 
these singular points. In order to analyse the 
system at these points, the method of algebraic 
invariants can be applied.[23,24] 

Theorem 5. Hopf bifurcation at  
𝐸଴ is stable if it exists. 

Proof. System (2) has Hopf bifurcation at  

𝐸଴ when 𝛽 =
ଶ௙

௛
− 1 and one of the following 

conditions is satisfied. 

i. ℎ < 𝑓 
ii. 𝑓 < ℎ < 2𝑓 

These conditions coincide with the stability of 
Hopf bifurcation. 

Theorem 6. System (2) has a first integral when 
one of the following holds. 
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i. 𝑎 = 𝑑 = 𝑓 = 0 
ii. 𝑎 = 𝑓 = ℎ = 0 
iii. 𝑑 = 𝑓 = 𝑔 = 0 
iv. 𝑓 = 𝑔 = ℎ = 0 

Proof. For case i, system (2) has the first integral 

𝐼௜ = 1 +
௚

௕
𝑥 +

௛

௘
𝑦 + 𝑧.  

The first integral of system (2) for case ii is  𝐼௜௜ =

1 + 𝑥 +
௕

௚
𝑧.  

System (2) has the first integral 𝐼௜௜௜ = 1 + 𝑦 +
௘

௛
𝑧 

for case iii. When case iv holds, the first integral 
of system (2) is  𝐼௜௩ = 1 + 𝑧. 

Theorem 7. System (2) has an algebraic invariant 
when 𝑏 = 0 or 𝑒 = 0 holds. 

Proof. We look for an algebraic invariant of the 
form 

𝐿 = 𝑎଴ + 𝑎ଵ𝑥 + 𝑎ଶ𝑦 + 𝑎ଷ𝑧 

with the corresponding cofactor 

𝑘 = 𝑠଴ + 𝑠ଵ𝑥 + 𝑠ଶ𝑦 + 𝑠ଷ𝑧 + 𝑠ସ𝑥ଶ + 𝑠ହ𝑦ଶ

+ 𝑠଺𝑧ଶ + 𝑠଻𝑥𝑦 + 𝑠଼𝑥𝑧 + 𝑠ଽ𝑦𝑧 

When 𝑏 = 0 holds, system (2) has the algebraic 
invariants 𝑙ଵ = 1 − 𝑥 with the cofactor 𝑘ଵ =

𝑎𝛼𝑥 − 𝑎𝑥ଶ and 𝑙ଶ = 1 −
௫

ఈ
 with the cofactor 𝑘ଶ =

𝑎𝑥 − 𝑎𝑥ଶ. When 𝑒 = 0, The algebraic invariants 
of system (2) are 𝑙ଵ = 1 − 𝑦 with the cofactor 
𝑘ଵ = 𝛽𝑑𝑦 − 𝑑𝑦ଶ and 𝑙ଶ = 1 −

௬

ఉ
 with the 

cofactor 𝑘ଶ = 𝑑𝑦 − 𝑑𝑦ଶ. 
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Hermite-Hadamard Type Inequalities for Exponentially 𝒑-Convex Stochastic 
Processes 

 

Serap Özcan1 

 

Abstract 

In this paper, the concept of exponentially 𝑝-convex stochastic process is introduced. Several 
new inequalities of Hermite-Hadamard type for exponentially 𝑝-convex stochastic process are 
established. Some special cases are given which are obtained from our main results. The results 
obtained in this work are the generalizations of the known results.  

Keywords: Convex stochastic processes, 𝑝-convex stochastic processes, exponentially              
𝑝-convex stochastic processes, mean-square integral, Hermite-Hadamard type inequality 

 

1. INTRODUCTION 

Stochastic process is a research area in probability 
theory dealing with probabilistic models that 
develop over time. It is seen as a branch of 
mathematics, because it starts with the axioms of 
probability and gives rise to remarkable results 
about those axioms. Even though those results are 
applicable to many areas, at first they are best 
understood with regard to their mathematical 
structures.  

Stochastic convexity is of great importance in 
statistics and probability, also in optimization, 
because it provides numerical approximations 
when there exist probabilistic quantities. 

In 1980, Nikodem [8] defined convex stochastic 
processes and investigated their properties. In 
1988, Shaked et al. [13] defined stochastic 

                                                 
 Corresponding Author: serapozcann@yahoo.com 
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ORCID: 0000-0001-6496-5088 

convexity and gave its applications. In 1992, 
Skowronski [14] introduced some new types of 
convex stochastic processes and obtained some 
further results on these processes. In 2012, Kotrys 
[3] extended classical Hermite-Hadamard 
inequality to convex stochastic processes.  

In recent years, there have been many studies on 
the above mentioned processes. For recent 
generalizations and improvements on convex 
stochastic processes, please refer to [2]-[6],       
[9]-[12], [15], [16]. 

2. PRELIMINARIES 

Suppose (Ω, 𝜉, 𝑃) be a probability space and 
𝑋: Ω → ℝ be a function. If the function 𝑋 is        
𝜉 − measurable it is called a random variable. 
Suppose 𝐼 ⊂ ℝ be an interval. A function      
𝑋: 𝐼 × Ω → ℝ is called a stochastic process, if the 
function 𝑋(𝑠,⋅) is a random variable for all 𝑠 ∈ 𝐼. 
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Let 𝑃 − lim and 𝐸[𝑋(𝑠,⋅)] denote the limit in 
probability and the expectation value of random 
variable 𝑋(𝑡,⋅), respectively. Then, a stochastic 
process 𝑋: 𝐼 × Ω → ℝ has 

(1)  continuty in probability in 𝐼, if for every 
𝑠଴ ∈ 𝐼  

𝑃 − lim
௦→௦బ

𝑋(𝑠,⋅) = 𝑋(𝑠଴,⋅). 

 (2)  mean-square continuty in 𝐼, if for all 𝑠଴ ∈ 𝐼  

lim
௦→௦బ

𝐸 ቂ൫𝑋(𝑠,⋅) − 𝑋(𝑠଴,⋅)൯
ଶ

ቃ = 0. 

(3)  mean-square differentiability at a point 𝑠 ∈ 𝐼 
if there exists a random variable 𝑋ᇱ(𝑠,⋅): 𝐼 × Ω → ℝ 
such that 

𝑋ᇱ(𝑠,⋅) = 𝑃 − lim
௦→௦బ

𝑋(𝑠,⋅) − 𝑋(𝑠଴,⋅)

𝑠 − 𝑠଴
. 

Note that if the stochastic process 𝑋: 𝐼 × Ω → ℝ 
has mean-square continuty, then it has continuty 
in probability, but the converse is not true. 

Let 𝑋: 𝐼 × Ω → ℝ be a stochastic process with 
𝐸 ቂ൫𝑋(𝑠,⋅)൯

ଶ
ቃ < ∞ and for all 𝑠 ∈ 𝐼. Let 𝑐 = 𝑠଴ <

𝑠ଵ < 𝑠ଶ <. . . < 𝑠௡ = 𝑑 be a partition of [𝑐, 𝑑], if the 
identity 

lim
௡→ஶ

𝐸 ቂ൫𝑋൫Θ௝൯൫𝑠௝ − 𝑠௝ିଵ൯ − 𝑌൯
ଶ

ቃ = 0 

holds for all normal sequences of partitions of 
[𝑐, 𝑑] and for all Θ௝ ∈ ൣ𝑠௝ିଵ, 𝑠௝൧, 𝑘 = 1,2, . . . , 𝑛. 
Then, we can write 

𝑌(⋅) = න
ௗ

௖

𝑋(𝑡,⋅)𝑑𝑡    (almost everywhere) 

The assumption of the mean-square continuity of 
the stochastic process 𝑋 is enough for the mean-
square integral to exist. 

Definition 2.1. [8] The stochastic process      
𝑋: 𝐼 × 𝛺 → ℝ is said to be convex if for all          
𝜃 ∈ [0,1] and 𝑐, 𝑑 ∈ 𝐼 the inequality 

𝑋(𝜃𝑐 + (1 − 𝜃)𝑑,⋅) ≤ 𝜃𝑋(𝑐,⋅) + (1 − 𝜃)𝑋(𝑑,⋅)    (1) 

is satisfied almost everywhere. If the inequality 

(1) is assumed only for 𝜆 =
ଵ

ଶ
, then the stochastic 

process 𝑋 is called Jensen-convex or  
ଵ

ଶ
 - convex.  

Theorem 2.2. [3] Let 𝑋: 𝐼 × 𝛺 → ℝ be a Jensen-
convex stochastic process and mean-square 
continuous in 𝐼. Then for every 𝑐, 𝑑 ∈ 𝐼, 𝑐 < 𝑑, the 
inequality  

𝑋 ൬
𝑐 + 𝑑

2
,⋅൰ ≤

1

𝑑 − 𝑐
න

ௗ

௖

𝑋(𝑠,⋅)𝑑𝑠 ≤
𝑋(𝑐,⋅) + 𝑋(𝑑,⋅)

2
     (2) 

 is satisfied almost everywhere.  

Definition 2.3. [9] The stochastic process      
𝑋: 𝐼 × 𝛺 → ℝ is called a 𝑝-convex stochastic 
process if the inequality 

𝑋 ൬[𝜃𝑐௣ + (1 − 𝜃)𝑑௣]
ଵ
௣,⋅൰ ≤ 𝜃𝑋(𝑐,⋅) + (1 − 𝜃)𝑋(𝑑,⋅) 

holds almost everywhere for all 𝑐, 𝑑 ∈ 𝐼 ⊂ (0, ∞), 
𝜃 ∈ [0,1] and 𝑝 ∈ ℝ\{0}.  

Theorem 2.4. [9]  Let 𝑋: 𝐼 ⊂ (0, ∞) × 𝛺 → ℝ be 
a 𝑝-convex stochastic process and mean-square 
integrable on [𝑐, 𝑑] where 𝑐, 𝑑 ∈ 𝐼 and 𝑐 < 𝑑. Then 

𝑋 ቌ൤
𝑐௣ + 𝑑௣

2
൨

ଵ
௣

,⋅ቍ ≤
𝑝

𝑑௣ − 𝑐௣
න

ௗ

௖

𝑋(𝑠,⋅)

𝑠ଵି௣
𝑑𝑠 ≤

𝑋(𝑐,⋅) + 𝑋(𝑑,⋅)

2
 

(3) 

Lemma 2.5. [9]  Let 𝑋: 𝐼 ⊂ (0, ∞) × 𝛺 → ℝ be a 
mean-square differentiable stochastic process on 
𝐼∘ (the interior of 𝐼) and 𝑐, 𝑑 ∈ 𝐼, 𝑐 < 𝑑 and           
𝑝 ∈ ℝ\{0}. If 𝑋ᇱ is mean-square integrable on 
[𝑐, 𝑑], then the following equality holds almost 
everywhere: 

𝑋(𝑐,⋅) + 𝑋(𝑑,⋅)

2
−

𝑝

𝑑௣ − 𝑐௣
න

ௗ

௖

𝑋(𝑠,⋅)

𝑠ଵି௣
𝑑𝑠 

=
𝑑௣ − 𝑐௣

2𝑝
න

ଵ

଴

1 − 2𝜃

[𝜃𝑐௣ + (1 − 𝜃)𝑑௣]
ଵି

ଵ
௣

 

            × 𝑋ᇱ ൬[𝜃𝑐௣ + (1 − 𝜃)𝑑௣]
ଵ
௣,⋅൰ 𝑑𝜃.     

Definition 2.6. [7] A function 𝑓: 𝐼 ⊂ (0, ∞) → ℝ 
is called exponentially 𝑝-convex if the inequality 
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𝑓 ൬[𝜆𝑢௣ + (1 − 𝜆)𝑣௣]
ଵ
௣൰ ≤ 𝜆

𝑓(𝑢)

𝑒ఈ௨
+ (1 − 𝜆)

𝑓(𝑣)

𝑒ఈ௩
 

holds for all 𝑢, 𝑣 ∈ 𝐼, 𝑝 ∈ ℝ\{0}, 𝜆 ∈ [0,1] and     
𝛼 ∈ ℝ.  

Now we recall the following special functions 
(see [1]). 

The beta function is defined as: 

𝛽(𝑥, 𝑦) = න
ଵ

଴

𝜆௫ିଵ(1 − 𝜆)௬ିଵ𝑑𝜆,    𝑥 > 0, 𝑦 > 0. 

The hypergeometric function is as follows: 

 ଶ𝐹ଵ(𝑎, 𝑏; 𝑐; 𝑧) 

=
1

𝛽(𝑏, 𝑐 − 𝑏)
න

ଵ

଴

𝜆௕ିଵ(1 − 𝜆)௖ି௕ିଵ(−𝑧𝜆)ି௔𝑑𝜆 

for 𝑐 > 𝑏 > 0, |𝑧| < 1. 

3. MAIN RESULTS 

In this section we introduce a new concept, which 
is called exponentially 𝑝-convex stochastic 
process. We establish new Hermite-Hadamard 
type inequalities for exponentially 𝑝-convex 
stochastic process. We also give some special 
cases obtained from our main results.  

Definition 3.1. The stochastic process              
𝑋: 𝐼 × 𝛺 → ℝ is called exponentially 𝑝-convex, if 
the following inequality holds almost 
everywhere: 

𝑋 ൬[𝜃𝑐௣ + (1 − 𝜃)𝑑௣]
ଵ
௣,⋅൰

≤ 𝜃
𝑋(𝑐,⋅)

𝑒ఈ௖
+ (1 − 𝜃)

𝑋(𝑑,⋅)

𝑒ఈௗ
            (4) 

for all 𝑐, 𝑑 ∈ 𝐼 ⊂ (0, ∞), 𝜃 ∈ [0,1], 𝑝 ∈ ℝ\{0} and 
𝛼 ∈ ℝ. If the inequality (4) is reversed, then the 
process 𝑋 is called exponentially 𝑝-concave.  

It can be easily seen that, an exponentially             
𝑝-convex stochastic process reduces to 𝑝-convex 
and convex stochastic processes for 𝛼 = 0 and 
(𝛼, 𝑝) = (0,1), respectively. 

Theorem 3.2. Let 𝑋: 𝐼 ⊂ (0, ∞) → ℝ be an 
exponentially 𝑝-convex stochastic process. Let 
𝑐, 𝑑 ∈ 𝐼 with 𝑐 < 𝑑. If 𝑋 is mean-square integrable 
on [𝑐, 𝑑], then for 𝑝 ∈ ℝ\{0} and  𝛼 ∈ ℝ, we have 
almost everywhere 

𝑋 ቌ൤
𝑐௣ + 𝑑௣

2
൨

ଵ
௣

,⋅ቍ ≤
𝑝

𝑑௣ − 𝑐௣
න

ௗ

௖

𝑋(𝑠,⋅)

𝑠ଵି௣𝑒ఈ௦
𝑑𝑠 

                                   ≤ 𝐴ଵ(𝜃)
𝑋(𝑐,⋅)

𝑒ఈ௖
+ 𝐴ଶ(𝜃)

𝑋(𝑑,⋅)

𝑒ఈௗ
   (5) 

where  

𝐴ଵ(𝜃) = න
ଵ

଴

𝜃𝑑𝜃

𝑒ఈ(ఏ௖೛ା(ଵିఏ)ௗ೛)
భ
೛

 , 

𝐴ଶ(𝜃) = න
ଵ

଴

(1 − 𝜃)𝑑𝜃

𝑒ఈ(ఒ௖೛ା(ଵିఏ)ௗ೛)
భ
೛

 . 

 Proof. From exponential 𝑝-convexity of the 
stochastic process 𝑋, we have 

2𝑋 ቌ൤
𝑠௣ + 𝑡௣

2
൨

ଵ
௣

,⋅ቍ ≤
𝑋(𝑠,⋅)

𝑒ఈ௦
+

𝑋(𝑡,⋅)

𝑒ఈ௧
 . 

Let 𝑠௣ = 𝜃𝑐௣ + (1 − 𝜃)𝑑௣ and 𝑡௣ = (1 − 𝜃)𝑐௣ + 𝜃𝑑௣. 
So, we get 

2𝑋 ቌ൤
𝑐௣ + 𝑑௣

2
൨

ଵ
௣

,⋅ቍ ≤
𝑋 ൬[𝜃𝑐௣ + (1 − 𝜃)𝑑௣]

ଵ
௣,⋅൰

𝑒ఈ(ఏ௖೛ା(ଵିఏ)ௗ೛)
భ
೛

 

                                         +

𝑋 ቆ[(1 − 𝜃)𝑐௣ + 𝜃𝑑௣]
ଵ
௣,⋅ቇ

𝑒ఈ൫(ଵିఏ)௖೛ାఏௗ೛൯
భ
೛

. 

Integrating with respect to 𝜃 ∈ [0,1] and applying 
the change of variable method, we have 

𝑋 ቌ൤
𝑐௣ + 𝑑௣

2
൨

ଵ
௣

,⋅ቍ ≤
𝑝

𝑑௣ − 𝑐௣
න

ௗ

௖

𝑋(𝑠,⋅)

𝑠ଵି௣𝑒ఈ௦
𝑑𝑠.            (6) 

Thus, the left-hand side of the inequality (5) is 
established. For the right-hand side of the 
inequality (5), again utilizing the exponential       
𝑝-convexity of the stochastic process 𝑋, we have 
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𝑋 ൬[𝜃𝑐௣ + (1 − 𝜃)𝑑௣]
ଵ
௣,⋅൰

𝑒ఈ(ఏ௖೛ା(ଵିఏ)ௗ೛)
భ
೛

≤
𝜃

𝑋(𝑐,⋅)
𝑒ఈ௖ + (1 − 𝜃)

𝑋(𝑑,⋅)
𝑒ఈௗ

𝑒ఈ(ఏ௖೛ା(ଵିఏ)ௗ೛)
భ
೛

. 

Integrating with respect to 𝜃 on [0,1], we have 

𝑝

𝑑௣ − 𝑐௣
න

ௗ

௖

𝑋(𝑠,⋅)

𝑠ଵି௣𝑒ఈ௦
𝑑𝑠 ≤

𝑋(𝑐,⋅)

𝑒ఈ௖
න

ଵ

଴

𝜃𝑑𝜃

𝑒ఈ(ఏ௖೛ା(ଵିఏ)ௗ೛)
భ
೛

 

                                       +
𝑋(𝑑,⋅)

𝑒ఈௗ
න

ଵ

଴

(1 − 𝜃)𝑑𝜃

𝑒ఈ(ఏ௖೛ା(ଵିఏ)ௗ೛)
భ
೛

.   (7) 

A combination of inequalities (6) and (7) gives 
inequality (5). 

Remark 3.3. Choosing α = 0 in Theorem 3.2, we 
get inequality (3) in Theorem 2.4.  

Remark 3.4. By taking (𝛼, 𝑝) = (0,1) in 
Theorem 3.2, we attain inequality (2) in Theorem 
2.2.  

Theorem 3.5.  Let 𝑋: 𝐼 ⊂ (0, ∞) × 𝛺 → ℝ be a 
differentiable stochastic process on 𝐼∘ and 𝑋ᇱ be 
mean-square integrable on [𝑐, 𝑑]. If |𝑋ᇱ|௤ is 
exponentially 𝑝-convex stochastic process on 
[𝑐, 𝑑] for 𝑞 ≥ 1, 𝑐, 𝑑 ∈ 𝐼∘, 𝑐 < 𝑑 and 𝑝 ∈ ℝ\{0}, 
then the following inequality holds almost 
everywhere 

ቤ
𝑋(𝑐,⋅) + 𝑋(𝑑,⋅)

2
−

𝑝

𝑑௣ − 𝑐௣
න

ௗ

௖

𝑋(𝑠,⋅)

𝑠ଵି௣
𝑑𝑠ቤ 

≤
𝑑௣ − 𝑐௣

2𝑝
𝐵ଵ

ଵି
ଵ
௤

ቈ𝐵ଶ ቤ
𝑋ᇱ(𝑐,⋅)

𝑒ఈ௖
ቤ

௤

+ 𝐵ଷ ቤ
𝑋ᇱ(𝑑,⋅)

𝑒ఈௗ
ቤ

௤

቉

ଵ
௤

 ,  

where 

𝐵ଵ = 𝐵ଵ(𝑐, 𝑑; 𝑝) =
1

4
൬

𝑐௣ + 𝑑௣

2
൰

ଵ
௣

ିଵ

 

× ቈ  ଶ𝐹ଵ ቆ1 −
1

𝑝
, 2; 3;

𝑐௣ − 𝑑௣

𝑐௣ + 𝑑௣
ቇ + ଶ𝐹ଵ ቆ1 −

1

𝑝
, 2; 3;

𝑑௣ − 𝑐௣

𝑐௣ + 𝑑௣
ቇ቉ , 

𝐵ଶ = 𝐵ଶ(𝑐, 𝑑; 𝑝) =
1

24
൬

𝑐௣ + 𝑑௣

2
൰

ଵ
௣

ିଵ

 

× ቈ  ଶ𝐹ଵ ቆ1 −
1

𝑝
, 2; 4;

𝑐௣ − 𝑑௣

𝑐௣ + 𝑑௣
ቇ + 6 ଶ𝐹ଵ ቆ1 −

1

𝑝
, 2; 3;

𝑑௣ − 𝑐௣

𝑐௣ + 𝑑௣
ቇ

+   ଶ𝐹ଵ ቆ1 −
1

𝑝
, 2; 4;

𝑑௣ − 𝑐௣

𝑐௣ + 𝑑௣
ቇ቉ 

and  

𝐵ଷ = 𝐵ଷ(𝑐, 𝑑; 𝑝) = 𝐵ଵ − 𝐵ଶ. 

Proof. From Lemma 2.5 and using power-mean 
integral inequality, we have 

ቤ
𝑋(𝑐,⋅) + 𝑋(𝑑,⋅)

2
−

𝑝

𝑑௣ − 𝑐௣
න

ௗ

௖

𝑋(𝑠,⋅)

𝑠ଵି௣
𝑑𝑠ቤ 

= 
ௗ೛ି௖೛

ଶ௣
∫

ଵ

଴

ଵିଶఏ

[ఏ௖೛ା(ଵିఏ)ௗ೛]
భష

భ
೛

 𝑋ᇱ ൬[𝜃𝑐௣ + (1 − 𝜃)𝑑௣]
భ

೛,⋅൰ 𝑑𝜃 

≤
𝑑௣ − 𝑐௣

2𝑝
න

ଵ

଴

ቮ
1 − 2𝜃

[𝜃𝑐௣ + (1 − 𝜃)𝑑௣]
ଵି

ଵ
௣

ቮ 

        × ฬ𝑋ᇱ ൬[𝜃𝑐௣ + (1 − 𝜃)𝑑௣]
ଵ
௣,⋅൰ฬ  𝑑𝜃 

≤
𝑑௣ − 𝑐௣

2𝑝
ቌන

ଵ

଴

|1 − 2𝜃|

[𝜃𝑐௣ + (1 − 𝜃)𝑑௣]
ଵି

ଵ
௣

𝑑𝜃ቍ

ଵି
ଵ
௤

 

× ቌන
ଵ

଴

|1 − 2𝜃|

[𝜃𝑐௣ + (1 − 𝜃)𝑑௣]
ଵି

ଵ
௣

 ฬ𝑋ᇱ ൬[𝜃𝑐௣ + (1 − 𝜃)𝑑௣]
ଵ
௣,⋅൰ฬ

௤

𝑑𝜃ቍ

ଵ
௤

. 

Since |𝑋ᇱ|௤ is exponentially 𝑝-convex stochastic 
process on [𝑐, 𝑑], we have almost everywhere 

ቤ
𝑋(𝑐,⋅) + 𝑋(𝑑,⋅)

2
−

𝑝

𝑑௣ − 𝑐௣
න

ௗ

௖

𝑋(𝑠,⋅)

𝑠ଵି௣
𝑑𝑠ቤ 

≤
𝑑௣ − 𝑐௣

2𝑝
ቌන

ଵ

଴

|1 − 2𝜃|

[𝜃𝑐௣ + (1 − 𝜃)𝑑௣]
ଵି

ଵ
௣

𝑑𝜃ቍ

ଵି
ଵ
௤

 

    

× ൮න
ଵ

଴

|1 − 2𝜃| ൤𝜃 ฬ
𝑋ᇱ(𝑐,⋅)

𝑒ఈ௖ ฬ
௤

+ (1 − 𝜃) ฬ
𝑋ᇱ(𝑑,⋅)

𝑒ఈௗ ฬ
௤

൨

[𝜃𝑐௣ + (1 − 𝜃)𝑑௣]
ଵି

ଵ
௣

𝑑𝜃൲

ଵ
௤

 

≤
𝑑௣ − 𝑐௣

2𝑝
𝐵ଵ

ଵି
ଵ
௤

ቈ𝐵ଶ ቤ
𝑋(𝑐,⋅)

𝑒ఈ௖
ቤ

௤

+ 𝐵ଷ ቤ
𝑋(𝑑,⋅)

𝑒ఈௗ
ቤ

௤

቉

ଵ
௤

. 

where  

න
ଵ

଴

|1 − 2𝜃|

[𝜃𝑢௣ + (1 − 𝜃)𝑣௣]
ଵି

ଵ
௣

𝑑𝜃 = 𝐵ଵ(𝑐, 𝑑; 𝑝), 
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න
ଵ

଴

|1 − 2𝜃|𝜃

[𝜃𝑐௣ + (1 − 𝜃)𝑑௣]
ଵି

ଵ
௣

𝑑𝜃 = 𝐵ଶ(𝑐, 𝑑; 𝑝), 

න
ଵ

଴

|1 − 2𝜃|(1 − 𝜃)

[𝜃𝑐௣ + (1 − 𝜃)𝑑௣]
ଵି

ଵ
௣

𝑑𝜃 = 𝐵ଵ(𝑐, 𝑑; 𝑝) − 𝐵ଶ(𝑐, 𝑑; 𝑝). 

Thus, the proof is completed.  

Remark 3.6. If we choose 𝛼 = 0 in Theorem 3.5, 
we attain Theorem 4 in [9].  

Remark 3.7. By choosing (𝛼, 𝑝) = (0,1) in 
Theorem 3.5, we attain Theorem 5 in [9].  

Corollary 3.8.  Under the conditions of Theorem 
3.5, if we take 𝑞 = 1, then 

ቤ
𝑋(𝑐,⋅) + 𝑋(𝑑,⋅)

2
−

𝑝

𝑑௣ − 𝑐௣
න

ௗ

௖

𝑋(𝑠,⋅)

𝑠ଵି௣
𝑑𝑠ቤ 

≤
𝑑௣ − 𝑐௣

2𝑝
ቈ𝐵ଶ ቤ

𝑋ᇱ(𝑐,⋅)

𝑒ఈ௖
ቤ + 𝐵ଷ ቤ

𝑋ᇱ(𝑑,⋅)

𝑒ఈௗ
ቤ቉    (a. e. ), 

where 𝐵ଶ and 𝐵ଷ are given in Theorem 3.5.  

Remark 3.9. If 𝛼 = 0 in Corollary 3.8, we attain 
Corollary 4 in [9].  

Remark 3.10. By letting (𝛼, 𝑝) = (0,1) in 
Corollary 3.8, we attain Theorem 5 in [9].  

Theorem 3.11.  Let 𝑋: 𝐼 ⊂ (0, ∞) × 𝛺 → ℝ be a 
differentiable stochastic process on 𝐼∘and 𝑋ᇱ be 
mean-square integrable on [𝑐, 𝑑]. If |𝑋ᇱ|௤ is 
exponentially 𝑝-convex stochastic process on 
[𝑐, 𝑑] for 𝑞, 𝑟 > 1, ଵ

௤
+

ଵ

௥
= 1, then the following 

inequality holds almost everywhere 

ቤ
𝑋(𝑐,⋅) + 𝑋(𝑑,⋅)

2
−

𝑝

𝑑௣ − 𝑐௣
න

ௗ

௖

𝑋(𝑠,⋅)

𝑠ଵି௣
𝑑𝑠ቤ 

≤
𝑑௣ − 𝑐௣

2𝑝
൬

1

𝑟 + 1
൰

ଵ
௥

ቈ𝐵ସ ቤ
𝑋ᇱ(𝑐,⋅)

𝑒ఈ௖
ቤ

௤

+ 𝐵ହ ቤ
𝑋ᇱ(𝑑,⋅)

𝑒ఈௗ
ቤ

௤

቉

ଵ
௤

, 

where 

𝐵ସ = 𝐵ସ(𝑐, 𝑑; 𝑝; 𝑞) 

     =

⎩
⎪
⎨

⎪
⎧ 1

2𝑐௤௣ି௤
  2𝐹1 ቆ𝑞 −

𝑞

𝑝
, 1; 3; 1 − ൬

𝑑

𝑐
൰

௣

ቇ , 𝑝 < 0,

1

2𝑑௤௣ି௤
  2𝐹1 ൬𝑞 −

𝑞

𝑝
, 2; 3; 1 − ቀ

𝑐

𝑑
ቁ

௣

൰ , 𝑝 > 0,

 

𝐵ହ = 𝐵ହ(𝑐, 𝑑; 𝑝; 𝑞) 

    =

⎩
⎪
⎨

⎪
⎧ 1

2𝑐௤௣ି௤
  ଶ𝐹ଵ ቆ𝑞 −

𝑞

𝑝
, 2; 3; 1 − ൬

𝑑

𝑐
൰

௣

ቇ , 𝑝 < 0,

1

2𝑑௤௣ି௤
  ଶ𝐹ଵ ൬𝑞 −

𝑞

𝑝
, 1; 3; 1 − ቀ

𝑐

𝑑
ቁ

௣

൰ , 𝑝 > 0.

 

Proof. Using Lemma 2.5, Hölder’s integral 
inequality and exponential 𝑝-convexity of the 
stochastic process |𝑋ᇱ|௤ on [𝑐, 𝑑], we have almost 
everywhere 

ቤ
𝑋(𝑐,⋅) + 𝑋(𝑑,⋅)

2
−

𝑝

𝑑௣ − 𝑐௣
න

ௗ

௖

𝑋(𝑠,⋅)

𝑠ଵି௣
𝑑𝑠ቤ 

≤
𝑑௣ − 𝑐௣

2𝑝
ቆන

ଵ

଴

|1 − 2𝜃|௥𝑑𝜃ቇ

ଵ
௥

 

     × ቌන
ଵ

଴

1

[𝜃𝑐௣ + (1 − 𝜃)𝑑௣]
௤ቀଵି

ଵ
௣

ቁ
ฬ𝑋ᇱ ൬[𝜃𝑐௣ + (1 − 𝜃)𝑑௣]

ଵ
௣,⋅൰ฬ

௤

𝑑𝜃ቍ

ଵ
௤

 

≤
𝑑௣ − 𝑐௣

2𝑝
൬

1

𝑟 + 1
൰

ଵ
௥

൮
𝜃 ฬ

𝑋ᇱ(𝑐,⋅)
𝑒ఈ௖ ฬ

௤

+ (1 − 𝜃) ฬ
𝑋ᇱ(𝑑,⋅)

𝑒ఈௗ ฬ
௤

[𝜃𝑐௣ + (1 − 𝜃)𝑑௣]
௤ቀଵି

ଵ
௣

ቁ
𝑑𝜃൲

ଵ
௤

 

≤
𝑑௣ − 𝑐௣

2𝑝
൬

1

𝑟 + 1
൰

ଵ
௥

ቈ𝐵ସ ቤ
𝑋ᇱ(𝑐,⋅)

𝑒ఈ௖
ቤ

௤

+ 𝐵ହ ቤ
𝑋ᇱ(𝑑,⋅)

𝑒ఈௗ
ቤ

௤

቉

ଵ
௤

, 

where 

𝐵ସ = න
ଵ

଴

𝜃

[𝜃𝑐௣ + (1 − 𝜃)𝑑௣]
௤ቀଵି

ଵ
௣

ቁ
𝑑𝜃 

     =

⎩
⎪
⎨

⎪
⎧ 1

2𝑐௤௣ି௤
  2𝐹1 ቆ𝑞 −

𝑞

𝑝
, 1; 3; 1 − ൬

𝑑

𝑐
൰

௣

ቇ , 𝑝 < 0,

1

2𝑑௤௣ି௤
  2𝐹1 ൬𝑞 −

𝑞

𝑝
, 2; 3; 1 − ቀ

𝑐

𝑑
ቁ

௣

൰ , 𝑝 > 0,

 

𝐵ହ = න
ଵ

଴

1 − 𝜃

[𝜃𝑐௣ + (1 − 𝜃)𝑑௣]
௤ቀଵି

ଵ
௣

ቁ
𝑑𝜃 

    =

⎩
⎪
⎨

⎪
⎧ 1

2𝑐௤௣ି௤
  ଶ𝐹ଵ ቆ𝑞 −

𝑞

𝑝
, 2; 3; 1 − ൬

𝑑

𝑐
൰

௣

ቇ , 𝑝 < 0,

1

2𝑑௤௣ି௤
  ଶ𝐹ଵ ൬𝑞 −

𝑞

𝑝
, 1; 3; 1 − ቀ

𝑐

𝑑
ቁ

௣

൰ , 𝑝 > 0.

 

Remark 3.12. If we take 𝛼 = 0 in Theorem 3.11, 
we attain Theorem 6 in [9].  
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Theorem 3.13.  Let 𝑋: 𝐼 ⊂ (0, ∞) × 𝛺 → ℝ be a 
differentiable stochastic process on 𝐼∘ and 𝑋ᇱ be 
mean-square integrable on [𝑐, 𝑑]. If |𝑋ᇱ|௤ is 
exponentially 𝑝-convex stochastic process on 
[𝑐, 𝑑] for 𝑞, 𝑟 > 1, 

ଵ

௤
+

ଵ

௥
= 1, then 

ቤ
𝑋(𝑐,⋅) + 𝑋(𝑑,⋅)

2
−

𝑝

𝑑௣ − 𝑐௣
න

ௗ

௖

𝑋(𝑠,⋅)

𝑠ଵି௣
𝑑𝑠ቤ 

≤
𝑑௣ − 𝑐௣

2𝑝
𝐵଺

ଵ
௥ ൬

1

𝑞 + 1
൰

ଵ
௤

൮
ฬ
𝑋ᇱ(𝑐,⋅)

𝑒ఈ௖ ฬ
௤

+ ฬ
𝑋ᇱ(𝑑,⋅)

𝑒ఈௗ ฬ
௤

2
൲

ଵ
௤

, 

where 

𝐵଺ = 𝐵଺(𝑐, 𝑑; 𝑝; 𝑟) 

     =

⎩
⎪
⎨

⎪
⎧ 1

2𝑐௥௣ି௥
  2𝐹1 ቆ𝑟 −

𝑟

𝑝
, 1; 2; 1 − ൬

𝑑

𝑐
൰

௣

ቇ , 𝑝 < 0,

1

2𝑑௥௣ି௥
  2𝐹1 ൬𝑟 −

𝑟

𝑝
, 1; 2; 1 − ቀ

𝑐

𝑑
ቁ

௣

൰ , 𝑝 > 0,

 

Proof. From Lemma 2.5, using Hölder’s integral 
inequality and exponential 𝑝-convexity of the 
stochastic process |𝑋ᇱ|௤ on [𝑐, 𝑑], we have almost 
everywhere 

ቤ
𝑋(𝑐,⋅) + 𝑋(𝑑,⋅)

2
−

𝑝

𝑑௣ − 𝑐௣
න

ௗ

௖

𝑋(𝑠,⋅)

𝑠ଵି௣
𝑑𝑠ቤ 

=
𝑑௣ − 𝑐௣

2𝑝
න

ଵ

଴

1 − 2𝜃

[𝜃𝑐௣ + (1 − 𝜃)𝑑௣]
ଵି

ଵ
௣

𝑋ᇱ ൬[𝜃𝑐௣ + (1 − 𝜃)𝑑௣]
ଵ
௣,⋅൰ 𝑑𝜃 

≤
𝑑௣ − 𝑐௣

2𝑝
ቌන

ଵ

଴

1

[𝜃𝑐௣ + (1 − 𝜃)𝑑௣]
௥ቀଵି

ଵ
௣

ቁ
𝑑𝜃ቍ

ଵ
௥

 

× ቆන
ଵ

଴

|1 − 2𝜃|௤ ฬ𝑋ᇱ ൬[𝜃𝑐௣ + (1 − 𝜃)𝑑௣]
ଵ
௣,⋅൰ฬ

௤

𝑑𝜃ቇ

ଵ
௤

 

≤
𝑑௣ − 𝑐௣

2𝑝
𝐵଺

ଵ
௥ ൬

1

𝑞 + 1
൰

ଵ
௤

൮
ฬ
𝑋ᇱ(𝑐,⋅)

𝑒ఈ௖ ฬ
௤

+ ฬ
𝑋ᇱ(𝑑,⋅)

𝑒ఈௗ ฬ
௤

2
൲

ଵ
௤

, 

where 

 

𝐵଺ = න
ଵ

଴

1

[𝜃𝑐௣ + (1 − 𝜃)𝑑௣]
௥ቀଵି

ଵ
௣

ቁ
𝑑𝜃 

     =

⎩
⎪
⎨

⎪
⎧ 1

2𝑐௥௣ି௥
  2𝐹1 ቆ𝑟 −

𝑟

𝑝
, 1; 2; 1 − ൬

𝑑

𝑐
൰

௣

ቇ , 𝑝 < 0,

1

2𝑑௥௣ି௥
  2𝐹1 ൬𝑟 −

𝑟

𝑝
, 1; 2; 1 − ቀ

𝑐

𝑑
ቁ

௣

൰ , 𝑝 > 0,

 

and 

න
ଵ

଴

𝜃|1 − 2𝜃|௤𝑑𝜃 = න
ଵ

଴

(1 − 𝜃)|1 − 2𝜃|௤𝑑𝜃 

                =
ଵ

ଶ(௤ାଵ)
. 

Remark 3.14. If we take 𝛼 = 0 in Theorem 3.13, 
we attain Theorem 7 in [9].  
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