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Abstract— Quartz crystal microbalance systems are widely 

used in different fields from biology to electronic. Those devices 

are very sensitive to mass changes on the piezoelectric crystal 

surface in nano gram scale and therefore can be used to detect 

even a single virus on surface of any substance. Although they 

are very practical and versatile, they are sold with very high 

prices and thus hindering the usage for someone with tight 

research budget.  In this work, we try to find a cost effective 

solution and bring this device into the price range on two to three 

orders of magnitude lower than the commercial counterparts. 

For that purpose, we develop a cost effective quartz crystal 

microbalance system using a cost effective microcontroller and a 

typical oscillator circuit and the final product can be used in 

different fields to detect the mass change on any surface caused 

by different reactions or effects. 

 
 

Index Terms— Piezoelectric, QCM (Quartz Crystal 

Microbalance), Sensors, Transducers, Thickness/Gas Monitor. 

 

I. INTRODUCTION 

IEZOELECTRIC EFFECT produced by piezoelectric 

crystals sandwiched between two metal electrodes is an 

essential phenomena used in electronic applications. When we 

compress a piezoelectric material such as Quartz it produces 

an electric charge. However, it works in other way as well and 

when the electric current is flown it changes the shape slightly 

and creates a mechanical vibration [1]. In electronics, we 

utilize the first effect, but latter effect can also be utilized in 

some applications. Besides producing clock pulses for 

electronic circuits, piezoelectric crystal can also be used as a 

mass sensor that is known as Quartz Crystal Microbalance 

(QCM) [2-7]. They are of great interest for a wide variety of 

measurements in many fields as they are able to work in 

different operating conditions in gas or liquid mediums [1-9]. 

In addition, they offer high sensitivity, high stability, low 

power consumption and easy operation at room temperature. 
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QCM sensors are well-suited for the sensor arrays used in 

environmental, biomedical and chemical applications. For 

example, in a recent study [10] QCM was utilized to detect the 

water vapor adsorption level (humid) by nanomaterials in 

different morphologies. As the morphology changes from thin 

film to nanowire the surface area significantly increase and 

therefore more water molecules in gas form can adsorb on 

their surface which eventually casue to shift resonance 

frequency of QCM crystal more due to the mass uptake. Other 

studies also utilize QCM to detect any other gas molecules. In 

addition to those, QCM can be also used for the following 

applications. We can measure the real time addition of 

molecular layers, swelling and desorption rates, rigidity, 

thickness and water contents, binding events, induced changes 

in viscoelasticity and thickness, and cellular attachments in 

parallel with microscopy on any surface.  

Our main purpose of this study is to bring such a versatile 

QCM device into the life with substantially low cost and 

comparable device performance and make everyone utilize it. 

This work would be a good reference for someone in a tight 

budget because the developed system will be on par with the 

commercial counterparts except with a massive lower cost. 

II. WORKING PRINCIPLE OF QCM 

QCM is a widely used acoustic wave sensor to figure out 

the mass change on any surface of a substance as a function of 

the change on the quartz crystal’s resonance frequency. We 

can calculate the mass change on thin and uniform films using 

Sauerbrey equation [10]: 

 

(1) 

where A is the active electrode layer area on the crystal, µ the 

shear modulus of quartz,  ρ density of the crystal , fo 

resonance frequency of the crystal, and ∆f frequency shift 

from its fundamental resonance frequency.  

Our QCM device utilizes an AT-cut quartz crystal with 

resonance frequency of 5MHz. AT-cut crystals widely used by 

the industry are made from Y bar at 35° rotation (lower right 

of Fig. 1) and those provide a stable performance over a wide 

temperature range (-55°C - 125°C). In our device, the Shear 

Modulus (µ) and density (ρ) of the crystal are 2.947x1011 

g/cm.s2 and 2.684 g/cm3, respectively. According to Sauerbrey 

equation (1), the change of ±1Hz of the resonance frequency 

corresponds to 5.02ng of materials desorbed/adsorbed on the 

0.282735 cm2 active crystal surface. It is important to note that 
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a QCM sensor with low resonance frequency should be heavy 

in order to eliminate the vibrational effects caused by the 

environment. However, we will utilize a crystal oscillating in a 

frequency greater than 5MHz and will automatically prevent 

the occurrence of the aforementioned problem because in 

nature there is no such vibrations. This will make our QCM 

system very lightweight. 

 
Fig.1. Schematic view of the quartz crystal from side and cross sectional 
views. Lower right is the demonstration of AT-cut crystal orientation. 

III. RESULTS AND DISCUSSION 

A. Design and simulation of a QCM 

The idea behind a QCM circuitry is very simple and as 

follows. The circuit basically consists of a crystal oscillator 

and the signal produced by this oscillator is detected by a 

microcontroller and measures the oscillation frequency of the 

corresponding signal. As previously mentioned this signal is 

proportional to the mass change over the active electrodes of 

the piezoelectric crystal. When the crystal adsorbs some 

specious, negative frequency shift occurs in the oscillation 

frequency while this turns to be opposite in case of the mass 

desorption. Various crystal oscillator circuits can be designed, 

but for the sake of easiness, we can exploit a cost effective 

crystal oscillator in a single package with potentially different 

fundamental oscillation frequencies. It is important to note that 

1 Hz frequency shift corresponds to a lower mass change as 

the fundamental oscillation frequency (fo) gets higher because 

in Eq.(1), mass change is inversely proportional to the square 

of fo. It means that as fo increases we get more sensitive 

measurements.  In this research, we utilized TCO-711A 

oscillator, which can be used between 0.25MHz and 100MHz 

[12]. This oscillator has hermetically sealed package to 

prevent any effect caused by the environment; however, we 

cut the package in order to reach two pins of the crystal 

connections (see Figure 3b) and those connections could be 

extended for our convenience in the measurement procedure. 

Figure 1 shows the cut package and crystal can be clearly 

seen. This crystal can be replaced by any other crystal 

operating in the aforementioned frequency range and this 

determines the oscillation frequency of the system. By 

changing the crystal pointed in Fig.1 we can use the oscillator 

in the indicated range.  This circuit uses the second harmonic 

of the crystals meaning that whatever rated crystal we use we 

can get half of the rated oscillation frequency. For example, if 

we replace the crystal with 10MHz crystal we can get 5MHz 

signal out of TCO-711A. Since we are able to replace the 

quartz crystal, it gives a chance to do disposable tests. It is 

recommended that only crystals rather than TCO-711A 

oscillator (top left component seen in Figure 3b) can be 

bought and by cutting the package quartz crystals can be taken 

and face to the environment with a much lower price.  

By replacing the original crystal in TCO-711A with HEC 

10MHz crystal we test our oscillator and the signal produced 

by the modified oscillator was analyzed using two channel 

oscilloscope. Figure 3a shows the signal oscillating around 

5Mhz. We will design a circuit to detect this signal and project 

the result in any serial monitor.  

 

 
Fig.2. (a) Circuit diagram of the designed QCM system. (b) Simulation results 
obtained from the virtual terminal. (c) Oscilloscope view of the signal used in 
simulation to test our QCM device. 

Before implementing the designed circuit, a simulation 

using Proteus 8.0 was done for the system seen in Fig. 2a. In 

this simulation, a square wave signal with 50% duty cycle was 

used as the signal produced by crystal oscillator and a model 

of DHT22 was used to replicate the humidity/temperature 

sensor. Arduino Nano microcontroller working   16MHz clock 

speed was utilized to evaluate the data gathered by sensors and 

oscillator and project the results on a virtual terminal used as a 

serial monitor. It is important to note that test signal was 1kHz 

as seen in Fig.2c. The reason for that the signal is disturbed as 

we increase the frequency to MHz ranges; however, the real 

device is tested under 5MHz as we will see later. The program 

we compiled to make this circuit operational was written in 

Arduino IDE and seen in Appendix section. In the simulation, 
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we get the temperature, humidity and frequency values and 

monitored those in virtual terminal as seen in Fig. 2b.  

B. Prototype circuit and experimental results 

After a successful operation of our device in Proteus we 

implemented our circuit on a breadboard as seen in Fig. 3b. 

Before testing, the capability of frequency range that our 

device can run, 50% duty cycle signals with a wide range of 

frequency from 1kHz to 10MHz was tested. Since our 

microcontroller work with 16MHz clock speed and we are 

limited with the frequency up to 8MHz (half of clock speed) 

by using “FreqCount” command which can be found in [13]. 

By employing more advanced microcontrollers such as Teensy 

3.0, Teensy 3.5 etc. working with high clock speed we can 

measure the oscillation frequency greater than 8MHz. After 

testing the capability of frequency read, we build up our 

system on the breadboard and read the detected values on the 

PC screen. Although our aim is to measure the oscillating 

frequency of the crystal, we embedded a temperature and 

humidity sensor because correlation of humid, temperature 

and frequency shift is required to make a meaningful comment 

in many applications. 

 
Fig.3. (a) Real oscillating signal captured by 2 channel oscilloscope showing 
5MHz oscillation frequency. (b) Real color image of the system built on a 
breadboard.  Inset: 3D printed casing for the circuit to make our device more 
compact. (c) Data on the screen was sent by the QCM device and projected on 
the “CoolTerm” screen via USB connection between PC and circuit. 

 

As seen in Fig.3c, the received data is projected on a free 

program called “CoolTerm”. Our microcontroller sends the 

data with 57600 baud rate and the program is set to that value 

(lower left of Fig.3c) to capture them. The reason we used this 

program is because the data seen on the screen can 

simultaneously be saved into the PC and the saved data can be 

later used for data processing. In other words, we can utilize 

this program as a cost effective data logger. By 3D printing a 

case for our system as seen in Fig. 3c, we can make everything 

compact and implement tests in different environments easily. 

As a proof of concept, we test our device in a hermetically 

sealed humidity test chamber and the results are shown in Fig. 

4. The data was obtained in about twelve minutes and with 

some intervals humidity was altered by flowing a humid air 

into the chamber. The result shows that the oscillation 

frequency shifts to lower values as we increase the humidity 

and the oscillation frequency increases as the humidity gets to 

the original ambient value. This is as we expected because 

when the water molecules adsorbed by the electrodes of the 

crystal, mass increases and this shifts the oscillation to lower 

frequency values. In addition, the frequency increases as the 

adsorbed molecules starts to desorb from the surface.  It is 

worth to note that the frequency change is not very high in this 

case because the electrode surface is very smooth and there is 

no enough surface area to be adsorbed on. If we coat the 

electrodes with some nanomaterials having very high surface 

area, the change in the oscillation frequency becomes more 

intense. By this way, we can utilize a QCM to detect any 

phenomenon occurring in gasses or liquid environments. 
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Fig.4. A graph showing the experimental data gathered via our device in a 
given time. 

IV. CONCLUSION AND FUTURE WORK 

In conclusion, we have developed, simulated and 

implemented a simple but versatile QCM device employing 

cost effective components and integrated circuits. The results 

show that it works very satisfactorily. Although our design is 

very easy to implement it can substitute a very expensive and 

more complex QCM device and realize the sensitive analysis 

in different fields with low-cost.  This design is believed to be 

widely speeded all over the world and will be utilized for 

sensing variety of gases, depositions, desorption and etc. and 

contribute the development of science. As a future work, we 

are planning to integrate an OLED/LCD display, real time 
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clock and SD card writer/reader and by this way, we can carry 

a complete QCM test system in our pocket. This circuit will 

show the frequency shift, mass change, temperature and 

humidity information as a function of time on the OLED/LCD 

screen and can save all these data into a micro SD card to be 

used in data processing. 
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APPENDIX 

//Libraries 

#include <DHT.h> 

#include <FreqCount.h> 

 

//Constants 

#define DHTPIN 2     // What pin we're connected to 

#define DHTTYPE DHT22   // DHT 22 type of sensor is used 

DHT dht(DHTPIN, DHTTYPE); //// Initialize DHT22 sensor 

 

//Variables 

float hum;  //Stores humidity value 

float temp; //Stores temperature value 

 

void setup() 

{ 

 Serial.begin(57600);  

 FreqCount.begin(1000); 

 dht.begin(); 

} 

 

void loop() 

{ 

    if (FreqCount.available()) { 

    unsigned long count = FreqCount.read(); 

    //Print frequency value to serial monitor 

    Serial.print("Frequency: "); 

    Serial.print(count); 

    Serial.print(" Hz, Humidity: "); 

  } 

    //Read data and store it to variables hum and temp 

    hum = dht.readHumidity(); 

    temp= dht.readTemperature(); 

    //Print temp and humidity values to serial monitor 

    Serial.print(hum); 

    Serial.print(" %, Temperature: "); 

    Serial.print(temp); 

    Serial.println(" Celsius"); 

    delay(2000); //Delay 2 sec. Sampling rate of DHT22 0.5 Hz 

} 
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Abstract— Target or event detection is one of the main 

applications of drone networks. Several cooperative search 

algorithms have been proposed for teams of unmanned aerial 

vehicles (UAVs), where the goal is to minimize search time or 

maximize detection probability. In these works, connectivity 

often is considered a constraint in enabling cooperation. In this 

paper, we approach the target detection problem in drone 

networks from both detection and connectivity viewpoints. Our 

goal is not only to find a stationary target but also to inform the 

ground personnel (e.g., a rescue team) about the status of the 

target over a multi-hop communication chain. We analyze the 

performance of our coverage-based and connectivity-based path 

planning algorithms in terms of probability and time of detection 

as well as notification. We show that there is a trade-off between 

coverage and connectivity and with limited number of drones 

both aspects need to be considered for successful mission 

completion. 

 
 

Index Terms— drones, monitoring, networking, swarms, target 

detection. 

 

I. INTRODUCTION 

RONE networks are being deployed for environmental 

monitoring, surveillance, infrastructure inspection, 

delivery systems, search and rescue to name a few [1]–[4]. For 

applications such as wildfire tracking, glacier or volcano 

monitoring, liveliness detection, the area to be monitored can 

be physically inaccessible or dangerous for humans to enter or 

the emergency personnel might need to cover the area of 

interest with high efficiency to be able to respond to the 

detected event in a timely manner. In such cases, use of drone 

networks can be extremely beneficial. 

In this work, we consider a team of small UAVs (e.g., multi-

rotors) equipped with sensors (e.g., cameras, GPS), network 

interface (e.g., WiFi), and computation power. The aim of this 

network is to search a certain area and detect and monitor a 

target. Only the boundaries of the area the UAV network 

needs to search is known. We consider two main challenges: i) 

achieving spatial coverage in an efficient manner (for target 
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detection) and ii) establishing and maintaining communication 

links between UAVs and the ground station (for target 

monitoring). In our previous work, we have shown that there 

is a trade-off between area coverage and connectivity [5], [6]. 

For a given number of UAVs, an area of interest can be 

observed faster if the trajectories of the drones minimally 

overlap. On the other hand, the farther the drones fly from 

each other the more difficult it will be to stay connected and 

exchange observations. In this work, we analyze two path 

planning models based on potential fields for a team of UAVs, 

where each UAV autonomously decides its path, taking into 

account their own observations and position of their 

immediate neighboring teammates. In particular, the UAVs 

adapt their directions maintaining either efficient coverage [7] 

or connectivity [5]. 

We compare the performance of the coverage- and 

connectivity-based path models for a UAV network toward a 

target detection mission. We make no assumptions regarding 

the sensors onboard the UAVs that will be used for detection, 

except that the target will be detected with probability 1 if it is 

within the coverage of at least one UAV; i.e., the detection 

sensors are considered to be error-free. The mission is 

considered successful if a time-limited target is found and the 

ground station is informed about it before the target 

disappears. We numerically investigate several scenarios, 

where communication links between the UAVs and the 

ground station can be formed over a multi-hop network. We 

analyze the performance in terms of probability of detection 

and notification as well as mission times. In this work, 

probability of detection is affected by target duration and not 

sensing quality. The latter will be analyzed in our future work. 

Our results show that with the right combination of resources 

(e.g., number of drones, transmission power) equivalent 

performances can be achieved from the coverage- and 

connectivity-based schemes. This indicates that both 

connectivity and coverage requirements need to be taken into 

account while planning the paths of UAV networks that are 

deployed for search applications. 

The remainder of the paper is organized as follows. In 

Section II, related work on networking and path planning in 

drone networks is provided. The analyzed coverage- and 

connectivity-based path planning strategies are presented in 

Section III. Results are given in Section IV and the paper is 

concluded in Section V. 

 

Leveraging Connectivity for Coverage in Drone 

Networks for Target Detection 

E. YANMAZ ADAM  
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II. RELATED WORK 

A. Wireless Networking with UAVs 

From a networking viewpoint, the multi-UAV system or drone 

network is classified as flying ad hoc network (FANET) in [8] 

and differentiated from mobile ad hoc networks (MANET) 

and vehicular ad hoc networks (VANET) in terms of node 

mobility and density, frequency of topology change, radio 

propagation, power consumption, computation power, and 

localization. A FANET is usually deployed toward a mission, 

and hence has some common traits with a wireless sensor 

network as well (see [9], [10], [11]). For instance, sensor node 

activating strategies are considered in static wireless networks 

such that coverage time is minimized or detection probability 

of a target is maximized, or event coverage and connectivity 

are integrated [9]. Mobile sensor networks have been shown to 

improve the network capacity and coverage [12], [13]. Mobile 

robots with swarming capability that operate cooperatively 

and aim to achieve a global goal have also been considered 

(see [14], [15], [16]). Meshed communication architecture 

(multihop) is shown to offer flexibility, performance, and 

reliability [17]. However, mobility leading to sparsely 

connected nodes and fast changing network topology is still a 

key issue to be addressed. 

B. Path planning 

From robotic network viewpoint, the team of drones need to 

be coordinated and we interpret coordination within the scope 

of our network as multi-uav path planning. Several planning 

strategies exist for ground robots [18], delivery systems, or 

mobile sensor networks [14]. Some strategies use prior 

information with exact or partial decomposition of the areas, 

whereas others use sensor-based information to make 

navigation decisions. Path planning and swarming algorithms 

that rely on network connectivity between drones are also 

being investigated [5], [19]–[21]. 

Basic path planning approaches are based on cell 

decomposition, roadmaps, and potential fields [22], [23]. Cell 

decomposition methods (exact or approximate) partition the 

configuration space into a finite number of regions, marking 

the obstacles on the grid. Roadmaps (such as visibility graphs 

and Voronoi diagrams) pre-compute a graph such that 

obstacles can be avoided by staying on the “roads”.  

Approaches based on potential fields on the other hand utilize 

attractive forces toward the goal and repulsive forces from the 

obstacles. The use of UAVs has been proposed for target 

detection applications (see [4] and references therein), where 

search algorithms have been used for path planning. The target 

detection algorithms aim to either provide fast area coverage 

[24], or maximize probability of target detection [25]. Path 

planning for search usually utilizes communication for 

information merging to improve the target detection 

probability [4]. In [7], the transmission ranges are used to 

create potential fields to repel the mobile nodes in the network 

to maximize area coverage. However, the successful 

completion of such missions depend both on locating the 

target and informing the BS about the target location.  

III. COVERAGE AND CONNECTIVITY BASED PATH PLANNING 

In our recent work, we have proposed two path planning 

models for fast area coverage [7] and for connectivity [5]. 

Both models make use of the local physical topology 

information and rely on artificial potential fields to determine 

the next action of each UAV in a UAV swarm in a distributed 

manner. The performance of the algorithms will be tested for 

target detection later in the paper. 

A. System Model 

We assume that there is no prior knowledge of the search 

area accept for its boundaries. The UAVs can have different 

capabilities, they can enter and leave the system at will. The 

area of interest can also be dynamic and the proposed 

algorithms can adapt to it. The UAV team consists of Nm 

drones, each with a sensing range of r and a transmission 

range of rc (with a disc coverage). The drones fly with speeds 

uniformly distributed in [0; Vm]. In this work, we assume the 

drones all fly at the same altitude (h). The extension of the 

work for movement in three-dimensional air space is beyond 

the scope of the paper. 

The UAVs know their own positions (e.g., from onboard 

GPS). They are equipped with sensors (e.g., cameras) that can 

detect a target as soon as the target is within their coverage. 

There are no further assumptions regarding the type of 

detection sensors and the processing time of the sensed 

information. As a rule, each UAV senses its neighbors every ts 

seconds and depending on its location at the end of next 

timestep given its current heading it decides if it needs to 

change direction. The UAVs exchange only their current 

location and/or direction. Same algorithm is run on all UAVs 

and the directions are updated accordingly. If, at the time of 

direction change, a UAV does not have any neighbors, the 

direction is not changed. Note that the step length (ts) is a 

design parameter and depends on the system parameters such 

as Nm and r among others. 

In the following, we briefly explain how coverage- and 

connectivity-based path planning strategies work. For a 

detailed analysis of both schemes for area coverage, readers 

are referred to [5], [7].  

 

B. Coverage-based distributed path planning 

The objective of this path planning strategy is to search a 

given geographical area by a drone network. Since the goal is 

fast coverage, the overlap between the covered areas by the 

limited number of drones need to be minimal. As explained 

above, there is no centralized controller that optimizes the 

trajectories of each drone jointly. We assume that each drone 

decides its own path using the coverage-based path planning 

algorithm, which changes the direction of the drones at the end 

of each time step, if necessary. Such a distributed approach is 

advantageous especially in the case of sparse connectivity 

between drones and the ground control. 

The coverage-based path planning algorithm, which is run 

on each UAV, is illustrated in Fig. 1. On each UAV i, the 

algorithm takes as input the area of interest (A), sensing period 

(ts), transmission range (r), current direction and position of 

node i (θi
c, Pi), and position of neighboring drones ({Ni}). It 

returns the next direction (θi
+). 
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The main direction decision depends on a drone’s current  

position and direction relative to the position of its 

neighboring teammates and it happens every ts sec (update 

time). Timer starts at zero and is increased at increments much 

smaller than ts. At each time increment ti, the direction of a 

drone can change if the drone notices it would leave the search 

area A, based on its estimated position (Pi
+) given its current 

direction. In that case, the drone chooses a random direction 

(θi
+) toward A. Once the total time increment reaches ts, each 

drone computes the resultant force ( ) acting on it and the 

timer is set to zero. In particular, each drone pushes its 

neighboring drones with a force ( ) that is inversely 

proportional to the distance between the nodes. An attraction 

force ( ) which is inversely proportional to the drone’s  

sensing range (i.e., r) is also applied to avoid backtracking. 

Each drone, then, moves in the direction of the resultant 

vector, which is the sum of all applied forces on the drone of 

interest. The calculation of the applied forces and the resultant 

force is shown in Fig. 1, where i
c and ij are the unit vectors 

with angles θi
c
 and θij, respectively. 

 

 
 
Fig.1. Coverage-based path planning algorithm 
 

 

C. Connectivity-based distributed path planning 

 

This path planning strategy takes communication 

requirements into account. The goal of the drone network is to 

search a given area, while the drones maintain connectivity to 

the BS (sink node) and/or their neighbors. Due to the 

probabilistic nature of the algorithm, disconnections from the 

BS can occur, but likelihood of isolated drones is low. The 

parameters used in the algorithm running on each UAV are 

defined in Table I and the algorithm is illustrated in Fig. 2. We 

denote the UAV of interest as UAV i. 

As with the previous strategy, connectivity-based path 

planning is also distributed and every ts seconds, each UAV 

computes their next direction. Similarly, at each time 

increment ti during a timestep of ts, the drones ensure they do 

not leave A. 

 

TABLE I 
ALGORITHM PARAMETERS 

Parameter Definition 

ts sensing period 

ti time increment 

rc transmission range 

A search area 

As coverage area of BS 

θi
c current direction of drone i 

θi
+ next direction of drone i 

Pi current position of drone i given by (xi, yi, h) 

Pi
+ position of drone i given by (xi

+, yi
+, h) after ti sec 

Pi
next position of drone i given by (xi

next, yi
next, h) after ts sec 

{Ni} current positions of set of neighbors of drone i given by 

(xj , yj , h)i 

{Ni
+} positions of current neighbors of drone i after ti sec 

given by (xj
+ , yj

+ , h)i 

{Ni
next} positions of current neighbors of drone i after ts sec 

given by (xj
next , yj

next , h)i 

R+ network routing table for a given Pi
+,{Ni

+} 

Rnext network routing table for a given Pi
next,{Ni

next} 

 

Different than coverage-based algorithm, at each increment 

drone i computes its routing table at the end of ti and ts, 

assuming there would be no direction change. Using these 

routing table estimates, drone i checks whether it would be 

connected to the BS at the end of ts. If yes, it continues with its 

current direction θi
c. 

If not, the drone i aims to avoid being isolated by staying 

connected to the BS or one of its neighbors which we will 

denote by drone j. First, each drone checks whether the BS is 

an immediate neighbor. If it is, the drone chooses a random 

direction toward the BS coverage area (As) to ensure 

connectivity. If the next hop in the route is not the BS, we 

have two cases. Algorithm checks R+
 to see if the UAV i has a 

route to the BS at the end of a time increment even if it 

doesn’t have a route at the end of ts. If it has a route, then j is 

set to be the next hop neighbor of i in the multi-hop route to 

BS. If it is not connected to the BS after ti either, drone i calls 

the function max_contact_id. This function estimates the 

contact time to each neighbor (i.e., the time UAV i would be 

connected to a given neighbor if all neighbor UAVs in {Ni
+} 

keep their current heading) and chooses the neighbor with 

longest estimated contact time. Parameter j in this case is set 

to the ID of this neighboring node. All of these steps are taken 

to keep the network connected while avoiding frequent 

direction changes. 

Once the node j, to which the UAV i decides to stay 

connected, is determined, we again use artificial potential 

fields to determine the next direction θi
+. The forces that apply 

on drone i are 1) a force that pulls the UAV in its current 

direction ( ) with unit magnitude and 2) a force that pulls the 

UAV toward the last contact point with neighbor j, should 

both UAVs keep their direction ( , again with unit 

magnitude). This way UAV i is gradually pulled toward 

neighbor j while keeping the overlap between coverages still 

small. Recall that the goal is to search an area to find targets as 

fast as possible. As such, we want to keep the drones as far 

from each other as possible, while still being connected. Exact  
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Fig. 2. Connectivity-based path planning algorithm. 

 

calculation of the applied forces and resultant force is given in 

Fig. 2. 

If a UAV nevertheless becomes isolated (i.e., because ts is 

too long, the transmission range of the sink is too short, or the 

UAV speed is too high), it does not change its direction until it 

reaches the boundary or it meets another UAV. 

IV. RESULTS AND DISCUSSION 

In this section, we compare the target detection and BS 

notification performance of the coverage and connectivity-

based path planning strategies via Monte Carlo simulations. 

Each data point is computed over 2000 different runs. The 

simulation area is square-shaped with a length of 4000m. The 

UAVs start their mission above the ground station, which is 

placed at center of the search area. The travel time of the 

UAVs is assumed to be 2500 s and their velocity is fixed to 5 

m/s. The sensing range, r, of the UAVs is set to 500m and the 

sensing period for direction change is 2s. We study a multi-

hop system, where the UAVs are connected to the ground 

station via a shortest-hop network route. The number of hops 

in the routes between the UAVs and the ground station depend 

on the transmission range rc of the nodes. 

We assume that a single event occurs at a random location 

within the simulation area and lasts for a duration of td 

seconds. Nm drones search the area. Assuming a target is 

detected without error as soon as it is within sensing range of a 

UAV, the performance metrics of interest are: i) probability of 

detection within td; ii) time to detect; iii) probability of 

immediate notification (at the time of detection); iv) 

probability of later notification (within td); v) time to notify; 

and v) total mission time, where the mission is over once the 

BS is notified (i.e., includes search time and notification time). 

We also provide the detection probability of an ideal mobile 

network, where there is minimal to no overlap between drone 

trajectories. In [7], we have shown that the percentage of 

covered area by at least one node in [0; t] is: 

      (1) 

where r is the disc sensing range of the drones, Nm is the 

number of drones, V is the uniformly distributed velocity 

within [0; Vm], and A is the total area to be covered. 

 

A. Detection performance 

 

First, we study the impact of target duration and number of 

drones on the probability of detection performance of 

coverage- and connectivity-based path models. Fig. 3 shows 

the probability of detection versus target duration, when Nm = 

{6, 26} and rc = {500, 1000, 2000}m. Analytical results for 

mobile and static random network are obtained using 

Equation(1). Observe that coverage-based paths perform as 

well as the ideal mobile network if td is long enough for both 

Nm values. The need for static nodes can be very high, 

illustrating that mobility improves coverage. The probability 

of detection for both schemes increase with increasing td, 

eventually becoming 1. The performance of connectivity-

based mobility model depends on the transmission range. If rc 

is large enough the drones can freely spread in the search area, 

bringing the performance of connectivity-based scheme closer 

to that of coverage-based scheme. If there are enough number 

of nodes, the performance of the two schemes become 

equivalent, since the drone network eventually becomes 

connected due to increased spatial node density. 

Fig. 4 shows the probability of detection versus Nm, when 

target duration is {300, 2400}s. Similar to the previous case, 

coverage-based mobility model performs better if rc is not 

large enough. While for short target durations, the two 

schemes perform worse than an ideal mobile network, the 

benefit of mobility over static network can be observed even 

with short target durations, when the number of drones is low. 

If the target duration is short, adding more drones into the  
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(a)Nm = 6 

 

 
(b)Nm = 26 

 
Fig. 3. Probability of detection versus target duration 

 

network does not improve the performance, since all nodes 

depart from a single ground station. If the target duration is 

long, on the other hand, even with a low number of drones the 

target can be detected as expected. If the transmission range is 

low (e.g., rc = 500m), the performance of the connectivity-

based scheme is limited and a much higher number of drones 

would be required to achieve an acceptable performance.  
 

B. Notification performance 

 

In the previous section, we have seen that the detection 

performance of the connectivity-based path model is limited 

by the transmission range. In the following, we will illustrate 

that conversely the notification performance of the coverage-

based model is limited by the transmission range. The 

probability of notification is conditioned on detection. Fig. 5 

 
 

(a)td = 300s 
 

 
 

(b)td = 2400s 
 

Fig. 4. Probability of detection versus number of nodes. 

 

 

shows the probability of notification performance versus Nm, 

when target duration is 2400s. We analyze the immediate 

notification probability (a) as well as notification probability 

before the target disappears (b). Fig. 5 (c) shows the total 

notification probability. We also provide the simulation results 

for a random static network, where the total notification 

probability is the same as the immediate notification 

probability. We observe that since the connectivity-based 

scheme takes into account the transmission range of the drones 

when determining the drone movements, the drones stay 

connected throughout the mission with a high probability. 

Therefore, the likelihood that the BS will immediately be 

notified is very high and when rc becomes high enough 

(1000m in the figure), the likelihood becomes one even with 

low number of nodes. Even for low transmission ranges, the 
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performance of connectivity-based scheme is more than twice 

of the coverage-based scheme when Nm is low. When rc is 

1000 m, coverage-based scheme needs 40 drones for an 

immediate notification probability of 1, whereas connectivity-

based scheme needs around 15. Furthermore, with 15 drones 

coverage-based scheme could detect the target with 

probability 1 (Fig. 4), whereas connectivity-based scheme 

would detect with a probability of 0.9. Therefore, the gain in 

immediate notification probability for connectivity-based 

model is more prominent than the gain in detection probability 

for coverage-based model. 

Conversely, probability of later notification is much higher 

for coverage-based model. If the eventual notification of the 

BS within the target duration is sufficient, immediate 

notification might not be essential. Observe from Fig. 5 (c) 

that the total notification performance of the two schemes is 

very similar if the number of drones is high enough. 

C. Mission time performance 

 

So far, we have looked on the detection and notification 

performance in terms of probabilities. It is important to 

determine relative times for different parts of the mission and 

also how late is “later notification”. Fig. 6 shows the time 

required to detect the target (a) and notify the BS (b), as well 

as the total mission time that includes both the detection and 

notification phases. As expected, the time to detect is shorter 

for coverage-based scheme and the time to notify is shorter for 

the connectivity-based scheme. The difference reduces as the 

transmission range and the number of drones (i.e., the spatial 

node density) increases. In terms of the total mission time, the 

connectivity-based scheme outperforms the coverage-based 

scheme even with low transmission ranges, when td is high. 

This, however, should be considered together with the fact the 

mission success probability can be less for connectivity-based 

schemes when the target duration is low (recall the probability 

of detection when td = 300 s), especially when rc is low. 

V. CONCLUSIONS 

In this work, local, cooperative distributed path planning 

methods for a UAV team are analyzed for a target detection 

application in terms of detection and connectivity 

performance. We analyze two of our models: coverage-based 

and connectivity-based. As expected, the path decisions of the 

UAVs for the two schemes have conflicting goals. Whereas 

the coverage-based model aim to spread the UAVs as much 

and fast as possible, the connectivity-based model aims to 

keep the team together so that information on the target can 

immediately be exchanged. The performance of the models in 

terms of detection and notification reflects this conflict. When 

the number or the transmission range of drones increase the 

performance difference between the two schemes reduce. 

However, the available resources depend on the cost and goal 

of a mission. Therefore, we conclude that the choice of the 

path planning model depends on the needs of the mission. 

With the right combination of resources (e.g., number of 

drones, transmission power) equivalent performances can be 

achieved. A potential approach could utilize the coverage and 

connectivity benefits of the two schemes and adapt to the 

mission needs. A weighted approach that combine the two 

schemes is currently under investigation. 

 

 
(a)Probability of immediate notification 

 

 
 

(b)Probability of later notification 

 

 
(c)Probability of notification 

 
Fig. 5. Probability of notification versus number of nodes when td = 2400s. 
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(a) Detection time 

 

 
 

(b) Notification time 

 
(c) Total mission time 

 
Fig. 6. Mission phase times versus number of nodes when td = 2400s. 
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Abstract—While the electricity power industry in the world 

continues to grow, it also becomes more traceable and smart with 

the developing technology. Naturally, the integration of these 

technologies into the electrical power systems brings with an 

additional cost. Most of the time producers and consumers 

struggle under the pressure of these additional costs and try new 

products that will reduce the cost. In this sense, competitive 

products in the market must be advantageous in terms of cost. In 

this study, an original IoT based transformer monitoring system 

has been developed by using open source software, modular and 

low cost components as an alternative to studies in literature. 

Arduino Mega 2560 microcontroller has been used as the main 

component in the system. The system can acquire data from a 

wide variety of sensors using internal and external transducers. 

And this data can be saved to the cloud system synchronously 

with the memory card on the monitoring system. The developed 

monitoring system has been utilized free and reliable platforms 

such as the ThingSpeak web interface and PushingBox 

Notification application. The all test process of the developed 

monitoring system has been carried out in the laboratory 

environment on a porotype transformer. 

 
Index Terms— Internet of Things, IOT, Lifetime, Monitoring, 

Transformer  

I. INTRODUCTION 

HE CONTINUOUS increase in the world population 

leads to an increase in energy demand. That means an 

additional capacity increase for those existing in electrical 

power systems. One of the most important parts of the energy 

transmission and distribution ring is oil filled transformer and 

affected by these capacity increase [1-3]. For this reason, it is 

very important to monitor the load conditions and operational 

performance of the transformers [4,5]. Also, demand for smart 

grid applications is increasing all over the world with the 

technological development [6-8]. Since the monitoring 

technologies are a sector with high R&D investments, the 

costs of the technologies produced are quite high [9-12]. In 

addition, many different companies develop different 
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monitoring systems in their own area of expertise [13-14]. 

When several monitoring systems are used together, costs can 

be very high. Although low-cost applications are limited in the 

literature, they have become popular. These applications are 

generally focused on monitoring technologies. It is very 

limited in terms of intervention, diagnostics or recognition. In 

a similar application, the current, voltage parameters for the 

distribution transformers were monitored by the ThingSpeak 

web interface [15]. In another study, the data were monitored 

using the low cost ESP8266 wireless module and Arduino 

Uno microcontroller [16] 

In this study, it is aimed to develop a low cost and open 

source monitoring system that can be an alternative to high 

cost monitoring systems in the literature. The main advantage 

of using the open source software of the monitoring system is 

that it allows the user to modify and improve the system 

software. Developed system is based on Internet of Things 

(IoT) and is intended to perform the tasks defined in the 

electronic card. The open source Arduino Mega 2560 

microcontroller developed by Atmel has been used in the 

transformer monitoring system. The Arduino development 

environment (IDE) is based on "Processing" and the Arduino 

programming language is based on "Wiring". The data 

received from the sensors on the transformer can be stored in 

the monitoring system and/or can be sent to the cloud system. 

Also, this data can be monitored via user-defined computers, 

tablets and phones. The monitoring system gives warning and 

informs the operator when the safe operating limit values are 

exceeded. These limit values, which are defined as default in 

accordance with the standard, can be easily updated on 

software in accordance with the information and approval of 

the operator. There are input modules for sensors on the board 

as well as output modules that can perform different tasks. 

In this paper, the components of transformer monitoring 

system have been defined at section 2; the ThingSpeak web 

interface integration has been introduced used for the 

monitoring system at section 3, the PushingBox Notification 

application has been described at section 4, The details of the 

aging and lifecycle monitoring have been presented at section 

5, and the final section contains the conclusions and 

recommendations, respectively. 

II. TRANSFORMER MONITORING SYSTEM DESIGN 

While designing the monitoring system, it has been aimed to 

be fulfilling five key functions. Firstly, it should be possible to 

get the data from the sensors with different input parameters 

An Internet of Things (IoT) based Monitoring 

System for Oil-immersed Transformers 
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and to perform instant monitoring. Secondly, it should be 

possible to save this data both on its own system and on the 

cloud system. Thirdly, it should be ensured that analytical 

procedures can be performed on the system and the limit 

values related to the measured quantities are identifiable. 

Fourthly, in case of exceeding the limit values specified by the 

operator, he / she must fulfil the warning / information tasks 

and activate the pre-defined output relays. Finally, it has been 

expected to show the aging condition and the remaining 

service life estimation in accordance with the IEEE standard.  

In this context, monitoring system components that can 

perform the specified functions have been determined and a 

general concept scheme has been created as shown in Fig. 1. 

Then, the flow chart of the monitoring system has been 

composed as shown in Fig. 2. 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 
 

 

 

 

 
Fig. 1. Block diagram of transformer monitoring system 
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Fig. 2. Transformer monitoring system flow-chart 
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The analogue signals accrued from different sensors 

installed on the transformer have been scaled between 0-5V 

using transducer modules. Many parameters with standard 

sensor signals such as temperature (ambient, oil and hot-spot), 

current / voltage, insulation fluid level and so on can be 

defined as input. In this study, the temperature values at 

different points have been obtained by different sensors. The 

best measurement for hot-spot is done with fiber-optic sensors 

[18,19]. However, it is still a disadvantaged option considering 

the cost-benefit relationship [20]. Therefore, K type 

thermocouple with a precision of 0.25 degrees Celsius and 

rapid response time has been preferred for acquiring the 

temperature data from hot-spot. The digital temperature sensor 

DS18B20, manufactured by Dallas, has been used for oil and 

oil. This sensor is a very good option for its compatibility with 

the microcontroller, its ease of use and its resolution of up to 

12 bits. The DHT11 digital sensor is used to measure the 

ambient temperature. This sensor which is capable of 

measuring with a resolution of 8 bits by 2% error margin 

between 0-50 degrees Celsius has been preferred because of 

its low cost and it can also receive the ambient humidity data 

optionally. A magnetic float level sensor has been used to 

measure the oil level. It has been made of heat-resistant 

stainless steel that producing an analogue output of 0-5V. As 

the current sensor, the non-invasive AC SCT-013 model, 

which was developed by YHDC, has been preferred. This 

sensor output is between 0-50 mA and can be used to measure 

AC currents up to a maximum of 100 A. In addition to being 

compatible with microcontroller, it provides ease of use thanks 

to its clamp structure. A simple RC filter has been added to the 

sensor output in order to provide accurate values for the 

measurement results against external interference [21].  
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Different parameters which cannot be taken as data in this 

study can be included with expansion modules in the 

following periods. In order to integrate sensors with a 4-20mA 

output to the monitoring system, an analogue transducer 

module from 0 to 5V has been used.  

The mini SD card module has been used with the RTC-

DS3231 module in order to store the data received from the 

transformer with date and time information. The RTC-DS3231 

module supports the I2C communication protocol. The 

ESP8266-07 series has been chosen as a Wi-Fi module for 

wireless transmission of sensor data to the cloud. This module 

has low power consumption and low cost. It also has a built-in 

antenna and supports the TCP / IP protocol. With this module 

that supports the Internet of Things (IOT), the data received 

from the sensors have been easily transferred to the 

ThingSpeak web interface. Also, the measured parameters of 

the transformer can be monitored on the panel of the system 

with the 20x4 LCD display. Yellow and red led, which are 

activated in early warning and emergency situations, have 

been used on the panel. In similar emergency situations, the 

output relays on the panel are also activated in order to 

perform the functions previously defined by the operator 

according to the limit values. In the monitoring system, 50W 

switching power supply with 5V and 12V output and a fuse 

for system safety have been used. The inside of the completed 

panel of the monitoring system has been shown in the Fig. 3.   

III. THE THINGSPEAK WEB INTERFACE 

In recent two decades, with the rapid development of            

internet technology, it has become possible to design different 

monitoring and control systems. One of these technologies is 

the Internet of Things (IoT). This structure is based on the idea 

of collecting, analyzing, making decisions and managing the 

data of the environment in which the objects are located on a 

common platform [22,23]. ThingSpeak is an open IOT 

platform using for real-time monitoring of the data and the 

data accrued from the sensors can be monitored by means of a 

user-defined IP address and ThingSpeak API key [24]. Any 

other user can see or download the data by using ThingSpeak 

at any location, if the system operator uses the public IP 

address. The user can also add location information. 

In this study, 2 API addresses have been defined in 

ThingSpeak interface as shown in Fig. 4. These have been 

used for transformer online monitoring system Fig. 5. The 

transformer online monitoring system interface shows real-

time winding (hot-spot) temperature, oil bottom, top-oil and 

ambient temperatures, oil level and current data from the 

sensors. It is observed that the ambient temperature is constant 

in the test environment. When the transformer load is 

increased in a controlled manner, it is seen that the winding 

temperature increases with the current. Increased winding 

temperature increases the aging factor. The aging condition 

and the remaining service life estimation have been calculated 

by reference to the hot spot temperature. At the oil level, there 

was no change during the test. The data accrued from the 

sensors and then calculated parameter changes have been 

shown in the ThingSpeak Graphical Interface.  Fig. 6 shows 

that the same data can also be accessed via the mobile device. 

In this way, the system is constantly under the control of the 

operator. 

 

 
Fig. 4. ThingSpeak web interface 
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Fig. 5. ThingSpeak sensor data graphical interfaces 

 

 
Fig. 6. ThingSpeak mobile interface 

IV. PUSHINGBOX NOTIFICATION SERVICE 

PushingBox is defined as a cloud that runs with the Internet 

of Things (IoT) and can send many real time notifications like 

e-mail, tweet based on API calls  [25, 26]. This free platform 

supports working with the ESP8266 Wi-Fi module. In this 

way, if any data received from the sensors exceed the critical 

values, the notification message can be sent to the computer 

and/or android device with this application. The warning 

notifications have been tested by deliberately exceeding the 

limit values, within the scope of this study.  For this purpose, 

an API address has been defined in order to receive 

notification from PushingBox. Then different notification 

scenarios have been created with this API address. Fig. 7 show 

images of PushingBox interfaces. 

V. THE REMAINING SERVICE LIFE ESTIMATION DISCUSSIONS 

The loss of life calculation and the remaining service life 

estimation require analytical processing in the monitoring 

system. According to IEEE-C57.91-2011 standards, the loss of 

life calculations has been performed with reference to the hot-

spot temperature in windings [27]. According to the relevant 

standards, the service life of the transformer in the case of 

nominal operation is 20.55 years [28,29]. However, it is 

known that the service life of transformers varies with 

changing load conditions [30,31]. The main reason is that the 

temperature values in the windings are variable due to the heat 

loss according to the loading conditions. Since the loading 

information and the temperature parameters can be received 

via the monitoring system, it can be performed aging 

calculations at high resolution as shown in Fig.8. In the 

meanwhile, the remaining service life of the transformer can 

also be estimated using the linear approach. 
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Fig. 7. PushingBox API addresses 
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Fig. 8. Remaining service life estimation process 

Where, FAA refers to the loss of life at a certain 

temperature and HST refers to the hot spot temperature. RTk 

is remaining service life value, k is year index, Lyk is refers to 

the total loss of life coefficient up to k year. The average of 

the total data obtained from the second period is taken as a 

single value to the period of minutes. Likewise, the average of 

the sum of the data obtained from the minute period is shifted 

to the hourly period. In this way, the loss of life calculated in 

seconds can be calculated by adding the loss of life in the 

annual period. In this way, the loss of life calculated in 

seconds is carried in high resolution up to years. The instant 

aging acceleration factor, the total loss of life and the 

remaining service life estimation values can be shown on the 

LCD display with monitoring system. Similar information can 

also be displayed as graphical form within the ThingSpeak 

interface like in Fig. 9. 
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Fig. 9. ThingSpeak service life monitoring 

 

VI. CONCLUSION 

In this study, an original IoT based monitoring system has 

been developed by using open source software, modular and 

low cost components. With this system, data can be acquired 

from different sensors and can be monitored in various 

environments such as LCD display, computer, mobile phones, 

and tablets continuously. For this purpose, the ThingSpeak 

platform free web interface supporting the Internet of Things 

(IoT) technology has been integrated into the system. In 

addition, the PushingBox application, which supports IoT 

technology, can send warning messages without additional 

hardware and cost. The developed system is capable of 

performing service life monitoring by using aging equations 

given in IEEE-C57.91-2011 standards according to change of 

HST point depending on the loading conditions of 

transformer. Although the developed system has been 

designed to monitor a transformer, it is possible to monitor the 

units in a number of different locations at the same time as 

replicating similar monitoring platforms. The developed 

system has been tested on a prototype transformer. It was 

observed that the data collection, calculation operations and 

output signals according to the limit values, service life 

management, recording operations and warning systems were 

working without error. As a result, this system provides a low-

cost alternative to high-cost professional monitoring systems. 
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Abstract— In mobile robotics, navigation is considered as one 

of the most primary tasks, which becomes more challenging 

during local navigation when the environment is unknown. 

Therefore, the robot has to explore utilizing the sensory 

information. Reinforcement learning (RL), a biologically-

inspired learning paradigm, has caught the attention of many as 

it has the capability to learn autonomously in an unknown 

environment. However, the randomized behavior of exploration, 

common in RL, increases computation time and cost, hence 

making it less appealing for real-world scenarios. This paper 

proposes an informed-biased softmax regression (iBSR) learning 

process that introduce a heuristic-based cost function to ensure 

faster convergence. Here, the action-selection is not considered as 

a random process, rather, is based on the maximum probability 

function calculated using softmax regression. Through 

experimental simulation scenarios for navigation, the strength of 

the proposed approach is tested and, for comparison and analysis 

purposes, the iBSR learning process is evaluated against two 

benchmark algorithms.  

 
 

Index Terms— Reinforcement learning, mobile robots, 

navigation, autonomous, unknown environment  
 

I. INTRODUCTION 

N RECENT years, the impact of robots in our daily lives and 

in industry has increased by manifolds. According to the 

World Robotics Report 2018, the demand for robots increased 

by 31% in one year as compared to 2016. Whether it is an 

industrial robot, mobile robot or any other, if it has to interact 

with the environment, it should be able to navigate. The task 

of navigation can be further broken down into localization and 

path planning. In localization, the robot’s pose, i.e. its 

orientation and translation needs to be determined with respect 

to the surroundings. Path-planning is a process in which a 

robot should be able to find out its collision-free, feasible path 

in an on-line or off-line fashion, from the start to the goal 

point.  

The task of path-planning can be more challenging in the 

presence of obstacles and in unknown environments. The 

basic trait of the autonomous mobile robot is that it should be 
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able to traverse through the obstacles in a safe manner and 

attain the goal position. Navigation requires the robot to 

continuously update its information about the surroundings 

and plan its next action, accordingly. In general, such 

information is acquired by means of various sources, such as 

GPS [1], ultrasonic [2], and laser range finder [3]. This 

information about the robot’s pose and obstacles’ location is, 

then, utilized to control the movements of the robot through its 

actuators. 

Over the last decade, many researchers have been 

continuously striving to solve the problem of path-planning in 

an effective manner. The most notable algorithms in this 

respect are A* [4], Dijkstra [5], PRM [6], and RRT [7]. More 

recently, researchers have shown their keen interest towards 

biologically-inspired algorithms, such as ANN [8], GA [9], 

PSO [10], and RL [11]. Among these, RL algorithms have 

received special attention due to their efficient problem 

solving in various fields such as control engineering, game 

theory, and even robotics.  

The most renowned one of all RL algorithms is Q-learning 

[12], proposed in 1989, based upon the learning from delayed 

rewards and punishments. Since then, many researchers have 

quite effectively utilized Q-learning for mobile robot 

navigation and obstacle avoidance [13, 14]. The Q-learning 

has also been tested for solving mobile robots’ path-planning 

problem in 3D environments [15]. Many authors have also 

proposed hybrid approaches by combining the un-supervised 

RL with Fuzzy Logic [16, 17], or Artificial Neural Network 

[18, 19].  

The learning process, true online SARSA Q-biased softmax 

regression (TOSL-QBIASSR) [20], evolved from classical Q-

learning, has attempted to tackle a wide variety of robotic 

tasks with minimal tuning required. A complimentary low-

reward-loop evasion algorithm has been utilized to avoid local 

minima sequences. An open-source software framework is 

also developed with a large collection of various learning 

processes.  

Recent research has attempted to integrate deep learning 

with RL as deep reinforcement learning (DRL) to deal with a 

wide variety of control problems. Although, deep learning 

enables an effective learning process for high-dimensional 

tasks, it also requires high computational costs both in terms 

of the number of used cores and computational time. This is a 

drawback which prevents such algorithms to be considered for 

real-time applications. 

From the literature review, the conclusion can be drawn that 

there is a remarkable tendency among researchers to solve 

navigation problems using RL since, in most cases the 
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environment is unknown and involves a great degree of 

uncertainty. The bench marking Q-learning algorithm has 

been tested for many scenarios and is found to be effective as 

it can deal with unknown non-deterministic Markovian 

systems. The more recent TOSL-QBIASSR learning tested for 

multiple tasks is claimed to be effective. Therefore, for 

comparison and analysis, Q-learning with softmax regression 

(Q-SR) and TOSL-QBIASSR has been chosen as the test 

bench.  

In this paper, using simulation, it is shown that the proposed 

approach outperforms the Q-SR and TOSL-QBIASSR. In 

detail, the main focus of this research is to perform 2D 

navigation in an unknown environment by combining the 

recent TOSL-QBIASSR learning process with a more 

informed action-selection technique. The contributions of this 

paper are three-fold:  

 The true online SARSA informed-Biased Softmax 

Regression (TOSL-iBSR) is proposed which 

introduce a heuristic-based cost function to TOSL-

QBIASSR to ensure faster convergence;  

 An optimum action-selection is proposed based upon 

the maximum probability function value of the state 

instead of randomly picking the action; and  

 A learning process based upon the Boltzmann 

distribution does not use a constant thermodynamic 

temperature; rather, an annealing schedule is 

introduced to ascertain the global maximum by 

moving towards narrower and narrower regions from 

wider ones in the start.       

The paper is structured as follows: In section II, a brief 

summary of RL is presented together with a problem 

statement. The proposed approach based upon the existing 

QBIASSR algorithm is detailed in Section III. Section IV 

addresses the environment setup and implementation issues. 

Section V includes simulation results, analysis and discussion. 

Finally, section VI summarizes the conclusion and future 

work.  

 

II. BACKGROUND 

In this section, a brief summary of the related RL 

algorithms is provided, followed by the problem statement. 

 

Assumption: 
The differential drive robot considered is from the broad class 

of Wheeled Mobile Robots (WMRs). It is assumed that the 

moving frame is associated to the robot using which location 

of the robot  x, y in 2D plane and heading angle can be 

updated and available at all times. 

 

2.1 Markov Decision Process 

The process of learning and improvement has always been 

considered as a built-in feature among humans. Based upon 

these characteristics, a well-known mathematician, Alan 

Turing, invented the Turing machine in 1936 [21]. This 

machine mechanically operated on discrete states, where the 

state register stored the state of the machine. It was also 

featured with decision-making so as to select suitable actions. 

Markov generalized this idea for the situations, where the 

outcomes are partly random and partly under the control of a 

decision-maker [22]. The process, formally named after 

Markov as Markov Decision Process (MDP), is extensively 

applied in many disciplines, such as robotics and automatic 

control to name a few. An MDP is defined as a 5-tuple 

    a, , , , ,S A P Rs s a r s , where 

 S is a finite set of states, 

 A is a finite set of actions, 

  a ,P s s a is the transition probability to define the 

chances that the next state s will be picked as a 

consequence of action a , 

  R r s is the expected reward received due to 

action a while in state s , r is a signed value used for 

the reward or punishment, 

  are specific parameters for some RL algorithms’ 

settings. This will be the discount factor  0 1,  and 

learning rate  0 1,   in our case.   

The output of the process is dependent upon the selection of 

the policy  :  S A , that specifies the action   s , chosen 

by the decision-maker while in state s . The goal of the 

Markov record process is to determine the state and reward 

sequence given that the policy   s ensures a maximum 

cumulative reward. RL has proved itself to be an effective tool 

for closed-loop problems that satisfy the Markov property as 

to maximize numerical reward in an unknown environment 

[11], [23], [24].     

 

2.2 Reinforcement Learning 

Almost in all RL algorithms, the main focus of RL algorithms 

is upon maximizing policy valueV , which is a direct indicator 

of the long-term desirability of states considering the rewards 

available in those states.  

Widely accepted, Q-learning is probably the most practical 

and effective algorithm that belongs to the Temporal 

Difference (TD) learning, a model-independent and fully-

incremental algorithm. The state-value functionV 
gives 

information about the desirability of that state for an agent 

under a policy , and is defined as: 

    k kmax Q ,  aV s s a   (1) 

The successful outcome of the Q-learning (Algorithm 1), as 

well as of most RL algorithms is heavily affected by the 

exploration and exploitation phenomena. The optimal choice 

between these two needs to be made because none of them can 

be pursued exclusively without failing at the task. The agent’s 

behavior must be evaluated by repeatedly trying different 

combinations of parameters and  in order to define the 

balance between the two.    
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Algorithm 1: Q-Learning 

Input: 
 States  1 x, ,nX   

Actions  a1,…,nA   

Reward function :  R X A   

Learning rate  0 1,  , typically  is set to be 0.1 

Discounting factor  0 1,    

 
Procedure:    

 Initialize Q :  X A  arbitrarily 

repeat  
  Pick state sX  
  repeat 
   select new action a (based upon the 

exploration strategy) 

perform action a   

observe new state s and attain reward R  
update 

        Q s,a Q s,a V s Q s,a     R  

   aV s max Q s,a   

update state s s      
  until s is not a terminal state   
 until Q is not converged 

Output: 
 Best action selection a   

 

An improved and practical modification to the Q-learning, 

State-Action-Reward-State-Action (SARSA) [25], performs 

the learning based upon the action performed by the current 

policy instead of the greedy policy.    

         Q , Q , Q , Q ,      Rs a s a s a s a   (2) 

Hence, a , the action to be performed in the next step must 

also be evaluated before updating  Q ,s a . Another variant of 

SARSA, the true online SARSA   algorithm (TOSL), 

proved to be a more efficient learning process [26].  

The recently proposed mechanism, TOSL-QBIASSR, 

combines the advantages of both TOSL and softmax 

regression. The basic idea is to improve efficiency for the 

cases where agent experiences new states with strong 

resemblance to already explored ones. In this approach, 

softmax regression is performed over a scaled Q-value, 

defined as  
biased

Q s : 

      
biased

Q Q bias s s s   (3) 

where,  bias s is a vector generated based upon the 

information gathered from other states of Q similar to s . At 

each step the bias is updated using averaged information from 

sets of states that share some structure with the current state s . 

The working of TOSL-QBIASSR is detailed in Algorithm 2 

[20]: 

 

Algorithm 2: TOSL Q-biased softmax regression (TOSL-

QBIASSR) 

Input: 
 States  1 2 m, , ,S s s s   

Actions  1 2 p, ,…,A a a a   

Input variables  1 2 n, , ,X = x x x  

       1 2 pQ Q , ,Q , , ,Q , 
 

s s a s a s a   

 iQ ,  S S Xs x subset of states Sss with 

     1 2j j j , , ,n i   x ss x s     

Agent in state s must select action a given Q    

 
Procedure:    

 for all the i x x do   

             i i ibias , avg Q , ,  S SSs x s x ss s x , 

pick state Xs  
 end 

   
0

1 n

i

i

bias bias ,
n 

 s s x   

     
biased

Q Q bias s s s   

 softmax_selection biasedQ ,Temperature a   

 

Output: 

 Best action selection a   

 

2.3 Problem Statement 

Consider an agent, in our case a mobile robot, operating in a 

virtual environment in the presence of obstacles. Given the 

initial state 0s and ending goal state g , the robot has to 

determine its path using RL. The path is a sequence of 

adjacent traversable cells,     ,next ,next , ,s s s g ; and 

 next x stands for the successor of cell x and, for this paper, it 

will be the neighboring (adjacent) cell. 

III. LEARNING PHASE OF THE AGENT 

In mobile robotics, navigation and wandering are considered 

as the foremost scenarios for operating with the former 

regarded as more complex. In robotics navigation, the task is 

to enroute through the obstacles safely and approach the 

target. In most RL algorithms, the mobile robot observes the 

environment and updates its reward, which it intends to 

maximize. Usually, the agent drives itself based upon the 

acquisition of the highest award. Therefore, it is desired to 

induce information about the goal to accelerate the 

achievement of the highest reward, thus also ensuring that the 

agent approaches the solution in a finite time.  

In TOSL-iBSR (Algorithm 3), an acceptance probability 

function  P , ,e e T , depending upon energies  Ee s and 

 E e s of the two states and a global time varying 

temperatureT , is introduced in order to define the probability  
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Algorithm 3: TOSL informed-biased softmax regression 

(TOSL-iBSR) 

Input: 
 States  1 2 m, , ,S s s s   

Actions  1 2 p, ,…,A a a a   

Input variables  1 2 n, , ,X = x x x  

       1 2 pQ Q , ,Q , , ,Q , 
 

s s a s a s a   

Temperature maxT T   

 iQ ,  S S Xs x subset of 

states Sss with      1 2j j j , , ,n i   x ss x s     

Agent in state s must select action a given Q    

 
Procedure:    

 for all i x x    

             i i ibias , avg Q , ,  S SSs x s x ss s x  , 

pick state Xs  
 end 

generate biased state    
0

1 n

i

i

bias bias ,
n 

 s s x   

generate virtual vector      
biased

Q Q bias s s s  

temperature update  gT T    

input feature for softmax 

regression      i biased
Q s s


J

z
T

  

acceptance probability 

function     i

softmaxP , ,  e e T z   

select action  argmax  P , ,  aa e e T   

Output: 
 Best action selection a  

 

of making the transition from the current state s to a candidate 

new state s . The probability function P is bound to be non-

negative in order to avoid local minimum. 

In the proposed algorithm, when computing the input feature 

for softmax regression, the energy-based cost function is 

introduced by means of the cost function  J s , which is 

calculated at each possible next state during the learning 

process. Many approaches can be used to define a 

suitable  J s as either: heuristic-based function such as the 

distance covered from the start, the remaining distance, or a 

combination of both. In this work, cost is introduced as the 

Euclidean norm of the remaining distance:  

    J s s g   (4) 

The evolution of the state s of the system is also affected by 

temperature T . The evolution process is sensitive to coarser 

energy variations for a large T ; whereas, for a small T , it is 

sensitive to finer such variations.  Considering this fact, the 

algorithm initializes with quite high temperature, maxT , and 

gradually approaches towards zero, 0T , following some 

annealing schedule  g T . 

    1g   T T T   (5) 

where,  is considered as a small number. Combining this with 

the built-in feature of RL as to search for the states with 

highest reward, the agent drifts towards low-energy regions 

that become narrower and narrower and, finally, moves 

downhill. 

To assess the goodness of true online SARSA with informed-

biased softmax regression (TOSL-iBSR), a comparison with 

two well-known approaches is made, namely, Q-learning with 

softmax regression (Q-SR), and true online SARSA with Q-

biased softmax regression (TOSL-QBIASSR). In the context 

of this paper, 2D navigation scenario in Virtual Robot 

Experimentation Platform (V-REP) is considered. The setup 

and results are described in Section 4 and 5. This comparative 

study proves that TOSL-iBSR outperforms other learning 

processes, both in terms of the mean-average reward and the 

convergence rate.  

IV. IMPLEMENTATION PRE-REQUISITES 

In the first step, the virtual environments are developed in V-

REP. The routines for the learning process and the robot 

movement’s control were written in Python. The versatility of 

the scheme that makes it different from others is the use of a 

mobile robot with physical characteristics in a virtual 

environment. The whole learning process is executed in real-

time where Remote API is used to control the robot’s 

movement from within Python.  

 

4.1 Physical characteristics of the mobile robot 

The Pioneer 3dx mobile robot, shown in Fig. 1, is a 

differential drive robot developed by Adept. The 3D model of 

this robot is readily available in the V-REP library. The robot 

is equipped with 16 ultrasonic sensors, with related 

information as to the obstacles available in Python. It features 

2 powered rear wheels and 1 castor wheel. 

 

 

 
Fig. 1. Pioneer 3dx 
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4.2 Modeling of the work environment 

The real-world environments are commonly filled with 

obstacles of different sizes. Figs. 2 and 3 represents the virtual 

scenes developed in V-REP. The elements that exist in the 

environments are: 

Virtual Scenario 1 

Workspace: The environment is a 4 4m grid resembling a 

maze, which is fully confined from the outer end. 

Obstacles: Three obstacles with size attribute of 

 0 1 1 0 0 4. , . , . m , and another bigger one as  0 1 2 0 0 4. , . , . m . 

Virtual Scenario 2 

Workspace: The environment is a 6 6m grid fully confined 

from the outer end. 

Obstacles: Five obstacles are placed in a disordered manner 

with size attributes of  0 1 0 5 0 4. , . , . m , and  0 1 1 0 0 4. , . , . m . 

 

Target: The target is a bounding box. 

Robot and sensors: The Pioneer robot viewable in the scene 

is equipped with 16 ultrasonic sensors covering all sides. The 

ultrasonic beam angle is defined as 30 and conically shaped 

with the range measurement defined as 1 0. m .     

 

 

 
Fig. 2. Navigation scenario, 4 4m with obstacles 

4.3 Reward Function 

The reward value is determined based upon the observation 

information of each state. Mostly, the reward value is updated 

based upon the distance from the obstacles and/or the target 

location. To define a simple yet effective reward function, the 

desired end-position of the task is defined as g ; each time the 

robot goes within the safe distance d , defined between 

obstacle O and the robot, a collision cn is detected. The reward 

rules are defined as follows: 

 

                

0 2     and 1

 and 1

c

c

R ,s g

r . R ,s O n

R ,s O n




   
   

  (6) 

 

 

 

 

 

 

 
Fig. 3. Navigation scenario, 6 6m with obstacles 

4.4 Interfacing Python with V-REP 

Fig. 4 illustrates the application architecture adapted for the 

implementation of the entire process. The architecture is 

system-independent; though, depending upon the operating 

system, the workspace configuration files need to be selected 

from within the V-REP installation folder. These 

configuration files consist of Remote API and Dynamic Link 

Libraries. The link to the V-REP server can be made through 

socket communication by specifying the IP address as well as 

a connection port. On the V-REP, Pioneer will perform the 

action chosen by Python. The sensory information is, then, 

forwarded to Python and is used for calculating the reward 

points and the next sequence state.  

The task is considered completed once the robot reaches 

target g . The first time it comes in close contact with an 

obstacle, a small penalty is imposed. 

V. SIMULATED EXPERIEMNTS AND DISCUSSIONS 

For the experimental evaluation of 2D navigation, the V-REP 

scene is kept the same as in [20] for true comparison. The 

Pioneer 3dx is a differential drive robot with 2 DC motors and 

encoders. The kinematics for the differential drive robot under 

no-slippage is 

 

0

0

0 1

x cos
v

y sin








   
    

     
       

  (7) 

where, v is the robot translational velocity and  is the robot 

rotational velocity defined with respect to the body frame. The 

linear and angular velocities of the robot are associated to the 

individual wheel’s angular velocities as: 
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Fig. 4. Application architecture

 

 

 

 

 
2

r l

r l

v

W

 

 








  (8) 

where, r and l are the angular velocities of the right and the 

left wheels, and W is the distance between the two’s centers. 

The control input is directly given to the wheels in terms 

of r and l . 

For the defined task and scenarios, the agent has the freedom 

to choose between any of its immediate neighboring states 

 E,NE,N,NW,W,SW,S,SE, . The last state, i.e. the null 

state, refers to the case where the next state is the same as the 

current one; therefore, in total there will be 9 possible  

actions. Through preliminary tests, the tuning parameters 

 and  are selected as 0.1and 0.9 . Three algorithms: Q-SR, 

TOSL-QBIASSR and TOSL-iBSR are evaluated in terms of 

the performance.  

A. Scene 1: Maze grid 4 4m  

The results of the learning process for the three algorithms are 

averaged for 6 episodes and plotted against 3600 times steps. 

From Fig. 5, it can be observed that the TOSL-iBSR 

outperforms both TOSL-QBIASSR and Q-SR. For episodic 

tasks, the mean-average reward is a true indicator as it gives 

us a clearer picture. At the start of the task, the mean-average 

reward is evaluated as negative. It can be witnessed that just 

after 500 steps with the learning process in place, the mean-

average reward began to pull up. The QBIASSR shows steady 

behavior towards the end of the task as it creeps towards the 

iBSR curve; therefore, it will obviously require additional 

steps in order to reach it. 

The learning curves for the three algorithms are also shown in 

Figs. 6-8. The average reward obtained using the Q-SR is 

acceptable, but still far from the maximum reward and, hence, 

it demands additional convergence time. For the QBIASSR, 

the difference between the learning curves is high compared to 

iBSR, thereby generating a low mean-average reward as 

witnessed in Fig. 5. On the other hand, the Q-SR is observed 

to yield much flatter learning process. 

 

 

 

 

 

 

 
Fig. 5. Learning results for 6 episodes 

 

 

 

Fig. 6. Average reward for TOSL-iBSR for 6 episodes 
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Fig. 7. Average reward for Q-SR for 6 episodes 

 

 

 

 
Fig. 8. Average reward for TOSL-QBIASSR for 6 episodes 

Fig. 9 illustrates the mean-average reward for the three 

algorithms over 3600 steps and 6 episodes. This gives us a 

clear picture as to the performance of the three algorithms. As 

it can be seen, the Q-SR curve shows poor learning since, after 

3 episodes, it is still unable to repeat its behavior which is 

indicative of a lack of learning, repeatability and consistency. 

It shall be stated that the task was not fully completed after 

episode 4. The learning curve of iBSR shows that the robot 

has learned to perform the task in an effective manner with 

continuous improvement; whereas, QBIASSR curve, albeit 

starting with a higher reward, remained unable to maintain its 

superiority. For implementation, Intel Core 2 Duo processor 

under Windows 64 bits has been utilized. To evaluate the 

computational cost, CPU time per step (s) is defined as a 

measure. The results in Table 1 shows that Q-SR is the second 

most effective learning process after TOSL-iBSR; whereas, 

TOSL-QBIASSR demanded more learning steps to complete 

the task. The same can be observed through Figs. 7 and 8.  

 
Fig. 9. Mean-average reward per 3600 steps 

 

B. Scene 1: Maze grid 6 6m  

A more complex scenario (Fig. 3) for navigation is considered 

where obstacles are placed randomly. The learning process is 

repeated for 6 episodes; 3600 time steps per episode. The 

results shown in Fig. 10 highlight the performances of each 

learning process. It is worth mentioning that Q-SR has not 

been able to complete the task even for once within specified 

number of steps. TOSL-QBIASSR has been moderate in 

performance and is dominated by TOSL-iBSR for attaining 

highest reward. The QBIASSR learning process is very slow 

and sluggish as compare to the iBSR whose learning curve 

demonstrates notable continuous improvement.  

The results of the learning experiments are individually shown 

in Figs. 11-13. The average reward obtained using Q-SR is 

always negative; therefore, completely fails in this scenario. 

For the QBIASSR, in only half of the episodes, the learning 

curve has been able to attain steady state value, thereby 

generating a low mean-average reward as compare with iBSR 

whose performance has been very much consistent 

throughout. 

The mean-average reward for the three learning processes 

over 3600 steps and 6 episodes are shown in Fig. 14. The 

learning curve of Q-SR presents continuous attainment of 

negative reward; hence, it has not been able to accomplish the 

task even for once. The mean average reward obtained using 

iBSR exhibits that it started with higher positive value and is 

able to continuously improve as compared to QBIASSR that 

experiences many ups and down before attaining the steady 

state value after 4 episodes. The computational cost for scene 

2, shown in Table 1, has been increased due to its complexity. 

The computational cost of TOSL with QBIASSR is higher in 

magnitude as compared to other two. The TOSL-iBSR found 

to be computationally efficient due to the reason that it 

requires much lesser number of steps to accomplish the task. 
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Fig. 10. Learning results for 6 episodes 

 
Fig. 11. Average reward for TOSL-iBSR for 6 episodes 

 
Fig. 12. Average reward for Q-SR for 6 episodes 

 

 
Fig. 13. Average reward for TOSL-QBIASSR for 6 episodes 

 

 

 
Fig. 14. Mean-average reward per 3600 steps 

 

Table I 

 COMPUTATIONAL COST 

 CPU time / step (s) 

RL algorithm Scene 1 Scene 2 

Q-SR 0.203 0.350 

TOSL-QBIASSR 0.352 0.481 

TOSL-iBSR 0.040 0.068 

 

VI. CONCLUSION 

In this research, a new and improved learning process, named 

as, TOSL informed-biased softmax regression (TOSL-iBSR) 

is presented for mobile robot navigation. The novel 

exploration technique is equipped with the ability to pick the 

most suitable action in order to maximize the reward point and 

minimize the convergence rate. One of the notable 

contributions of the present study is to establish the frame-

work between Python and the V-REP and to use an actual 

robot with all physical parameters, instead of merely using a 

point robot [27, 28, 29] as in most RL navigation-based 

research literature. A virtual scenario for 2D navigation is 

generated to test the efficiency of the proposed approach. The 

performance of the robot during navigation using the TOSL-
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iBSR is, then, compared with the Q-SR and the TOSL-

QBIASSR. Using the approach presented in this paper, the 

robot is found to complete the navigation task while attaining 

a higher positive reward and less computational cost. 

Despite this accomplishment, one of the minor drawbacks that 

reduces the generalization may be that the true pose of the 

robot is available at all time sequences and that the sensory 

information is noise-free, - which is certainly not the case in 

real workspaces. In such scenario, an effective approach can 

be the introduction of a robust estimation technique. As to the 

future work, it involves the extension and testing of the iBSR 

for multiple real tasks in actual real-world settings. In 

addition, the proposed algorithm can be extended for more 

practical high-dimensional tasks. Incorporating DRL into the 

proposed algorithm can also generate a promising learning 

process. Finally, we intend to test the proposed algorithm in a 

more complex environment, namely scattered, denser, and 

dynamic.  
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Abstract— In this study, the effects of antenna types and 

output powers on charging times of RF energy harvesting circuit 

were measured and analyzed in detail. A measurement system 

which consisting of a signal generator, an RF energy harvesting 

circuit, antennas and other devices was installed for receiving the 

measurement samples. According to the measurement results, the 

shortest charging time was obtained as 0.58 s at a distance of 20 

cm, when 6.1 dBi antenna was connected to the RF energy 

harvesting circuit and the output power of the signal generator 

was set to 17 dBm. In addition to that, the longest charging time 

was evaluated as 25.01 s at a distance of 60 cm, when 1 dBi 

antenna was connected to the RF energy harvesting circuit and 

the output power of the signal generator was adjusted to 14 dBm. 

As a result, it was determined that increasing of antenna gains 

and output powers and shortening of distances between signal 

generator and RF energy harvesting circuit decreased the 

charging times of the RF energy harvesting circuit in this study.  

 

Index Terms— Radio frequency, Energy harvesting, Antenna, 

Output power. 

I. INTRODUCTION 

ANY KINDS of energy sources such as solar [1], 

mechanical vibrations [2], thermal gradients [3] and 

electromagnetic waves [4] exist in nature. Electromagnetic 

waves are energy source for Radio Frequency (RF) energy 

harvesting technology. Thanks to this technology, the energy 

required for operation of many low power devices can be 

provided wirelessly [5]. 

The harvested energy obtained by the RF energy harvesting 

technology depends on many parameters such as power levels 

of RF bands, antenna types, distance between transmitter and 

receiver, etc. In order to increase the harvested energy, the RF 

bands in the ambient environment should be measured [6]–

[12] and then, the operating frequency of the RF energy 

harvesting circuit should be adjusted according to the most 

powerful RF band or bands. Furthermore, suitable antenna 

types and distances should be chosen for increasing the 

harvested energy.  

Efficiency of an RF energy harvesting circuit is crucial and 

it directly affects the harvested energy. For that reason, the 

efficiency should be increased as much as possible when an 
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RF energy harvesting circuit is designed and implemented. 

The efficiency of the RF energy harvesting system can be 

improved by using RF power signals with various waveforms 

[13]–[17]. In addition to that, the efficiency can also be 

enhanced by optimizing circuit parts such as antenna, rectifier 

and voltage multiplier forming the RF energy harvesting 

circuit. All parameters that increase the efficiency of the RF 

energy harvesting lead to shorter charging times. 

In [18], the battery recharging time was analyzed when 

multiple RF sources were available. A statistical distribution 

model was proposed for RF energy harvesting systems. 

Furthermore, it was determined that the theoretical results 

were consistent with the experimental results. 

In this study, it was aimed to measure and analyze the 

effects of antenna types and output powers on the charging 

times of the RF energy harvesting. A measurement system 

was established for obtaining the measurement samples. The 

measurement results were evaluated and then, charging times 

versus distances were shown in tables. 

II. MATERIALS AND METHOD 

In this section, the charging times of the RF energy 

harvesting circuit were measured for different antennas and 

output powers. Measurement system and devices were 

described in detail. Moreover, the collection of measurement 

data was explained. 

A. Measurement System and Devices 

Universal Software Radio Peripheral (USRP)-2900 

Software Defined Radio from National Instruments [19], PCB 

dipole antenna, PCB patch antenna [20], P2110 

Powerharvester module from Powercast Company [21], WSN-

Eval-01 Wireless Sensor Board, Microchip 16-bit XLP 

Development Board and PICtail Daughter Card were used as 

measuring devices. In Fig. 1, measurement system was 

illustrated. 

NI USRP-2900 was used as a signal generator and it 

produced RF power signals at 915 MHz carrier frequency in 

continuous wave mode for 14 and 17 dBm output powers. 

Then, the generated RF power signals were harvested by the 

RF energy harvesting circuit with different antennas at 

distances from 20 cm to 60 cm at the interval of 5 cm. On the 

other hand, between 902 MHz and 928 MHz frequency band, 

P2110 Powerharvester module as an RF energy harvesting 

circuit can provide efficient energy harvesting. This module 

can obtain the received power level down to -11.5 dBm. 

Radio Frequency Energy Harvesting with 

Different Antennas and Output Powers 

M. CANSIZ  

M 
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Fig. 1. Measurement system 

 

As shown in Fig. 2, PCB dipole antenna and PCB patch 

antenna were connected to the RF energy harvesting circuit, 

respectively. Then, measurements were taken for each antenna 

at different distances. The PCB dipole antenna has 1.0 dBi 

antenna gain and it is vertically polarized and omni-directional 

antenna and it has 360° horizontal pattern [20]. The PCB patch 

antenna has 6.1 dBi antenna gain and this antenna is vertically 

polarized and directional antenna. Furthermore, the PCB patch 

antenna has 122° horizontal and 68° vertical pattern [20]. 

During the measurements, only the PCB patch antenna was 

attached to the NI USRP-2900 which used as a signal 

generator. 

 

 
 

Fig. 2. PCB patch antenna and PCB dipole antenna 
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As shown in Fig. 1, the WSN-Eval-01 Wireless Sensor 

Board was plugged into the RF energy harvesting circuit 

(P2110 Powerharvester module) and this wireless sensor board 

can sense light, temperature and humidity. The WSN-Eval-01 

Wireless Sensor Board transmits the measurement data such 

as light, temperature, humidity, Node ID, Transmitter (TX) ID 

and Received Signal Strength Indicator (RSSI) to the access 

point (PICtail Daughter Card) which is plugged into 

Microchip 16-bit XLP Development Board. The PICtail 

Daughter Card was used as an access point which has IEEE 

802.15.4 radio module (2.4 GHz). Microchip 16-bit XLP 

Development Board can take data up to 8 Node IDs 

simultaneously and manage time counter for each Node ID. 

This development board has a Microchip’s PIC24F micro 

controller unit. 

B. Collection of Measurement Data 

When the RF energy harvesting circuit charges the 

sufficient energy, it will feed the WSN-Eval-01 Wireless 

Sensor Board for transmitting the measurement data such as 

light, temperature, humidity, Node ID, TX ID and RSSI 

wirelessly to the PICtail Daughter Card (access point). Then, 

the Microchip 16-bit XLP Development Board calculates time 

and time difference (dT) and also receives packet numbers. 

Data from the access point and data from the wireless sensor 

board were shown in Fig. 3. 

 

 

 
 

Fig. 3. Collection of measurement data via HyperTerminal [21] 

 

In order to obtain the measurement data, the Microchip 16-

bit XLP Development Board was connected to a computer 

with a cable. Then, the measurement data was shown via 

HyperTerminal as seen in Figure 3. HyperTerminal must be 

set as baud rate: 19200, flow control: hardware, parity: none 

stop bits: 1 bit and data bits: 8 bits for displaying the 

measurement data correctly. Finally, the measurement data 

was recorded on a computer via HyperTerminal. 

III. RESULTS AND DISCUSSION 

Charging times of an RF energy harvesting circuit depend on 

many parameters such as antenna type, distance and output 

power, etc. In this study, the charging time was defined as the 

time difference (dT in Fig. 3) between two consecutive 

packets. So, the shorter the time difference, the shorter the 

charging time. After the PCB dipole antenna was connected to 

the RF energy harvesting circuit and the output power of the 

signal generator was set to 14 dBm, 100 measurement samples 

were received for each distance from 20 cm to 60 cm at the 

interval of 5 cm and totally 900 measurement samples were 

taken for 14 dBm. In the same way, 900 measurement samples 

were also taken for 17 dBm output power. On the other hand, 

after the PCB patch antenna was attached to the RF energy 

harvesting circuit, 900 measurement samples were obtained 

for 14 dBm and 17 dBm, respectively. The charging time for 

each distance was calculated as the average of the time 

differences for the consecutive 100 packets. 

Table I indicates the charging times for PCB dipole antenna 

(1 dBi antenna gain) and PCB patch antenna (6.1 dBi antenna 

gain), respectively, while the output power is adjusted to 14 

dBm. Units of charging time and distance are second (s) and 

centimeter (cm), respectively. According to the measurement 

results in Table I, the shortest charging time was determined 

as 2.61 s at a distance of 20 cm and the longest charging time 

was determined as 25.01 s at a distance of 60 cm for 1 dBi 

antenna gain. In addition to that, the shortest charging time 

was calculated as 0.93 s at a distance of 20 cm and the longest 

charging time was determined as 5.92 s at a distance of 60 cm 

for 6.1 dBi antenna gain. 

 

 
TABLE I 
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CHARGING TIMES FOR PCB DIPOLE ANTENNA AND PCB PATCH 
ANTENNA AT 14 DBM OUTPUT POWER 

 

Distance (cm) 
14 dBm USRP 

1 dBi antenna 6.1 dBi antenna 

Charging Time (s) Charging Time (s) 

20 2.61 0.93 

25 4.09 1.38 

30 5.63 1.82 

35 8.92 2.35 

40 11.10 3.18 

45 11.43 3.86 

50 12.38 4.23 

55 18.11 5.00 

60 25.01 5.92 

 

 Table II shows the charging times for PCB dipole antenna 

(1 dBi antenna gain) and PCB patch antenna (6.1 dBi antenna 

gain), respectively, while the output power is set to 17 dBm. 

In terms of the measurement results in Table II, the shortest 

charging time was determined as 1.27 s at a distance of 20 cm 

and the longest charging time was determined as 11.20 s at a 

distance of 60 cm for 1 dBi antenna gain. Moreover, the 

shortest charging time was calculated as 0.58 s at a distance of 

20 cm and the longest charging time was calculated as 2.75 s 

at a distance of 60 cm for 6.1 dBi antenna gain. 

 
 

TABLE II 
CHARGING TIMES FOR PCB DIPOLE ANTENNA AND PCB PATCH 

ANTENNA AT 17 DBM OUTPUT POWER 

 

Distance (cm) 
17 dBm USRP 

1 dBi antenna 6.1 dBi antenna 

Charging Time (s) Charging Time (s) 

20 1.27 0.58 

25 1.77 0.72 

30 3.06 0.94 

35 3.73 1.28 

40 4.94 1.59 

45 7.51 1.84 

50 7.81 2.17 

55 9.09 2.46 

60 11.20 2.75 

 

The charging times according to the different antenna gains 

and output powers were clearly shown in Fig. 4. The shortest 

charging time was obtained for RF energy harvesting when 

6.1 dBi antenna (PCB patch antenna) was connected to the 

circuit and the output power of the signal generator was set to 

17 dBm. On the other hand, the longest charging time was 

determined for RF energy harvesting when 1 dBi antenna 

(PCB dipole antenna) was connected to the circuit and the 

output power of the signal generator was adjusted to 14 dBm 

as seen in Fig. 4. 

 

 
 

Fig. 4. Charging times versus distance for different antenna gains and output powers 

 

IV. CONCLUSION 

The harvested energy obtained by the RF energy harvesting 

technology is used as an alternative energy source for the 

operation of many low power devices. With this technology, it 

is estimated that the number of battery-free devices will 

increase. 

An advanced measurement system was established for 

analyzing the effects of antenna types and output powers on 

the charging times of the RF energy harvesting circuit. This 

measurement system consisted of NI USRP-2900 as a signal 

generator, PCB dipole antenna, PCB patch antenna, P2110 

Powerharvester module as an RF energy harvesting circuit, 

WSN-Eval-01 Wireless Sensor Board, Microchip 16-bit XLP 
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Development Board and PICtail Daughter Card as an access 

point. 

When 6.1 dBi antenna was connected to the RF energy 

harvesting circuit and the output power of the signal generator 

was adjusted to 17 dBm, the shortest charging time was 

obtained at the distance of 20 cm. Furthermore, when 1 dBi 

antenna was connected to the RF energy harvesting circuit and 

the output power of the signal generator was set to 14 dBm, 

the longest charging time was received at the distance of 60 

cm. As a result, it was determined that shortening of distances 

and increasing of antenna gains and output powers reduced the 

charging times of the RF energy harvesting circuit in this 

study. 
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Abstract— In this study, the effect of luminaire angle on the 

path parameters of tunnel lighting was investigated. Tunnel 

illumination was performed with a simulation program adapted 

to CIE 88-2004 standards. The lighting performance parameters 

were compared while the angle of the luminaire was 0°, 5°, 10° 

and 15°. According to the simulation results, the luminaire angle 

is 0°and the highest efficiency is reached. As the luminaire angle 

increased, the yield decreased in direct proportion to the angle. 

The highest lighting efficiency was observed at 0° and the lowest 

illumination efficiency was observed at 15°. This problem can be 

overcome by using a higher power lamp in angled lighting. As a 

result, it is revealed that angled lighting should be avoided in 

highway and tunnel lighting. 

 
 

Index Terms—Illumination, luminance, road lighting, tunnel 

lighting.  

I. INTRODUCTION 

UNNELS ARE underground road structures which are 

alternative to highways and railways. They are used to 

facilitate traffic flow. Tunnels, should ensure the visibility 

comfort, speed and safe traffic flow. If the tunnel lighting does 

not illuminate as much as necessary, a driver approaching the 

tunnel experiences a black hole effect. Therefore, intense 

lighting should be done at the entrance of the tunnel. Intensive 

lighting is not required in the interior of the tunnel [1-3]. 

In long tunnels, the tunnel interior area is an important part 

of tunnel lighting cost. Therefore, for the most appropriate 

tunnel illumination that provides economic but necessary 

vision conditions, the brightness level in the tunnel interior 

should be determined correctly. The driver using any vehicle 

on highways should have detailed visual information about the 

way in which he is driving. Especially at high speeds, the 

driver should be able to see the route easily, the driver should 

be able to perceive the position and movements of the vehicle 

he is driving, be able to monitor the movements of other 

vehicles, and easily be able to see the obstacles on the road [4-

6]. 
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CIE reports the results of 30 different studies, covering road 

lighting studies that improve vision conditions. In this report, 

according to the standards of road lighting: pedestrian 

accidents from 57% to 45%, fatal accidents from 65% to 48%, 

severe injuries from 30% to 24%, and the total number of 

accidents it decreased from 53% to 14% [7, 8]. Even if there is 

little traffic at night, the number of accidents that occur in 

roads or tunnels without illumination is about three times 

higher than in daylight hours. The reason for this is the lack of 

road lighting in accordance with the standards. Figure 1 shows 

traffic accidents in the tunnel. 

 

 
Fig.1. Traffic accidents in the tunnel 

 

Tunnel lighting design calculations performed in this study 

are based on the recommendations involved in the technical 

report “Guide for The Lighting of Road Tunnels and 

Underpasses” CIE-1990 dated 2004 No-88. Conducting 

appropriate road lighting to the CIE reduces the rate of crime 

committed in city roads. According to the studies in the 

literature, the number of forensic cases has decreased by 20% 

in urban roads thanks to the proper lighting. The severity of 

offenses has decreased by 40%. In the severity of crimes 

committed, it was seen that there was a 40% decrease [8-10]. 

II. TUNNEL VEHICLE TRANSITION ZONES 

Tunnel lighting is examined by classifying different 

luminance zones in order to ensure adaptation and provide 

economic solutions. Figure 2 shows zones of the tunnel. 

 

Effects of Luminaire Angle on Illumination 
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Fig.2. Zones of the tunnel 

 

The access zone is the area starting before the tunnel 

entrance (100–200) m and ending at the tunnel entrance. There 

are two factors affecting the adaptation luminance: 

• Around the tunnel entrance, “equivalent veiling 

luminance” (Lseq) formed by different luminance values; 

• Luminance at the centre of the driver’s field of view. 

Equivalent veiling luminance is one of the most important 

factors in determining adaptation of the driver [1-2, 11-13]. 

Entrance zone is the place where adaptation accurately 

starts from the tunnel entrance and continues to the interior 

zone of the tunnel. It is examined in two different zones: 

– Threshold zone: limits of the zone starting from the 

tunnel entrance are determined on the basis that a critical 

object that may be dangerous in that zone can be seen by the 

driver in the approach at least from a distance equal to the 

stopping distance; 

– Transition zone: after the threshold zone, the transition 

zone is where the luminance in the threshold zone is reduced 

to a luminance level in the interior zone. The length of the 

zone varies by the initial and final luminance value and the 

allowed speed limit. 

– Interior Zone: the constant luminance zone between 

entrance and exit zones of the tunnel. 

– Exit Zone: the zone from the end of interior zone to the 

exit that makes the adaptation easier to the zone with high 

luminance at the exit [1-2, 11-13]. 

III. DETERMINATION OF THE ACCOUNT AREA FOR TUNNEL 

LIGHTING 

In this study, Point Lighting Account Method is used on 

road surface. In this method, firstly the area to calculate the 

spot lighting is selected. The area between the two pole is 

determined as the account area. Starting from the first 

armature in the calculation area, point calculation is made 

according to the observer which is positioned 60 m backward 

and in the middle of each strip. The luminance level of a point 

on the road surface is equal to the sum of the light levels that 

come to a point [6, 14, 15]. Figure 3 shows a sketch of a point 

lighting calculations. 

 
Fig.3. A sketch of a point lighting calculations 

 

Calculations are based on a period for periodic and linear 

paths. If you have more than one periodic and linear path 

pieces on the road, you need to make a separate calculation for 

each part of the road. Radius greater than 300 m radius can be 

considered as linear path. The area between the two light 

sources on the single roads is considered the account area. On 

double roads (refugee), the area between two light sources is 

considered as the area of account, considering only one of the 

routes of departure or arrival.  Only one side calculation is 

sufficient [16-23]. 

In this study, lighting calculations are made for tunnel inner 

zone. Tunnel inner region is the place where energy 

consumption is the highest in long tunnels. 

The horizontal illuminance of a point P on an illuminated 

path; This is the sum of the horizontal light levels that all the 

luminaires affecting the account area in the lighting 

installation formed at this point. Figure 4 shows the horizontal 

illumination level vector state [14, 15]. Equation 1 shows the 

correlation between horizontal illumination levels. 

 
Fig.4. Horizontal illumination level vector state 
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I (C,γ): is value of light intensity reaching from luminaire i 

to point P (cd), 

γ: is angle of gleam falling within point P by the vertical 

line, 

a: is amount of luminaires contributing to point P, 

h: is ground clearance of luminaire photometric center (m) 

C: is plane angle, 

MF: Maintenance factor. 
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IV. TUNNEL LUMINANCE 

The most important objective to design lighting systems is 

to obtain sufficient light without supplying excessive lighting 

and increasing energy cost [1, 2, 6]. Luminance is the most 

important dimension in terms of light effect on a road. 

Luminance is indicated by L and the unit is cd/m2. A smooth 

luminance distribution as much as possible on the road surface 

should be ensured for the good visibility of the objects and the 

driver's visual comfort. Today, road lighting is based on 

Luminance Method which is based on road surface glow. The 

horizontal illuminance of a point P on an illuminated road; It 

is the sum of the horizontal illuminance levels that all the light 

sources acting at point P have at this point [1, 2, 6, 14, 15]. In 

Equation 2, the relation between the variables to be used in the 

calculation of P point luminance is seen. 
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                                       (2) 

A fluorescent lamp has a glow of 5000-15000 cd/m2, a full 

moon has a glow of 2500 cd/m2 and a road surface under 30 

lux of lighting has a glow of 2 cd/m2. Since the glitter concept 

involves a specific point of the surface and observation 

direction, it is necessary to identify these conditions when 

glitter is mentioned. The glow of ideal reflective surfaces can 

be calculated by benefiting from the illumination level [1, 2]. 

When   is the reflection factor of the surface, the relation 

between glitter and illumination level is determined by 

Equation 3. 

E
L 




 

(3) 

The mean road level luminance  thL  in any point of the 

threshold zone (it is the first extension at the tunnel entrance in 

Figure 5) is called the threshold zone luminance [3-5]. 

The rate of the threshold zone and access zone luminance’s 

is 
20thk L L , where  thL is the mean road surface 

luminance at the beginning of the threshold zone and  20L is 

the luminance distance equal to the stopping distance in front 

of the tunnel. The mean value of the road surface luminance at 

any point of the transition zone is called the transition 

luminance  trL . The value of the mean road surface 

luminance in the interior zone is called the interior zone 

luminance  inL  [1, 2, 6, 14, 15]. 

 

IV.1 Average road surface luminance 

In the road lighting, the fund of objects is the road surface 

that forms the driver's field of vision. Therefore, a higher 

Laverage makes it easier to see by providing a higher 

background glow. The increase in Laverage increases the 

sensitivity of the driver's eye by increasing the luminosity of 

the objects in the road. Therefore, the most important 

parameter for detection is Laverage. Laverage is calculated using 

the glitter values on the selected mxn  pieces on the road. For 

Laverage, the luminance values of all the light sources affecting 

the account area are calculated and collected as vector. In this 

way, the glare value at each point is calculated. The average 

surface road luminance is calculated separately for each 

observer [1, 2, 6, 14, 15]. 

 

IV.2 Uniformity 

Even though lighting systems provide a good mean road 

surface luminance, there may be zones with low luminance 

where contrast is weak and small obstacles cannot be detected. 

The difference between minimum and mean road surface 

luminance’s into the field of view is expected to be lower than 

a certain value in order to obtain enough illumination at all 

points on the road. This obligation brings us to the overall 

uniformity and longitudinal uniformity   values that are 

important secondary parameters. 

There should be an equal distribution of luminance in the 

road (on the road surface) in order to provide a clear view for 

the driver. Two kinds of uniformity are considered important 

in tunnel lighting [7-10]: 

1) Mean (resultant) uniformity (Uo): When traffic is on the 

right side, it is the rate of minimum luminance (Lmin) to mean 

luminance of the road (Laverage), which is determined by an 

observer at ¼ distance of the road width on the right side of 

the road. The lower sections of the walls should be considered 

as well as road surface [1, 2, 6, 14, 15].  Equation 4 presents 

the ratio suitable for the road surface and mean luminance 

uniformity of the walls up to 1.5 m from the ground according 

to CIE 140-2000 and CIE 88-2004 [24, 25]. 

min 0.4o

average

L
U

L
                                               (4) 

Longitudinal uniformity (Uı): According to an observer on the 

center line of road lane, it is the rate of minimum luminance 

applied through the center line to maximum luminance. 

Equation 3 presents the rate suitable for longitudinal 

uniformity through the road. Equation 5 shows change of 

longitudinal uniformity factor. 

min

max

0.7I

L
U

L
                                                            (5) 

 

IV.3 Surround rate 

Light sources illuminate the emergency lane or pavement at 

a certain rate when illuminating the road surface. The 

parameter defined for this is the surround rate (SR). 

 

IV.4 Light sources 

High-pressure sodium vapor (HPS) lamps are preferred 

under conditions of higher luminance level, including under 

water tunnels, as HPS lamps have higher light flux and smaller 

dimensions than low-pressure lamps. As a result, less 

luminaries and area are required for lighting. The luminance 

efficiency is defined as the luminance level from the power 

required for the road (for 1 m2). In this study, 50 W HPS lamp 

was used. The lamp is luminous flux 4000. 
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V. DETERMINATION OF THE ACCOUNT AREA FOR TUNNEL 

LIGHTING 

Road types are defined in international technical reports and 

an optimal solution range is presented technically for these 

road types. The required design calculations should be made 

through luminaries with known photometric values, and the 

number and type of the luminaries should be determined 

according to these calculations [8, 20, 26-31]. 

Related road, road lighting class is determined by the table 

in the CIE 115-2010 [8, 20, 27]. According to Table 1, road 

lighting class M2 was found. Road lighting class selection 

parameters are shown in Table 1. Road lighting quality 

parameters are shown in Table 2. 

 
TABLE I 

ROAD LIGHTING CLASS SELECTION PARAMETERS 

Parameter Options Weight factor 

Speed High 0.5 

Traffic jam High 0.5 

Traffic layout Only motor vehicles 0 

Middle median strip on the road Yes 1 

Intensity of intersection High 1 

Parked vehicle No 0 

Environmental lighting High 1 

  Traffic control Medium or good 0 

Total of weight factors: 4 

 

Road lighting class was found with equality 6, 7 and 8. 

Road lighting quality parameters are shown in table 4 [8, 20, 

27]. 

6MX Total weight factors                                     (6) 

6 4 2MX                                                               (7) 

2MX M                                                                       (8)  

                                        
TABLE II 

ROAD LIGHTING QUALITY PARAMETERS 

Lighting class Laverage  UO U1 TI% SR 

M2 >1,5 >0,4 >0,7 <10 >0,5 

 

V.1 Features of the tunnel lighting 

The road pavement is asphalt, class R4. Additionally, 

Qo=0.08, the wall coating is concrete, the reflectivity is 0.4, 

and the height of the luminary is 11 m. The maintenance 

factor of the luminary is 0.83 and all calculated luminance 

values are corrected. The ratio of the smallest luminance value 

to mean luminance value is greater than 0.4 in the calculations 

for road lighting, ensuring that the rate of the smallest 

luminance value to the largest at the latitude coordinate of the 

observer is greater than 0.7  0.7IU  .  

The luminance levels and uniformities of the tunnel walls 

are in accordance with relevant standards and thay are very 

important for driving safety. All lighting luminaries were 

established in single line 2 m from the tunnel walkways to the 

axis of the road and at a height of 6 m. The lighting in the 

tunnel will be supplied by the luminaries with symmetric light 

distribution. The contrast revealing coefficient, which is the 

most important criterion in the application of symmetric light 

distribution, is less than 0.2. Table 3 illustrates the road and 

lighting parameters [20-22, 29, 30].  
 

TABLE III 

TUNNEL AND LIGHTING PARAMETERS 

Tunnel lighting parameters 

Lighting pole type Galvanized Lighting class M2 

Number of road lanes 1 Console length (m) - 

Strip Width (m) 4 Console Angle - 

Road Width (m) 4 Armature Angle 0°/5°/10°/15° 

Road Class R4 Lamp type HPS 

Qo 0.08 Lamp power(Watt) 50 

Distance to illumination 0 Lamp luminous flux 4000 

Illumination height from 
ground (m) 

6 
Maintenance factor 
(every 3 years) 

0.83 

 

V.2 Simulation study 

A non-commercial simulation program was used for 

lighting in this study [1, 29, 30].  The main purpose of the new 

studies is to reach the most economical results that provide 

adequate conditions. In the new study’s made about road 

lighting, classifications are taken into consideration in the 

various scenarios conditions. The most accurate reference to 

road-tunnel lighting are international standards. For this 

reason, simulation is adapted to CIE standards. According to 

CIE 140 - CIE 88, the luminance values, averaged luminance 

level, averaged and longitudinal uniformity values of all points 

were calculated for the observers [24, 25]. 

Luminaires to be used in road-tunnel lighting should be 

chosen by taking into account glare level, luminance level of 

the road, lighting uniformity and economy, and they should be 

determined in consequence of computer calculations 

according to the luminance method [30-37]. 

Various choices are available for the road parameters in the 

simulation program. For the road-tunnel parameters, the 

lighting system (mutual, cross, divided road, road with single 

luminary, road with two luminaries, etc.), road class (R1, R2, 

R3, R4, N1, N2, N3, N4, etc.), number of lanes, lane width, 

refuge width, and road lighting class (M1, M2, M3, M4, M5, 

M6, etc.) can be chosen. For the lighting parameters, features 

such as distance between the luminaries, height of the 

luminary, distance of the luminary from the road, console 

angle, IP protection class, pollution rate, cleaning period, and 

maintenance factor are chosen for post or hanger system 

lighting. For the luminary parameters, the name, angle of the 

luminary (angle relative to the road), power of the lamp used, 

lifetime, light flux, ballast power, and new lamps can be added 

into this simulation under the Database process at any time. As 

a result, it is possible to add any kind of lamp into the 

simulation [1, 2, 29, 30]. An easy and accurate calculation is 

achieved in the simulation results for the lighting system in 

which data is entered.  

VI. APPLICATIONS OF TUNNEL LIGHTING 

In this study, a problem encountered in tunnel lighting were 

investigated. These problem are about angled lighting. For this 

purpose, it has been proven with a simulation program that the 

angled lighting encountered almost everywhere in the road 

lighting is inaccurate [30-37]. It is proved that it is necessary 

to perform (0o) illumination parallel to the road surface instead 

of angled lighting. New solutions can be found in the 

simulation environment for roads with different strengths and 
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lamps with different strengths, as in this example. 

 

VI.1 Angle effect in lighting 

Various design tools or physical measurements are used in 

order to determine illumination level of certain points selected 

in lighting systems. These are physical measurements carried 

out by models, numerical equations and computer programs or 

by luxmeter in real environment. In this study, HPS 50W lamp 

luminaires inserted dually 6 m high are used in the road. 

Determination of luminaire angle (0o, 5o, 10o and 15o) for a 

50W HPS lamp luminaire with protection class IP65 is 

calculated simulation.  

Today, the most important problem in energy is efficiency 

[33-42]. It causes loss efficiency of angled lighting. Efficiency 

loss was calculated on the basis of simulation. As the angle 

increased, the luminance efficiency in the road decreased. Fig. 

5 shows efficient and inefficient (angle) lighting.  

 

  
                a) Efficient lighting                       b) Inefficient (angle) lighting 

Fig.5. Efficient and Inefficient (angle) lighting 

 

In this study, a single-lane road which is suitable for CIE 

88-2004 The Lighting of Road Tunnels and Underpasses has 

been investigated in the simulated environment. Calculations 

were made at 0°, 5°, 10° and 15° angles for 50 W HPS lamp. 

With the exception of 0°, 5°, 10° and 15° angles illumination 

has been found to cause loss of efficiency. For example, 

luminaire angle=0° while Laverage=1.51 cd/m2. This 

corresponds to CIE 88-2004 standard The Lighting of Road 

Tunnels and Underpasses for M2 (While the distance between 

the poles is 11 m) [10]. Luminaire angle is 5°, 10° and 15° 

Laverage is less than 1.50 cd/m2 (While the distance between the 

poles is 11 m). If Laverage=1.50 cd/m2 less than the lighting is 

not suitable for CIE 88-2004 standard. Table 2 shows the 

requirements for lighting class:M2. Table 4 shows tunnel 

lighting results for 0°, 5°, 10° and 15° angles.  
 

 

 

TABLE IV 

TUNNEL LİGHTİNG RESULTS FOR 0°, 5°, 10° AND 15° ANGLES 

Angle of illumination (Degree)  0° 5° 10° 15° 

Observer location (m) 2 2 2 2 

Laverage 1,51 1,36 1,16 0,95 

Uo 0,59 0,55 0,53 0,52 

Uı 0,77 0,83 0,78 0,81 

TI% 3,2 3,0 3,0 3,1 

Emin 15,94 13,23 10,98 9,67 

Emax 41,4 41,11 36,85 29,36 

Eaverage 29,08 26,37 22,52 18,45 

Uoa 0,55 0,51 0,5 0,54 

Uıa 0,38 0,32 0,3 0,33 

SR 0,53 0,64 0,78 0,94 

Lamp power (W) 50 

Luminous flux 4000 

Distance between illuminations(m) 11 

 

For Table 4; if the Laverage for 0° is accepted 100%; 

- The loss rate for luminaire angle=5° is approximate 10%. 

- The loss rate for the luminaire angle=10° is approximate 

23%. 

- The loss rate for the luminaire angle=15° is approximate 

37%. 

Table 5 shows illuminance level for tunnel lighting 

(luminaire angle: 0°). Table 6 shows luminance (luminaire 

angle: 0°) for tunnel lighting. Tables 7, 8 and 9 show the 

luminance (luminaire angle: 5°, 10°, and 15° respectively) for 

tunnel lighting. The change of the lighting parameters 

according to the luminaire angles is shown in Figure 6. 

 

 
Fig.6. The change of the lighting parameters according to the luminaire angles

 

 

 
 

TABLE V 

ILLUMINANCE LEVEL FOR TUNNEL LIGHTING (LUMINAIRE ANGLE: 0°) 

Emin=15,94 Lx   Emax=41,40 Lx   Eaverage=29,08 Lx   Uoa=0,55   Ula=0,38   SR=0,53 Angle:0° 

Observer location (m) 0,550 1,650 2,750 3,850 4,950 6,050 7,150 8,250 9,350 10,450 

0,667 25,897 19,360 23,902 20,434 15,937 15,937 20,435 23,905 19,365 25,902 

2,000 34,774 31,556 33,584 28,075 22,387 23,583 29,504 37,240 33,709 36,287 

3,333 36,951 34,211 41,400 33,165 29,603 29,604 33,167 41,404 34,216 36,958 
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TABLE VI 

LUMINANCE (LUMINAIRE ANGLE: 0°)  FOR TUNNEL LIGHTING 

Laverage = 1,51 cd/m2    Uo = 0,59    Uı = 0,77    TI = %3,2 Angle:0° 

Observer location (m) 0,550 1,650 2,750 3,850 4,950 6,050 7,150 8,250 9,350 10,450 

0,667 1,068 0,987 1,117 1,026 0,912 0,954 1,149 1,177 0,894 1,050 

2,000 1,667 1,698 1,781 1,669 1,584 1,737 1,930 2,055 1,718 1,700 

3,333 1,641 1,659 1,895 1,679 1,631 1,797 1,907 2,084 1,624 1,623 

 

TABLE VII 

LUMINANCE (LUMINAIRE ANGLE: 5°)  FOR TUNNEL LIGHTING 

Laverage = 1,36 cd/m2    Uo = 0,55    Uı = 0,83    TI = %3,0 Angle:5° 

Observer location (m) 0,550 1,650 2,750 3,850 4,950 6,050 7,150 8,250 9,350 10,450 

0,667 0,896 0,839 0,928 0,873 0,758 0,781 0,944 0,946 0,749 0,879 

2,000 1,466 1,475 1,579 1,499 1,396 1,483 1,664 1,683 1,414 1,441 

3,333 1,584 1,582 1,843 1,637 1,634 1,787 1,844 2,037 1,546 1,555 

 

TABLE VIII 

LUMINANCE (LUMINAIRE ANGLE: 10°)  FOR TUNNEL LIGHTING 

Laverage = 1,16 cd/m2    Uo = 0,53    Uı = 0,78    TI = %3,0 Angle:10° 

Observer location (m) 0,550 1,650 2,750 3,850 4,950 6,050 7,150 8,250 9,350 10,450 

0,667 0,714 0,696 0,734 0,708 0,627 0,642 0,723 0,702 0,614 0,695 

2,000 1,293 1,180 1,320 1,258 1,160 1,224 1,360 1,381 1,081 1,260 

3,333 1,447 1,432 1,643 1,470 1,463 1,595 1,643 1,799 1,410 1,411 

 

TABLE IX 

LUMINANCE (LUMINAIRE ANGLE: 15°)  FOR TUNNEL LIGHTING 

Laverage = 0,95 cd/m2    Uo = 0,52    Uı = 0,81    TI = %3,1 Angle:15° 

Observer location (m) 0,550 1,650 2,750 3,850 4,950 6,050 7,150 8,250 9,350 10,450 

0,667 0,577 0,567 0,597 0,602 0,544 0,554 0,603 0,554 0,499 0,558 

2,000 1,083 0,982 1,080 1,040 0,942 0,976 1,093 1,102 0,894 1,051 

3,333 1,243 1,172 1,345 1,247 1,198 1,319 1,372 1,433 1,131 1,195 

 

VII. DISCUSSIONS 

In this study, the effects of angled lighting in tunnel lighting 

were investigated. For this purpose, the parameters of a road 

used for single-lane military purposes (for underground 

arsenals) were processed into a lighting simulation. Firstly, the 

optimum distance was determined as 11 m when the angle of 

the luminaire was 0°. When the angle of the luminaire is 0° 

and the distance between the luminaires is 11 m, all values are 

suitable for CIE 88-2004 standard. If the luminaire angle is 5°, 

10° and 15°, the distance between the poles falls below the 

average value of Laverage=1.50 cd/m2. Luminaire angle 5° 

Laverage=1.36 cd/m2; luminaire angle 10° Laverage=1.16 cd/m2; 

luminaire angle 15° Laverage=0.95 cd/m2; value falls. 

Laverage=1.50 cd/m2 falling below does not comply with CIE 

standards. Accordingly, when the luminaire angle is 0°, the 

highest lighting efficiency is reached and the luminous 

efficiency decreases as the angle increases.  

This work for the tunnel can be applied on all roads. Angled 

lighting is used in about 90% of the currently roads. As stated 

in this example, angled lighting (5°, 10° and 15°) with 70 W 

HPS lamp corresponds to tunnel lighting with 50 W HPS lamp 

(not angled, 0°). Using higher power lighting increases energy 

consumption. Increased energy consumption is undesirable in 

terms of efficiency. 

VIII. CONCLUSION 

The most accurate reference to road-tunnel lighting and lamp 

selection is the international standards. For this reason, 

simulation road lighting is adapted to CIE standards. 

According to CIE 88-2004 standard, luminance values, 

average luminance level, average and longitudinal uniformity 

values of all scores were calculated for the observers. The data 

of the lamp used were processed in the simulation database 

and the results were analyzed. 

The 50 W HPS lamp complies with the standards specified in 

the CIE 88-2004 The Lighting of Road Tunnels and 

Underpasses at the luminaire angle=0° optimum pole pitch 

(11m). 

If the angle of the luminaire is 5°, 10° and 15°, the Laverage is 

less than 1.50 cd/m2. This doesn't fit the CIE standards. 

Inefficient and inadequate lighting was observed under the 

standards. 

Such special solutions can be improved by lighting 

simulations. Therefore, as in this example, special solutions 

should be analyzed in road lighting in simulation 

environments. 
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Abstract— Crude oil is the major sources of income to most of 

the developed and developing countries. It is high significance as 

this natural resource contributed to the development countries 

wealthy, and cannot be over-emphasized. The distribution of oil 

and gas products in the developing ecosystem is mostly conveyed 

through the road networks, by engaging trucks and similar type 

of automobiles in the goods delivery. This approach of fuel 

distribution is susceptible to illegal diversion, tampering, vehicles 

hijacking and many others on-transit route. In this paper, we 

present the development of a secure tracking automobile system 

for oil and gas distribution using telematics and blockchain 

technology. This system helps in tracking the geo-location of 

automobile route and monitoring the volume of products loaded 

in automobile using telematics. The hash algorithm based 

blockchain technology approach helps to secure the system 

database and accomplished monitoring of the fuel volume 

records conveyed from agent tampering, diversion and hijacking. 

It prevents an individual concerned from remote database 

information altering or unscrupulous parties’ intrusion. Also, it 

manages the archives and linking of the subsequent records 

through the developed secure distributed database system 

(blockchain). The secure in-vehicle tracking system uses a GPS 

(Tx and Rx) for the geo-location tracking, ultrasonic sensor 

(HCR05), SIM800 and ATmega328 microcontroller unit. This 

system was tested and evaluated in terms of accuracy and 

precision of the GPS receiver coordinates with a report of 

circular error probability radius of 15 meters and precision of 

1.24 meters.  

 

Index Terms— Automobiles, Blockchain, Database, Global 

Positioning System (GPS), Telematics. 

 
L. A. AJAO is with Department of Computer Engineering, Federal University 
of Technology, Minna, Nigeria, (e-mail: ajao.wale@futminna.edu.ng. 

https://orcid.org/0000-0003-1255-752X 
J. AGAJO is with Department of Computer Engineering, Federal University 
of Technology, Minna, Nigeria, (e-mail: james.agajo@futminna.edu.ng). 

https://orcid.org/0000-0002-2306-6008 
O. M. OLANIYI is with Department of Computer Engineering, Federal 
University of Technology, Minna, Nigeria, (e-mail: 
mikail.olaniyi@futminna.edu.ng). 

https://orcid.org/0000-0002-2294-5545 
I. Z. JIBRIL is with Department of Computer Engineering, Federal 
University of Technology, Minna Nigeria, (e-mail: 
danjumanupe@gmail.com). 
A. E. SEBIOTIMON is with Department of Computer Engineering, Federal 
University of Technology, Minna Nigeria, (e-mail: 
sebiotimo.adedimeji@st.futminna.edu.ng). 
Manuscript received February 1, 2019; accepted June 16, 2019.  
DOI: 10.17694/bajece.520979 

 

I. INTRODUCTION 

VER THE YEARS, aside agriculture and other related 

occupations in Nigeria, Oil and Gas has been the most 

source of nation revenue generation and as major dependent 

economy-driven. This has been the situation since the 

discovery, exploration and mining of crude oil in the country. 

Petroleum products in this context refer to the fuel 

components like premium motor spirit, domestic pure 

kerosene, and automotive gas oil [1]. The transportation of this 

products (petroleum) is structured from refineries to the depot 

through piping networks [2], and to the individual marketers 

using automobile through road networks. These activities 

require adequate coordination, monitoring and effective 

control. Crude oil as a raw materials product mining in large 

quantities faces terrible challenges of distribution that usually 

emanate to the fuel scarcity and price inflation. Also, 

inefficient distribution networks and lack of database record 

management outcome causes greater percentage of this 

product being flared off [3]. 

The Global Positioning System (GPS) is the satellite-based 

navigation maintained and operated by the government of the 

United States of America. It provides global geo-location and 

time services to GPS receivers within line of sight [4]. The 

origin of GPS started in the sputnik era where scientists 

determined satellites location by analyzing the doppler effect 

on the radio signals. Later, the US Navy was able to determine 

the location of submarines with six satellites orbiting from the 

north to south poles. This precedent approach helps the US 

Department of defense’s Navigation System with Timing and 

Ranging (NAVSTAR) in direction finding which became fully 

implemented in 1993 with 24 satellites [5, 6]. 

Therefore, the satellites are made to orbit at an altitude of 

20,200 km, it revolves round the earth twice every day and is 

divided into 6 orbital planes, and inclined at 55° to the 

equator. The GPS satellites transmit information using radio 

waves at frequency (1 – 2) GHz and wavelength ranging from 

(15 – 30) cm L-band [7, 8].  

The terms telematics was defined in [9, 10] as a French 

acronym Telecommunication and Informatics. This practice in 

wireless network applications is responsible for an active role 

such as Wireless for the Vehicular Environment (WAVE) or 

Intelligent Transportation System (ITS) and computational 

system. Telematics approach is used as the broadcast or 

sending a remote information through telecommunications 
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devices [11].  

This technology utilized a GPS-based artificial satellite and 

onboard diagnostics system (database) to record geographic 

information on a computerized map. Telematics is also called 

black box, an intelligent in-vehicle computer that recorded 

information based on geographic location and its environs in 

the On-Board Diagnostics System (OBD) [12]. Telematics 

techniques can be used to acquire large information remotely 

by integrating wireless sensors, multimedia devices and other 

connected hardware components.  

A full-functional of telematics system can be built with, 

GPS transmitter and receiver, GSM module with SIM card, 

accelerometer sensor, ultrasonic sensor, buzzer, intelligent 

microchips input/output interface (port) and many others. The 

in-vehicle telematics system covered a wide area of 

application as in salts and sands spreader tracker, driving 

cameras, electronic logging displays (ELDs) and weather 

forecasting alert [13].  

Blockchain is newly emerged and notable bitcoin 

technology for adequate security of distributed ledger in the 

database. It offers advanced platform of both decentralized 

and transparent transaction mechanism for all industries and 

businesses. This characteristics of the blockchain security is 

adapted in the developed system to improve trust and remote 

monitoring through the transparency and traceability of 

transaction of data resources carried out. Despite the initial 

doubts about this technology, governments and large 

corporations have recently investigated and improving on this 

technology in the applications domain like finance, social and 

legal industries, manufacturing and supply chain networks 

[14]. 

Blockchain technology makes it possible to store data in 

such a way that multiple peers can view, copy and update 

records in a real time. It is very difficult to make changes on 

the data secure with blockchain technology illegally or 

individually which helps to strengthens trust in a blockchain’s 

content [15]. A standout amongst the most important parts of 

utilizations based on blockchains is that empower business to 

be directed with untrusted and obscure clients. 

The outstanding parts of this article are organized into five 

sections. The reviewed of the existing related works are 

presented in section II. Methods and materials involved in this 

research are details outline in section III. While section IV 

discussed results, and research is finally concluded and 

recommended for further research in section V. 

II. RELATED WORKS 

A number of related works exist in literature.  A GPS-based 

vehicle location tracking system using smartphone application 

interfaced with the google maps API for the location display 

and other related information was developed in [16]. An in-

vehicle tracking system using GPS and GSM modem was 

developed by [17]. This system transmits information in form 

of SMS to a mobile phone with encoded format.  

An embedded Bluetooth technology system was developed 

to acquired information about the proof of network location 

with security measure using blockchain in [18]. This system is 

used to determine the location of devices in a peer to peer 

network. The proofs of locations are essential for the proper 

functioning of location-based services which are dependent on 

the accuracy of the reported locations. The system functioning 

with the concept of mutual location verification between peers 

in the same geographical location through a short-range 

wireless communication device.  

A telematics-based multiple vehicle monitoring was 

proposed in [19-21] using GPS, cell phone and network 

facilities for the in-vehicle application. This system renders a 

remote service communication through the wireless networks 

connectivity and the satellite positioning.  

The dominant distributed networks of the petroleum 

products in Nigeria are conveyed through the roads and 

pipelines network.  Unfortunately, these distribution networks 

are associated with various challenges such as pipeline 

vandalism, automobile fuel hijacking, tampering, robbery and 

diversion. [2, 22-23].  

Our contribution in this research focus on the development 

of an embedded system-based in-vehicle tracking gadget 

prototype using GPS (Telematics approach) for automobile 

fuel hijacking as discussed in sub-section IIIA. This technique 

helps to monitor the oil and gas volume of an automobile 

conveyance, tracking the vehicle route and also taking into 

consideration the geo-location of automobile direction. The 

implementation of secure hash blockchain techniques is to 

managing the transaction record in the database, to ensure the 

cooperative agreement and unanimous consensus of the 

participant in the chain as discussed in sub-section IIIB.  Also, 

adequate management of dynamic information received, 

stored, updated, deletion in the database. The section IV 

illustrates the results and discussion of proposed methods 

using telematics and SHA-1 based blockchain algorithm. 

III. METHODS AND MATERIALS  

The methods adopted in this research are in two folds. These 

are hardware system design and secured software coding using 

synergistic combination of telematics approach and secure 

hash blockchain database management system. The hardware-

based telematics component includes GPS module (NEO-6M), 

GSM module (850-EGSM), Arduino Uno board (ATmega 

328), Ultrasonic sensor (HC-SR04), printed circuit board and 

jumper connectors. The software used for coding are C-

language for hardware programming in Arduino IDE, Python 

language for secure hash algorithm, HTML and manipulation 

query language for secured distributed ledger database 

development (Blockchain). The complete developed system 

architecture is illustrated in “Fig. 1” which help to monitor, 

tracking and transmit the geo-location information to the 

database in a real time, as well as the information about 

petroleum volume level in the automobile. This acquired 

information is transfer to the remote server (secure database) 

through the telematics system in a real-time. 
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Fig.1. In-vehicle based telematics and blockchain architecture 

 

A. Hardware System Design  

The hardware system consists of the controller unit, sensor 

unit, power supply unit, and the communication unit, all are 

integrated to function as telematic system. The system circuit 

sketch was designed and simulated in proteus virtual 

simulation model (PVSM) as demonstrated in “Fig. 2”.  

 

 
Fig.2. System circuit simulation in Proteus VSM 

 

The sensing and communication unit comprises of the GPS 

(Ublox Neo 6M) transmitter-receiver (Tx/Rx), GSM and 

ultrasonic sensor. The GPS Tx/Rx used to obtain the latitude 

and longitude of geo-location, while the ultrasonic sensor used 

to determine the level of the liquid volume and measure 

distance to itself. This result obtained are sent to the 

microcontroller via transistor-transistor logic (TTL), and the 

controller transmit it to the server database periodically 

through the GSM module which utilize short messaging 

service (SMS).  

The configuration of this GSM module with microcontroller 

is achieved through serial pins or communication port 

(UART) as illustrated in “Fig. 3”. This SIM800L 

communication module supports TCP and IP protocols, AT 

commands, and it was selected because of its proliferation 

(network frequencies, and relatively small size). The power 

supply of 7.4v LiPo battery with a DC-DC step-down buck 

converter was used to regulate the voltage output.  

 

 
Fig.3. GSM module (Sim800L) logical connection 

 

B. System Operation Principle and Design  

The ultrasonic sensor (HC-SR04) is mounted on top of the 

automobile tank for liquid level monitoring which operates on 

the principle time of flight. This emitted waves from 

ultrasonic sensor used to determine the distance from a target 

(fluid surface) in the tank. The distance covered was used to 

determine the liquid level by setting trigger ultrasonic sensor 

to a logical high for 10 microseconds, then return to low, after 

the sensor emits waves and waits for reflected waves. Then, 

the echo pin of the sensor goes high for a duration time that is 

proportional to the distance of the target which allow the 

acquired data to be communicate to the microcontroller. The 

operation flowchart is illustrated in “Fig.4”.  

The implementation of in-vehicle tracking system prototype 

(using telematics method) is integrated with automobile oil 

and gas tanker as shown in “Fig. 5” and “Fig. 6”. This 

prototype accomplished the objectives of geo-location 

tracking, volume monitoring in case of leakages or stealing 

and remote communication of geo-information to the server 

database.  

 

 
Fig.4. The hardware system operation flowchart 
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Fig. 5. A developed oil and gas automobile tanker tracking system 

prototype 

 

 
Fig. 6. Packaging of oil and gas automobile tanker tracking system 

prototype 

 

1) Time of flight (ToF) of emitted ultrasonic waves to 

determine distance 

The Time of Flight (ToF) of sound wave produced by 

ultrasonic sensor can be described as a speedy dimension of 

distance for the various application of the in-vehicle based 

telematics system. These are motorized driver assistance 

system, drones, and some graphic user interfaces. This method 

require technicality in the design for the system performance 

benchmark which includes the system response time, 

accuracy, power consumption range and the available 

footprint. “Fig. 7” illustrate technical approach of measuring 

distance that correlate the transmitted and reflected signal to a 

target of the in-vehicle telematics system. In this scenario, a 

transmitter produces a square wave modulated signal while the 

target reflects sound back to the receiver which is correlated to 

the transmitted signal of an intelligent controller. The time of 

flight is measured by computing the range of distance to the 

target. 

Therefore, amplitude of the reflected wave signal (Ar) emits 

can be express as in Eq. (1), refraction of emits wave signal 

transmitted from one medium to other experiences changes in 

its medium which can be calculated as expressed in Eq. (1). 

 

 
(1) 

Where, 

R1 = ρ1c1  

R2 = ρ2c2 

ρ = Density of each material 

c = Speed of the signal wave source 

Ar = Ratio between the reflected wave signal and incident 

amplitude. 
 

 
(2) 

 

The critical angle ( ), when there is total refraction ray can 

be calculated as express in Eq. (3). 

 
(3) 

 

 

 
Fig.7. Time of flight computation to measure distance of signal transmitted 

to a target 

 

2) Determining Vehicle Geo-location using the trilateration 

principle  

The GPS receivers determine vehicle geo-location using the 

principle of trilateration. That is, principle of determining the 

absolute or relative geo-locations of a points in a geometry 

circle by measuring distances. This can be achieved when the 

distance of the receiver from the known locations is taken 

(four different satellites). Then, measurement of time taken for 

a signal to travel from a satellite to the receiver is used to 

determine the distance of the receiver from the satellite. The 

distance of the receiver (d), from a satellite illustrate that the 

receiver is located on a sphere (s) of radius (r) which found at 

centered on the location of the satellite [23]. 

The distance of the satellite from the location of the receiver 

can be shown by relating the coordinates of the receiver and 

GPS satellites in [19] from Eq. (4) to (7). 

 

 
(4) 

 

 

 
(5) 

 

 

                                                               
(6) 

 

 (7) 
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Where 

 = distance from satellite n. 

(X, Y, Z) = coordinates of the receiver’s location. 

(xn, yn, zn) = coordinates of any of the satellites. 

cd(T) = time correction from satellite clock. 

 

3) Distance calculation the target and ultrasonic sensor   

The ultrasonic sensor sound wave is used to determine the 

distance from itself to any target or obstacle in its front. The 

distance is calculated using the principle of time of flight of 

sound waves where the time taken for emitted sound waves to 

travel away from and back to the sensor is proportional to the 

distance. The relation is as follows: 

 
(8) 

 

Where  

s = speed of sound in air. 

t = time taken for reflections to reach sensor. 

Data charts which are typically black and white, but 

sometimes include color. 

 

C. Secured Software System Design   

The software system programming was used for hardware 

coding, building of web applications and secure database 

(blockchain) development. The database and web application 

were created using structured query language (SQL), PHP, 

JavaScript, HTML and CSS programming languages. Also, 

for the implementation of secure hash algorithm, permissioned 

blockchain type was used for securing the database which 

consist of four basic nodes. The administrator, oil and gas 

depot, distributed filling station and the in-vehicle transporter. 

The login page from the web application are shown in “Fig. 8” 

and “Fig. 9”. The C-language program was used for coding 

microcontroller functions and telematics system in Arduino 

integrated development environment (AIDE) as a cross-

platform application written in java programming language. A 

secure-tracking system and distributed database architecture is 

shown in “Fig. 10”. The processes and implementation of the 

secure hash algorithm based on blockchain technology are 

highlighted here. 

 

1: Takes input text and splits it into an array of the 

characters’ ASCII codes. 

2: Converts ASCII codes to binary. 

3: Pad zeros to the front of each bit until they are 8 bits 

long. 

4: Join them together and append them to one (1). 

5: Pad the binary message with zeros until its length is 512 

mod 448. 

6: Take binary 8-bit ASCII code array from step 3, get its 

length in binary. 

7: Pad with zeros until it is 64 characters. 

8: Append to your previously created binary message from 

step 5. 

9: Break the message into an array of chunks of 512 

characters. 

10: Break each chunk into subarray of sixteen 32-bit words. 

11: Loop through each chunk array of sixteen 32-bit words 

and extend each array to 80 words using bitwise operations. 

12: Initialize some variables. 

13: Looping through each chunk: bitwise operations and 

variable reassignment. 

14: Convert each of the five resulting variables to 

hexadecimal. 

15: Append them together and the result is your hash value 

or message digest. 

 

 
Fig.8. A secure-tracking database home page 

 
 

 
Fig. 9. Database login page 
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Transporter A
Initiate 

Transaction Transporter B

Transactions 

Hashing and 

Encryption

Blockchain/Ledger

Add to the Blockchain

Depot

RegulatorDecryptionStation
Decryption

Internet

Fig.10. A secure-tracking system architecture 

 

IV. RESULTS AND DISCUSSIONS 

The result for telematics-based tracking system of the 

automobile geo-location during simulation in the Arduino IDE 

is illustrated in “Fig. 11”. This information includes longitude, 

latitude, distance, speed, date and time. 

 

 
Fig. 11. Sensor readings displayed on serial monitor 

 

Also, the data aquired from the GPS module are in NMEA 

format which was simulated and visualized in GPSview 

software as shown in “Fig. 12a” and “Fig. 12b” This GPS 

visualizer contains the position of the GPS receiver, dilutions 

of precisions, relative positions and number of the satellites 

connected to as obtained from the GPS signals. The secure 

automobile tracking database is depicted in “Fig. 13”.  

 

 
Fig. 12a. Visualization of GPS information 

 
The remote data acquired based on geographic location, 

tracking, monitoring, automobile ID, Driver ID, filing station 

ID, time and date that are contained in the secure-database 

server using SHA-1 built-in blockchain technology for 

securing information. The result of geographic location 

tracking of automobile movement within the campus is 

displayed on a map interface as shown in “Fig. 14”.   

The result gotten as shown in table 4.1 shows a disparity with 

the number of satellites captured. From the results It was 

observed that as the numerical strength of satellite captured 

intensifies, the longitude and latitude also vary 

correspondingly, and the larger the numbers of satellites 

captured the more accurate the GPS device as compared to the 

values of the coordinate obtained from google map. The 

system assessment was based on three elementary metrics 

which are; sensitivity, accuracy and success level. “Fig. 15” 

shows the tracking information stored in a secure database 

system. The “Table 1” contains detail analysis of tracking 

information send to secure database during testing of the 

prototype, and “Fig. 16” illustrate the graph of sensitivity, 

satellite level and the success level based on geo-location. 
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Figure 12b. Graphical analysis of vehicle geo-location tracking in GPS view 

 

 
Fig. 13. A secure-tracking automobile database system 
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Fig. 14. FUTMinna metropolis geo-locations tracking displayed on a map interface 

 

 

 
Fig.15. Tabular representation of a secure tracking information 
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TABLE I.  
DETAIL ANALYSIS OF TRACKING INFORMATION SENDS TO SECURE DATABASE DURING TESTING 

 
id Tanker_ID Time Date Satellite 

number 
HDOP Liquid 

level 
Speed Latitude longitude 

1.  865210031078669 06:15:44 08/10/2018 5 2.19 66 0.35 9.531407 6.451446 

2.  865210031078669 06:16:17 08/10/2018 6 1.92 89 0.37 9.531438 6.451479 

3.  865210031078669 06:16:50 08/10/2018 5 1.98 89 0.59 9.531368 6.451441 

4.  865210031078669 06:17:23 08/10/2018 6 2.03 89 0.44 9.531471 6.451372 

5.  865210031078669 06:17:56 08/10/2018 5 1.6 97 1.19 9.531489 6.451346 

6.  865210031078669 07:55:25 08/10/2018 5 2.56 100 1.2 9.530928 6.451571 

7.  865210031078669 07:55:58 08/10/2018 4 9.51 100 1.81 9.531051 6.451568 

8.  865210031078669 07:56:32 08/10/2018 5 2.5 100 1.04 9.530858 6.451453 

9.  865210031078669 07:57:05 08/10/2018 8 2.5 100 1.5 9.530884 6.45146 

10.  865210031078669 07:57:38 08/10/2018 6 4.99 100 1.98 9.531068 6.451518 

11.  865210031078669 07:58:11 08/10/2018 5 4.94 100 2.85 9.530917 6.451497 

12.  865210031078669 07:58:44 08/10/2018 6 2.48 100 1.87 9.530988 6.45146 

13.  865210031078669 18:20:29 08/10/2018 9 0.81 48 0.2 9.531387 6.451231 

14.  865210031078669 18:21:02 08/10/2018 9 0.88 0 0.15 9.531398 6.451261 

15.  865210031078669 18:21:35 08/10/2018 10 0.82 0 1.11 9.53142 6.451247 

16.  865210031078669 18:22:08 08/10/2018 10 0.78 0 0.2 9.531483 6.451261 

17.  865210031078669 18:22:41 08/10/2018 9 0.87 0 0.74 9.531522 6.451264 

18.  865210031078669 18:23:14 08/10/2018 10 0.87 0 2.63 9.531484 6.451257 

19.  865210031078669 18:23:47 08/10/2018 10 0.98 0 2.57 9.531505 6.451173 

20.  865210031078669 18:24:20 08/10/2018 10 0.78 0 0.44 9.531486 6.451322 

21.  865210031078669 18:24:53 08/10/2018 9 0.85 0 0.61 9.531514 6.451376 

22.  865210031078669 18:25:26 08/10/2018 9 0.85 0 0.61 9.531542 6.451425 

23.  865210031078669 18:25:59 08/10/2018 5 1.82 0 14.26 9.531661 6.451532 

24.  865210031078669 18:26:32 08/10/2018 7 2.88 0 8.72 9.531518 6.451762 

25.  865210031078669 18:27:06 08/10/2018 0 99.99 0 14.93 9.531453 6.452001 

26.  865210031078669 18:27:40 08/10/2018 9 1.01 0 4.63 9.531857 6.451674 

27.  865210031078669 18:28:13 08/10/2018 8 0.9 0 0.24 9.531544 6.451401 

28.  865210031078669 00:37:47 09/12/2018 9 0.98 0 0.74 9.531361 6.451714 

29.  865210031078669 00:38:34 09/12/2018 9 0.85 0 0.11 9.531422 6.451569 

30.  865210031078669 00:39:21 09/12/2018 9 0.88 0 0.06 9.531407 6.451598 

31.  865210031078669 00:40:08 09/12/2018 9 0.8 0 0.33 9.53139 6.451566 

32.  865210031078669 00:40:55 09/12/2018 11 0.76 0 0.17 9.531413 6.451585 

33.  865210031078669 00:41:42 09/12/2018 9 0.99 0 0.48 9.531431 6.45158 

34.  865210031078669 00:42:29 09/12/2018 10 0.88 0 1 9.531427 6.4516 

35.  865210031078669 00:43:16 09/12/2018 10 0.92 0 0.63 9.531411 6.45163 

36.  865210031078669 00:44:03 09/12/2018 9 0.92 0 1.98 9.531393 6.451665 
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Fig. 16. GPS to satellite sensitivity of the tanker truck information 

 

The graphs of change in speed against time and change in 

liquid level against time are depicted in “Fig. 17” and “Fig.18” 

respectively. 

 

 
Fig. 17. Graph of speed against time 

 

 

 
Fig. 18. Graph of liquid level against time 

 

This system was evaluated in terms of accuracy and precision 

of the GPS receiver readings. The accuracy metric evaluated 

was the circular error probability of R95 GPS receiver. The 

circular error probability is the probability of the location 

information being within a given radius from the true location 

95% of the time, the stated radius for the GPS receiver used is 

15 meters. The claim was confirmed by testing within 22 

location data points of the GPS receiver and determined within 

a 15meter radius of the true value as illustrated in “Fig. 19”.  

 

 
Fig. 19. GPS accuracy 

 

The precision of the GPS readings, which is the measure of 

how close successive readings of the same location are to one 

another, was determined from the collected data to be 1.24 

meters and this is shown in “Fig. 20”. 
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Fig. 20. GPS precision 

 

V. CONCLUSION 

The developed system allows effective monitoring of 

automobile distributed petroleum product. It also secured the 

remote information stored in the server database of a 

decentralized system and other related data. The successive 

truck information received are hashed and then linked to one 

another system in order to prevent unauthorized manipulation 

of the records by unscrupulous parties. The theft, 

diversification and leakages of oil and gas can be optimized by 

means of efficient tracking of vessel geo-location, monitoring 

of liquid levels and secured database records management. In 

this paper, the method proposed will enhanced the model or 

eliminates a traditional way of tracking systems with adoption 

of a decentralized server for processing information. This 

distributed server can be secure against online or offline 

attacker and hacker using secure hash algorithm (SHA) based 

blockchain technology. A blockchain based tracking system 

prevents unscrupulous alteration of information by requested 

for the approval and permission of majority parties concerned 

before data can be added to or altered in the database. This 

research can be further using machine learning approach for 

automobile geo-location tracking and oil theft or leakages 

prediction. 
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Abstract—Submodule level maximum power point tracking 

(MPPT) systems have become popular due to its outstanding 

performance in partial shading conditions (PSCs) and basic 

algorithm requirement. MPPT is realized by DC-DC converters. 

They are power processing units between photovoltaic (PV) 

module and resistive load. Among DC-DC converter topologies, 

the flyback is a proper choice since it can either increase or 

decrease the voltage. Furthermore, power level is small in 

submodule level (SML) MPPT applications. In this study, 

analyzes and power circuit design of a flyback converter for 

continuous conduction mode (CCM) is carried out firstly. Then, 

the performance of the flyback converter on the SML MPPT 

system and its superiority over the module level MPPT is shown 

by using same converter topology and perturb and observe 

(P&O) algorithm. In order to validate the superior performance 

of SML MPPT, it is compared with module level MPPT in 

MATLAB/Simulink environment. Results show that SML MPPT 

guarantees global MPPT in any PSCs with any kind of basic 

MPPT algorithm. On the other hand, module level MPPT fails in 

many PSCs with the same algorithm. According to simulation 

results, SML MPPT generated more power by 61.2% in average 

than module level MPPT systems in simulation studies. 

 
 

Index Terms— Distributed MPPT, flyback, maximum power 

point tracking, photovoltaic, submodule, MPPT. 

 

I. INTRODUCTION 

OLAR energy is an important renewable energy sources 

used for generation of electrical energy in standalone and 

utility scale power systems. Photovoltaic (PV) modules are 

used in electrical energy generation. Due to the p-n junction in 

structure, PV modules are similar to a basic diode and their 

current-voltage (I-V) characteristic curve change logarithmic 

form. Therefore, obtaining maximum power from a PV 

module requires a special process [1]. Generally, a power 

converter is connected between the load and the PV source to 

extract the maximum power from a module and this converter 

is generally controlled by an MPPT algorithm [2]. While the 
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conventional system can perform MPPT if the solar irradiance 

received by a PV module surface is uniform; if the PV module 

panel is partially shaded, it is necessary to increase the number 

of power converter or to improve the algorithm, to perform 

MPPT efficiently. Because, a typical PV module has a few 

bypass diodes and the presence of these diodes cause multi-

peak structure in power-voltage (P-V) curves. This makes the 

tracking of maximum power point (MPP) difficult or 

inefficient [3]. 

Distributed MPPT approach presents some advantage for 

the case that the PV system is not uniformly irradiated. In that 

approach, PV source is divided into some parts and MPPT is 

performed individually. For example, in a series connected PV 

string, each PV module performs its own MPPT which can be 

considered as a module level MPPT. On the other hand, if 

each submodule in a PV module performs its own MPPT, it is 

the SML MPPT. In these approaches, micro inverter and 

power optimizers are used as a power processing converter. 

SML MPPT requires a few power converters with low 

power scale. Therefore, flyback converters are considerable 

good choices since they consist of a few components and have 

a big efficiency in small power level. Furthermore, it can be 

used in DC-AC and DC-DC converters for micro inverters and 

power optimizers, respectively. Current sensorless flyback 

inverter is proposed for small scale PV systems [4]. Although 

it seems as a cost effective solution, it cannot track MPP in 

PSCs. Smart PV module concepts are the other type of 

distributed MPPT (DMPPT) approach. In general, DC-AC 

converter is connected to the PV module in this approach. 

Feed forward control scheme is applied to flyback converter to 

obtain high quality output voltage from the inverter side [5]. 

For the SML MPPT applications, a novel flyback converter is 

presented to acquire maximum power from a PV module in 

PSCs [6]. This converter is used for the MPPT stage of 

microinverter. Since SML MPPT is realized, requirement of 

bypass diodes is eliminated and MPPT is performed by a basic 

algorithm. On the other hand, a current sensorless MPPT 

control scheme is proposed for interleaved flyback inverters 

[7]. This technique is complicated but offers a cost effective 

solution for microinverters. Voltage sensorless MPPT can be 

used in AC module applications [8], it is shown that voltage 

sensorless method has similar performance with P&O. But it 

needs less sensor and makes the MPPT cheaper than P&O. A 

bidirectional discontinuous mode flyback converter is used as 

Analyzes of Flyback DC-DC Converter for 

Submodule Level Maximum Power Point 

Tracking in Off-grid Photovoltaic Systems 
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a voltage equalizer used in global MPPT [9]. In this study, 

power processing is very small which increases the total 

efficiency. Results show that extracted power increases 

compared with the PV structure owning bypass diodes. A 

hybrid MPPT method containing conventional short circuit 

current pulse and P&O algorithm is used in a single stage 

flyback inverter [10]. However, this method is not capable of 

tracking of MPP in PSCs.  

Submodule integrated DMPPT is proposed in [11]. Buck 

converter is connected to each cell group and output of the 

buck converters is connected in series. 20% of the total energy 

increase is obtained compared with the module level MPPT. 

Substring level MPPT is applied and it is resulted that 

remarkable power increase is obtained [12]. Differential 

power processing (DPP) is the latest approach aiming to 

decrease power processing to rise efficiency [13]. In that 

approach, power converters have small power levels compared 

with full power processing (FPP). Furthermore, rated value is 

low and cost of the converters is small [14]. A modified 

interleaved SEPIC converter is proposed aiming to equalize 

the voltage of the series connected PV module in the PV string 

[15]. It is presented that energy improvement ranges from 

27% to 34%. A novel DPP approach is used as a module 

integrated converter in series connected PV systems [16]. 

Results show that it performs better than classical PV 

configurations. 

It is surely clear that MPPT efficiency increases from string 

level to submodule level. In this study, advantages of the SML 

MPPT are presented by comparing module level MPPT 

concept. As a power processing unit, flyback converter is 

selected since flyback converters are the proper choice in 

small power scale. Comprehensive design of flyback converter 

operating CCM is presented. The remains of the study 

continue as follows. In Section II, theoretical analyzes and 

operation principle of a flyback converter is given. Design 

steps are also presented in this section. In Section III, SML 

MPPT structure has been compared with module level MPPT 

by simulations. These simulation studies are performed in 

MATLAB/Simulink. In Section IV, simulation results are 

evaluated briefly. Finally, the main outcomes of the study are 

summarized and some information about future studies is also 

mentioned.  

II. PRINCIPLE OF FLYBACK CONVERTERS 

Flyback converters are the most preferred switch mode 

power supply topologies below 100W since they have less 

components than the other topologies and they can have 

multiple outputs, if desired [17]. A typical flyback converter 

consists of transformer for energy storage and voltage 

conversion, a capacitor, a switching device and a diode as 

presented in Fig. 1. In flyback converters, transformer, which 

is also called as coupled inductor, provides galvanic isolation 

between the primary and secondary side of the transformer. 

However, its operation is quite different from normal 

transformer. While the primary winding of the transformer 

carries current, in the secondary side of the transformer, 

current cannot flow since the polarity of the secondary 

winding is reversed. 

 
 

Fig.1. Electrical circuit of flyback converter 

A. Operation Modes of Flyback Converters 

There are three types of operation in DC-DC converters. 

They are CCM, discontinuous conduction mode (DCM) and 

boundary conduction mode (BCM). Normally, these 

operations are defined as the value of inductor current in a 

switching period. In a flyback converter, DC transformer is 

used as a magnetic energy storage component and there is no 

additional inductor. Therefore, the operation mode of a 

flyback is determined by the current continuity of the primary 

and secondary winding. Operation modes of a flyback 

converter are presented in Fig. 2. 

 

 
Fig.2. Operation modes of flyback converters a) Discontinuous b) 

Boundary c) Continuous 

B. Design Steps of Flyback Converter in CCM 

While analyzing the flyback converter, transformer can be 

modelled by an ideal transformer and magnetizing inductor 

[18]. This inductor is parallel to the primary winding of the 

transformer and it is modelled as the energy storage element in 

the circuit given in Fig. 2. In this circuit, when switch Q is 

turned on at t=0, magnetizing inductance is stored energy and 

its current of primary winding increases linearly up to t=tON. 

The diode is reverse biased due to the polarity of the 

secondary winding between t=0 and t=tON. So, current of the 

secondary winding is zero. Output load is supplied by the 
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capacitor in this period. The voltage across the magnetizing 

inductance is formulated as in (1). Primary current is 

calculated as in [18]. 
 

      Lm
Lm m

di
L

dt
v                  (1) 

 

In (1), LM is the magnetizing inductance. Switch current is 

equal to a current of magnetizing current when the switch is 

on. It can be calculated as in (2). 
 

( )IN DS ON
Q Lm pri ON ini

M

V V
I I I t I

L


                  (2) 

 

In (2), IQ is the switch current, ILm is the magnetizing 

current, Iini is the initial current of the magnetizing inductor, 

VIN is the input voltage, VDS(ON) is the voltage drop on the 

switch, tON is the conduction time of the switch. In order to 

calculate magnetizing inductance, (3) is rearranged as below. 
 

   ( )IN DS ON
pri ini Lm ON

M

V V
I I I t

L


                (3) 

 

By using (3), magnetizing inductance (inductance of the 

primary) can be calculated. The reverse voltage of the diode 

should not be bigger than the maximum reverse voltage 

between t=0 and t=tON. The maximum reverse voltage of diode 

is calculated as in (4). 
 

(max)
IN

D O

V
V V

n
                    (4) 

 

When the switch is turned off, the polarity of the secondary 

winding is reversed and diode turns on. Stored energy in the 

magnetizing inductor supplies to the resistive load and current 

of secondary winding increases linearly. The initial value of 

the secondary current is determined by the multiplication of 

peak current of primary winding and the turns ratio of the 

transformer (NP/NS). Current of the secondary winding is 

calculated as in (5). 
 

( )peak O D OFF P
SEC

S S M

I N V V t NP
I

N N L


             (5) 

 

In (5), Ipeak is the peak current of primary winding, NP and 

NS are the number of turns of primary and secondary 

windings, VO is the output voltage of flyback converter, VD is 

the voltage of drop of the diode, tOFF is the conduction time of 

the diode. When the switch is turned off, voltage stress on the 

switch is the sum of the input voltage and reverse voltage due 

to the current of secondary side. Therefore, the switch has 

more voltage stress in the flyback compared with the non-

isolated buck-boost converter. The voltage across the switch is 

calculated as in (6). 
 

   
(max)DS IN O leakV V nV V                   (6) 

 

In (6), Vleak is the leakage voltage which is the result of 

parasitic inductance of primary and secondary windings. In 

order to select proper switch, leakage inductance, windings 

ratio are taken into account. The output of the flyback 

converter consists of a capacitor and load. This capacitor is 

generally is specified by the root mean square current and the 

permissible voltage ripple. The minimum value of this 

capacitor is calculated as in (7). 
 

max
min

min

O

P L O

D V
C

f R V



                     (7) 

 

In (7), Cmin is the minimum value of the output capacitor, 

Dmax is the maximum value of duty ratio, RLmin is the 

minimum value of the load resistance, fp is the switching 

frequency and ΔVO is the voltage ripple of the capacitor. On 

the other hand, the relationship between input and output 

voltage, which is named as DC transfer function, is important 

for an MPPT application. So, the output voltage of flyback can 

be formulated by input voltage, duty ratio and windings ratio 

as in (8). 
 

   
1

S
O IN

P

ND
V V

D N



                  (8) 

 

It is clear in Fig. 2 that, the windings of the flyback 

transformer do not carry current between t=off and it=TP in 

DCM operation. On the other hand, in BCM operation, 

primary and secondary windings carry current in different 

time period by triangular waveform. When the switch is 

turned on current of primary winding increases and energy is 

stored in the transformer. Between t=0 and t=tON, diode is 

reverse biased due to the polarity of secondary winding. When 

the switch is turned off, all energy stored in the transformer 

supplies the output capacitor and the load on the secondary 

side between t=tON and t=tP. In CCM operation, the windings 

of the transformers carry current in trapezoid form and there is 

no current shortage in a switching period as presented in Fig. 

2. Some of the energy stored in the transformer is not 

transferred to the secondary side of the flyback. 

C. Flyback MPPT Converter 

Voltage of PV module changes in a big interval under 

PSCs. That is, input voltage of a converter changes in a large 

range. Therefore, buck-boost converters are the best choices 

for MPPT applications since they have the ability to increase 

and decrease the voltage. In addition, the flyback converter 

performs efficiently below one hundred watts and this power 

level is proper for SML MPPT. A typical block diagram of 

flyback MPPT is presented in Fig. 3. 
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Fig. 3 Block diagram of flyback MPPT converter 

In order to realize MPPT in flyback converter, transfer 

function between PV module and resistive load is obtained. 

First, power of PV module is given in (9). 
 

PV PV PV PV PVP V I I R                   (9) 

 

In (9), VPV and IPV are the voltage and current of PV 

module, respectively. The RPV is the equivalent resistance of 

PV module. The voltage of a PV module is equal to; 
 

  PV PV PVV I R                         (10) 

 

For output of flyback converter, output power and output 

voltage are given by (11) and (12), respectively. 
 

2
O O O LO
P V I I R                      (11) 

 

    O O LV I R                      (12) 

 

In (11) and (12), VO and IO are the output voltage and 

output current, respectively. Assuming the converter loss is 

zero, power, balance can be easily written as follows. 
 

IN O PV PV O OP P V I V I                  (13) 

 

By using (9) – (13), the equivalent resistance of PV module 

can be formulated as in (14), which is the core of the MPPT 

operation for flyback converters. 
 

    
 

2
2

2

1 P
PV L

S

ND
R R

ND




 
 
 

           (14) 

III. SIMULATION RESULTS 

In order to validate the benefits of the SML MPPT with 

respect to the module level MPPT, some simulation studies 

have been performed in MATLAB Simulink software. SML 

MPPT owning three flyback converters has been modelled. A 

SML MPPT model is presented in Fig. 4. In this model, PV 

module has three bypass diodes. Each submodule is connected 

to its own flyback converter. MPPT is realized individually by 

P&O. On the other hand, module level MPPT model is 

presented in Fig. 5. The main parameters of the PV module 

and flyback converter used in simulation studies are listed in 

Table I and Table II, respectively. 

 

 
Fig. 4 Simulink model of the flyback converter based SML MPPT 

 
Fig. 5 Simulink model of the module level MPPT 

 

TABLE I 

SPECIFICATIONS OF THE PV MODULE 

Bosch PV Module c-Si M 48 Value 

Short circuit current 8.5A 

Open circuit voltage 28.9V 

Maximum power voltage 23.4V 

Maximum power current 7.9A 

Maximum power 180W 

Bypass diodes 3 

 

TABLE II 

 SPECIFICATIONS OF THE FLYBACK CONVERTERS IN SML MPPT 

Features Value 

Input / output capacitor 1000µF / 100 µF 

Magnetizing inductance 40mH 

Windings turns ratio 0.5 

Switching frequency 20kHz 

Duty Step / Sample time 0.1% / 1ms 

 

Two shading scenarios are created to verify the superior 

performance of the SML MPPT. First, submodules of the PV 

module receive 400W/m2, 700W/m2 and 800W/m2, 

respectively. The initial value of duty ratio and the step size is 

set to 50% and 0.1%, respectively. In the first simulation 
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result, all submodules perform their own MPPT by P&O 

algorithm. A resistor valued by 10Ω is connected to the output 

of the each flyback converter. The P-V curve of the first P-V 

characteristic is presented in Fig. 6. The results of the first 

irradiance profile are presented in Fig. 7. It is clear in Fig. 7.a 

that all submodules generated different power and reaches 

their own MPPT with different tracking speed since they 

receive different irradiance. While the sub-module-1 receiving 

400W/m2 tracks the MPP in 18 milliseconds (ms), sub-

module-2 receiving 500W/m2 tracks its own MPP in 100ms. 

These times may change and/or can be optimized by the 

proper selection, initial value of duty ratio and using adaptive 

step size. In the first case, total tracking efficiency is 

calculated as 92.6% in 250ms. 
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Fig. 6. P-V curve of 400W/m2-500W/m2-800W/m2 

In the second irradiance profile, values of irradiances are 

300W/m2, 600W/m2 and 1000W/m2. Voltage, current, power 

variations of the submodules and duty ratio variations of each 

flyback converters are given in Fig. 8. a-d. Each submodule 

performs its own MPPT by P&O algorithm. Performing 

independent MPPT provides 100% tracking efficiency at 

steady state condition. Tracking efficiencies in 250ms are 

97.91%, 93.28% and 84.16% for submodule-1, submodule-2 

and submodule-3, respectively. Total tracking efficiency is 

91.81%. For SML MPPT, tracking efficiency is very big since 

global MPPT is realized regardless of the irradiance values. 

In module level MPPT approach, multiple peak points 

occur on the P-V curve under PSCs due to the presence of 

bypass diodes included in a module. In addition, the available 

power of PV module decreases in a PSC. The P-V curve of the 

second irradiance profile is presented in Fig. 9. In the first 

case, three peak points occur on the P-V curve due to three 

different irradiance. It is clear in Fig. 8 that there are three 

peak points. Two of them are local MPP and another peak 

point is global MPP. Middle of the peak point corresponds to 

the global peak point. Power at global MPP is 82.22W. But, 

MPPT fails at the first local MPP and power at steady state is 

about 78W. In this case, tracking efficiency is calculated as 

69.82%. However, for the same irradiance profile, SML 

MPPT extracts 110.92W from the PV module. That is, SML 

MPPT strategy generates more power by 34.9%. The results of 

the module level MPPT are presented in Fig. 10. 

In the second shading scenario, GMPP is located in the 

middle MPP region as shown in Fig. 9. Power at global MPP 

is 73.51W. P&O algorithm fails at the first local MPP (LMPP) 

and PV module generated about 60W at this point. PV module 

generates less power by 18.37% compared with the global 

maximum power point (GMPP) seen in the Fig. 9. Tracking 

efficiency is calculated as 65.37% in 250ms. On the other 

hand, for the same shading scenario, SML MPPT approach 

obtains more power by 85.9% with respect to the module level 

MPPT. 
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Fig. 7. Simulation results of irradiance profile-1 for SML MPPT a) Power b) Voltage c) Duty ratio d) Current 
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Fig. 8. Simulation results of irradiance profile-2 for SML MPPT a) Power b) Voltage c) Duty ratio d) Current 
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Fig. 9. P-V curve of 400W/m2-500W/m2-800W/m2 

IV. DISCUSSION 

Simulation results show that the module level MPPT 

strategy has superior performance than module level MPPT. 

The numerical results of the simulation studies performed are 

listed in Table III. It is clear that submodule level performs 

high quality MPPT with P&O algorithm. All submodules 

achieved satisfactory efficiencies in 250ms. It is obvious that 

tracking efficiencies increase if simulation time is selected 

bigger. The differences between the efficiency values depend 

on the irradiance value and the initial value of the duty ratio. 

On the other hand, module level MPPT fails at the first peak 

point since P&O is one of the hill climbing based technique. 

Tracking efficiency is very small in module level MPPT. 

Global MPP may not be tracked. 

V. CONCLUSIONS AND FUTURE WORK 

PV energy systems have small capacity factor since they 

have small power conversion efficiency and low full time 

operation capacity. Therefore, it is obliged that these systems 

should be operated with maximum available efficiency. Thus, 

 

TABLE III 

NUMERICAL RESULTS OF SIMULATION STUDIES 

 Submodule Level MPPT 

Irradiance Profile  SM-1 SM-2 SM-3 

400-700-800W/m2 
97.67% 91.35% 88.8% 

Average: 92.6% 

300-600-1000W/m2 
97.91% 93.38% 84.16% 

Average: 91.81% 

Irradiance Profile  Module Level MPPT 

400-700-800W/m2 69.82% 

300-600-1000W/m2 65.37% 

 

MPPT is an important process for these systems. In PSCs, the 

available power of the PV system decreases harshly and 

module level MPPT do not often provide available power. In 

this study, flyback converter based SML MPPT approach has 

been presented which is the improved strategy in MPPT 

applications. Design steps of CCM operated flyback converter 

are explained and theory of flyback MPPT is studied briefly. 

Advantages of the SML MPPT with respect to the module 

level MPPT are validated for two shading scenarios. As 

expected, module level MPPT fails at local MPP and provides 

low tracking efficiency with P&O algorithm. Simulation 

results show that SML MPPT performs superior than module 

level MPPT in PSCs. While total tracking efficiency is about 

92.2% on average for SML MPPT, module level MPPT 

concept reaches to 67.59% efficiency. On the other hand, 

available power to be obtained is always bigger in SML MPPT 

than module level MPPT. In future studies, advantages of the 

SML MPPT approach will be validated by experimental 

studies. 
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Fig. 10. Simulation results of module level MPPT a) Power b) Voltage c) Duty ratio d) Current 
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Abstract—This study demonstrates an application of multi-

loop Model Reference Adaptive Control (MRAC) structure for 

enhancement of fault tolerance performance of closed-loop PID 

control systems. The presented multi-loop MRAC-PID control 

structure can be used to transform a conventional PID control 

system to an adaptive control system by combining an outer 

adaptation loop. This study shows that the proposed control 

structure can improve fault tolerance and fault detection 

performance of the existing closed-loop PID control systems 

without modifying any coefficients of PID controllers, and this 

asset is very useful for increasing robust control performance of 

the existing industrial control systems. This advantage originates 

from the reference input shaping technique that is implemented 

to combine adaptation and control loops. Numerical and 

experimental studies are presented to illustrate an application of 

the MRAC-PID control structure for rotor control applications. 

 
Index Terms— Adaptive Control, Fault detection, Fault 

tolerant control, Fault diagnosis. 

 

I. INTRODUCTION 

ontrol systems are mainly designed according to 

mathematical models of controlled systems. The 

dependence on mathematical modeling is one of the 

factors, which leads to degradation of long-term control 

performance of static controller structures in real world 

control applications.  
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 Unpredictable temporal alterations can change in system 

behavior in real-world applications, and they generally cause 

change of system models. Model uncertainties and limitations 

of mathematical modeling methods decrease long-term 

validity of system models.  In fact, component and material 

ageing or structural faults are inevitable and they leads to 

change of system models. Consequently, detection of 

performance deteriorations and corresponding retuning efforts 

of controller parameters are required to maintain long-term 

control performance under real world conditions. Instead of 

static controller structures, which cannot respond to those 

alterations, the flexible systems, which can adapt themselves 

for changing conditions and dynamics of controlled systems, 

can be more effective to achieve long-term real control 

performance. This type of flexible control systems are widely 

referred to as adaptive control systems so that they are capable 

of adapting themselves for changing operating conditions. 

In addition to the external factors, namely environmental 

disturbances, there are also structural factors that can lead to 

fluctuation of model parameters depending on a number of 

temporal phenomenon, such as ageing of materials, failure of 

system components etc. Specifically, process engineers 

observed that automated systems can be vulnerable to 

component faults, defects in sensors or actuators in the process 

or even in the controllers. Some of these faults cannot be 

tolerated by closed-loop control systems and they can develop 

into the malfunction of the control loop [1]. This can be a 

serious problem, particularly for remote or mission-critical 

control applications, e.g. remote or interplanetary missions. In 

these control applications, spontaneous controller tuning 

efforts may risk the remote missions. The present study 

illustrates an application of the adaptive control scheme, 

which may reduce need for retuning efforts in feedback 

controllers. 

Unmanned air vehicles (UAV) with electrical multi-rotor 

platforms can present several advantages for remote and 

planetary search missions inside gaseous or liquid 

environments. In these environments, unknown and 

complicated ground obstacles can be a problem for effective 

operation of unmanned ground vehicles. Multi-rotor UAVs 

can easily fly over blocking ground obstacles and trip over 

surface more energy-efficiently when compared to operation 

of unmanned ground vehicles. Performance of multi-rotor 

UAVs strongly depends on rotor control performance, and 

fault tolerance and adaptation skill are key assets for success 

of these type remote applications. 

Multi-loop Model Reference Adaptive PID 

Control for Fault-Tolerance 

B. B. ALAGOZ, G. KAVURAN, A. ATES, C. YEROGLU and H. ALİSOY  
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Due to their proven performance in real applications, PID 

controllers have become an industrial standard, and they are 

frequently used in UAV control applications [2-3]. PID 

controllers are simple in implementation and yet effective to 

respond control requirements of practical applications [4]. 

However, the constant coefficient PID controllers are quite 

vulnerable to system perturbations that may originate from 

external or structural factors. When a system perturbation 

occurs, they need retuning of controller coefficients to 

maintain control performance. Since increasing risks of 

instability and crash of UAVs while performing real-time 

retuning or online self-tuning actions, update of PID 

coefficients in operation may not be viable and secure for 

mission-critical applications. In this sense, motivation of the 

present study is to improve robust performance of PID control 

systems without need for retuning actions and this is 

performed by collaboration MIT rule of MRAC loop. Input 

shaping technique is used to combine existing PID control 

loop and MRAC loop because it does not need retuning of PID 

controller coefficients. The adaptation is performed by 

shaping the reference input by MRAC loop.  

Researches on adaptive control system topic can be traced 

back to mid-sixties [5] and adaptive control structures have 

been studied for improvement of robust performance of flight 

control systems. Discussions on MRAC approaches initiated 

in late 70s [6].  Later, it has become a major topic of control 

literature [7-12]. MRAC approaches have been reported to 

improve robust performance of control systems [12] and 

therefore they have been widely utilized in the case that 

system models were inexact or prone to perturbations.  

MRAC structures are essentially taken into account as an 

active control system, of which gain parameters are adjusted 

by update rules when system dynamics are altered [13-14]. A 

flight control system should deal with complicated aircraft 

dynamics, system nonlinearities and frequent variability of 

flight conditions depending on altitude, payload and weather 

conditions. One of the solutions is to use reference model 

based adaptive control strategies that aim to approximate 

response of reference model to maintain flight control 

performance under varying conditions of flights [15]. In this 

manner, we prefer MRAC-PID structures for adaptive rotor 

control application and investigate possible contributions of 

this structure to robust control performance. Recently, MRAC 

has been utilized in many complicated control problems such 

as for adaptive system control based on only input-output 

measurements [16], for uncertain switched systems with 

unmodeled input dynamics [17]. By comparing with 

performance of PID control, performance improvement of 

MRAC has been shown in extremum seeking control of 

photovoltaic systems [18].   

A well-known and basic MRAC implementation uses 

gradient descent optimization for control law derivation, 

which was commonly referred to as MIT rule [9,11]. This 

control rule was developed at Massachusetts Institute of 

Technology (MIT) in 1960 [11].  Essentially, the solution of 

MIT rule continuously follows descending of gradient trends 

of model approximation errors while updating gain parameters 

of control systems. Although it cannot control stable plants, 

computational complexity of the method is not high and its 

cooperation with other controller structure can improve 

adaptation skill of conventional control systems [19-22]. 

Fault-tolerant control is an important topic that has been 

widely discussed for industrial control applications [23] and 

flight control systems [24-25]. Blanke et al. have been defined 

the fault tolerance of control systems as "the ability of a 

controlled system to maintain its control objectives despite the 

occurrence of a fault" [1]. Particularly, main goal of fault-

tolerant control is to prevent local faults to develop into 

system malfunctions that fail safety-critical or mission-critical 

control applications. For these applications, degradation in 

control performance cannot be tolerable, and a certain degree 

fault-tolerance is achievable by reconfiguring controller 

parameters for new conditions [1]. In literature, mainly, 

supervised automation schemes have been proposed to 

diagnose and recover fault status in control systems. These 

schemes may need additional blocks to manage detection and 

diagnosis process and these blocks take action for 

reconfiguring or retuning of the dynamic systems [26-27]. 

Retuning effort, while performing control actions, is not safe 

because it may cause short-time instability and control 

performance degradations.  

In our previous work, multi-loop MRAC fractional-order 

PID control structure (MRAC-FOPID) has been theoretically 

investigated and improvement of fault tolerance skills of 

fractional-order PID control systems has been shown 

numerically [28]. Then, the multi-loop MRAC-FOPID control 

structure has been applied for control of experimental 

magnetic levitation system in order to demonstrate 

improvement in disturbance rejection performance of 

magnetic levitation control system [29]. Afterward, this 

method has been extended to additional loops and control 

performance improvements of this multi-loop approach has 

been shown for speed control of a servo plant [30].The current 

study demonstrates performance of multi-loop MRAC-PID 

control structure to enhance fault tolerance and fault diagnosis 

capabilities of experimental electrical rotor PID control 

system. Since PID control is the most widely utilized 

industrial controller structure, demonstration of improvement 

in performance  of PID control system can be very beneficial 

for industrial control applications. 

II. METHODOLOGY 

A.  Preliminary Knowledge for Application of MRAC-PID 

Structure 

Our control objective is to improve fault tolerance control 

performance of existing closed loop PID control systems by 

appending a MIT rule. For this purpose, the following two-

step design methodology [28-29] was applied for MRAC-PID 

rotor control system: 

Step 1: A transfer function model for an existing and 

operating closed loop control system is obtained by applying 

closed loop model identification, and then the transfer function 

of the closed loop control system is used as a reference model 

of MRAC loop. 

Step 2: The closed loop PID control system is combined with 

the MRAC loop according to input shaping technique. 
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These tasks form a hierarchically connected two-feedback 

loops such that the one is inner loop, which is the existing 

closed loop PID control system and performs control actions 

and stability, and the other is outer loop, which only performs 

MIT rule to perform adaptation according to reference model. 

Accordingly, while the inner loop with PID control works for 

system stability, the outer loop with MIT rule works for 

approximation of response of the closed loop control system to 

the reference model, which is namely adaptation. Thus, a 

change in control performance of inner loop can be easily 

detected by observing model error signal and then this 

mismatch can be tolerated by contributions of the MIT rule.  

Multi-loop control architectures have been addressed 

previously to improve certain weaknesses of conventional PID 

systems, and related works indicates potentials of multi-loop 

control structures to improve control performance [28-32]. 

Majority of these studies aim retuning of PID controller 

coefficients according to the model mismatch error. The 

proposed multi-loop MRAC-PID system does not tune any 

coefficients of the existing PID controller. Instead, an 

additional MIT rule as an outer loop is connected to reference 

input of the closed loop PID control systems. This additional 

loop only performs for shaping reference input of inner loop 

so that the response of the inner loop approximates to the 

response of the reference model. Thus, it can restore control 

performance of the closed loop PID control system (inner 

loop) according to response of the reference model.  

In the current study, the reference model is taken as the 

transfer function model of well-tuned and operating closed 

loop PID rotor control system. This reference model 

represents a fault-free, normal state of the PID control system 

and it is used as a memory of normal system status. Thus it 

keeps the system input-output knowledge of the fault-free 

state (normal state) of the system and this knowledge is used 

for restoration of control performance in case of a fault state. 

This approach is very useful for maintaining initial and fault-

free control performance of the existing PID control systems. 

It does not need any retuning efforts of PID controllers. 

In the current study, it is assumed that fault events are not 

determined, however faults cause a change in the PID control 

system responses. Sometimes, a closed-loop control system 

can hide minor faults and these faults may not be detected 

until they develop a control-loop failure [1]. To deal with this 

problem, model mismatch error of the proposed MRAC-PID 

structure is useful for fault detection and monitoring: A 

change in closed loop control system (inner loop), which leads 

to a change in response of inner loop, is detectable by 

observing model error signal because the model error signal 

shows divergences of the closed loop control system response 

from its normal, fault-free responses that were retrieved by the 

reference model. Then, MIT rule takes action to decrease the 

magnitude of model error signal by applying reference input-

shaping to closed loop control system. This enforces response 

of control system to approximate response of the reference 

model. Thus, it can recover control performance at certain 

degrees. This is the underlying mechanism of MRAC-PID 

structure that increases fault-tolerance and detection skills of 

conventional PID control system. 

B. Theoretical Background and Fault Modeling 

Figure 1 shows a block diagram of the proposed multi-loop 

MRAC-PID system. The inner loop performs closed loop PID 

control according to the control error yue rc  , and outer 

loop, which employs the MIT rule for adaptation of the system 

by using the model error mm yye  . Let us denote the 

transfer function of PID controller, sk
s

k
ksC d

i
p )( , and 

the controlled plant, )(sG . The transfer function of the inner 

loop can be expressed in the form of 

 

)()(1

)()(
)(

sGsC

sGsC
sT


   .                  (1) 

 
Fig. 1.  Block diagram of multi-loop MRAC-PID control system 

To maintain initial performance of the closed loop PID control 

system, the reference model is taken as the transfer function of 

inner loop when the PID control system is in normal, well 

tuned and fault-free state. Accordingly, transfer function of 

reference model can be expressed as, 

 

)()(1

)()(
)(

SGSC

SGSC
sT

oo

oo
m


  ,                        (2) 

where )(sCo  and )(sGo  are transfer functions of the 

controller and plant in normal operation state. Adaptation of 

system is carried out by shaping reference input of the inner 

loop according to rur  . The adaptation gain   is 

determined according to MIT rule, which is based on gradient 

descent optimization of the cost function J  given by, 

2

2

1
m

eJ   .       (3) 

The MIT rule for MRAC [7-9] was commonly expressed in 

the form of   






d

dJ

dt

d
  .               (4) 
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By taking Laplace transform of equation (4), it is written as 

follows,  







d

de
e

sd

dJ

s

m

m

11
 .             (5) 

One can consider the model error and reference input in the 

form of  

rsTrsTrsTusTyye mmrmm )()()()(    

and )(/ sTyr mm , respectively. Then, the sensitivity derivate 

of the system is written as,  

m
m

m y
sT

sT

d

de

)(

)(



 .                        (6) 

By using equation (6) in equation (5), MIT rule for the update 

of adaptation gain   to minimize cost function J  is obtained 

as, 
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m
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sT

sT

s )(

)(1
  .           (7) 

A bias value of 1 is added to allow a faster build-up of the 

adaptation gain   when the system is initiated. Otherwise, 

delay of reference model leads to a zero value of    for while 

and it prolongs transient regime of the control system at the 

system start-up. 

1
)(

)(1
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m
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s
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Let us investigate the normal and faulty cases for this system 

[28]: 

* In case of normal operation, )()( sTsT m , the adaptation 

gain  becomes, 

1
1

 mmey
s

                  (9) 

* In case of fault or parametric perturbation, )()( sTsT m , 

and one can consider two circumstances; 

(i)  The fault comes from plant function, in this case, one can 

consider the cases of )()( sGsG o  and )()( sCsC o , the 

adaptation gain   goes to the value of, 

1
)()(

)()(1
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(ii)  The fault comes from PID controller, in this case 

)()( sGsG o  and )()( sCsC o , the adaptation gain  goes 

to the value of, 

1
)()(

)()(1
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sCs
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      (11) 

where the )()(1)( sGsCs   and )()(1)( sGsCs ooo   

are characteristic polynomials of  transfer functions of closed 

loop PID control system in faulty case and in normal case, 

respectively. The fault diagnosis can be carried out by 

observing value of   signal.  In case of normal operation 

( )()( sTsT m ), the condition 0me  should be satisfied: 

0)1)(()()(  rsTrsTrsTe mmm     (12) 

This equation can be always valid in case of 01 . Here, 

the reference signal r  changes independent of the system. So, 

the normal operation of system (fault-free status) can be 

detected by the state of 1 . Accordingly, the faulty case of 

system can be detected by the case of 1  because it yields a 

non-zero model error. Two types of fault models are 

investigated [28]: 

i) Gain faults: The gain fault case can be modeled as 

)()( skTsT m , where the state of 1k  is referred to as the 

gain fault of the system. The case of 1k  infers normal state 

of system. By rearranging the equation (12) for this type of 

fault, one solves 0)1)((  rksTm   and obtains the k/1  

for recovery the system, which provides 0me . Hence, any 

gain type fault case is detected by observing  signal for a 

value of /1k . 

ii) Structural factorable faults: This case can be modeled as 

)()()( sTsFsT m , where the  )(sF  is called transfer function 

of structural factored type fault. When equation (12) is 

rearranged for this fault case as 0)1)()((  rsFsTm  , one 

observes evolution of the adaptation gain, which recovers fault 

case, as 
1)(  sF . For instance, let's assume that a structural 

fault causes an additional system pole with a time constant 

f , the fault model becomes )1/(1)(  ssF f  . In this 

circumstance, when this fault case is restored by MIT rule, 

structural faults can be detected by a   response that is 

expressed by )1()( 1   ssF f . 

III.  SIMULATION STUDY 

This section presents a numerical study to demonstrate 

application of multi-loop MRAC-PID control for rotor control. 

Simulation results were obtained by using numerical model of 

experimental rotor control test platform in 
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MATLAB/Simulink environment. The experimental system 

was tuned and controlled by a closed loop PID control system. 

In well-tuned and fault-free state, the closed loop model 

identification was carried out by means of model identification 

toolbox of MATLAB. The following transfer function of 

closed loop PID control system was identified, 

195.544.665662732

784610.395.110.01.138907.9343.134

187.568.688.5692748

6795921112572.52691.59

)(

23

4546478910

23

45678











sss

sssssss

sss

sssss

sT
(13) 

After modeling of tuned closed loop control system in fault-

free state, the transfer function of the model, given by 

equation (13), was implemented as the reference model of the 

MRAC-PID control system. Then, the MRAC-PID system, 

which is depicted in Fig. 8, was implemented by appending 

outer loop (MRAC with MIT rule) to inner control loop 

(closed loop PID control system). The adaptation rate   was 

set to 1 in simulation and experimental studies to provide 

enough fast system response in our tests. It should be noted 

that too large values of    can lead to the instability of 

system. PID controller coefficients were not changed during 

simulation and experiments. Simulation study was performed 

for 10000 sec by applying square wave reference signal so that 

we can observe long-term system responses for low and high 

frequency components of square wave reference signal. 

Figures 2 compares simulation results, which are obtained for 

the proposed multi-loop MRAC-PID structure and the 

conventional PID control system in case of a gain fault of the 

closed loop PID control system, which is expressed as 

)(7.0)( sTsT m . This synthetic fault state is initiated at 5000 

sec by instantly switching DC gain of )(sT  function from 1 to 

0.7. At the beginning of the fault, divergence of the multi-loop 

MRAC-PID system from reference model is shown in Fig. 3.  

 

Fig. 2.  Time responses of multi-loop MRAC-PID system and conventional 
PID control system for the case of gain fault of the closed loop PID control 
system at 5000 sec. 

Fig 3 shows a close view of simulation results around 5000 

sec in Fig 2. However, the response of multi-loop MRAC-PID 

system can be restored in 10 sec, and therefore the output of 

multi-loop MRAC-PID system ( y ) is the same as the output 

of reference model ( my ) in Fig. 4. Whereas, the conventional 

PID control yields a steady state error. These results clearly 

show that the proposed system can deal with the gain fault of 

7.0k .  

 

Fig. 3.  A close view of Fig.2 to show responses of both control systems at the 
beginning of gain fault state at 5000 sec. 
 
 

 
Fig. 4.  A close view of Fig.2 to show responses of both control systems at 
9000 sec. 

 

In Fig. 5, it was observed that the adaptation parameter   

settles to the value of 1.4, which is very consistent with the 

result of theoretical formula, 4.1/1  k , for gain type fault 

of closed loop transfer function. As expected, in normal (fault-

free) case before the fault insertion at simulation time of 5000 

sec, parameter   settles to the value of 1 to indicate normal 

status of the system. Hence, the level of   signal can be 

utilized to monitor gain type faults: One can define a gain fault 

index /1k  to detect gain type fault case. In this 

simulation, this index was accurately detected as 

7.04.1/1 k  and )(7.0)( sTsT m  fault case was diagnosed 

by monitoring level of  . Fig. 6 shows the evolution of model 
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error me  during adaptation process. The figure clearly 

demonstrates the adaptation of the proposed system by settling 

of model error 
me  to 0 again in 10 sec. 

 

 
Fig.5. Change of    at gain fault state. 

 

 

Fig.6. Change of  me  at the beginning of gain fault state. 

IV.  EXPERIMENTAL STUDY 

Figure 7 shows a picture of rotor control test platform that was 

built for adaptive rotor control research studies. The system is 

composed of an electrical rotor, a rotary encoder, a shaft and a 

control card. The rotor hovers and the angle of shaft is 

controlled by the feedback of rotary encoder. Matlab/simulink 

environment was used to perform all tasks: control system 

simulation and design, digital implementation of the design on 

control card,  monitoring of this experimental platform. Figure 

8 shows an implementation of multi-loop MRAC-PID system 

and fault insertion model in experimental study. For normal 

(fault-free) state  of the system, the fault model )(sF  was set 

to 1. Figures 9 and 10 demonstrate responses of the proposed 

multi-loop MRAC-PID system and the conventional PID 

control system for a type gain fault insertion, )(7.0)( sTsT m  

, for experimental closed loop PID control system. This 

synthetic fault state was generated at 120 sec by switching 

1)( sF  to 7.0)( sF . The figures clearly show that the 

output of multi-loop MRAC-PID system can approximate to 

the output of reference model in about 30 sec period, and the 

system can deal with the DC gain fault 7.0k . But, 

conventional PID control system cannot deal with this fault 

type case of the PID control system. For the gain fault of 

7.0k , theoretical formula suggests 4.1/1  k  for 

adaptation action.  

 

Rotor 

Rotary 

Encoder 
Control 

Card 

 

Fig. 7.  A picture of experimental rotor control test platform 

 

Fig. 8.  Block diagram of multi-loop MRAC-PID system and fault insertion 
model for experimental study. 

Figure 11 confirms this result by showing increase of   up to 

the level of 1.4. In fault-free normal operation, the parameter 

  stays at around the value of 1 in Fig. 11. These 

experimental results confirm that level of   can be used to 

diagnose DC gain fault states of closed loop control systems. 

Fig. 12 shows the evolution of ru  during the adaptation 

process. The ru  signal was formed by shaping of the 

reference input r  by MIT rule and it adjusts level to r  to 

tolerate impacts of gain fault. Fig. 13 presents the evolution of 

model error that convergences again to zero after the recovery 

of the fault case. These results clearly show that gain type 

fault case can be easily diagnosed by monitoring   signal and 

the proposed system can restore again the system response 

based on the response of the reference model. Experimental 

results are also in well-agreement with simulation results and 

theoretical analyses. Figures 14, 15 and 16 show test results of 
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the proposed multi-loop MRAC-PID system and conventional 

PID control system. We assumed that this structural fault 

results in an additional real system pole with a time constant  

3f  sec and it can be expressed as )13/(1)(  ssF . This 

synthetic fault case was initiated at 120 sec by connecting one 

pole )(sF  function to system. Figure 15 and 16 show that the 

multi-loop MRAC-PID system adapts itself for this fault case 

and approximates to the response of the reference model. 

Figure 16 shows the change of   and Figure 17 shows the 

evolution of ru  during the adaptation process. Both 

experimental results show that multi-loop MRAC-PID system 

can approximate to response of the reference model in cases of 

these fault models and verify adaptation skill of the proposed 

MRAC-PID structure. Conventional PID control system more 

diverged from initial well-tuned system response (reference 

model response) in fault cases.  

 
Fig. 9.  Responses of multi-loop MRAC-PID system and conventional PID 
control system in the case of a gain fault of the closed loop PID control 
system at 120 sec. 

 

 

 

 

 

 

Fig. 10. A close view of Fig.9 to show responses of both control systems at 
the beginning of gain fault state at 120 sec. 
 
 
 
 

 
 

 
Fig. 11.  Change of    during experimental test of multi-loop MRAC-PID 

system 
 

 

Fig. 12.  ru  during experimental test of multi-loop MRAC-PID system  

 

 

Fig. 13.  Change of me  during experimental test of multi-loop MRAC-PID 

system and conventional PID control system. 
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Fig. 14.  Responses of multi-loop MRAC-PID system and conventional PID 
control system in the case of a structural fault of the closed loop PID control 
system at 120 sec 
 

 
Fig. 15.  A close view of Fig.14 to show responses of both control systems at 
the beginning of gain fault state at 120 sec. 
 

 
Fig. 16.  Change of    during experimental test of multi-loop MRAC-PID 

system  
 
 
 
 
 
 

 
 

 

Fig. 17.  Change of  ru  during experimental test of multi-loop MRAC-PID 

system  
 

IV. CONCLUSIONS  

This study demonstrated experimental study for application of 

MRAC-PID structure to implement adaptive PID control of 

electrical rotors. Transformation of the existing and 

operational PID control systems to multi-loop MRAC-PID 

structure is quite straightforward task, and this multi-loop 

structure has potential of enhancement of robust control 

performance of existing PID control systems. Numerical and 

experimental study results clearly show that the proposed 

approach can increase adaptation and fault tolerance capability 

of conventional PID control systems without need for any 

modification on parameters of PID control systems. In real 

applications, the closed-loop PID control can compensate the 

developing faults until they develop a serious failure of control 

system. The MRAC-PID structure allows detection and 

diagnosis of fault status of closed loop control systems by 

observing the state of   signals. This property may have 

significance for mission-critical control. Some remarks can be 

summarized:  

* Simulation and experimental results show that the proposed 

multi-loop MRAC-PID system can be effective to compensate 

control performance deteriorations that are caused by gain 

type faults.  

* Implementation of the method is very straightforward; it can 

be applied to the existing PID control systems only by 

performing closed loop model identification. No need for 

modification of closed loop PID control loop. This is an 

important asset for improvement of exiting control systems. 

* Another practical advantage of this multi-loop MRAC-PID 

structure comes from performing reference input-shaping 

instead of dynamically updating PID controller coefficients for 

retuning the controller. This property is very desirable for 

mission-critical and remote control applications because 

online returning actions of controller coefficients can raise the 

risk of instantaneous instability or performance deteriorations.  

* Under harsh conditions, ageing or failing of system 

components can occur rather faster than normal conditions. 
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Fault tolerance capability of control systems can contribute to 

robust performance of control systems by dealing with such 

performance deteriorations that are caused from instantaneous 

or slowly developing faults or defects of system components. 

The multi-loop MRAC-PID control can contribute to maintain 

control performance in industrial application.  
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Abstract— In recent years there is a growing number of 

attacks in the computer networks. Therefore, the use of a 

prevention mechanism is an inevitable need for security admins. 

Although firewalls are preferred as the first layer of protection, it 

is not sufficient for preventing lots of the attacks, especially from 

the insider attacks. Intrusion Detection Systems (IDSs) have 

emerged as an effective solution to these types of attacks. For 

increasing the efficiency of the IDS system, a dynamic solution, 

which can adapt itself and can detect new types of intrusions with 

a dynamic structure by the use of learning algorithms is mostly 

preferred. In previous years, some machine learning approaches 

are implemented in lots of IDSs. In the current position of 

artificial intelligence, most of the learning systems are 

transferred with the use of Deep Learning approaches due to its 

flexibility and the use of Big Data with high accuracy. In this 

paper, we propose a clustered approach to detect the intrusions 

in a network. Firstly, the system is trained with Deep Neural 

Network on a Big Data set by accelerating its performance with 

the use of CUDA architecture. Experimental results show that 

the proposed system has a very good accuracy rate and low 

runtime duration with the use of this parallel computation 

architecture. Additionally, the proposed system needs a relatively 

small duration for training the system  

 

 
Index Terms— Deep Neural Network, Big Data, CUDA, GPU, 

Parallel Computation.  

I. INTRODUCTION 

UE to the recent improvements in networking 

technologies, the global network, the Internet, increase its 

popularity and used in most of the real work activities. At the 
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same time, the number of hacking activities grows and directly 

affect the performance of the network [1]. The 

hackers/attackers aim to access the network in an unauthorized 

way and try to change some data in the network or sniff the 

communication between other networks, disable some 

network services during a specific time. Therefore, protecting 

networks against different types of attacks becomes an 

important research area not only for the network security 

managers but also for many scholars 

Traditionally use of some antivirus programs, network 

authentication tools or firewalls are preferred for protecting 

the systems from these attacks [2]. Although they decrease the 

number of attacks, they are not enough for whole protection. 

In this point, intrusion detection and prevention systems 

emerged as an alternative solution for security threats. An 

intrusion detection mainly analyzes the whole networks 

activities, especially from the data communication view, and 

tries to catch the unauthorized and abnormal ones. In case of 

catching this type of intrusion, the intrusion detection system 

needs to create an alert message for the network security 

admins to get necessary precautions. However, the intrusion 

prevention system can automatically execute some services to 

prevent attacks such as blocking the IP addresses from which 

the intrusions occur.  

This type of intrusion detection and prevention system 

firstly needs to identify intrusions, and this can be done with 

two different ways as signature-based detection and anomaly-

based detections. In the former one system maintains and 

intrusion database which stores the patterns of the known 

attacks. If an incoming request/message match with the 

database, it is automatically labeled as an intrusion. Although 

this method is preferred in most of the commercial IDS 

systems, and it has very low false alarm rates. However, due 

to the static structure of the signature-based approach, systems 

can miss most of the unknown attacks, such as zero-day 

attacks. Additionally, intruders can evaluate their attack types 

according to created signatures. Therefore, signature-based 

systems are fragile in this manner. 

On the other side, anomaly-based systems react to 

anomalous behaviors in the networks. According to the 

previous history of the monitored systems, if there are some 

anomalous messaging, they are labeled as intrusions. These 

systems can easily detect zero-day attacks due to its dynamic 

structure. However, for defining the normal behavior of the 
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system, huge training time is needed with a great data set 

which is not much suitable for traditional machine learning 

techniques [3]. 

In recent years, deep learning approaches are highly 

preferred in the processing of Big Data. These techniques 

result in better accuracy rates and low false positive rates. 

Therefore, in this paper, it is aimed to use a deep neural 

network approach for training the intrusion detection system. 

To increase the accuracy rate of the system a clustered 

approach is preferred and to decrease the training time, 

parallel execution is preferred. The details of the algorithmic 

design of the frameworks and obtained test results are 

presented in the ongoing sections.  

The rest of the paper is organized as follows. In Section 2 

the related works are surveyed. The proposed system’s details 

with the clustering approach and the Experimental result of the 

system are presented in Section 3 and Section 4 respectively. 

Finally, conclusions and future works are drawn. 

II. RELATED WORKS 

In previous studies, different types of intrusion detection 

systems have been implemented. Each of them uses different 

approaches to increase the accuracy rate of the system. The 

trend of these works shows that’s, current systems mainly 

focus on the use of machine learning approaches for setting up 

dynamic detection system. In some studies, Java based WEKA 

libraries, which are especially useful for different artificial 

intelligence problem solutions [4], are preferred, some works 

are focused on the use of Tensorflow libraries with Python 

programming language.  

IDS can be applicable in many different application areas. 

In one of the current researches[5] authors focused on the 

security operations of smart grids. In this manner they mainly 

analyzed the 37 different cases in the intrusion detection and 

prevention systems concepts in smart grid environments 

One of the recent works is presented by Farahnakian and 

Heikkonen in 2018, and they prefer the used of deep learning 

approach for IDSs with the use of Deep Auto-Encoder model. 

As a dataset, they use the KDDCUP’99 and use an 

unsupervised learning algorithm to avoid overfitting [6].  

In [7], Spaffard et. Al. uses autonomous agents for intrusion 

detection and shortened the system as AAFID. AAFID has a 

distributed architecture; agents work as autonomous entities to 

monitor the message traffic in the host side. Due to its 

distributed structure, there is not a central authority to generate 

an alarm, and agents do not communicate with each other 

directly. 

Sagha et al. proposed a real-time learning methodology for 

their IDS system with the use of reinforcement learning 

mechanism [8]. Their learning engine uses a fuzzy modeling 

technique and temporal difference learning which is a 

prediction method which estimates the status of the messages 

according to previous knowledge. They also used a Reward-

Penalty Plane (RPP)structure to show the efficiency of the 

actions in a specific state.  

An alternating decision tree approach is used in [9] for the 

classification of intrusions. They used NSL-KDD dataset for 

testing their system and about 98 % accuracy rate is reached in 

the experiments. They planned to use some evolutionary 

algorithms to increase the efficiency of the system. The 

system also used a clustering approach. They clustered the 

dataset into four different clusters as DOS, Probe, R2L, and 

U2L. After that, they make a partition about each cluster into 

training and test sets.  

At the same time, some hybrid detection mechanisms are 

also preferred in the literature. Desai mainly uses some 

signature-based matching algorithms, and for increasing 

efficiency, a fuzz genetic algorithm is adapted to the system 

[10]. The signature matching algorithm is used for identifying 

the inner attacks. However, the fuzzy genetic algorithm is 

preferred for detection of the external attacks. Due to the 

structure of the system, it can be executed either in offline or 

online environments. 

A neural network-based approach was proposed in [11] 

with the use of single hidden layer with different number of 

neurons. In this paper, authors analyzed KDDCup99 Dataset 

and they claimed to reach acceptable accuracy rates in a 

shorter time depending on the attack types. In the same neural 

network-based approach, the effect of the training functions 

was examined in [12]. They showed that the training function 

can highly change the accuracy rate of the systems and 

“trainlm” function results the best between the compared 

functions.  

III. PROPOSED SYSTEM 

This section gives details about the proposed system. We 

initially discuss the NSL-KDD data set and the related stages 

of pre-processing and feature selection techniques. Later, we 

introduce the K-Means algorithm for partitioning the data set 

into clusters of train and test set pairs based on similarity. 

Finally, with the addition of the K-Means algorithm, we 

present a hybrid IDS with the ensemble of a GPU-accelerated 

Deep Neural Network (DNN) classifier. of the proposed 

system’s framework is shown in Fig.1. 

 

 

Fig.1. The Framework of the Proposed System 
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A. Dataset 

The NSL-KDD dataset is a successor of DARPA’s KDD’99 

dataset which was obtained from the previous 1998 DARPA 

intrusion detection evaluation program. The environment 

created in this program was aimed to acquire raw TCP/IP data 

for a Local Area Network (LAN). Every TCP/IP connection 

was represented with 41 various features [13]. Although it has 

been noted that this newer version of the KDD data set has 

some flaws as pointed out in [14], it is also a good candidate as 

a benchmark dataset in the Intrusion Detection field. The NSL-

KDD data set has a total of 42 features, which 41 of them being 

the attributes that define the characteristics of the records.  

In NSL-KDD data set, the total number of different attack 

types is 39. All the attacks can be grouped into four main 

categories as DoS, Probe, R2L, and U2R. While the NSL-KDD 

data set contains a total of 39 different attack types, the number 

of unique attack types contained in the train set and test set 

differentiate from each other. The attack types contained in the 

train set which are called as “known attacks” have a total 

number of twenty-two attack types. On the other hand, the test 

attacks have a total number of thirty-seven attacks. The 

additional attacks in the test set which are not present in the 

train set are called “novel attacks.” Having unknown attack 

types in the test set shows if the system can adapt to different 

scenarios when the testing is done. The attack types contained 

in the train and test sets are shown in Table 1 with the novel 

attacks being represented as bold. 
 

TABLE I 

ATTACK TYPES CONTAINED IN THE TRAIN AND TEST SETS OF 
NSL-KDD 

 
 

Attack  

Groups  
Attack Types 

DOS  
worm, processtable, mailbomb, pod, apache2, smurf, 

neptune, land, back, udpstorm, teardrop,  

Probe  saint, mscan, portsweep, nmap, ipsweep, satan,  

R2L  
named, sendmail, httptunnel, snmpgue , ss, 
snmpgetattack, xsnoop, xlock, warezmaster, multi 
hop, guess_password, ftp_write, phf, imap,  

U2R  
ps, xterm, sqlattack, perl, rootkit, buffer_overflow, 

loadmodule,  

 

One of the advantages of the NSL-KDD over to its successor 

KDD’99 data set is that the amount of data contained in the 

train and test sets are reasonable so that every classifier can be 

evaluated on equal terms by using the same data sets. The 

number of data contained in the NSL-KDD train set is 125,973 

and 22,544 for the test set. The Fig.2 shows the total number of 

data contained in NSL-KDD data set with the distribution to 5 

classes. A sample record from the NSL-KDD data set is shown 

in Table 2. 

B. Data Cleaning 

After analyzing the training set, we encountered faulty data 

in the binary type attribute ‘su_attempted’ where 59 of the 

samples are defined with the value of 2. We corrected the 

values of these samples as 0. Also, the attribute 

“num_outbound_cmds” has the same value across all the data 

set which is 0. Since the objective of the system is to find 

patterns in the data by examining the dissimilarities, we 

removed this feature from the data set. Thus, the total number 

of attributes present in the NSL-KDD data is reduced from 41 

to 40. 
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Fig.2. The number of data contained in the NSL-KDD data set 

 

TABLE II 

SAMPLE RECORD OF NSL-KDD DATA SET 

 

C. Data Preprocessing 

In this stage, we described the methods that we used for 

converting the categorical data into numerical representations 

so that the neural network could have a better understanding of 

these data, thereby it can have a wider perspective on detecting 

the attacks. In this stage, the categorical data present in the 

NSL-KDD data set, which are known to be the three features in 

the nominal category as “protocol_type”, “service” and “flag”, 

converted into numerical representations using One-Hot 

Encoding method.  

After transforming the categorical features, the number of 

attributes is increased from 40 to 121. To get into account this 

increased in the dimensions of the data set, a feature selection 

algorithm needs to be considered. This feature selection 

algorithm is detailed in the ongoing subsection. 

D. Feature Selection 

Even though there are 121 features representing the data in 

the data set, not all of them might necessarily assure the best 

performance for the IDS. Using unnecessary features means 

increased computational costs and error rates for the system. 

For this reason, considering the feature correlations, a set of 

selected features can have the same or rather better results 

compared to using all of them. Therefore, we used a feature 

selection algorithm called as Principal Component Analysis 

(PCA) which is a technique that has the aim of transforming 

several variables that are correlated with each other to several 
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variables that are uncorrelated and called as Principal 

Components (PCs).  

The aim of the PCA is to reduce the dimensions of the initial 

variables in the data set while keeping the variance as same as 

the initial state [15]. To find the best column vector sample to 

work with, we experimented every possible vector sample 

using the original NSL-KDD train set with the DNN classifier 

and found the column vector samples with the highest accuracy 

score to be 37. Fig.3 shows the error rate results obtained from 

an interval sample of the experiments. 

E. Data Normalization 

Scaling or normalization is a concept of transferring the data 

into forms and ranges so that the modeling can be done more 

appropriately. By this definition, we used a normalization 

technique called Min-Max Normalization.  

In this technique, the original data is transformed linearly by 

finding the maximum and minimum values in every feature set. 

In [16], it is emphasized that when scaling is done for the 

training data set; the same process is also should be done on the 

test set using the numerical characteristics of the train data. 

Also, it is shown that the scaling method is improved the 

accuracy of the experimented classifiers. 

 

 
Fig.3. Best Correlated Features Chosen by the PCA 

F. DNN Classifier 

Using the TensorFlow framework, we built a GPU-

accelerated DNN structure for classification of the data in 

NSL-KDD data set. The structure of the DNN classifier is 

composed of two hidden layers containing 64 neurons in the 

first layer and 32 neurons in the second layer. The parameters 

for the classifier’s initiation specified as 1,000 for the batch 

size and 500 for the number of epochs.  

A pair of sigmoid functions are used as activation functions 

for both hidden layers. In Fig.4 [17], a general structure of the 

neural networks is shown. 

G. K-Means Algorithm 

The K-Means algorithm [18] which is one of the most 

commonly used clustering algorithms, finds the similarities 

between the data points using a distance formula such as 

Euclidean, Manhattan or Minkowski distance [19].  

In the proposed work, we used the Euclidean distance-based 

K-Means algorithm. The formula for the distance calculation is 

defined in the Equation (1) as: 

 
Fig.4. General Structure of Neural Networks 

 

(1) 

 

Using this formula, the steps for finding the clusters using 

the K-Means algorithm can be defined as:  

 

Let X={x1, x2, x3, …., xn} be the instances and V= {v1, v2, v3, 

…, vc} be the set of centers. 

1. Choose a cluster center ‘c’ randomly. 

2. The distance between each instance is found, and the 
cluster center is recalculated.  

3. Assign the data points to the cluster centers with minimum 
distances. 

4. Cluster center is updated with using the Equation (2): 

 

(2) 

 

where Ci represents the number of data in ith the cluster.  

5. Recalculate each instance distance to the center of the 
cluster. 

6. Unless the state of the clusters does not change, repeat the 
steps 3-5. 

H. Hybrid IDS Approach Using K-Means with DNN 

Clustering is one of the well-known types of techniques for 

finding relations in the data and putting them into similar 

groups. The partitioning of the data into clusters happens such 

that the similarity of a cluster is greater than that among other 

clusters [20]. In this approach, a hybrid IDS structure has been 

built using the K-Means algorithm and a GPU-Accelerated 

DNN. The addition of the K-Means algorithm helps to cluster 

the NSL-KDD data set into groups of data based on similarity.  
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The implementation of the K-Means algorithm is based on 

the study made in [21]. In our approach, the training data set is 

partitioned into clusters using the K-Means algorithm. After 

the partitioning, the cluster centers of the training set are used 

for partitioning the test set into clusters. Using the cluster 

centers of the training set to partition the test set provides a 

good data distribution. This plays an important role in finding 

the best clusters containing pairs of the train and test sets with 

similar data. A visual representation of this process is shown in 

Fig.5. 

 
Fig.5. Visual Representation of the K-Means Algorithm Implementation 

IV. EXPERIMENTAL RESULTS 

The test environment contains a notebook with the features 

of Intel Core x64-based processor i5-4200H CPU @ 2.80 GHz, 

12 GB Random Memory Access (RAM), 64-bit Windows 8.1 

Pro Operating System. The NVIDIA GTX 1050Ti Graphics 

Processing Unit (GPU) is used for experimenting and building 

the GPU-Accelerated model. The specifications are shown in 

Table 3. 
 

TABLE III 
GPU SPECIFICATIONS 

 

Property Value 

Processor NVIDIA GeForce GTX 
1050 

NVIDIA Cuda Cores 768 

Base Clock 1290 MHz 

Boost Clock 1392MHz 

Graphics Performance high-6747 

Memory Speed 7 Gbps 

Memory Config 4GB GDDR5 

Memory Interface GDDR5 

Memory Interface Width 128-bit 

Memory Bandwidth 112(GB/sec) 

 

The performance measures used for the evaluation of the 

neural network are the following: 

 False positives (FP): defines the attacks that are detected 
incorrectly. 

 False negatives (FN): instances of attacks detected as 
normal behavior. 

 True positives (TP): correctly classified instances as 
normal behavior. 

 True negatives (TN): correctly classified instances as 
attacks. 

 The accuracy or True positive rate (TPR): the 
percentage of the ratio of correct predictions overall 
predictions: 

 

 
(3) 

 

False alarm rate is defined as: 

 
(4) 

 

Detection rate is defined as: 

 
(5) 

 

Precision (P) is defined as: 

 
(6) 

 

Recall (R) is defined as the ratio of correctly predicted 

normal behaviors over all the correctly predicted instances: 

 
(7) 

 

F-measure is defined as the consideration of both the 

precision and recall computing the score: 

 
(8) 

 

According to these performance measures, Firstly, we tested 

our system without clustering approach. The prediction results 

obtained by the neural network trained on the original NSL-

KDD data set is shown in Table 4. As can be seen form this 

table, system return acceptable results if there exist sufficient 

data as in Normal, DoS and Probe classification. However, in 

the other case the prediction rate is very small. 
 

TABLE IV 
PREDICTION RESULTS OF THE NEURAL NETWORK ON THE TEST 

DATA 
 

Data 

Label 

Test 

Data 

Correct  

Predictions 

Incorrect  

Predictions 

Prediction  

Rate % 

Normal 9711 9424 287 94.04 

DoS 7458 7060 398 94.66 

Probe 2421 2084 337 86.08 

R2L 2754 815 1939 9.5 

U2R 200 19 181 29.59 
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Addition to these prediction values, the confusion matrix 

values have great importance. Therefore, these values are listed 

in Table 5. Although, total accuracy rates are in acceptable 

level, in the R2L and U2R type packets, false values are too 

large. 

 
TABLE V 

NUMBER OF TP, TN, FP, AND FN FOR THE OPTIMAL NEURAL 
NETWORK RESULTS 

 

True  

Positives 

True  

Negatives 

False  

Positives 

False  

Negatives 

9424 9978 287 285 

 

If we get the sum of both these tables, the performance 

metrics can be summarized as in Table 6. 

 
TABLE VI 

PERFORMANCE MEASURES FOR THE OPTIMAL NEURAL NETWORK 

RESULTS 
 

Accu-

racy 

False 

Alarm 

Detection 

Rate 

Preci- 

sion 
Recall 

F-

measure 

86.0628 0.02876 0.71387 0.76749 0.9705 0.85712 

 

After analyzing the Table 4, the prediction rates of the 

attacks from the attack class of R2L and U2R took our 

attention as the neural network could not give good results 

predicting them. Finding the performance measure results 

showed that the performance of the neural network is indeed 

not as good as expected.  

 

Therefore, a cluster-based solution is proposed in this paper 

as the flow is showed in Fig. 5 with data distribution of the 4 

clusters. Additionally, the analysis of the NSL-KDD data set 

showed that the number of data contained in the train and test 

sets based on the attack classes R2L and U2R are not 

appropriate for the learning process. For this reason, we used a 

shuffled dataset in our proposed approach. According to the 

proposed system’s approach, the results are shown in Table 7. 
 

TABLE VII 
PREDICTION RESULTS OF THE PROPOSED SYSTEM ON THE TEST 

DATA 
 

Data 

Label 

Test 

Data 

Correct 

Predictions 

Incorrect 

Predictions 

Prediction 

Rate(%) 

Normal 15,376 15,233 143 99.07 

DoS 10,779 10,742 37 99.66 

Probe 2,751 2,741 10 99.64 

R2L 754 696 58 92.31 

U2R 44 36 8 81.82 

 

To understand the detailed performance of the proposed 

system, the confusion matrixes of clusters are listed in Table 8. 
 

TABLE VIII 
THE NUMBER OF TP, TN, FP, AND FN FOR CLUSTERS 

 

Cluster 

# 

True 

Positives 

True 

Negatives 

False 

Positives 

False 

Negatives 

1 29 7518 3 1 

2 619 3395 8 5 

3 10975 918 35 64 

4 3610 2388 97 39 

 

Table 7 shows the data distribution of the 4 clusters. 

Analyzing the clusters shows that the distributions are 

generally biased towards either more to the attack types or to 

the normal data. This proves that the K-Means algorithm does 

cluster the data that have similar identities. Another 

representation of the distributions of the clusters is shown in 

Fig.6.  

As can be seen from this Figure, clustering based approach 

mainly collects the data group according to its similarities with 

the clusters and to make classifications. Each cluster does not 

correspond to a specific type of attack. Cluster1 and Cluster4 

mainly stores lots of Normal type requests, other types 

distributed to the related clusters according to their similarities. 

According to these results, the performance measures are found 

as shown in Table 9. 

After calculating the performance measures, an average of 

99.15 % accuracy scores is found which is shown in Table 9. In 

the field of IDSs, the false alarm rate is an important factor to 

determine the effectiveness of the system. In our results, the 

average false alarm rate is found to be as 0.02. The average 

precision and recall rates obtained by our system are 0.97 and 

0.99, respectively. From these results, the average F-measure is 

found as 0.98. 
 

TABLE IX 

PERFORMANCE MEASURES FOR THE PROPOSED SYSTEM’S 
RESULTS 

 

Cluster 
 # 

Accuracy 
% 

False 
Alarm 

Precision Recall 
F-

measure 

1 99.947 0.0003 0.9063 0.967 0.9355 

2 99.677 0.0023 0.9872 0.992 0.9896 

3 99.175 0.0381 0.9968 0.994 0.9942 

4 97.783 0.0406 0.9738 0.989 0.9815 

Avg 99.145 0.0203 0.9660 0.986 0.9752 

 

Finally, the performance of the proposed system is 

compared according to the CPU and GPU performances. The 

used IDE platform, Tensorflow, enables the use of GPU 

power. Therefore, the performance comparison of both CPU 

and GPU is depicted in the Table 10. The computing power 

and related parameters of the used GPU/CUDA platform is 

depicted in Table 3. Currently there are betted computing 

power GPUs, in the use of the it is expected to increase the 

efficiency of the system. 
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TABLE X 
TRAINING AND TESTING TIMES BASED ON CPU 

 

Cluster # 
GPU Time CPU Time 

Train  Test  Train  Test  

1 31.659 0.0156 64.702 0.0158 

2 21.016 0.0015 35.828 0.0015 

3 59.438 0.0157 99.079 0.0159 

4 37.879 0.0013 53.192 0.0014 

 

According to these data, when comparing the GPU-

Accelerated DNN times against CPU based DNN, an 

improvement can be seen. However, the performance 

improvement is also related with the design of the proposed 

Deep Learning approach. Therefore, if the level/complexity of 

the system increased, the performance improvement also 

enhanced.  

V. CONCLUSION AND FUTURE WORK 

In recent years, there is an increased number of computers 

and computing devices which are connected to the Internet and 

they are online with anytime and anywhere concept. As a 

result, there is a growing importance of the cybersecurity of not 

only single device but also networks. To prevent the 

anonymous attacks from both the outsiders and the insiders, 

firewalls and antiviruses cannot enable enough prevention. 

Therefore, some additional attack prevention and detection 

mechanisms are needed to be used.  

In this paper, it is aimed to implement an Intrusion Detection 

System, which uses a deep neural network technology with Big 

Data for training the system. Although some previous works 

prefer different static architecture such as rule based systems, a 

learning-based IDS system is aimed to develop. To diminish 

one of the important deficiencies of the use of the huge size of 

data, a parallel execution platform, as NVidia CUDA platform, 

is preferred. Additionally, to increase the accuracy rate of the 

system a clustered approach is preferred. The experimental 

results showed that the proposed system decreases the training 

time of the system with the use of CUDA platform and has a 

very good accuracy rate in the testing phase.  

In the future work, it is aimed to use a modern updated 

dataset, with a bigger size of data. Additionally, there are new 

deep learning models that can be applied to Intrusion Detection 

Systems [22]. They can be also implemented for getting better 

accuracy rates.  
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Comparing of K-Means, K-Medodis and Fuzzy C-

means Cluster Method for Analog Modulation 
Recognition 

 
Y. KAYA, D. AVCI and M. GEDİKPINAR  

 

Abstract—A modulation process is required to transmit analog 

signals with higher quality. Modulation is the process of 

transporting the signal by another carrier signal. This study aims 

to process analog signals. Using 200 samples of each of the six types 

of analog modulation modules. Nowadays these are Amplitude 

Modulation (AM), Double Side Band (DSB), Upper Side Band 

(USB), Lower Side Band (LSB), Frequency Modulation (FM) and 

Phase Modulation(PM) respectively. In the study an intelligent 

clustering method has been developed. The 5th level Discrete 

Wavelet Transform (DWT), Norm Entropy and Energy properties 

of AM, DSB, USB, LSB, FM and PM analog modulated signals 

have been removed during feature extraction phase. The results 

have been compared using K-Means, K-medoid and Fuzzy C-

means (FCM) algorithms using a feature vector of 6x2x1200 

obtained at the feature extraction stage and carrying out smart 

intelligent clustering for recognition. The most successful result has 

been obtained with FCM of 85.75%. 

Index Terms —Analog modulation, wavelet transform, entropy, 

energy, K- Means, K-medoid, Fuzzy C-means 

I. INTRODUCTION  

HE INFORMATION to be used in communication is not 
used where it is produced. Information may need to be 
moved to different locations. This distance may also near or 

far distances. The information / signals produced are produced as 
low frequency. Low-frequency information is difficult to 
transport. Therefore, it uses high frequencies to carry this signal. 
The process of transmitting a low frequency. 
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Low-frequency information is difficult to transport. Therefore, it 
uses high frequencies to carry this signal. The process of 
transmitting a low frequency information from one place to 
another with a high frequency signal is called modulation. 
Information signal is moved by modulation of amplitude, phase 
and frequency of carrier signal by modulation [1]. The aim of 
this study is to select the appropriate method for the healthy 
transport and processing of analog signals. Also, using real 
human audio signals, a carrier-clustered intelligent clustering 
method has been developed for recognition using 200 samples 
from each of 6 kinds of analog modulation types. K-averages, K-
medoid  and  Fuzzy C Averages (FCM) algorithms for the 
identification of the carrier with a clustered smart comparison 
was compared. Some of the previous modulation studies related 
to this field are given below. Erdem Yakut S. has formed an 
intelligent system for the purpose of analog modulation 
recognition. In the developed smart system, Wavelet Transform 
(WT), Artificial Neural Networks (ANN) have used Adaptive 
Network Based Fuzzy Inference System[2]. Guldemir, H. et al. 
have used 5 kinds of modulation (Amplitude Modulation, 
Double Side Band Modulation, Frequency Modulation, Upper 
Single Band Modulation, Lower Single Band Modulation) for 
clustering process. They compared performance using K-means, 
Fuzzy C-means, Mountain and Subtractive clustering methods 
[3]. Avcı, E., made a strong feature in order to classify the targets 
created by the radar correctly.  He used pattern recognition 
methods to accomplish this purpose. These analyzes were 
evaluated by integrated feature extraction methods [4]. Sengür, 
A. et al. have performed the modulation recognition process 
using Bayes decision rule method to classify analog modulated 
communication signals [5]. Fidan S. modeled electromagnetic 
waves emitted in a waveguide by wavelet transform. In study, he 
placed a wavelet transform filter and a reverse wavelet transform 
filter, respectively, at the beginning and the end of a waveguide. 
Thus, it has been shown that solutions can be produced with the 
desired accuracy by comparing the values obtained for the 
wavelet types [6]. Demren, E., aimed at the processing of signals 
with sudden changes in signals and static components. In order 
to achieve this, he examined a signal processing method to 
examine high frequency resolution and high time resolution 
together. In this study, “Wavelet Transformations”, another 
method of frequency-time analysis, has been investigated. In this 
study, the applicability of automotive, noise and vibration signals 
has been studied through examples [7]. Işık, M., has compared 

T 
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the performance of algorithms by performing various tests on 
synthetic and real data sets by using partitioned clustering 
methods [8]. 

II. MATERIAL AND METHOD 

In this study, using 200 samples from each of 6 types of 

analog modulation using human audio signals, a carrier-specific 

intelligent clustering method has been developed for recognition. 

The study consists of two stages as feature extraction and 

clustering. In the feature subtraction phase of the study, 

distinguishing features of the study by using Level 5 Discrete 

Wavelet Transform (DWT), energy and entropy methods have 

been determined. Using the feature vector obtained in the feature 

subtraction stage, K-averages, K-medoid and Fuzzy C Averages 

(FCM) algorithms have been used to perform intelligent 

clustering. 

Analog 

module 

signal

5th level  

extraction 

features 

using DWT

Calculation 

of entropy 

and energy

K-averages,

 k-Medoid and 

FCM Clustering 

with Algorithms

Results

AM, DSB, USB, 

LSB, FM, PM 

 
Fig. 1. Flow Diagram of the System Used 

 

A. Discrete Wavelet Transform (DWT)  

Discrete Wavelet Transform (DWT) is used to better analyze 

markers. DWT uses a narrower windowing dimension in the 

wider and low-frequency sections in high-frequency sections [6]. 

Distinguishes DWT from other conventional modulation 

recognition methods is the use of different windowing 

techniques [9]. Thus, the windows to be created for the 

transmission of the signal, where the frequency information, the 

window wide and also where the time zone is important window 

areas may be preferred. In this way, the time information of the 

transmitted signals is also visible. DWTs allow these non-

stationary signals to be carried [10]. DWTs are used in 

applications such as astronomy, fingerprint verification, 

geophysics, internet traffic regulation, meteorology, computer 

graphics analysis, speech recognition [11]. With ADD, two signs 

called Approximate (A) and Details (D) are created. A sign is 

composed of wide time - low frequency and B is narrow time - 

high frequency. Figure 2 shows a simple block diagram of DWT. 

Detail

(High frequency 

component)

Approximate

(Low frequency 

component)

Signal

 

 

 

 

 
Fig. 2. DWT Simple Block Diagram 

 

B. Entropy 

The concept of entropy was first used by American scientist 

Claude Shannon in 1948 as part of the theory of probability and 

knowledge [12]. Entropy can be defined as randomness, 

irregularity or uncertainty in a system, if it is expressed in a 

comprehensive manner. Different entropy calculation techniques 

are used in signal processing field. Some of those; Shannon, 

Norm, Threshold and Logarithmic Energy methods. In the signal 

processing, if the sign is stationary, it has a low spectrum with a 

low spectrum in the frequency region. If the opposite sign is not 

stationary, the frequency spectrum is spread over a wide band 

and causes a large entropy value [13]. 

 

C. K-Means 

K-means (KM), one of the first clustering methods, was 

proposed by Hugo Steinhaus in 1957. In 1967, this method was 

developed by J.B. by MacQueen [14]. 

 It is defined as one of the learning methods without training. 

Once clustering with KM, objects most similar to each other are 

placed in the same set around a center. This placement is based 

on the distance of the objects to each other. Since each object 

will be in a group after KM, there is a noticeable difference 

between the groups. The determination of k points by a sample 

k-means clustering method and the clustering steps of the units 

are shown in Figure 3 [15],[16]. 

 
a) initial clustering                b)  iteration                     c)  final clustering 

 
 Fig. 3. Random Clustering of K 
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D. K-medoids 

With the s, the medoid is taken instead of the midpoint of the 
cluster. Medoid refers to the data in the center of the cluster to be 
created. K-medoids consist of k-set and n-data. The number of k 
sets is determined by the user. According to the data at the 
specified k-points, the other n-data are assigned to clusters that 
are close to them [17]. The cluster center and the midpoint can 
vary considerably with new data to be included in the central 
point of clustering with KM. However, if large data is included 
in the system, the processes may be extended in this method. A 
clustering with K-medoids is as shown in Figure 4. The cluster is 
used as one of the central data [18]. 

 

Fig. 4. Clustering with K-medoids  

E. Fuzzy C-meanss 

FCM was first proposed by Dunn in 1973. Performs 

clustering using fuzzy logic [19]. In classical clustering 

methods, each data must belong to a set and the data must be 

expressed as data "0" or " 1". However, FCM transactions can 

also take any value that includes "0-1” range. When clustering 

with FCM, each data does not have to belong to a cluster. The 

sum of the value of each data belonging to all clusters should be 

"1" [20]. A clustering with classical clustering and comparison 

of the clustering with FCM is given in Figure 5. In Figure 5, H1 

and H2 are classical clustering, F1 and F2 are clustering with 

FCM [21]. 

 

 

 
Fig. 5. Clustering with Classic Clustering and FCM 

 

When the FCM is clustered with the FCM algorithm, the first 

data value is randomly assigned. Using these values, the 

location of the cluster center is determined with the help of 

iterative updates. FCM assigns the data to the group that is close 

to "1"according to the membership degree. FCM has advantages 

such as facilitates recognition of ambiguous situations, high 

ability to find overlapping clusters, a flexible structure, and little 

impact on noise [22]. 

 
 

III. APPLICATION 

The actual audio signal is used as an information signal for 

use in the application. Generally, 6 types of analog modulation 

are used, including Amplitude Modulation (AM), Double Side 

Tape (DSB), Upper Side Band (USB), Lower Side Tape (LSB), 

Frequency Modulation (FM), Phase Modulation (PM). With the 

aim of recognizing by using 200 samples from each of the said 

modulation types, carrier-based intelligent clustering method 

has been developed. In order to obtain the signals with analog 

modulated, Gaussian white noise has been added to the signal 

between 0 - 70 dB S(Signal) / N (Noise) and 20 signals have 

been generated from each modulation type. The starting angle 

and modulation index (m) of the 20 signals created by adding 

the noise have been changed to 200 modal signs for each 

modulation type. DWT uses a narrower windowing dimension 

in the high-frequency sections and in the larger low-frequency 

sections to better analyze the signals. In the wavelet transform, 

there are two types of signs: Detail (D) and Approximate (A). In 

this study, the additive obtained from the 5th level 

decomposition of the wavelet transform is used. The 5-level 

decomposition of DWT has been used for feature extraction 

because the best value of the signal has been found to be Level 

5 according to Entropy measurement. Since 5 level 

decomposition of DWT is taken, 6 signatures have been formed 

including 5 "D" and 1 "A" sign. Norm entropy and Energy 

values of each of these signals have been calculated and the 

feature has been removed for each signal. 6 (the number of 

DWT features of each modulated signal) X 2 (Norm entropy 

and number of energy properties of each modulated signal) X 6 

(modulation type) x 200 (number of samples used for each 

modulation type) dimension vector has been obtained. By using 

the obtained feature vector, it has been carried out intelligent 

clustering with carrier to recognize by KM, K-medoid and FCM 

Algorithms.  MATLAB 2018 software has been used in this 

study [23]. The pseudo-code representation of the processing 

steps used in the application is as follows: 

Step 1: To make the Analog signals to be decomposed to create 

a more complex structure by adding noise in the range of 0-70 

db to the signal to be separated, 

Step 2: To increase the data set, replicate the signals by 

changing the initial angle and modulation index (m) of the 

signal, 

Step 3: To feature extraction the 5-level decomposition of DWT 

and energy-entropy values to increase the number of attributes, 

Step 4: Performing Clustering with the Removed feature vector. 

 

A. Distinctive Features Extraction 

In this study, in the 5th level division of the DWT, there are 

5 Detail (D), 1 Approximate (A). 6 signals have been created. 

Norm entropy and Energy values of each of these signals have 

been calculated and the property has been omitted for each sign. 

6 (the number of DWT features of each modulated signal) X 2 

(Norm entropy and number of energy properties of each 

modulated signal) X 6 (modulation type) x 200 (number of 

296

http://dergipark.gov.tr/bajece


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 7, No. 3, July 2019                                                

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

samples used for each modulation type) dimension vector has 

been obtained. 5 Detail (D) and 1 Approximate (A) signals have 

been obtained from each of the modulation signals used.  Figure 

6 shows the structure of the 5 level wavelet transform. 

 
Fig. 6. Structure of 5th Level Wavelet Transform 

B. Recognition of Modulation Type by Clustering Methods 

Using the 6x2x1200 feature vector obtained in the feature 

subtraction phase, intelligent clustering with carrier has been 

performed for recognition by K-means, K-medoids and FCM 

algorithms. For the K-means clustering method in Table 1, for 

the K-medoids clustering method in Table 2, for the FCM  

 

clustering method in Table 3 show the confusion matrix The 

values in the row and column in the same row in the confusion 

matrix indicate that the clustering is done correctly, and that the 

different queues indicate clustering. For example, in Table 1, the 

intersection value of AM in the row with AM and 174 of the 

AM modulation were correct, AM was clustered as AM. AM 

states that 6, 6 AM at the intersection of the DSB are incorrectly 

clustered as the DSB. AM states that 5,  AM at the intersection 

of the USB are incorrectly clustered as the USB. AM states that 

7, 7 AM at the intersection of the LSB are incorrectly clustered 

as the LSB. AM states that 3, 3 AM at the intersection of the 

FM are incorrectly clustered as the FM. Since 5 PM states that 

are incorrectly clustered. 

 

 

 
TABLE I 

K-MEANS CONFUSION MATRIX FOR CLUSTERING METHOD 
 

Modulation Type AM DSB USB LSB FM PM Total Success 

AM 174 6 5 7 3 5 %87 

DSB 6 169 7 6 5 7 %84.5 

USB 7 5 173 3 5 7 %86.5 

LSB 8 5 7 165 7 8 %82.5 

FM 2 6 4 3 170 5 %85 

PM 3 5 6 4 4 168 %84 

Average Performance %84.916 

 

TABLE II 
K-MEDOIDS CONFUSION MATRIX FOR CLUSTERING METHOD 

Modulation Type AM DSB USB LSB FM PM Total Success 

AM 173 5 6 4 7 5 %86.5 

DSB 4 176 3 6 5 6 %88 

USB 6 7 166 7 6 8 %83 

LSB 5 4 6 171 7 8 %85.5 

FM 8 7 5 8 166 6 %83 

PM 6 5 6 7 3 173 %86.5 

Average Performance  %85.416 
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TABLE III 
FCM CONFUSION MATRIX FOR CLUSTERING METHOD 

Modulation Type AM DSB USB LSB FM PM Total Success 

AM 175 4 6 7 3 5 %87.5 

DSB 8 167 7 6 7 5 %83.5 

USB 5 7 169 6 7 6 %84.5 

LSB 4 5 6 173 6 7 %86.5 

FM 5 3 6 5 175 6 %87.5 

PM 4 3 6 3 4 170 %85 

Average Performance %85.75 

 

IV. RESULT CONCLUSION 

     Carrier intelligent clustering method is developed for 

recognition using 200 samples from each of 6 kinds of analog 

modulation types including AM, DSB, USB, LSB, FM, PM and 

6x200 samples have been used in this method. The feature 

vector of 6x2x1200 has been used in the feature extraction 

stage. Table 1, Table 2 and Table 3 have been formed with the 

obtained data. The results obtained from the tables have been  

analyzed and 84.916% for the K-means clustering method, 

85.416% for the K-medoids clustering method and 85.75% for 

the FCM clustering method. As a result, 85.75% of the best 

performance has been found to belong to the FCM clustering 

method. Afterwards, different modulation types and different 

clustering algorithms can be used in the studies to be carried 

out. 
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Abstract—The fluctuations in both speed and torque 

magnitudes during operation are among the major disadvantages 

of brushless DC motors. These fluctuations occur due to both the 

commutation of the inverter switches and the phase winding 

inductances. This case can lead to major problems, especially in 

applications which are required constant speed and constant 

torque. In this work, it was aimed to reduce speed fluctuations 

that occur in brushless DC motors. Firstly, the simulation model 

was created by using the dynamic equations of the brushless DC 

motor. Secondly, a region selective circuit was designed for use in 

commutation regions. Finally, the commutation signals were 

generated from the magnitude of the torque produced by the 

motor. Consequently, the proposed technique was controlled 

under different speed conditions and was shown that the speed 

fluctuations can be reduced without the difficult calculations of 

the commutation time. According to the results obtained, it was 

observed that the speed fluctuations were significantly reduced. 

 

 
 

Index Terms—BLDC Motor (BLDCM), Commutation, 

Reduction of Speed Fluctuation, DC Link Voltage Control, 

MATLAB/Simulink.  

 

I. INTRODUCTION 

N RECENT YEARS, Brushless DC motor has started to be 

used frequently in many motion source applications. These 

motors are use to convert electrical energy into mechanical 

energy or to transfer energy as in other electric motors. These 

motors have a wide range of applications such as electric 
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vehicles, aerospace, space technologies and medical fields and 

have a number of advantages compared to DC and AC motors. 

The main advantages of using BLDC motors are high power 

efficiency, less noise, higher torque according to the 

weight/inertia ratio and higher speed. Besides these motors 

can be both manufactured in various sizes and easy controlled 

[1]. In addition, since BLDC motors do not have brushes and 

collectors that require extra equipment and increase friction 

factor, they need less maintenance, no arc is generated during 

operation, and have a longer life compared to DC motors. In 

spite of these advantages, the use of sensors in various 

structures to determine the rotor position in order for the 

BLDC motor to require an inverter and to control this inverter 

constitutes a disadvantage in terms of cost [2]. With the 

development of power electronic components, BLDCM has 

shown a very rapidly development. The major disadvantage of 

these motors is the fluctuations in torque, current and velocity 

in commutation intervals. The commutation operation on the 

BLDC motor is carried out electronically via an inverter.  

Since the currents of the phase windings change during the 

commutation process, the fluctuations in the phase currents are 

also seen in the torque and velocity magnitudes. These 

fluctuations are caused by the fact that the switches in the 

inverter are electrically change position in the direction of the 

information they receive from a hall effect sensor at every 60 

degrees. 

There are studies in the literature on the reduction of torque 

ripples rather than speed fluctuations. For example, a new DC 

link voltage control strategy was proposed with the SEPIC 

converter to equalize the slopes of the incoming and outgoing 

phase currents during the commutation and adjust the desired 

DC link voltage in order to reduce the torque fluctuations at 

both low and high speeds [3]. In [4], the modified SEPIC 

converter and diode clamped multilevel inverter (DCMLI) 

were used for the torque ripple reduction. With this study, 

both noise problems were reduced and higher yield was 

obtained from brushless DC motor. In [5], two different 

current control methods were used to reduce the torque ripples 

caused by the phase commutation. These methods; control of 

source current and control of the phase currents of the motor. 

These two control methods were compared and it was 

observed that the control of the phase currents is more 

effective. In order to keep constant of the non-conducting 

phase current, a region selective circuit was designed with a 

new switching technique and applied to the BLDCM at the 

commutation time, both the commutation times were analyzed 

and the CUK converter was used to obtain the desired voltage 

value at the time of commutation [6]. In [7], in order to reduce 
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the torque ripples in the commutation times, it was carried out 

by using a single current sensor, it was aimed to balance the 

current slopes of the incoming and outgoing phase currents 

with a suitable switching method. With this method, decreases 

and increases in the phase currents and output torque have 

been eliminated. In [8], a new PWM technique has been 

performed to keep both the non-commutation phase current 

constant and shorter the commutation time. This technique 

was applied to the non-commutation phase at commutation 

times and has been yielded very efficient results. In [9], a new 

current control method has been proposed in order to reduce 

the ripples in the conducting and commutation regions for 

Brushless DC motor with non-ideal back electromotive force 

(EMF). With this method, they were use both the calculation 

of the commutation times and the pulse width modulation 

(PWM) to disable the free-wheeling diode (FWD) in the 

inactive phase. In [10], has been designed a detailed current 

stabilization method and a commutation timer, both theoretical 

and experimental, which are highly effective in reducing both 

the commutation torque ripples and the determination of the 

commutation endpoint. In [11], has been proposed to reduce 

the torque ripples in brushless DC motor from the nominal 

speed to the moment of stopping and the effectiveness of the 

presented technique was analyzed in detail with theoretical 

and experimental results.  

In this study, it was aimed to decrease the speed fluctuations 

occurring during the operation at the commutation intervals of 

the BLDC motor. Two different DC link voltages were used to 

perform this operation. The first one is for conduction regions 

and the second for commutation regions. In order to determine 

the commutation intervals, the relationship between the torque 

constant of the motor and the desired torque magnitude was 

calculated. When the results obtained were compared with the 

conventional BLDC speed control, it was observed that the 

fluctuations in the rotor speed were significantly suppressed. 

II. ANALYSIS OF SPEED FLUCTUATION IN 

BRUSHLESS DC MOTOR 

The equivalent circuit for the BLDCM drive system with 

three-phase symmetrical stator winding is shown in Fig.1.  
 

 
Fig. 1 Equivalent circuit for BLDC motor drive 

As can be seen from Fig.1, a three-phase, two-level inverter 

was used for BLDCM in this study. All of the switches in the 

inverter was designed with power MOSFETs. Since 

MOSFETs do not have the ability to block the voltage in the 

opposite direction, the anti-parallel free-wheeling diodes were 

connected to the switches. These diodes were used to reset the 

current which induced in the windings of the phase outgoing 

from the conduction. In this case, are occurs ripples on the 

speed, current and torque magnitude of the BLDC motor. In 

addition, in BLDC motors, the current of each phase is carried 

out in a finite current transfer process depending on the rotor 

speed. During this process, when the current ends in one phase 

and starts in the other phase, the ripples occurs due to the 

phase winding inductances. These ripples are mainly caused 

by the switching of the inverter, the non-ideal trapezoidal back 

EMFs and the commutations of the currents that are incoming 

and outgoing pahse. The ripples occuring due to the switching 

can be accomplished by adjusting the rotor inertia during the 

mechanical design of the brushless DC motor. But the 

commutation torque ripples, affects the motor performance at 

greater intensity and amplitude [12].  

When the Kirchhoff Voltage Law is applied to each phase 

separately in the BLDCM equivalent circuit in Fig.1, the three 

phase terminal voltages can be expressed as follows; 

 

 

a

a a a a a N

b

b b b b b N

c

c c c c c N

di
u R i L e u

dt

di
u R i L e u

dt

di
u R i L e u

dt

   

   

   

  (1) 

 

The back EMFs waveforms, the phase winding currents 

waveforms and the produced torque waveforms of the BLDC 

motor were shown in Fig.2. The areas where the commutation 

process made are indicated by dashed lines. In Fig.2, although 

the currents of the phase windings and the produced torque are 

constant, these outputs are not exactly constant due to the 

inductance of the stator windings [13]. Usually three-phase 

BLDC motor has two operating regions. These regions are 

referred to as conduction region and commutation region. In 

the conduction region, the two phase determined by the rotor 

position is conducting and the other phase is in isolation. In 

the commutation region, the current of one phase remains 

constant and the current transfer was realized between other 

two phases. In addition, each of the three phases (incoming 

phase, outgoing phase and non-commutation phase) are 

conducting at the commutation region [14]. It can be assumed 

that BLDC motor works like a normal DC motor at the 

conduction region and as a three phase AC motor at the 

commutation region. In view of this situation, torque ripples 

can be eliminated in commutation regions by coordinate 

transformation theory used in AC motor control [15].  If these 

two regions are compared on time basis, the duration of the 

commutation region is considerably shorter than the duration 

of the conduction region. The above described studies can be 

performed for inverters with both 120 and 180-degree 

conduction mode. In this study, we have used a 120-degree 

conduction mode. In the 120-degree conduction mode, during 

one electrically period, the upper group and lower group 

switches of the inverter are conduction each 120-degree. 
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Fig. 2 The back EMFs, the phase winding currents, Hall sensor signal and the 

produced torque waveforms of the BLDCM 

Assuming Ra=Rb=Rc=R and La=Lb=Lc=L then the 

mathematical model of BLDC motor from Eq. (1) can be 

obtained as follows; 

 

0 0 0 0

0 0 0 0

0 0 0 0

a a a a N

b b b b N

c c c c N

u i i e uR L
d

u R i L i e u
dt

R Lu i i e u

            
            

               
                        

  (2) 

 

Where, ua, ub, uc terminal phase voltages ia, ib, ic phase 

currents, ea, eb, ec phase back EMFs, R phase resistance, L = 

Ls - M phase inductance, Ls, phase self-inductance and M 

mutual inductance and uN, the neutral point voltage of the star-

connected motor, respectively. 

The electrical power produced by each phase; 

 

 

a a a

b b b

c c c

P e i

P e i

P e i







  (3) 

 

Expression of total electromagnetic torque produced by BLDC 

motor is; 

 

 sum a b c

e

m m

P P P P
T

 

 
     (4) 

 a a b b c c

e

m

e i e i e i
T



 
   (5) 

 

Where, represents, Pa, Pb, Pc the electrical powers produced by 

the phases, Psum the sum of these powers, Te, the 

electromagnetic torque and ωm the mechanical speed of the 

rotor, respectively. 

 

 
Fig. 3 The conduction region before commutation (a+c-) 

 
Fig. 4 The commutation region (Three phase are conducting) 

All phase currents during the commutation will not be a 

square wave as shown in Fig.2 due to the inductance of the 

stator phase windings. In order to perform this analysis, it was 

assumed that the commutation process passes from phase a to 
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phase b, as seen from Figs.3, 4, 5. In this case, the phase a is 

named outgoing phase and phase b is named incoming phase. 

 

 
Fig. 5 The conduction region after commutation (b+c-) 

As seen from the Fig.3, the currents of the phase windings can 

be expressed as ia = - ic = Im and ib = 0 in the conduction 

period and as seen from the Fig.4, ia = 0 and ib = - ic = Im in 

the commutation period. Im, is represent the maximum value 

of phase currents. The conduction region after commutation 

and the conduction region before commutation are same. 

There is only phase change (from ac, to bc) like Figs.3 and 5. 

The commutation phase sequence is ab – ac – bc – ba – ca – 

cb. This case is shown in Fig.6. 

 

 
Fig. 6 The commutation phase sequence 

Since the the commutation time is very short, within this 

period the back EMFs induced in the phases can be considered 

constant. ea = eb = Em and ec = - Em. If these magnitudes are 

substituted in Eq. (5); 
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As seen from the second statement of Eq. (6), the fluctuations 

in the current of the non-commutation phase directly affect the 

rotor speed. By reducing the fluctuations in this current, the 

speed fluctuations can be eliminated. At the commutation 

time, the current of phase a, will flow through the free-

wheeling diode D4, as similar Fig.4. In addition to this, the 

voltage on the free-wheeling diodes was neglected. If the 

expression of the three-phase terminal voltages substituted in 

Eq. (1) ua = uc = 0 and ub = Udc, 
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The neutral point voltage of the star-connected phase windings 

of BLDC motor at the commutation times is different from 

zero [16]. If Eq. (7) is collected one under the other, the 

expression of neutral point voltage of BLDC motor is: 
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Fig. 7 The phase current behavior of commutation region, a.) tf > tr, b.) tf < tr, 

c.) tf = tr, [4]. 

The slopes of the incoming and outgoing phase currents in the 

conventional BLDC motor speed control system are different 

each other at both high and low speeds. This difference is 

caused by the torque and speed fluctuations in commutation 

intervals. In order to eliminate the fluctuations in the rotor 
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speed, it is necessary to equalize the slopes of the incoming 

and outgoing phase currents at the commutation time or keep 

constant the current of the non-commutation phase. The 

current behavior of BLDC motor was shown in Fig.7. Where, 

tf, represents the fall time of outgoing phase from the 

maximum to zero, tr, represents the rise time of incoming 

phase from the zero to the maximum value. As seen in Fig.7a 

and 7b, the rise time is different from the fall time. In this 

case, are occurs fluctuations in the non-commutation phase. 

According to the Eq. (6), the amplitude of the non-

commutation phase current is directly related to the generated 

torque. In this case, creates fluctuations in both the output 

torque and the output speed. However, in Fig.7c, it is seen that 

there is no fluctuation in the non-commutation phase when the 

slopes of the incoming and outgoing phase currents are 

equalized. When the Eqs. (7) and (8) are evaluated together, 

the slopes of the currents of incoming, outgoing and non-

commutation phase at the commutation time can be expressed 

as follows; 
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Where, Udc represents DC link voltage and Em, represents 

maximum value of the back EMF, respectively. In Eq. (10), 

the resistance of the phase windings R was neglected. This is 

because the commutation interval is much shorter than the 

electrical time constant L/R [3]. In this case, the fall time of 

phase a from the maximum value to zero and the rise time of 

phase b from the zero to maximum value, can be calculated as 

follows. 
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According to the Fig.7c, the fluctuations in produced torque, 

rotor speed and the non-commutation phase can be eliminated 

if the slopes of the incoming and outgoing phase currents are 

equal. If the fall and rise times in Eq. (10) are equalized; 
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4dc mU E  

 

As seen from Eq. (11), at the commutation intervals, the 

inverter input voltage Udc must be equal to four times of the 

back EMFs. So that the slopes of the incoming and outgoing 

phase currents are equal. 

According to Eqs (6) and (9); 

 

 

2

2 4

3

m c

e

m

m dc m

com m

m

E i
T

E U E
T I t

L





 

 
  

 

  (12) 

 

When the two expressions written for the torque in Eq (12) are 

considered together, the magnitude of the relative fluctuation 

in the commutation intervals can be expressed as in Eq (13). 
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     (13) 

 

Where, Tcom represents the value of the torque produced by 

BLDC motor, Trel represents relative torque ripple in the 

commutation intervals. The following inferences can be made 

according to Eq. (13). 

 

a.) If Udc > 4Em, then tf > tr, and torque will continue to 

increase during commutation. The behavior of phase 

currents is similar to Fig.7a. 

b.) If Udc < 4Em, then tf < tr, and torque will continue to 

decrease during commutation. The behavior of phase 

currents is similar to Fig.7b. 

c.) If Udc = 4Em, then tf = tr, and torque remains constant 

during commutation. The behavior of phase currents 

is similar to Fig.7c.  

 

According to the Eqs. (11) and (13), it is theoretically seen 

that if the input voltage of the inverter is equal to four times of 

the back EMF at the commutation intervals, torque ripples can 

be completely zero. This equalization was carried out using 

different DC-DC converters [6, 17-19]. In most of the studies, 

it was assumed that the rotor speed was constant in the 

commutation intervals. But in fact, the fluctuations occur at 

the rotor speed, as well as the produced torque. In this study, it 

was proposed to reduce the speed fluctuations by using DC 

link current. Commutation signals were produced for specific 

points of the current commutation and it was applied to 

designed voltage selective circuit. This study has been 

proposed for the suppression of speed fluctuations by 

synchronizing the inverter input voltage to four times of the 

produced back EMF, with a new switching technique at the 

commutation intervals. 

III. PROPOSED CONTROL STRATEGY 

The designed voltage selective circuit for the proposed method 

is shown in Fig.8. In this method, two different regulated 

voltage sources were used to reduce the speed fluctuations. 

These sources, generate voltage according to the signal from 

given their inputs. The source number 1, will be conducting 

during commutation periods and will remain in isolation 

during non-commutation periods. A second feedback link was 

designed by taking four times the maximum value of the 
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produced back EMF by using a second adjustable voltage 

source. The source number 2, will only be conducting during 

non-commutation periods and will be kept in isolation during 

commutation periods. 

 
Fig. 8 Designed voltage selective circuit 

 

In the proposed technique, there is no need to calculate the 

commutation time. A new switching technique has been 

proposed from the relation between the torque magnitude of 

the motor, the speed of the motor and the maximum value of 

the phase current. The expression of this relation; 
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Where, kt represents the motor torque constant, I the 

maximum value of the source current.  

The following inferences can be made using the second 

expression of Eq. (14). 

 

a.) If I < Te / kt, then commutation process was started. In 

this case the inverter input voltage set to Udc = 4Em. 

b.) If I >= Te / kt, then the commutation was finished. In 

this case the inverter input voltage set to Udc. 

According to these inferences, a commutation time switching 

signal was generated for the moments where the maximum 

current falls below the Te / kt ratio and this signal was applied 

to the designed voltage selective circuit during the 

commutation period. The signal obtained by the proposed 

technique is shown in Fig.9. Inverter gate signals generated by 

hall effect sensors with respect to the rotor position is shown 

in Fig9a. These signals are applied to the power MOSTETs in 

the inverter. The inverter changes state according to these 

signals. In Fig.9b, the sawtooth graph represents the maximum 

value of the source current (magenta), while the constant 

graph represents the Te / kt ratio (dashed black). Fig.9c shows 

the generated commutation signals when the source current 

falls below Te / kt ratio. These signals were applied to the 

voltage selective circuit at commutation time. In order to 

reduce the speed fluctuations occurring commutation intervals, 

it was tried to provided Udc = 4Em. 

 

 
Fig. 9a.) Inverter gate signal, b.) Dc link current and Te/kt ratio c.) The 

produced commutation signal. 

 

When the BLDC motor was started, the value of the maximum 

source current was measured and compared with the Te / kt 

ratio. If Te / kt ratio is smaller than the value of the source 

current, then the designed voltage selective circuit is providing 

Udc = 4Em (S1 and S4 switch on). If the source current is greater 

than or equal to Te / kt, the inverter input voltage is not 

changed and remain Udc (S2 and S3 switch on). The simulink 

models of the two control method for BLDC motor is shown 

in Fig.10. 
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Fig. 10 Convantional and Proposed control method Simuılink Models.
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Parameters of the BLDC motor used in the simulation were 

given in Table I, and the flowchart of the proposed control 

method is shown in Fig.11. 

 
TABLE I 

BLDC MOTOR PARAMETERS USED IN SIMULATON. 
Parameters Unit Value 

Phase Resistance Ω 2.875 

Phase Inductance mH 8.5 

Back EMF Coefficient V/(rad/s 0.7 

Pole Pairs  4 

Rated Voltage V 500 

Rated Speed  r/min 3000 

Rated Torque  N.m.) 2 

Rated Power W 1000 

 

 
Fig. 11 The flowchart of the proposed control method 

IV. SIMULATION RESULTS 

As seen from the Fig.10, a reference speed of 2500 r/min was 

applied to BLDC motor at startup. Then, this speed was 

increased by 2900 r/min at t = 0.15s and reduced by 2800 

r/min at t = 0.35s. The currents of the phase windings for the 

two control methods, the current of the phase a, the rotor 

speeds are shown in Figs.12, 13, 14, respectively. Fig.12a 

shows the fluctuations of the phase currents in the 

conventional control method. These fluctuations negatively 

affect the output speed and cause power loss. In Fig. 12b, 

these fluctuations were tried to be suppressed by the proposed 

control method. Fig.13 shows the time-dependent current of 

phase a, both the conventional control method and the 

proposed control method. Fig.14 shows comparison of rotor 

speeds. In both control methods, rotor speeds followed the 

given reference speed in all speed ranges. But in conventional 

control method, the rotor speed fluctuation is considerably 

higher with respect to proposed control method. This case, is 

shown in Figs.15, 16, 17, respectively. According to the 

simulation results it was observed that the disturbances 

occurring in the phase currents affect the rotor speed directly. 

This effect is similar to the non-commutation phase current. 

 

 
Fig. 12 The phase currents a.) Conventional control b.) Proposed Control 

 

 
Fig. 13 The current of phase a, a.) Conventional control b.) Proposed Control 
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This effect can be calculated as a percentage in Eq. (15).  

 

 max min

max min

*100%fluct

 


 





  (15) 

 

The numerical results obtained from the simulation are given 

in Table II. As shown in Table II, the fluctuations in the rotor 

speed of the BLDC motor were greatly reduced with the 

proposed control method. 

 

 
Fig. 14. The rotor speed a.) Reference b.) Conventional control c.) Proposed 

control 

 
Fig. 15. Simulation results a.) Phase current and b.) Rotor speed, of 
conventional control, c.) Phase current and d.) Rotor speed, of proposed 
control, respectively. (ωref=2500r/min, from t=0 to t=0.15 seconds) 

 
TABLE II 

SPEED FLUCTUATIONS FOR GIVEN REFERENCE  

Ref. Speed (r/min) 2500 (from t=0 to t=0.15 seconds) 

Speed intervals and fluctuation Max (r/min) Min (r/min) Fluctuation (r/ms) 

Conventional control 2501.3 2499.3 2 

Proposed control 2500.24 2499.9 0.34 

Ref. Speed (r/min) 2900 (from t=0.15 to t=0.35 seconds) 

Speed intervals and fluctuation Max (r/min) Min (r/min) Fluctuation (r/ms) 

Conventional control 2901.3 2898.97 2.326 

Proposed control 2900.12 2899.725 0.395 

Ref. Speed (r/min) 2800 (from t=0.35 to t=0.5 seconds) 

Speed intervals and fluctuation Max (r/min) Min (r/min) Fluctuation (r/ms) 

Conventional control 2801.3 2799.066 2.234 

Proposed control 2800.24 2799.9 0.379 
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Fig. 16 Simulation results a.) Phase current and b.) Rotor speed, of 
conventional control, c.) Phase current and d.) Rotor speed, of proposed 
control, respectively, (ωref=2900r/min, from t=0.15 to t=0.35 seconds). 

V. CONCLUSIONS 

In this study, a new control method has been proposed to 

reduce the speed fluctuations in the BLDC motors. In this 

method, it was aimed to equalize the slopes of the incoming 

and outgoing phase currents. Both theoretical calculations and 

simulation results, the fluctuation in the current, which is non-

commutation phase, has been shown to directly affect the rotor 

speed. There is only a single voltage selective circuit was used 

to minimization these fluctuations. This circuit was only used 

in commutation regions. In non-commutation regions, the 

conventional BLDC motor control circuit was used. The 

mainly advantage of the proposed method are that it does not 

require heavy theoretical calculations such as calculating 

commutation times.  

 

 
Fig. 17 Simulation results a.) Phase current and b.) Rotor speed, of 
conventional control, c.) Phase current and d.) Rotor speed, of proposed 

control, respectively, (ωref=2500r/min, from t=0.35 to t=0.5 seconds). 

According to the simulation results, it was observed that the 

speed fluctuations are greatly reduced for all speed ranges in 

steady state condition. Reducing these fluctuations is highly 

effective both the longer life and the more efficient operation 

of the BLDC motor. 
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Abstract— In this paper a novel edge adaptive data hiding 

method is proposed. The proposed edge adaptive steganography 

method is improved version of the Bai et al.’s [31] (A high 

payload steganographic algorithm based on edge detection) 

method. The main aim of the proposed method is to achieve high 

payload with high visual quality. This method consists of 

preprocessing, edge detection, classification of the secret data, 

data embedding and data extraction phases. In the preprocessing 

phase 6 and 7 least significant bits (LSB) elimination are applied 

on the cover image to get a better edge detection in the next 

phase. As edge detection methods Sobel, Canny, Laplacian Of 

Gaussian (LOG), block-based edge detection and hybrid edge 

detectors are used. After the edge detection, secret data is divided 

into 2 classes and then these are embedded into edge pixels and 

texture pixels of the image. In order to increase the visual quality 

2k correction is applied on the stego images. Modulus operator is 

utilized in the data extraction phase. In the experimental results, 

payload and visual quality measurements demonstrated the 

success of the proposed method. 

 

Index Terms— Least Significant Bit (LSB) substitution; 2k 

correction; Edge Detection; Data hiding 

I. INTRODUCTION 

HE ERA we live in is called information era. The vast 

majority of information is stored as digital media. As a 

results the information security has become a very important 

research topic in order to provide security of digital media, 

thus information security has become a hot-topic research area 

[1]. In the information security, cryptography and data hiding 

are widely used.  While cryptography provides the 

confidentiality of digital data, aim of the data hiding is to 

provide security of the communication. Recently, data hiding 

has gained popularity over cryptography and started to appear 

more often in the literature [2-4]. Data hiding methods 

generally use spatial domain and frequency domain for data 

embedding.  
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Spatial domain based data hiding methods have shorter 

execution time, higher embedding Capacity and higher visual 

quality but these methods are not robust. In order to increase 

the robustness of the data hiding method, frequency domain is 

used [5-8]. In frequency domain, Discrete Wavelet Transform 

(DWT) [9], Integer Wavelet Transform (IWT) [10], Discrete 

Cosine Transform (DCT) [11,12], Discrete Fourier Transform 

(DFT) [13], etc. are used as transformation functions. Data 

hiding algorithms generally consist of host image, secret data, 

data hiding, stego image and data extraction. In addition to 

these basic components, cryptography, frequency transforms, 

heuristic optimization techniques, edge detectors, 

segmentation algorithms, secret sharing, visual cryptography, 

game rules, etc. are widely used in data hiding [14-20]. The 

most popular data hiding method is Least Significant Bit 

(LSB) substitution [21]. LSB is a practical method because 

LSB provides higher visual quality, higher payload Capacity 

and shorter execution times. Thus, LSB is the widely used 

method in the data hiding. Some of the previously presented 

data hiding methods are given as follows. Mahato et al. [22] 

presented a data hiding method based on the popular 

minesweeper game for secure communication. The authors 

generated a scenario for secure communication where the 

sender plays minesweeper game to embed the secret data and 

then he/she sends the game to the receiver. The secret message 

can be extracted from the received game-play. Liao et al. [23] 

suggested a data hiding method for medical images. To 

increase robustness against JPEG compression of this method 

DCT was used. Shiu et al. [24] proposed a reversible signal 

data hiding for physiological signals. They analyzed this 

method theoretically and they showed that this algorithms 

computational complexity is O(n) and this method can be used 

for ECG and EMG signals. Yuan [25] suggested a secret 

sharing based image data hiding method with high visual 

quality. In this method, firstly secret sharing was used to 

generate minimal distorted secret shares and these secret 

shares were embedded into multi cover images by using LSB. 

Wu and Tsai [26] described a data hiding concept based on 

pixel value difference (PVD). In this method, cover image was 

divided into non-overlapping blocks and 2 connected pixels 

differences was modified for data hiding.  Subhedar and 

Mankar [27] proposed a robust QR factorization based data 

hiding. To evaluate of this method, they used robustness and 

visual quality performance metrics. Maheswari and Hemanth 

[28] proposed a Fresnelet Trasform (FT) and QR code based 

A Novel Data Hiding Method based on Edge 

Detection and 2k Correction with High Payload 

and High Visual Quality 

T. TUNCER, Y.SÖNMEZ  

T 

311

http://dergipark.gov.tr/bajece
mailto:yasin.sonmez@dicle.edu.tr


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING, Vol. 7, No. 3, July 2019                                                

  

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

data hiding method. They utilized LSB as data hiding 

function. FT and QR coding provided robustness. Chen et al. 

[29] suggested a hybrid edge detector based data hiding 

method. Hybrid edge detector utilized Gaussian filter and 

sobel matrix. Capacity and visual quality was used to evaluate 

performance of this method. Tseng and Leng [30] proposed an 

extended edge based data hiding method to achieve minimal 

distortion. This method was a block based method and they 

calculate Mean Square Error (MSE) for each 4 x 4 blocks. Bai 

et al. [31] suggested an edge detection based image data 

hiding algorithm with high payload Capacity. This method 

consisted of 5LSBs elimination, edge detection by using 

Canny [32], Sobel [33] and Fuzzy Logic Edge Detector 

(FLED) [34], secret message classification in two sub-class, 

data hiding and data extraction phases. Capacity and visual 

quality were used to evaluate performance of this method. Sun 

[35] presented a edge based image data hiding method. In this 

method, Canny Edge Detector (CED) was used for edge 

detection, Huffman was used for secret data compression and 

2k correction was used for data hiding and data extraction. 

In this method, we proposed a novel edge adaptive data 

hiding method. This method consists of mLBSs elimination, 

edge detection, secret data classify, data hiding and data 

extraction phases. In this method, LSB is used for data hiding 

and data extraction. Briefly, the proposed method is an 

improved version of Bai et al.’s [31] method. The main aim of 

the proposed method is to provide higher payload with higher 

visual quality than Bai et al.’s [31] method. Technical 

contributions of the proposed method are given below.  

mLSBs elimination is used for achieving high payload 

Capacity. Bai et al.’s [31] used 5LSBs elimination in order to 

increase Capacity. In this method, we used mLSBs elimination 

(m∈{6,7}) to find more edge pixel. A block based edge 

detector is presented in this paper. In this edge detector, OTSU 

[36] method and 2 x 2 non-overlapping blocks are used. This 

method detects edge pixel in the binary form.   

A hybrid edge detector is proposed in this paper to achieve 

high payload Capacity. This detector uses Canny, Sobel, 

Laplacian of Gaussian and the proposed block based edge 

detectors. The main aim of the HED is to detect all of the edge 

pixels in an image. In this method, edge detectors are used for 

creating data hiding map. By using this map, secret data is 

divided into x and y classes. xLSBs and yLSBs data 

embedding method are used as data embedding function. To 

achieve high visual quality, 2k correction is applied on the 

stego image. By using 2k correction, higher visual quality is 

achieved than Bai et al.’s method. 

II. PROPOSED EDGE DETECTOR 

Canny, Sobel and LOG methods are used in this paper for 

known edge detection methods. In addition to these methods, a 

block based edge detection method which is a modified 

version of the FLED method and a hybrid edge detection 

method are used.  

Block based Edge Detection (BED): This method is a 

modified version of the Fuzzy Logic Edge Detector (FLED) 

method. In this method, OTSU thresholding method, 2 x 2 size 

of non-overlapping blocks and a rule table are used. This 

method detects edges of binary form of the images. The steps 

of the proposed edge extraction algorithm are as follows. 

 Step 1: Convert binary image to original image by using 

OTSU threshold method. 

 Step 2: Divide binary image into 2 x 2 size of non-

overlapping blocks. A sample 2 x 2 size of block is 

shown in Fig. 1. 

 
Fig. 1. 2 x 2 sized block. 

 Step 3: Detect edges by using Eq. 1.  

𝐸𝑑𝑔𝑒 = {
0, ∑ 𝑝𝑖 = 4 𝑜𝑟 ∑ 𝑝𝑖 = 0

4

𝑖=1

4

𝑖=1

1, 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (1) 

Hybrid Edge Detection (HED): Many edge detection 

methods are proposed in the literature. These methods yield 

different edge properties of images and edge detectors used in 

the literature have weak and superior features against each 

other. This has led to the development of an edge detection 

method that can obtain all edge data in the image. In this 

article, a hybrid edge detector which uses the widely used 

edge detection methods is proposed and this edge detector can 

obtain more edge information from the image. The main 

purpose of this method is to increase the Capacity of the edge 

based data hiding method by obtaining more edge information. 

BED, Canny, Sobel and LOG edge removal operators are used 

in this method. The steps of the HED is given in Eq. 2-6.  

 
𝐶 = 𝐸𝑑𝑔𝑒 (𝐼, ′𝐶𝑎𝑛𝑛𝑦′) (2) 
𝑆 = 𝐸𝑑𝑔𝑒 (𝐼, ′𝑆𝑜𝑏𝑒𝑙′) (3) 
𝐿 = 𝐸𝑑𝑔𝑒 (𝐼, ′𝐿𝑂𝐺′) (4) 
𝐵 = 𝐸𝑑𝑔𝑒 (𝐼, ′𝐵𝐸𝐷′) (5) 
𝐻 = 𝐶 ⊕  𝑆 ⊕ 𝐿 ⊕ 𝐵 (6) 

Where C is edge image using canny edge detector, S is 

edge image using sobel edge detector, L is edge image using 

LoG edge detector, B is edge image using binary edge 

detector, ⊕ is OR operator and H is edge image using hybrid 

edge detector. 

III. THE PROPOSED EDGE ADAPTIVE DATA HIDING 

METHOD 

Capacity and visual quality are the most important evaluation 

criteria in edge detection based data hiding methods [29-32]. 

In this study, a novel edge detection based data hiding method 

is proposed to improve Bai et al.’s [31] method. In this article, 

edge detection is used as data hiding map. To increase 

capacity, mLSBs elimination and a new hybrid edge detector 
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are used together and the proposed hybrid edge extractor uses 

Sobel, Canny, LOG and the block-based edge extraction 

algorithm. To provide high visual quality, 2k correction [35] 

method is used. The proposed method generally consists of 

preprocessing, edge detection, secret data classification, data 

hiding and data extraction phases. Flowchart of the proposed 

method is shown in Fig. 2. 

 

 
Fig. 2. Flow diagram of the proposed method. 

Pre-processing, secret data classification and data 

embedding steps of the proposed edge based data hiding 

method are given below. 

 Step 1: Load image 

 Step 2: Set 0 to mLSBs by using Eq. 7. This step 

describes pre-processing phase of the proposed method 

𝐼 = ⌊
𝐼

2𝑚
⌋ ×  2𝑚 , 5 < 𝑚 < 8 (7) 

 Step 3: Apply edge detectors onto image. Edge image 

is used for secret data classification and data 

embedding. 

 Step 4: Classify secret data using edge image. If pixel 

is edge, xLSBs secret data is embedded into the cover 

image. Otherwise, yLSBs secret data is embedded into 

the cover image. Eq. 8. mathematically describes the 

presented data embedding function. Where OP is 

original pixel, SP is stego pixel and SD is secret data.  

𝑆𝑃 = {
⌊
𝑂𝑃

2𝑥
⌋ × 2𝑥 + 𝑆𝐷, 𝑖𝑓 𝑂𝑃 = 𝑒𝑑𝑔𝑒

⌊
𝑂𝑃

2𝑦
⌋ × 2𝑦 + 𝑆𝐷, 𝑖𝑓 𝑂𝑃 ≠ 𝑒𝑑𝑔𝑒

 (8) 

 Step 5: Apply 2k correction to increase visual quality 

on the stego image. Mathematical description of the 2k 

correction is shown in Eq. 9 [35]. 

𝑁𝑆𝑃 = {
𝑆𝑃 − 2𝑘 , 𝑖𝑓 𝑆𝑃 − 𝑂𝑃 > 2𝑘−1𝑎𝑛𝑑 𝑆𝑃 − 2𝑘 ≥ 0

𝑆𝑃 + 2𝑘 , 𝑖𝑓 𝑆𝑃 − 𝑂𝑃 < −2𝑘−1𝑎𝑛𝑑 𝑆𝑃 + 2𝑘 ≤ 255
𝑆𝑃, 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 
(9) 

 

Where NSP is new stego pixel and data hiding function is 

kLSBs. If you use xLSBs data hiding function, k is x. If you 

use yLSBs data hiding function, k is y. The data extraction 

steps of the proposed edge adaptive data hiding methods are 

given below. 

 Step 1: Load stego image. 

 Step 2: Set 0 to mLSBs by using Eq. 7. 

 Step 3: Apply edge detector to stego image. We use 

edge image as data extraction map. 

 Step 4: If pixel value is edge, use Eq. 10. to data 

extraction. Where ED is extracted data. 
𝐸𝐷 = 𝑁𝑆𝑃 (𝑚𝑜𝑑 2𝑥) (10) 

 Step 5: If pixel value is not edge, use Eq. 11. to data 

extraction. 
𝐸𝐷 = 𝑁𝑆𝑃 (𝑚𝑜𝑑 2𝑦) (11) 

IV. EXPERIMENTAL RESULTS 

In this section, payload (also called Capacity) and visual 

quality (also called imperceptibility) are utilized to evaluate 

performance of the recommended method. Tseng and Leng’s 

[30], Chen et al.’s [29] and Bai et al.’s [31] methods are used 

to obtain comparisons.  

Capacity: One of the commonly used measurement criteria 

of the steganography. To evaluate edge adaptive data hiding 

methods is Capacity. In this method, mLSBs elimination and a 

hybrid edge detector are used for increasing the payload. In 

addition to, Canny, Sobel, LOG and BED edge detectors are 

applied on the test images to obtain experiments. The 

mathematical description of the Capacity of the proposed 

method is given in Eq. 12. 

 

𝑃𝐶 =
(𝑁𝐸 ×  𝑥) + (𝑊 ×  𝐻 − 𝑁𝐸)  × 𝑦

𝑊 ×  𝐻
 (12) 

Where PC is payload and bit per-pixel (bpp) is used to 

expression it, NE is number of edge pixels, W is width of 

image and H is height of image.  Fig. 3 shows number of edge 

pixels by Canny, Sobel, LOG, BED and HED edge detectors. 
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Edge Detector mLSBs Elimination 

     

Canny 

No 

 
1779 

 
1833 

 
2019 

 
1772 

 
2153 

Yes 
m=6 

 
2114 

 
2374 

 
2523 

 
2499 

 
2568 

Sobel 

No 

 
669 

 
827 

 
673 

 
927 

 
862 

Yes 
m=7 

 
1290 

 
1433 

 
1189 

 
1169 

 
1382 

LOG 

No 

 
1143 

 
1243 

 
1637 

 
1438 

 
1439 

Yes 
m=6 

 
1468 

 
1404 

 
2042 

 
1874 

 
1637 

BED 

No 

 
1061 

 
2147 

 
2133 

 
2583 

 
2636 

Yes 
m=6 

 
1561 

 
2415 

 
2809 

 
1799 

 
3001 

HED 

No 

 
3032 

 
3735 

 
4414 

 
4299 

 
4723 

Yes 

 
4349 

 
5305 

 
5897 

 
5161 

 
5782 

Fig. 3. The number of edge pixels by used edge detectors with test images ‘Lena’, ‘Peppers’, ‘Goldhill’, ‘Boat’ and ‘Barbara’. 

314

http://dergipark.gov.tr/bajece


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING, Vol. 7, No. 3, July 2019                                                

  

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

Fig. 3 shows that the mLSBs elimination method 

generally increases the Capacity. Additionally, Eq. 12 

clearly showed that FLED Capacity of the Bai et al.’s [31] 

method was incorrectly calculated and true payloads of the 

FLED and HED are shown in Table 1. 
 

 
TABLE I 

COMPARTIVELY RESULTS OF THE PROPOSED METHOD AND BAI ET AL.’S [31] METHOD FOR 128 X 128 SIZE OF IMAGES. 
 

Image FLED (Bai et al.’s [31] method) HED (The proposed method) 

 
Lena 

x=2, y=1 

Payload=1.2072 bpp 

x=2, y=1 

Payload=1.2654 bpp 

x=3, y=2 

Payload=2.2072 bpp 

x=3, y=2 

Payload=2.2654 bpp 

x=4, y=3 

Payload=3.2072 bpp 

x=4, y=3 

Payload=3.2654 bpp 

 
Peppers 

x=2, y=1 

Payload=1.2089 bpp 

x=2, y=1 

Payload=1.3238 bpp 

x=3, y=2 

Payload=2.2089 bpp 

x=3, y=2 

Payload=2.3238 bpp 

x=4, y=3 

Payload=3.2089 bpp 

x=4, y=3 

Payload=3.3238 bpp 

 
Goldhill 

x=2, y=1 

Payload=1.2133 bpp 

x=2, y=1 

Payload=1.3599 bpp 

x=3, y=2 

Payload=2.2133 bpp 

x=3, y=2 

Payload=2.3599 bpp 

x=4, y=3 

Payload=3.2133 bpp 

x=4, y=3 

Payload=3.3599 bpp 

 
Boat 

x=2, y=1 

Payload=1.2197 bpp 

x=2, y=1 

Payload=1.3150 bpp 

x=3, y=2 

Payload=2.2197 bpp 

x=3, y=2 

Payload=2.3150 bpp 

x=4, y=3 

Payload=3.2197 bpp 

x=4, y=3 

Payload=3.3150 bpp 

 

Table 1 clearly demonstrates that the proposed HED 

provides superior payload than FLED of Bai et al.’s [31] 

method. Visual Quality: Peak Signal Noise-to-Raito 

(PSNR) was used to measure visual quality in this model. 

The mathematical definition of PSNR is Eq. 13. 

𝑃𝑆𝑁𝑅 = 10 x log10(
2552  ×  𝑊 ×  𝐻

∑ ∑ (𝑂𝐼𝑖 ,𝑗 − 𝑆𝐼𝑖 ,𝑗)
2𝐻

𝑗=1
𝑊
𝑖=1

) (13) 

Where OI is original image, SI is stego image. In this 

work, 2k correction is applied on the stego images to 

increase visual quality. Lena, Peppers, Goldhill, Sailboat, 

Barbara and Tiffany test images used to obtain the 

experimental results. These images are 128 x 128 sized and 

gray-level. The secret data is also randomly generated. The 

obtained results of the proposed method are shown in Table 

2. 
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TABLE II 
THE OBTAINED PSNR (DB) AND CAPACITY (BPP) RESULTS OF THE PROPOSED EDGE ADAPTIVE METHOD USING VARIABLE EDGE 

DETECTORS AND X AND Y VALUES 

 

Image x=2, y=1 x=3, y=2 x=4, y=3 x=5, y=4 

Canny 

Lena PSNR=50.12, C=1.12 PSNR=45.03, C=2.12 PSNR=39.28, C=3.12 PSNR=33.16, C=4.12 

Peppers PSNR=50.07, C=1.14 PSNR=44.96, C=2.14 PSNR=39.15, C=3.14 PSNR=33.16, C=4.14 

Goldhill PSNR=49.95, C=1.15 PSNR=44.86, C=2.15 PSNR=39.17, C=3.15 PSNR=33.18, C=4.15 

Sailboat PSNR=49.97, C=1.15 PSNR=44.88, C=2.15 PSNR=39.14, C=3.15 PSNR=33.19, C=4.15 

Barbara PSNR=49.93, C=1.15 PSNR=44.81, C=2.15 PSNR=39.13, C=3.15 PSNR=33.18, C=4.15 

Tiffany PSNR=50.02, C=1.14 PSNR=44.97, C=2.14 PSNR=39.17, C=3.14 PSNR=33.24, C=4.14 

Sobel 

Lena PSNR=50.45, C=1.07 PSNR=45.58, C=2.07 PSNR=39.84, C=3.07 PSNR=33.80, C=4.07 

Peppers PSNR=50.47, C=1.08 PSNR=45.46, C=2.08 PSNR=39.68, C=3.08 PSNR=33.75, C=4.08 

Goldhill PSNR=50.54, C=1.07 PSNR=45.50, C=2.07 PSNR=39.84, C=3.07 PSNR=33.95, C=4.07 

Sailboat PSNR=50.56, C=1.07 PSNR=45.60, C=2.07 PSNR=39.95, C=3.07 PSNR=33.99, C=4.07 

Barbara PSNR=50.42, C=1.08 PSNR=45.44, C=2.08 PSNR=39.79, C=3.08 PSNR=33.85, C=4.08 

Tiffany PSNR=50.57, C=1.07 PSNR=45.64, C=2.07 PSNR=39.92, C=3.07 PSNR=33.97, C=4.07 

LOG 

Lena PSNR=50.44, C=1.08 PSNR=45.46, C=2.08 PSNR=39.69, C=3.08 PSNR=33.73, C=4.08 

Peppers PSNR=50.43, C=1.09 PSNR=45.41, C=2.09 PSNR=39.68, C=3.09 PSNR=33.75, C=4.09 

Goldhill PSNR=50.16, C=1.12 PSNR=45.11, C=2.12 PSNR=39.41, C=3.12 PSNR=33.43, C=4.12 

Sailboat PSNR=50.24, C=1.11 PSNR=45.21, C=2.11 PSNR=39.49, C=3.11 PSNR=33.53, C=4.11 

Barbara PSNR=50.32, C=1.09 PSNR=45.36, C=2.09 PSNR=39.64, C=3.09 PSNR=33.68, C=4.09 

Tiffany PSNR=50.29, C=1.10 PSNR=45.25, C=2.10 PSNR=39.48, C=3.10 PSNR=33.57, C=4.10 

BED 

Lena PSNR=50.37, C=1.09 PSNR=45.45, C=2.09 PSNR=39.64, C=3.09 PSNR=33.69, C=4.09 

Peppers PSNR=49.90, C=1.14 PSNR=44.92, C=2.14 PSNR=39.18, C=3.14 PSNR=33.15, C=4.14 

Goldhill PSNR=49.83, C=1.17 PSNR=44.72, C=2.17 PSNR=38.95, C=3.17 PSNR=32.99, C=4.17 

Sailboat PSNR=50.30, C=1.10 PSNR=45.25, C=2.10 PSNR=39.51, C=3.10 PSNR=33.54, C=4.10 

Barbara PSNR=49.81, C=1.18 PSNR=44.60, C=2.18 PSNR=38.87, C=3.18 PSNR=32.90, C=4.18 

Tiffany PSNR=50.81, C=1.03 PSNR=45.97, C=2.03 PSNR=40.33, C=3.03 PSNR=34.33, C=4.03 

HED 

Lena PSNR=49.29, C=1.26 PSNR=43.97, C=2.26 PSNR=38.27, C=3.26 PSNR=32.17, C=4.26 

Peppers PSNR=48.92, C=1.32 PSNR=43.69, C=2.32 PSNR=37.85, C=3.32 PSNR=31.86, C=4.32 

Goldhill PSNR=48.79, C=1.35 PSNR=43.49, C=2.35 PSNR=37.60, C=3.35 PSNR=31.65, C=4.35 

Sailboat PSNR=49.03, C=1.31 PSNR=43.67, C=2.31 PSNR=37.97, C=3.31 PSNR=31.96, C=4.31 

Barbara PSNR=48.83, C=1.35 PSNR=43.51, C=2.35 PSNR=37.61, C=3.35 PSNR=31.69, C=4.35 

Tiffany PSNR=49.22, C=1.28 PSNR=43.90, C=2.28 PSNR=38.07, C=3.28 PSNR=32.10, C=4.28 

 

The comparison results of the proposed method with 

existing state-of-art edge-based data hiding methods in the 

literature are shown in Table 3. In this comparison, 128 x 

128 size of gray level Lena image is used. 

 
TABLE III 

COMPARISON WITH THREE PREVIOUSLY PRESENTED EDGE BASED DATA HIDING METHOD.  

 

 Tseng and Leng’s [30] method Chen et al.’s [29] method 
Bai et al.’s [31] method The proposed method 

Canny Sobel Canny Sobel 

Parameters y=3 x=4, y=3, n=4 x=4, y=3 x=4, y=3 x=4, y=3 x=4, y=3 

PSNR (dB) 38.18 37.50 38.34 38.34 39.2866 39.8499 

Capacity(bpp) 2.41 2.10 3.11 3.05 3.1290 3.0787 

Parameters y=4 x=5, y=4, n=3 x=5, y=4 x=5, y=4 x=5, y=4 x=5, y=4 

PSNR (dB) 33.58 32 30.10 30.69 33.1663 33.8079 

Capacity(bpp) 3.16 2.73 4.11 4.05 4.1290 4.0787 

 

The merits of the proposed method are given as below. 

In this article two novel basic edge extractors are presented. 

1- By using 2k correction higher visual qualities are 

obtained than the other state of art methods. 
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2- HED based steganography method has very high 

payload. 

3- In this article, flaw of the other steganography is 

presented. Mathematical notations of the edge 

adaptive steganography methods are defined. 

4- The proposed methodology is very basic and 

effective. 

5- Researchers and developers can simply apply the 

proposed method to their problem. 

6- The proposed method is a cognitive method because 

there is not any meta-heuristic optimization method 

to increase either payload or visual quality.  

The disadvantage of the proposed edge-based 

steganography method: It is not robust method because it 

uses pixel domain to embed hidden data. 

V. CONCLUSIONS 

In this article, a novel edge adaptive data hiding method is 

presented with high payload and high visual quality. The 

proposed method consists of preprocessing, secret data 

classification, data hiding and data extraction phases. In this 

method, edge detectors are used as data hiding map. 6LSBs 

and 7LSBs elimination methods are utilized to increase the 

capacity in the preprocessing phase. Canny, Sobel, Log, 

BED and HED are used as the edge detection method. Two 

edge detectors are proposed to increase the payload in this 

method. The BED method extracts binary edges using the 

OTSU thresholding method, 2 x 2 blocks and a rule table. 

Mathematical definition of this rule table is shown in Eq. 1.  

The HED method use Canny, Sobel, LoG and BED 

methods together. Briefly, HED is combination of Canny, 

Sobel, LoG and BED detectors. The main goal of the HED 

method is to obtain all edge data in an image. Two separate 

secret data classes named x and y are created using edge 

information. The x and y classes are embedded into edge 

and non-edge pixels using the xLSBs and yLSBs methods 

respectively. More secret data are embedded into edge 

pixels than texture pixels because Human Visual System 

(HVS) is more sensitive to changes in the texture pixels 

than edge pixels. To increase visual quality, 2k correction is 

applied on the stego images. Modulus operator is utilized to 

data extraction. Briefly, HED and mLSBs elimination are 

used to increase the payload of the edge adaptive method, 

and 2k correction is used for increasing the visual quality.  

Experimental and comparative results have shown that 

the proposed method superior than other edge-based data 

hiding methods. In the future works, novel edge-based 

steganography methods can be proposed using this method. 

Also, the proposed method can be used an image 

transformation for instance tunable q wavelet transform, 

discrete wavelet transform, discrete cosine transforms 

together. The other edge extractor can be used in this 

method.  
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Abstract—With the increasing energy demand, the growing 

capacity of renewable energy sources and the impact of 

developing competition, it is desirable to manage the market with 

appropriate investments along with the electricity market and 

optimum load distribution. In line with this demand, supply 

security and energy quality play an important role day by day. 

This includes the production capacity and the long-term security 

of the system, reflecting the system's ability to stand in 

unexpected events and sudden load changes. The demand side 

seems to have insufficient support to the market for new capacity 

planning to ensure this coverage. This problem can be solved by 

producing additional capacity. Basically, it is aimed to reduce 

investment risk for production companies and / or investors and 

to provide higher supply security and lower price fluctuations to 

consumers. The concern of not investing in electricity generation 

capacity to meet the maximum load level has led to investments 

in capacity utilization in the form of capacity mechanisms of 

developed and developing states. In this study, an academic 

analysis of the capacity mechanism of the renewable energy 

resources and the capacity analysis of the capacity mechanism 

were made and expert opinions were presented, the latest 

developments in the energy market were examined and the 

reliability solutions that could be appropriate to the national 

electricity market were proposed.  

 

Index Terms— capacity mechanism, electricity market, 

operation reserves, power quality, supply security. 

 

I. INTRODUCTION 

OWER MARKETS are experiencing major changes in 

their investments in supply security and production 

capacity along with the search for improved technology and 

comfort. Together with these developments, there are 

increasing requirements for reserve production capacity. 

Production capacity varies depending on the increasing share 

of variable renewable energy sources (such as wind and solar 

energy) in line with the needs developed. In addition, these 

plants cause load factors due to shorter and more variable 

operating times. Thus, in some periods, the peak load on the 
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demand side cannot be met and in such cases the limits on 

how much electricity prices may increase may not be 

profitable. The increasing share of the electricity market 

reduces the wholesale electricity prices in a competitive 

market. This is mainly due to the fact that the marginal cost of 

variable renewable energies is low or close to zero. Therefore, 

the profitability of these power plants is decreasing due to the 

fact that both the working hours are variable and the wholesale 

prices are low. With the formation of trends, electricity 

services lack a comprehensive incentive to invest in new 

generation capacities. This situation is generally referred to as 

"the problem of lost money". Thus, only the best available 

power plants used during short periods of peak demand can be 

used. In the EU electricity sector, as in the electricity sectors 

of other countries, although generally characterized by excess 

capacity supply, capacity shortages may occur in case of high 

demand from low-capacity power plants (due to lack of wind 

or sun, for example). This leads to concerns that there will be 

insufficient production capacity in relation to the load 

distribution to ensure the safety of my electricity supply. The 

regulatory mechanism should review the main criteria to be 

considered in the design [1,2]. In addition to production 

resources, energy storage, demand side management, and 

flexible demand sources (demand side response) can also 

contribute to resource adequacy. All this determines the power 

system's ability to ensure the reliability of the electricity 

supply. Capacity mechanisms are generally argued to help 

reduce the cost of large-scale wind energy development to 

reduce the likelihood of loss of load As a result of 

optimization, it is emphasized the importance of the capacity 

mechanism by identifying the most suitable type of heating 

system in terms of the heat load density in the unit area [3-5]. 

This mechanism is defined as the administrative measure to 

ensure the desired level of supply security by charging 

production plants for the availability of resources.  

The Energy Market is considered to be an important part of 

the EU 2020 strategy, as it is recognized as an important 

means of providing economic, safe and sustainable electricity 

supply in the future [6]. Basically, it aims to increase 

competition by opening national markets to foreign 

participants, thereby increasing supply security and cost 

efficiency [7-10]. In addition, the European Commission has 

recently raised concern that these objectives could be harmed 

by weakly harmonized national market design changes across 

Europe [11]. In addition, non-coordinated capacities may 

disrupt cross-border trade and hinder the success of the 

Domestic Electricity Market in Europe [12,13]. 

The Impact of Emerging Renewable Energy on 

Capacity Mechanisms in Power Systems and 

Expert Opinion  

M.R. TUR  

P 
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II. CAPACITY MECHANISM 

Our national power system in January 2018, the rules 

regarding the capacity mechanism to be operated by Turkish 

Electricity Transmission Corporation (TEIAS) were 

determined in order to establish an adequate installed power 

capacity, including the reserve capacity required for supply 

security in the electricity market, and / or to maintain reliable 

installed power capacity for long-term system security. At the 

same time, in the light of concerns over energy resource 

adequacy, many countries, particularly EU Member States, 

have introduced capacity mechanisms. In the literature, 

alternate solutions are discussed consecutively in order to 

reach the capacity adequacy adopted in different markets. 

These solutions are the public offering of strategic capacity 

reserves, payments and capacity obligations for these 

capacities [14,15]. These mechanisms consist of measures to 

meet the electricity production capacity in order to meet the 

demand in the long term and medium term. Basically, two 

such capacity mechanisms are needed to ensure that the 

reserve production capacity is economically feasible, directly 

linked to the organization of the electricity market. The 

availability of battery energy storage systems to be used in the 

capacity mechanism in the network is taken into account and 

further analyzes have been carried out to take into account the 

overvoltage reduction by shaving the photovoltaic production 

at the highest level [16-18]. Basically, this capacity includes 

the capacity to take into account the capacity of the plants, the 

priorities to be allocated to the domestic resources, the annual 

budget based on the capacity payments, the budget to be used 

for the budget payments, the calculation of the cost 

components for the capacity payments, the capacity to be 

taken into the capacity It should be determined by including 

the procedures and principles regarding the calculation of the 

payments and the obstacles to payment. Whether capacity 

mechanisms are required or only in a time-based market, 

variant rare pricing can provide sufficient incentives to 

provide backup capacity. Taking into account the fact that the 

cooperation between countries can increase the cost efficiency 

by providing cooperation. Another important issue is the 

optimum geographical scope of capacity markets. However, as 

long as a limited amount of electricity can flow between the 

cross-border networks due to a limited interconnection 

capacity, a capacity mechanism between countries is not 

possible [19, 20]. 

 

III. TYPES OF CAPACITY MECHANISMS USED IN THE POWER 

MARKET 

The Energy Regulators Cooperation Agency (ACER) states 

that there are six types of capacity mechanisms as shown in 

Figure 1 [21]. Decision-making unit policy makers in unit-

centered mechanisms. They make decisions about the size of 

the capacity volume. In addition, policy-makers allow price 

setting based on marketing. In price-based mechanisms, policy 

makers also take an active role. Here, after determining the 

price, the management allows investors to decide that they are 

willing to invest in a certain price. 

 

 

Fig. 1. Classification of capacity mechanism types 

Although the targeted mechanisms cover only certain 

power plants or technologies, the mechanisms in the electricity 

market try to establish the system balance by meeting the needs 

of all capacity providers. An additional distinction is made 

between the decentralized management mechanisms in which 

contracts are regulated (eg capacity requirements) and the 

central mechanisms (eg through capacity tenders) where 

contracts are centrally provided. There are six major 

mechanism models under unit-centered and price-centered 

capacity mechanisms shown in Table I [22,23]. 

A. Strategic reserve 

It is the type of reserve controlled by a central organization. 

These establishments determine the reserve capacity required 

for years. It then provides this capacity through a competitive 

tender (as a strategic alternative) to the contract. Power plants 

that have established bilateral agreements cannot participate in 

the electricity market, which only comes into play if there is a 

lack of capacity and a lack of capacity according to the 

predetermined criteria. Strategic reserves are mainly used by 

Belgium, Germany, Poland and Sweden. 

B. Capacity obligation 

The consumer or electricity suppliers involved in the power 

system have to reduce the amount of capacity or reserve 

capacity that they need to keep, along with their consumption 

or supplies in the planning. This is usually done by certificates 

and licenses issued by capacity providers. Energy providers or 

consumers face a financial penalty if they do not contract at the 

required quantity level. In general, these capacity mechanisms 

are used in France. 

C. Capacity auctions 

The total capacity required for the system is determined 

years in advance. This capacity is provided by the center of the 

auction. Energy providers in the system offer a capacity 

amount that reflects the cost of building new capacity for their 

payments. Thus, the new capacity created in line with the need 

is only achieved by joining the energy market. Tenders for the 

required capacities cover new capacity requirements to reduce 

existing capacity and not to make investment decisions based 

on market price signals. In general, this capacity is used by the 

UK to ensure security of supply. 
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D. Reliability options 

The capacity provider involved in the power system 

arranges a mutual agreement to provide preference to the 

consumer or distribution company, which offers the other party 

the option of providing electricity from a predetermined 

transaction price. In the preferences offered to the consumer or 

distribution company, the spot market price uses the rare option 

option when the option exceeds the trading price of the option. 

This option is generally used by Italy, where a capacity market 

is planned based on reliability options. 

E. Capacity payments 

Capacity fees and tariffs are determined by the market 

regulator, which is paid to capacity providers. In spite of the 

amount of capacity required, the receiving facilities only 

provide energy by continuing to participate in the energy 

market. The capacity payments for the production and 

consumption balance are currently used primarily in Italy, 

Poland, Portugal and Spain; Ireland is paying for a total 

capacity across the market. 

F. Business Spares 

The business reserve market does not completely eliminate 

the investment cycle, but it does not completely eliminate it. 

However, it may have an effect of increasing imports instead of 

investment in interconnected systems. Basically, the system 

operator is able to give the signals of the capacity demand 

early, just before the energy market, by providing high value. 

TABLE I.  CHARACTERISTICS OF APPLIED CAPACITY 

MECHANISMS 

Title A B C D E F 

Audit Yes Yes No No Yes Yes 

Supply 

efficiency 
-- + ++ + - ± 

Applicability ++ + ± + ++ ++ 

Market 

compatibility 
+ ± + - + + 

Robustness 

against 

manipulation 

+ ± + ± ± + 

Impact 

resistance 
- ± - + - - 

Demand for 

price elasticity 

of demand 

± + ++ + ± ± 

Ensuring 

investment 

stability 

± ++ + ++ - ± 

All these capacity mechanisms vary depending on the 

structure of the electricity market. Since the factor that is the 

binding factor is the structure of the market, the reserves 

provided by the bilateral agreements are very important. In 

addition, the day ahead and day ahead market will have a more 

stable process with accurate prediction and load controls before 

real time. Thus, the correct planning of the mechanism is 

highly effective in energy quality. Voltage disturbances and 

fluctuations that affect energy quality without impact are 

frequently encountered in poor network systems. The load 

currents in the system because non-sinusoidal voltage drops. 

With this effect, energy quality deteriorates [24]. On the basis 

of the voltage distortions, the supply demand imbalance is due 

to the production and consumption estimates, which are 

generally not done correctly. The most important factor 

affecting the unrealized estimates is the renewable production 

capacity. 

 

IV. EXISTING EU CAPACITY MECHANISM PRACTICES 

In the case of limited capacity in power systems, a system 

with no existing installed capacity (as MW) may be created to 

meet the service demand at a given time. In such a system, 

there are two important concerns regarding the participation of 

intermittent and variable renewable energy resources in 

capacity mechanisms. The first is the ability to be present 

when needed, and the second is the negative impact on the 

economic signals. A system with a capacity limitation attracts 

more attention in the world. 

In a capacity-constrained system, time dependence of 

supply makes the cut-off an important factor. In such a 

system, there is a possibility that renewable resources may not 

be used during the famine. Therefore, the flexibility of such 

resources makes it harder to evaluate the actual contributions 

to improve supply security. 

With all the developments, it is possible to reduce the 

capacity prices and create a negative impact on the economic 

signal by joining the renewable energy sources that have been 

supported under the current conditions in the capacity markets. 

As a result of this development, the capacity mechanism may 

offer an option to provide sufficient wages to overcome the ğ 

missing money problem traditional and to provide an adequate 

incentive for the existing traditional capacity or new 

investment. Therefore, measures should be taken due to the 

risk that the capacity mechanism will be ineffective in 

achieving the final policy objectives. One way to address the 

concern about the artificial reduction of market price signals 

can be achieved by modifying renewable support programs to 

accept revenue streams derived from capacity mechanisms.  

The capacity mechanisms used and / or deemed necessary 

in power systems directly affect competition between 

producers and consumers in the EU electricity market. This 

competition often requires state aid, which requires it to be 

subject to EU state aid rules. For the period of 2014-2020, the 

principles and principles of state aid for environmental 

protection and energy, which are organized within the 

framework of forward planning, explain the items of the 

programs and drafts for the evaluation of capacity mechanisms 

[25]. If the planned capacity mechanisms are over 15 million 

euros per project, they should notify the European 

Commission. The Commission considers the proposed 

capacity mechanisms based on six criteria. These criteria are 

listed below. 
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A. Criteria 1: 

Measures should pursue the common goal, ie the problem 

of short or long-term production adequacy needs to be solved. 

Measures are mainly divided into two groups, of which short-

term measures generally support the maintenance of existing 

backup capacities, while long-term measures encourage new 

investments and plans for the power system. The capacity 

mechanism should pay not only the electricity produced but 

the required capacity. The analysis of the unreachable energy 

against the production capability should be in accordance with 

the ENTSO-E estimations and the European production 

adequacy estimates. 

B. Criteria 2: 

The necessity of the capacity mechanism, the underlying 

causes of the existing problems, especially the identification of 

possible market failures and regulatory barriers, needs to be 

resolved. In addition, alternatives to the capacity mechanism 

will be examined. 

C. Criteria 3: 

Plans for capacity mechanism should not be independent of 

technology. Direct use of intelligent systems in decision-

making systems. It should also be impartial between the 

participants involved in the system and the investors. It is also 

important to consider the development of connections.  

D. Criteria 4: 

The most fundamental mechanism should not have a 

negative impact on competition and trade movements. Thus, it 

should not interfere with the investment in the 

interconnections. In particular, it should not interfere with the 

functioning of the market match. The energy market should be 

open to all participants and the dominant situations should not 

be strengthened. It should also support low carbon 

technologies, which are generally considered in energy 

production planning, in the capacity mechanism. 

More effective allocations should be made by working with 

Member States to ensure that the capacity-building 

commission complies with state aid rules for existing and 

planned capacity mechanisms. 

E. Criteria 5: 

It is important to make decisions based on cost-benefit 

analysis in planning as well as system reliability and 

sustainable energy. It should also encourage the costs to be 

paid or on measures that do not involve standard commercial 

risks. 

F. Criteria 6: 

Measures taken for system protection and energy 

sustainability should be proportionate. For this purpose, 

storage systems should be provided with the latest 

technologies and new applications such as pumping 

application should be preferred. 

V. ACADEMIC ANALYSIS AND EXPERT OPINION 

The development of renewable resources around the world 

can have a profound impact on revenues for traditional 

producers and change the balance of energy and capacity 

market incomes, creating uncertainties in production forecasts. 

There are three main reasons for this effect on conventional 

plants. Firstly, intermittent and changed renewable resources 

reduce conventional generator revenue from the amount of 

electricity that is expected to be sold. Then, intermittent 

renewable sources reduce the cost of conventional generator 

revenue at low prices or plan energy directly to the markets, 

regardless of marginal cost. Finally, increased flexibility 

requirements increase costs resulting from more variable 

operations for traditional manufacturers. All of these effects 

drive traditional generators to reduce energy revenues. 

Consequently, restructured markets with a larger proportion of 

intermittent and variable renewable energy production should 

have higher capacity payments than those with non-

intermittent renewable energy generation. This requires a 

mechanism for serious capacity planning. 

In this study, a special effort has been made to evaluate the 

effects of capacity mechanisms on trade in the energy market. 

A large-scale sector survey was initiated on November 30, 

2016 as a component and stage of clean energy planning, and 

a report was published as a result of the study, which is the 

first and only research focusing on the industry sector. It has 

been prepared based on an analysis of the existing or planned 

35 capacity mechanisms of the EU member states, which 

report that member states often do not adequately assess the 

capacity mechanisms for their needs. The report also 

concluded that the assessment of cost-benefit assessments and 

capacity mechanisms is based on the rule. In many Member 

States, market and legal failures hamper the price signals 

needed to ensure appropriate levels of supply security. 

Therefore, he emphasized that the report should be 

accompanied by market reforms in accordance with the 

capacity mechanisms. The report identified that most of the 

capacity mechanisms offered by Member States were not 

designed to address a clearly defined problem with regard to 

security of supply. Thus, member states have not sufficiently 

assessed the situation on security of supply. They have also 

failed to provide capacity mechanisms for a security that is 

always justified for supply security. 

This study summarizes the ways of improving the design of 

capacity mechanisms as outlined below: 

 The capacity mechanism must match the requirements in 

the specified power system. While long-term competence 

is best handled by a market-wide mechanism, transient 

measures, such as strategic reserves, require transitional 

measures. 

 For regionally limited production sufficiency issues, it is 

foreseen that improving network connections and 

adapting the geographic boundaries of the offer areas 

will probably provide an appropriate solution. 

 In some rare cases, payments made to reduce electricity 

consumption may be appropriate to promote flexible 

demand. However, there is another point to note that this 

energy should not turn into subsidies for over-

consumption. 
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 The cost paid for the capacity mechanism is determined 

by market conditions, which should be used in a 

competitive process to determine. 

The capacity mechanisms obtained should be open to the 

participation of capacity producers in neighboring countries. 

Thus, domestic and foreign capacities and interconnections 

can be promoted, which also reduces system costs. 

In the literature, market prices are currently faced by market 

and legal failures as the market prices do not meet the fixed 

cost of traditional production capacity, which affects the price 

and load factors of electricity demand, electrical ceiling prices 

and renewable electricity sources defined as variable. This 

situation leads to the failure to make new investments and to 

close the existing power plants. Within the scope of this study, 

the analysis of the situation analyzed, the examination of new 

capacity mechanisms, and the non-coordinated national 

capacity mechanisms, may disrupt the market and competition 

and hinder the completion of the internal energy market. 

National support given to non-economic power plants may 

affect price formation, but may hinder the transition to a low-

carbon economy. In addition, there are non-market capacity 

mechanisms, which may lead to insufficient capacity 

investments. For this reason, non-market mechanisms may 

cause competition to deteriorate. 

External capacity will be capacity without participation in 

the network, which will have minimal impacts on markets and 

investments, and capacity and capacity will change for the 

country. This study concludes that only the price signals from 

the energy market need to be taken into account if capacity 

investments are not made in time to the required production 

capacity. As there is currently no EU-wide capacity 

mechanism program, priority should be given to harmonized 

capacity mechanisms at the regional level. In 2016, the report 

was prepared by the International Energy Agency (IEA), 

which concluded that capacity mechanisms could play an 

important role in providing resource capacity in these 

liberalized markets. In addition, according to this report, an 

optimally designed capacity is based on three main 

components of the market: 

 A predetermined demand level should be determined 

based on the assessment of resource qualification 

needs, 

 Provide a working mechanism for price discovery, 

 Create a well-defined capacity product that is 

technologically undefined and compatible with 

current innovations, 

Well-designed capacity mechanisms should be provided in 

line with the targets set, which can help solve the problem of 

lost money without breaking the wholesale energy markets. 

IEA considers that properly designed wholesale electricity 

markets are a prerequisite for the functioning and process of 

capacity markets. It acknowledges that there are benefits in 

favor of the mechanism by ensuring that external cooperation 

is ensured by ensuring that regional cooperation moves 

beyond the boundaries of capacity, without the need to fully 

harmonize capacity mechanisms. 

The report, prepared in 2016, focused on capacity 

mechanisms and carbon emissions, which were published by 

the Institute for Overseas Development. It is aimed to reduce 

the share of existing and planned capacity mechanisms, 

depending on fossil fuel power plants in the EU and the US, 

which will undermine carbohydrates. As a result, the 

implementation of the capacity mechanism is based on 

political motivations rather than strictly analyzing its needs. 

This study shows that governments should adopt a large-scale 

system to support decarbonization. This result uses market 

design to improve energy quality and improve system 

reliability. It also includes a detailed analysis of the role of 

demand-side management in the capacity mechanism, the state 

of the economically competitive market, optimum storage to 

ensure low carbon flexibility, and reliability issues that explain 

interconnection. New investment decisions simulation in 

electricity markets reveals that both capacity mechanisms and 

limited pricing are equally effective when investors are ready 

to take risks. It also determines that investors are more 

effective in risk avoidance than capacity mechanisms. 

Together with the Ministry of Economic and Financial 

Affairs of the State, the Ministry of Energy conducts research, 

which is about competition policy and internal energy market. 

In preliminary studies, a non-discriminatory and competitive 

market design is proposed for capacity mechanisms. It is 

recommended to ensure that energy providers in all Member 

States are open to the market and that the price paid for 

capacity is determined by a competitive process. Clear rules 

have been advocated for the deployment of strategic reserves, 

which should not be used to keep energy prices in the market 

low or to strengthen their positions. 

VI. RECOMMENDATIONS AND ROADMAP FOR CAPACITY 

MECHANISM 

Energy capacity markets need to be examined in the context 

of increasing and / or changing renewable energy levels. There 

are significant differences between the incentives for 

operational performance provided by States, methods for 

calculating qualified capacity for variable renewable energy 

and energy storage, and demand curves for capacity. In 

addition, there are big differences in capacity market swap 

prices for production. In this study, it is argued that electricity 

market design should continue to develop in order to obtain 

cost-effective policies for resource adequacy.  

New capacity investments can be realized by providing 

capacity signals when market-based supply security solutions 

are implemented. With these solutions, the capacity demand is 

expressed in a clear and explicit way, rather than implied by 

the signals of the price of electrical energy, reducing the 

investment risk of the manufacturing companies and providing 

higher supply security and lower price volatility benefits for 

the consumers. From the six different capacity mechanisms we 

have examined, it seems that the most effective solution is the 

capacity requirement mechanism. However, Turkey needs to 

be adapted to the market structure of the electricity market 

based on bilateral agreements. The central tenders and 

bilateral agreements of trust contracts seem to be more 

untested and innovative solutions. Emergency supply security 
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as a market-oriented solution with having to provide new 

capacity investment in the capacity of Turkey mechanism for 

electricity market practice fast, easy and inexpensive should 

be evaluated for applicability. From this perspective, the 

establishment of the  Pennsylvania-New Jersey-Maryland  

type capacity market is costly and time consuming.  

The ultimate solution for long-term security of supply in 

Turkey electricity market, while in that direction, the easiest 

and fastest solution to meet the immediate capacity needs in 

the short term, all retail companies to estimate fixed quantity 

made according to the load and spare capacity in addition to 

the optional transitional contracts, such as 15%, providing or 

to impose an option contract. In the future, it is useful to 

establish forward capacity market to complete the forward 

electricity market. More detailed examination of these issues 

and to produce the original market-oriented solutions to 

Turkey and supply security must be implemented. 

The availability of the electricity market has been 

characterized by market interventions that have been freed 

from long-term equilibrium in the market. The most important 

issue among these interventions is the policy-driven expansion 

of renewable production capacity, especially based on solar 

and wind. Renewable capacity at the installed powers is 

characterized by operational and local characteristics, which 

are substantially different from the convective production 

capacity. At the same time, conventional plants need to be 

moved away due to the moratoriums on life, falling 

profitability, carbon emissions and nuclear energy. It is 

imperative to invest in the new capacity to meet the demands 

of a new electrical system, with the share of renewable and 

low carbon emission capacity for new technologies. 

In addition to these developments, there are concerns about 

the ability of market models, such as the global target model, 

to provide adequate investment incentives. Therefore, the 

current electricity market model, which is the current 

investment climate, has many difficulties due to a number of 

policies and market uncertainties, which are summarized 

below. 

 Operation reserve Uncertainties: In case of unforeseen 

events in power systems, these events can be both 

failure and supply-demand imbalance, energy 

sustainability in the system should be ensured. In 

interconnected systems, each generation plant involved 

in the grid shall maintain a portion of its capacity as a 

spinning reserve, defined as the operating reserve. 

Thus, if necessary, the required amount of energy 

should be provided with this reserve capacity. 

 Uncertainties in climate policy: Climate policy 

negotiations and design processes for carbon emission 

are progressing very slowly. This leads to uncertainties 

in long-term outcomes, particularly in terms of the 

framework conditions for renewable production, 

including carbon pricing and targets and criteria, 

including regional and global policies. 

 Uncertainties in the Electricity Market: With the 

renewable energy, the integration of the electricity 

market is evolving day by day, but there are some 

uncertainties about market inferences in the long run, 

which is influenced by the impact of system challenges, 

the impact and implementation of flow-based market 

integration, and the degree of physical market 

integration. In addition, these uncertainties include the 

rapid developments in the gas markets in general and 

the implications for the implementation of gas prices. 

 System Uncertainty in regulatory parameters: Some 

uncertainties in the Energy Market need to be solved, 

which are the market design situation as a result of 

changes in mechanisms such as flexibility payments, 

increased demand-side participation, and improved 

payment mechanisms for system services. 

 Uncertainties for technology and cost development: 
Technologies need to be developed in line with the 

developing infrastructure and the needs of the society. 

At the same time, the modern model should be adopted 

by introducing these innovations and by changing the 

price structures and capacity needs and payments 

significantly. Energy investments and new production 

stations have infrastructure investment costs for design. 

The most obvious example is the rapid decline in solar 

energy in recent years and the large-scale reduction in 

installation costs. These and similar situations 

adversely affect investors' investment in new 

production capacities. 

 Economic Uncertainties: There are general economic 

and financial conditions that affect investors' decisions 

negatively, which constitutes a major hitch in the 

energy sector. This situation shows that investors are 

directly dependent on state policies. Thus, governments 

need to present new projections for energy investments 

and planning. 

 Uncertainties in Renewable Energy: Production systems 

such as wind and solar, which negatively affect the 

production balance in the energy market, directly affect 

production forecasts, which are a significant problem in 

the energy sector. This creates difficulties in 

maintaining the balance between production and 

consumption. Supply and demand imbalance bring 

about deterioration in energy quality. This situation, 

which is directly affected by the frequency, causes 

disruption to the network. In order to reduce the impact 

of these deteriorations, mechanisms are designed to 

meet the capacity requirements required to be carried 

out. For this reason, governments need to make 

adequate capacity and operational reserve planning for 

reserve and energy planning. 

VII.  CONCLUSION 

As for the capacity mechanism, the long-term capacity of the 

energy markets remains uninterrupted and inadequate in 

academic studies. Considering the major changes in the 

electricity market, it is hard to conclude that the market target 
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model of the market target model on an empirical basis has the 

capacity to deliver capacity. 

 However, there is a clear consensus on the need to improve 

the efficiency of the domestic internal market: In the day 

ahead and day market, the implementation of the capacity 

mechanism should be increased in line with the target model 

and the cooperation between the parties in the balancing 

markets should be increased, which will provide better price 

signals and a better basis in the long term.  

In line with government investments and newly developed 

regulations, it will provide liquidity along with strong 

investments and better competition in the markets. Market-

based price signals need to be maintained for renewable 

energy generation (based on solar and wind power). In 

addition, new developments and investments in technologies 

need to be provided with sufficient support to encourage 

flexible solutions in production as well as in production. 

As a result of all these developments and halves, sustainable 

energy can be provided to increase the energy quality in the 

power system, which will be achieved by the realization of the 

capacity mechanism. As system administrators expand the 

interconnected network in network models, as long as the 

required reserve requirement is determined correctly, as long 

as renewable energy production estimates based on wind and 

solar production are made more accurate and demand side 

management is well controlled, the capacity mechanism 

system will be more realistic. 
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Abstract— LabVIEW is a software development platform that 

can be programmed with a graphical interface and so, 

measurement and instrumentation problems are used to deliver a 

solution. In the sensor applications, it is very important to 

calculate the main electronic parameters of the produced samples 

and it takes a lot of time to calculate these parameters and 

evaluate results. Therefore, LabVIEW based software system 

was developed to minimize the time spent. In this way, it was 

used to make the analysis as fast as possible. This study aimed to 

calculate quickly the obtained results from the measurement 

system. For this purpose, AuPd/n-GaAs Schottky Junction 

Structure (SJS) was produced by using RF and DC sputtering 

techniques to investigate on electronic parameters of SJS. The 

forward and reverse current-voltage (I-V) of SJS at ±3V were 

measured at room temperature (295 K). By using thermionic 

emission (TE) theory, Ohm’s law, Cheung and Cheung’s function 

and modified Norde’s function, the electronics parameters such 

as the series resistance (Rs), the shunt resistance (Rsh), the barrier 

height (ΦB0) and the ideality factor (n) were calculated and 

graphics, which were drawn according to these models, via the 

developed software platform. 

 
 

Index Terms—LabVIEW, Current-Voltage, Electronic 

Parameters, Schottky Junction Structures. 

 

I. INTRODUCTION 

 

ECENTLY, it has been focused seriously on 

semiconductor-based electronic circuit devices such as 

solar cells [1,2], light-emitting diodes [3], laser diodes [4], 

photodiodes [5], field-effect transistors [6], Schottky Junction 

Structures (SJSs) [7,8], etc. 

Schottky junction structures (SJSs), which work at low 
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forward voltages and have extremely fast switching capability, 

have attracted intense attention in the past few years owing to 

their potential application in electronics such as sensors, 

memory elements and rectifying devices [7,8]. In consequence 

of the potential barrier of SJSs, which is formed by tight 

contact with metal (M) and semiconductor (S), the rectifying 

devices are formed. Many researchers are interested in 

improving an electronic and optoelectronic performance of 

SJSs as inserting interfacial layer. Many parameters such as 

surface preparation process, barrier height, interfacial 

homogeneity, density of interfacial and dislocations, 

impurities, applied voltage and series resistance (Rs) are 

important in rectifying devices [9,10]. For calculating the 

main electronic properties from I-V measurement there are 

many techniques such as the thermionic emission (TE) theory, 

the Ohm’s law, the Cheung and Cheung’s function and the 

modified Norde’s functions [11-14]. 

Virtual Instruments (VIs) in LabVIEW is used to build a 

Graphical User Interface (GUI) as the time-saving [15,16]. At 

the same time, it is very useful in terms of accuracy and 

reliability of the results. It has replaced the conventional 

programming languages, and also it comes with an effective 

user interface. In this way, LabVIEW is used many industries 

such as automotive, semiconductor, energy, aerospace, etc. 

[17]. Several researchers have used different ways to analyze 

the output characteristics of SJSs, using the MATLAB 

[18,19]. 

In light of these information, Au-Pd/n-GaAs SJS was 

produced by using DC and RF sputter. LabVIEW based 

program was developed to calculate these parameters and 

evaluate the results from I-V measurement. Then, the main 

electronic parameters of SJS were calculated and the obtained 

results were evaluated. Finally, it was found that the main 

electronic parameters of SJS were compatible with literature 

and the program was seen to work properly and reliably. 

II. EXPERIMENTAL PROCEDURE 

A. Measurement System 

Au-Pd/n-GaAs SJS produced using RF and DC sputtering 

techniques, current-voltage (I-V) were measured in the 

measurement system for the characterized sensor applications 

under various conditions (Fig. 1). This system is also used for 

gas sensing measurements. It consists of Wayne Kerr 6500B, 

LabVIEW Based Software System: Quantitative 

Determination of Main Electronic Parameters 

for Schottky Junction Structures 
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Keithley 2400, LakeShore 325, Alicat MFC, Scientech 

SF300A and vacuum chamber. Current-voltage (I-V), 

capacitance-time (C-t), capacitance-voltage (C-V), current-

time (I-t), etc. are measured depending on time, temperature, 

light and gas concentration. 

B. LabVIEW based software system 

LabVIEW is system engineering software that is used in 

applications that require testing, measurement and control. In 

spite of text-based programming, LabVIEW uses dataflow 

programming. Additionally, instead of writing line-by-line 

code in conventional programming such as C, C++, python, 

etc., it uses graphical icons. In this way, a user interface is 

created with tools and objects. The user interface is known as 

the front panel. To control front panel objects, you add code 

using the graphical objects of the functions. The block 

diagram contains this code. There is a dataflow of the 

application, here. LabVIEW programs are also called VIs, 

because it simulates physical instruments such as oscilloscope 

and multimeter using the graphical objects in the front panel 

interface. Each VI uses functions that process the input from 

the user interface or other sources, and display it, or move it to 

other files or other computers [20]. 

 

 
Fig.1. Measurement system for the characterized sensor applications under various conditions. 

 

C. Mathematical Background 

The TE theory, the Ohm’s law, the Cheung and Cheung’s 

function and the modified Norde’s function are used in 

literature for calculating the main electronics parameters such 

as the shunt resistance (Rsh), the series resistance (Rs), the 

barrier height (ΦB0) and the ideality factor (n). The purpose of 

these models is to obtain valid and reliable results and also to 

compare the results with each other. According to the TE 

model, its parametric equations (1-4) are used. 
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Here, the parameters denoted by Io, n, q, V, IRs, k, T, ΦB0, A 

and A* can be expressed as the saturation current, the ideality 

factor, the charge of electron, the applied bias voltage on the 

structure, the voltage drop on the series resistance (Rs), the 

Boltzmann’s constant, the temperature, the zero-bias barrier 

height, the rectifier contact area and the effective Richardson 

constant, respectively. 

 

For Ohm’s law, Eq. 5 is used to calculate Rs (at maximum 

V) and Rsh (at minimum V) from the I-V measurement, 

respectively. 
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The other method to calculate the Rs values of SJS is the 

Cheung and Cheung’s function which has been acquired from 

the forward-bias of I-V measurement. The following equations 

are referred to as the Cheng and Cheng’s functions in the 

literature. 
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The modified Norde’s function is another method to 

determine ΦB0 and Rs values of the SJS. 
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where is greater than n values. F(V)-V graphs have 

minimum points of Vmin and Imin values which use calculating 

ΦB0 and Rs values from Eq. (8a) and (8b). 
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III. RESULTS AND DISCUSSION 

The electrical characteristics of the prepared AuPd / n-GaAs 

MS type SJS under dark conditions were measured by the use 

of a Keithley 2400 Sourcemeter at ±3V by 20mV steps at in 

room temperature (295 K). The basic electrical parameters of 

SJSs (ΦBo, n, Io, Rs, Rsh, etc.) were calculated from the I-V 

data via a developed Labview software program, which was 

formed from mathematical expressions of TE, Ohm's law, 

Cheung method and modified Norde method. 

 

 
Fig. 2. Front panel of the thermionic emission (TE) theory 

 

Utilizing the developed LabVIEW based program, the 

output of TE program was obtained from the using the source 

I-V data and the input parameters such as temperature (K), 

effective contact area (cm2), the effective Richardson constant 

(A/cm2-K2) (Fig.2).  

The data obtained from the measurement system is defined 

in the first section. Because the current values under forward 

or reverse bias voltage are important for modeling. In the 

second section, by using the separated data, the parameters are 

determined according to the formulas mentioned above. 

In Fig. 3, for Ohm's law, another algorithm can be seen to 

obtain the Rs and Rsh values obtained from the forward and 

reverse biases regions of the I-V characteristics of SJS.  

 

 
Fig. 3. Front panel of the Ohm’s law 

 

The other calculation methods for main electronic 

parameters are the Cheung and Cheung’s function and the 

modified Norde’s function are shown and drawn in Fig. 4 and 

5, respectively. To explain how the program works, first select 

the file with I-V data. Secondly, input values such as 

temperature, contact area and Richardson constant are entered. 

By specifying the desired regions with 2 cursors, the program 

is executed. So, graphics are drawn according to these models 

and the main electronic parameters are calculated
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Fig. 4. Front panel of the Cheung and Cheung’s function. 

 

 
(a) 

 
(b) 

Fig. 5. Block diagram (a) and front panel (b) of the modified Norde’s function in LabVIEW.
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The main electronic parameters of SJS, which are calculated 

different methods via the developed software program, are 

given in Table I. The results obtained from the program are 

almost consistent with the papers [8,21,22,23]. Minor 

differences in results could be referred to as many situations 

such as using GaAs crystals, impurity, barrier inhomogeneity, 

image-force effect, series resistance, tunneling process and 

non-uniformity distribution of rectifier contact metal. 

 

 

TABLE I 

RESULTS OF SJS BY USING THE TE THEORY, THE OHM’S LAW, THE CHEUNG AND CHEUNG’S FUNCTION AND THE MODIFIED NORDE'S 

FUNCTION. 

from Theory of Thermionic Emission (TE) from Ohm's Law 

Io ,[A] n ФB0 ,[eV] RR, [IF/IR] R2 Rs, [KΩ] Rsh, [KΩ] 

3.44x10-10 2.55 0.808 287.9 0.997 0.655 188.684 

from the Cheung and Cheung’s function from modified Norde's function 

dV/dlnI (Ω) H(I)-I (Ω)  

  Rs, [Ω] R2 Rs [Ω] ФB0, [eV] R2 F(Vmin), [V]  Vmin, [V] ФBo, [eV]   Rs, [KΩ] 

328.76 0.952 303.202 1.099 0.999 0.776 0.52 0.924 10.244 

 

IV. CONCLUSION 

Our main goal is to prevent time loss by developing a Labview 

based software system and shortening the analysis time. For 

this purpose, a program was developed to analyze Schottky 

junction structures (SJSs) according to many different models. 

The block diagram is shown in detail in this paper. Graphical 

user interfaces (front panels) are designed in LabVIEW. In 

this context, AuPd/n-GaAs MS type SJS was produced by 

using RF and DC sputtering techniques. I-V measurement was 

done. Then, according to the TE theory, the Ohm’s law, the 

Cheung and Cheung’s function and the modified Norde’s 

function, this program is executed in this work to draw the 

collected data (I-V) of SJS from the photovoltaic measurement 

system. The main electronic parameters are obtained in a short 

time. The results are consistent with the literature. This 

indicates that the program works correctly and reliably.  
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Abstract—The most important feature of active rectifier 

circuits is the ability to adjust the power factor and DC bus 

voltage, when compared to diode rectifiers. However, odd 

current harmonics occur in the grid since hard switching state 

occurs in the active rectifier circuit. A filter should be used on the 

grid side to reduce the current harmonics. Although there are 

many types of filters, one of the most suitable filter types is LCL 

filter when considering the factors such as cost and size. In this 

study, LCL filter design calculation is performed and PSIM 

simulation results of active-reactive power controlled LCL filter 

proportional resonant (PR) current controlled single phase active 

rectifier circuit is given. The system is designed according to the 

active power of 600 W. Then, by adding reactive power to the 

system, it is proved that the power control is carried out 

successfully.  

 
 

Index Terms— LCL filter, Power control, PR current 

controller, Single phase active rectifier. 

 

I. INTRODUCTION 

HE SINGLE phase rectifier circuits are used in many 

industrial applications requiring DC bus voltage such as 

electrical railway transportation [1], [2], uninterruptible power 

supply [3], electrical vehicle charger [4], micro turbine 

generator units [5] and renewable energy applications as wind 

energy [6]. While the control of power factor and dc bus 

voltage is an important advantage in active rectifiers, the 

increase of switching losses and current harmonics occurring 

due to hard switching are the disadvantages of this system. A 

filter should be used on grid side in order to decrease the high 

order current harmonics. In the advance power electronics 

technology it is desirable to have small and light circuit sizes. 

One of the circuit elements that increases the size of the circuit 

is the filter. For this purpose, the filter used in the system 

should be effective, light and with small size. The LCL filter is 

one of the most suitable filter types considering the reduction 

of harmonics, cost and size [7-10]. 

In the case of single phase active rectifier circuits, it is 

necessary to perform current and power control so that the DC 

voltage can be adjusted and the power factor can be 
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controlled. Many control methods are used in current and 

power control [11], [12] such as model predictive [12], 

hysteresis [13], proportional integral (PI) [14], proportional 

resonant (PR) [15], repetitive [16], sliding mode [17], fuzzy 

neural [18]. PI and PR, which are among the linear control 

techniques, are the most widely used controllers. Although 

other control techniques show a good dynamic response, they 

create a time delay in the system [19].  

In order to ensure synchronization with the grid in active 

rectifier circuits, phase locked loop (PLL) is required. The 

PLL algorithm provides control of the grid frequency. Many 

PLL algorithms are used in active rectifier circuits. T/4 delay 

PLL is one of the easy algorithms for obtaining the phase 

angle in single phase applications [20].  

In this study, an analysis of the active-reactive power 

controlled LCL filter PR current controlled single phase active 

rectifier circuit was conducted and the simulation results were 

given. T/4 delay PLL was used as PLL algorithm. System was 

firstly tested without reactive power control and then reactive 

power was added and active and reactive power controlled 

simulation results were obtained.  

This paper is organized as follows: Section II presents the 

PLL structured used by calculating the LCL filter parameters. 

In section III, power control and PR current control technique 

used in the system are introduced. Section IV gives the 

simulation results. In the conclusion part, the simulation 

results are interpreted.  

II. DESIGN OF SINGLE PHASE ACTIVE RECTIFIER BASED LCL 

FILTER 

A. Determination of the LCL Filter Values 

The connection diagram of the designed LCL filter single 

phase active rectifier circuit is shown in Fig.1.  

 

Vg

L2 L1

Cf

Rsd

Ig

S1

S2

S3

S4

Cdc Vdc Ro

Idc

LCL Filter

Io

 
Fig.1. Single phase active rectifier based LCL filter 

 

Before determining LCL filter parameters, it is necessary to 

determine the parameters of the single phase active rectifier 

circuit. Table 1 presents the parameter values to be used in the 

system.  

Power Control of Single Phase Active Rectifier  
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TABLE I 
PARAMETER VALUES REQUIRED FOR RECTIFIER CIRCUIT 

Parameters of Rectifier 

Parameter Value 

Grid Voltage (Vg) 220 V 

Output Power of Rectifier (Pn) 600 W 

DC Bus Voltage (VDC) 400 V 

Grid Frequency (f) 50 Hz 

Switching Frequency (fsw) 10 kHz 

 

The inductor (L1) value on the converter side is calculated 

by the following equations. 
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Where “a” is the current ripple ratio. Impedance and 

capacitor values of the circuit are calculated as follows:  
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 When determining the value of the filter capacitor, 5 % of 

the ideal Cb value is taken. However, a factor (k) greater than 

5 % can be preferred.  

 

        
.f bC k C

            
(5) 

 

 There is a relationship between the grid and the inductors 

on the converter side when determining the inductor value (L2) 

on the grid side. This relationship is indicated by “r” 

coefficient and in the range of 0< r ≤1. Therefore, the L2 value 

is calculated by the following equation [21], [22]. 

 

         
2 1.L r L

               
(6) 

 

 By the equations, it was calculated that L1=3.24 mH, 

Cf=7.892 µF and L2=0.972 mH. Once the LCL filter 

parameters are determined, the resonance frequency can be 

calculated as follows:  
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 Moreover, the resonance frequency (fres) should be within 

the ranges shown in Equation (8) [22].  

 

           
10 0.5 res swf f f

         
(8) 

 A series resistor is connected to the capacitor in order to 

reduce the oscillations and prevent the filter from unstable 

state. This resistor is called as “damping resistor” and is 

calculated by the following equation.  
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(9) 

B. PLL Structure 

The control of the grid frequency is performed by the PLL 

algorithm. In this study, T/4 delay PLL algorithm is used. T/4 

delay PLL algorithm needs α-β and d-q reference frames. In 

order to obtain the orthogonal imaginary signal (β 

component), α component must be shifted as π/2. Between 

them α component is in the real and the β component is in the 

imaginary axis. Equation (10) was used to transform the α-β 

into d-q axis frame with Park Transform in the T/4 delay PLL 

circuit [20]. Fig.2 shows the α-β transform and T/4 delay PLL 

structure. 

 

          

cos sin

sin cos

d

q

V Vt t

V Vt t





 

 

    
    

    
     

(10) 

 

Vg=Vα  

Ig=Iα 

Vβ 

Iβ 

T/4 Delay

α-β Transform

Vα  

Vβ  

αβ 

dq 
Vq

Vd
PI

ωn

ωt

T/4 Delay PLL  
Fig.2. The block diagram of α-β Transform and T/4 delay PLL structure  

III. POWER CONTROL AND PR CURRENT CONTROL 

TECHNIQUE 

The control block diagram of the system is shown in Fig.3.  

 

LCL 

FILTER

ACTIVE 

RECTIFIER
Vg LoadCdc

Idc

Vdc
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αβ
dq

PQ

Theory

T/4 Delay 

PLL
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Current 

Calculation
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Ig

ωt

DSP TMS320F28335

Io

PI

 
Fig.3. The control block diagram of the single phase active rectifier 

  

 Active-reactive power (PQ theory) calculation was 

conducted by the following equations.  
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  The obtained power error values are passed through the PI 

controller and added to the ωt formula obtained by PLL 

algorithm and therefore the reference current is calculated. 

The reference current formula is found using the following 

equations: [12], [23].  
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 The obtained reference current is subtracted from the Ig (Iα) 

current value to obtain the error current. The error current is 

passed through the PR current controller to generate the 

switching signals.  

 PR controller is one of the control methods used in single or 

three phase systems connected to the grid. PI and PR are 

controllers that are similar to each other and have many 

common points. The PR controller is generally preferred to 

obtain a zero steady-state error in the control of grid-

connected systems. There are some problems in the 

implementation of the PR controller. In ideal PR controller, 

unlimited gain harmonics components increase. The formula 

for the non-ideal PR controller used to reduce the harmonic 

components is given in Equation (16).  
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 Where, ωn is the angular frequency of the grid and the Kp 

and Ki values are proportional and integral gain values, 

respectively. ωc is the cut-off frequency. Non-ideal PR 

controller has lower gain and band range [24-26].  

IV. SIMULATION RESULTS 

The simulation screen image of a single phase active rectifier 

circuit was given in Fig.4. In the circuit the parameters were 

determined as follows: Ro=266 Ω, damping resistor Rsd=5 Ω 

and DC capacitor value Cdc=470 µF. 

 

 
Fig.4. The simulation of the single phase active rectifier circuit 

 Grid voltage is detected by PLL algorithm and zero 

transition points are caught and the angular velocity values 

synchronized with the grid for each period are produced. The 

grid voltage and the angular velocity values produced as 

synchronized are shown in Fig.5.  

 

 
Fig.5. The production of angular speed values by PLL 

 

 When the active power of the system is P=400 W and the 

reactive power is Q=0 VAr, the current and the voltage wave 

forms of the circuit was shown in Fig.6.  

 

 
Fig.6. The initial current and voltage of the grid at 400 W active power 

 

 The current and voltage waveforms of the grid when the 

active power was increased from 400 W to 600 were given in 

Fig.7.  

 

 
Fig.7. The period of transition from 400 W to 600 W 

 

 When P=400-600 W and Q=0 VAr, DC voltage change on 

the load was shown in Fig.8.  

 

 
Fig.8. DC bus voltage changing 

 

Period of Transition 

start 
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 When P=600 W and Q=0 VAr, the power factor value was 

found as 0.99 and shown in Fig.9.  

 

 
 Fig.9. Power factor value at P=600 W and Q=0 VAr power values 

 

 The power control of the system was tested by adding 

reactive power to the system. Current and the voltage wave 

forms at P=600 W and Q=400 VAr power values were given 

in Fig.10.  

 

 
Fig.10. Power factor value at P=600 W, Q=400 VAr power values 

 

 At P=600 W and Q=400 VAr power values, power factor 

was found as 0.83.  

 Current and the voltage wave forms of the grid at P=600 W 

and Q=-400 VAr power values were given in Fig.11. 

 

 
Fig.11. Power factor value at P=600 W, Q=-400 VAr power values 

 

 At P=600 W and Q=-400 VAr power values, power factor 

was found as 0.83.  

V. CONCLUSION 

In this study, the active-reactive power control of a LCL filter 

single phase active rectifier circuit was obtained by the 

simulation study. PI for power control, PR controller for 

current control and T/4 delay PLL algorithm for grid 

frequency control were used. Active power control was 

performed for P=600 W, Q = 0 VAr system power values and 

power factor value was found as 0.99. Then, reactive power 

was added to the system and P=600 W, Q=400 VAr and 

P=600 W, Q=-400 VAr power values were tested respectively 

and the power factor was found as 0.83. In this study, active-

reactive power control of a single phase active rectifier circuit 

with LCL filter was performed.   
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Abstract—Nowadays Field Programmable Gate 

Arrays(FPGAs) are used to implement several processes in 

different areas such military defense, medical devices, 

automation, telecommunication, and image processing etc. Some 

of the advantages of FPGA are parallel and hardware processing. 

On the other hand programming FPGAs by classic design 

methodologies requires much effort. Therefore, design tools like 

System Generator can provide facilities about programming 

FPGAs. System Generator is a design tool from Xilinx to 

program the Xilinx FPGAs in MATLAB/Simulink graphic based 

editor. Also its block set is limited with respect to Simulink, has. 

In this study square, and triangular waveforms are built with 

the basic blocks of System Generator tool. These waveforms 

belong to basic sources for signal processing. Generally, they are 

used in power electronics especially for producing PWM, or sinus 

PWM. Also co-simulation can be done by using System 

Generator. Square waveform block, which is implemented, has 

variable amplitude, frequency, duty cycle, and offset values 

whereas triangular waveform has variable amplitude, frequency, 

and offset values.  Triangular waveform has an error as 2 % due 

to data bus width.   

 
 

Index Terms— FPGA, waveforms, co-simulation, BASYS3 FPGA 

Board. 

 

I. INTRODUCTION 

PGA belongs to Programmable Logic Devices(PLDs) and 

is a very large scaled integrated circuit(VLSI)[1] Also 

FPGA is formed as a matrix of configurable logic block which 

can be connected to each other via fully programmable 
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interconnections[2]. It’s clocking rate can be multiples of 100 

Mega Hertzs, which can be seen low with respect to computer 

has. Since it makes parallel processing, has capability of 

making operations as hardware, and consumes low power, it is 

preferred in todays’s electronic devices such as led tv, mobile 

phones, modems, imaging devices etc. So processing rate of 

FPGA increase enormously.  

System generator is a tool for MATLAB/Simulink graphic-

based editor, which is provided by XILINX firm in order to 

program its FPGAs [4]. Therefore, previous knowledge about 

design methodologies, or hardware descriptive language 

shouldn’t be necessary by using System Generator. Also 

System Generator tool has co-simulation choice. Co-

simulation provides both processing validation of the 

algorithm in a hardware, and increase in simulation speed.  

However, the number of Xilinx blocks are limited with 

regarding to Simulink blocks. In co-simulation process all of 

the Xilinx specific blocks are implemented and run in the 

target FPGA.  

A periodic waveform is a waveform which repeats itself in 

time. Periodic waveforms are important in electronic circuits, 

and can be used for different purposes such as clocking, 

switching, triggering, producing different wave shapes as 

PWM signal vice versa [5]. Besides basic periodic waveforms 

are sine, square, rectangular, triangular, saw tooth, and pulse 

waveforms. 

In this study it is aimed to implement two new blocks as 

square and triangular waveform for System Generator by 

using existed Xilinx specific blocks in Simulink. Several 

parameters as amplitude, frequency, and offset of these blocks 

can be tuned. After all, co-simulation is done for validation. 

 

II. MATERIALS AND METHODS 

Square and triangular periodic waveforms are two of the basic 

waveforms used in electronic circuits. They can also be used 

in power electronics for different purposes. 

A. Square waveform 

Square wave is a type of periodic waveform which alternates 

between two levels [6]. It is shape is given in Fig 1  

Forming and Co-simulation of Square and 

Triangular Waveforms by Using System 

Generator 

M.A. ARSERIM,  C. HAYDAROĞLU, H. ACAR and A. UÇAR 
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Fig. 1. Square waveform 

and described as  

 0(2( )/
( ) ( 1)

floor t t T
S t A d


    (1) 

 

Where: A – is amplitude; 

f  floor – is floor function; 

t – is time, [s]; 

to – is offset, [s]; 

T – is period, [s]; 

d  – is offset in amplitude; 

Also square waveform can be used as a pulse train if its 

amplitude changes between A and 0. Besides duty cycle can 

be changed and PWM signal is obtained. 

 

B. Triangular waveform 

Triangular wave is a non-sinusoidal two directional 

waveform [5]. It is linearly increases, and decreases between 

these two points. and it is alternated between two points by a 

ramp shape. Triangular waveform is shown in Fig.2 
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Fig. 2. Triangular waveform 

It is defined as  
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Where: A – is amplitude; 

n – period number 

 t – is time, [s]; 

T – is period, [s]; 
 

Also an offset value, or time delay can be added to the signal. 

In practise triangular waveform can be obtained by electronic 

circuits. Examples of such circuits are operational 

transresistance amplifier (OTRA) and current feedback 

operational amplifier [7,8]. Besides triangular waveform can 

be implemented by using up-down counter in software tools. 

Also look up tables can be used for any desired signal shape 

[9]. 

 

 

C. System Generator 

System Generator is tool provided by Xilinx firm for 

MATLAB/Simulink, for programming its FPGAs visually. 

Xilinx blockset is added to Simulink by System Generator, 

and a Simulink model can be implemented with consisting of 

Xilinx specific blocks, and then FPGA program is built 

automatically. Therefore, there is no need to know 

programming language, and design methodologies [4]. 

If it is desired to make simulation with Xilinx blocks, 

initially System Generator icon should be added to the model. 

A window, which is shown in Figure 3, to make the various 

settings is open after double clicking this icon. In this window 

FPGA type, clock rate, operation type is chosen. 

 

 
Fig. 3 System Generator window 

 

Co-simulation option can be chosen, in order to make co-

simulation with the specific FPGA. Vivado software runs in 

background to produce the bitstream file after pressing the 

Generate button.  After all co-simulation can be done by 

loading bitstream file to FPGA. 

 

D. BASYS3 FPGA training card 

 

BASYS3 has Xilinx Artix-7 architecture and is a cheap and 

entry-level FPGA development card for Vivado. It has 33280 

logic cell and its clocking rate is 150 MHz. BASYS3 FPGA 

training card is shown in Figure 4[10]. 
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Fig. 4 BASYS3 FPGA training card 

III. FINDINGS 

In this study, periodic square and triangular waveform 

blocks are implemented by using Xilinx specific blocks in 

MATLAB/Simulink. Therefore, these blocks simulated and 

co-simulated. 

Periodic square waveform, implemented with Xilinx blocks 

are shown in Figure 5 

 
Fig. 5. Square waveform model wiht Xilinx specific blocks 

 

Besides this model is masked and a block is created. The 

block parameters window is shown in Figure 5; 

 

 
Fig. 6. square waveform block parameters window 

 

Here amplitude, frequency, offset of the square waveform can 

be adapted. Also, if it is desired to use this block as a PWM 

signal generator there is an option for duty cycle.    

 In the application firstly, this block is simulated with the 

parameters for peak amplitude, frequency, and offset as 50, 

50, and 0 respectively. Then co-simulation block of square 

waveform is generated by System Generator and added to the 

model as shown in Figure 7; 

 
Fig. 7 The square waveform model with co-simulation block 

 

As mentioned above, triangular waveform is built with the 

Xilinx specific blocks as shown in   Figure 8; 

 
Fig. 8.  Triangular waveform model with Xilinx specific blocks 

 

In this model an up-counter is used for control logic, and one 

up-counter and one down-counter is used for forming 

triangular wave. Later amplitude, and offset of this wave is 

adapted. Thus, this model is masked, and then triangular 

waveform block is built. Block parameter window of this 

block is shown in Figure 9; 

 
Fig. 9. Triangular waveform block parameter window 

In this window frequency, amplitude, offset, and step size of 

the counters can be adapted. 

 Therefore, frequency, amplitude, offset, frequency, and step 

size of the counters are selected as 50, 50, 0, and 1000 

respectively. The model with co-simulation block, generated is 

shown in Figure 10; 
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Fig. 10. The triangular waveform model with co-simulation block 

 

Two models are run and simulation, and co-simulation 

results for square, and triangular waves are obtained as in 

Figure 11, and 12 respectively. 

 
Fig. 11. Simulation, and co-simulation outputs of square waveform block 

 

 
Fig. 12.Simulation, and co-simulation outputs of triangular waveform 

block 

It can be seen from the figures 11, and 12 that simulation, 

and co-simulation results are same for both square, and 

triangular waveforms. This means that validation for the 

associated hardware is performed. Also in detailed analysis of 

the waveforms, there is an error as % 1.2 in the amplitude of 

triangular waveform. This error is occurred to the signed 

number bit bus width of block.  Also, the error can be decrease 

by increasing the bit bus width, or using floating point math. 

IV. CONCLUSION 

In this study it is aimed to add two new blocks as square and 

triangular waveforms to Xilinx blockset, provided by System 

Generator, in MATLAB/Simulink graph-based editor.  

Also, these waveforms are among fundamental signals in 

electronics. Square waveform has harmonics of basic 

frequency, so it can be uses in harmonic analysis. In addition, 

this block has an extra choice as duty cycle. So this wave can 

be used as square wave PWM.  

 Triangular wave can be used in sinus PWM. Resulted signal 

of the block is satisfactorily from the viewpoint of sampling 

number, and the shape of the signal. Besides, BASYS3 FPGA 

card has a 100 MHz clock rate. So it can support PWM signals 

with high speed, and resolution. 

 Co-simulation results shown that the card can be used as a 

signal generator in practical circuits. This card can be used 

with Pmode (Peripheral mode) accessories for real time 

applications.  Since FPGA can make parallel operations, this 

card can be used as multiple signal generator due to the range 

of Pmode accessory outputs. 

Finally, this two block is sent to Xilinx Firm with the hope 

of contribution to Xilinx blockset provided by System 

Generator to MATLAB/Simulink. 
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Secrecy Analysis of Multi-user Half/Full-Duplex

Wireless Bi-directional Relaying Network
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Index Terms—Physical Layer Security, OFDM, Bi-directional
Relay, Half/Full-Duplex Relay

I. INTRODUCTION

I
N RECENT years, the number of mobile users/applications

have increased dramatically. This results severe mobile data
traffic in the cellular coverage areas. A combined orthogonal
frequency division multiplexing (OFDM) technique and relay-
assited networks have made a great contribution to cover
these capacity and throughput demands. However, information
security demands are still an open challenge, which needs to
be enhanced with cutting edge techniques. Until quite recently,
the higher level encryption techniques, Rivest Shamir Adleman
(RSA) [1] and advanced encryption standard (AES) [2], have
been considered. However, these techniques do not provide
a broad solution for the secure communication demands. In
this regard, Wyner’s [3] wiretap channels brought a new
perspective and turn out to be a pioneering technique for the
physical layer (PHY) security of wireless communications.

Recently, non-orthogonal multiple access (NOMA) strategy
[4] has got much attention in the eyes of the researcher for
the multi-user information exchange process. This is because,
the NOMA strategy allows each user to access all sub-carrier
channels, which directly affects the spectral efficiency [4].
It is also reported in [4] that the NOMA strategy achieves
better performance than orthogonal multiple access strategies.
However, since the NOMA technique employs the successive
interference cancellation technique for the signal decoding,
the last user should wait the other users’ decoding process.
This challenge is named as user-delay decoding process in
the literature. This is indeed a big challenge especially in

VOLKAN OZDURAN is with Department of Electrical and Electron-
ics Engineering, Istanbul University-Cerrahpasa, Istanbul, Turkey, (email:
volkan@istanbul.edu.tr).

dense wireless/internet-of-things networks. To overcome this
challenge, the OFDM technique is considered in this study.

In this regard, some of the studies in the literature that
consider the OFDM/orthogonal frequency division multiple
access (OFDMA) techniques to conduct information are sum-
marized as: Reference [5] assumes that source terminal com-
municates with L destinations by means of a single amplify-
and-forward (AF) one-way relay (OWR). [5] also assumes
that each mobile station utilizes the OFDM transceiver with
N subcarriers. Reference [5] considers a joint optimization of
power allocation, subcarrier allocation, and subcarrier pairing
to maximize the secrecy rate. Reference [6] utilizes a system
that source terminal communicatates with the destination by
means of a single decode-and-forward (DF) relay. [6] also
considers that the communication overhears by an illegitimate
terminal. [6] also considers the OFDM technique for the infor-
mation exchange and also assumes three possible transmission
scenarios: no communication, direct communication, and relay
communication. In addition, [6] utilizes the power allocation
strategy for maximizing the system sum-secrecy rate.

Reference [7] considers that M pre-assigned partner users
communicate via two-way relay (TWR) terminal, which has
an OFDMA technique, in the presence of an eavesdropper
with/without cooperative jamming. [7] also considers that
relay terminal operates in the half-duplex (HD) mode with
an AF strategy. [7] also utilizes power allocation strategies
for maximizing the system secrecy sum-rate. [8] considers an
OFDMA downlink network, which contains a single antenna
K mobile users and multiple antennas equipped M HD based
DF relays and also a multiple antenna base station. [8] also
assumes that system structure contains an eavesdropper with
multiple antenna. [8] also considers optimization for the secure
resource allocations and scheduling. [9] considers the single
antenna OFDMA based multi-user and multi AF based OWR
network with an eavesdropper. [9] also considers resource
optimization PHY security of such a system model. Reference
[10] assumes that the source terminal conducts information
with the destination terminal via L available DF based OWR
terminals in the presence of a single illegitimate terminal. [10]
also assumes that each terminal in the system model posses
an OFDM transceiver that has N sub-carriers. [10] investigates
the system secrecy rates and outage performance.

The aformentioned studies consider various types of system
structures and also considers that the trustworthy/untrustworthy
relay terminal run in HD mode. Alternatively, [11] considers
multi-user one-way information exchange traffic with an un-
trustworthy full-duplex (FD) relay terminal by using OFDM
strategy. In addition, to mitigate the information leakage, [11]
also considers that the illegitimate terminal is under the effect
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Abstract—This study investigates the secrecy performance of
the relay-assisted orthogonal frequency division multiplexing
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reference to Monte-Carlo computer simulation results, the system
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of a finite number of friendly jammers and also investigates
secrecy outage probability (SOP) performance. This paper
distinguishes itself from aforementioned studies in a several
ways. The differences can be summarized as: First, this paper
utilizes a multi-user untrustworthy AF HD/FD based TWR
system structure that considers OFDM strategy. Second, this
paper utilizes the SOP performance metric and investigates
the secrecy performance of given system structure, which is
presented in figure 1.

The rest of the paper is organized as follows: Section II
provides the channel statistics and system structure details.
Section III presents the analytical derivations. Section IV
provides the numerical results and the paper is finalized in
section V.

Notations: The Fh(.) and fh(.) represent the cumulative
distribution function (CDF) and the probability density func-
tion (PDF) of a random variables (RVs) h, respectively. The
E[.] term represents the expectation, while the Pr(.) represents
the probability. All log are considered base 2. The term
Gm,n

p,q represents the Meijer-G function [12] and the term

Gm,0:m1,n1:m2,n2
q,p:p1,q1:p2,q2

is the extended generalized bivariate Meijer-
G function (EGBMGF) [13, Eq. (13)].

II. SYSTEM MODEL AND CHANNEL STATISTICS

Figure 1 plots a multi-user AF based untrustworthy two-
way HD/FD based relaying network. Figure 1 also plots that
to mitigate the information leakage, the illegitimate terminal is
under the effect of a finite number of friendly jammers. Here,
xk and yk, ∀k = 1, ..., N , conduct information exchange, by
means of kth sub-carrier among N , via a single HD/FD based
untrustworthy TWR terminal. In the case that the untrustwor-
thy relay terminal in HD mode, the user terminals conduct
information exchange in two phases, which are multiple access
(MAC) and broadcast (BC), while it requires a single phase,
which is MAC, for the FD mode. Please note that MAC
and BC channels are considered as reciprocal in such a
system model. xk and yk terminals do not have a direct-
link because of the possible obstacles. It is also assumed
that legitimate/illegitimate terminals posses a single omni-
directional antenna in the system model.

In figure 1, hk and gk, ∀k = 1, ..., N represent the channel
impulse responses between xk → untrustworthy relay and
yk → untrustworthy relay, respectively. hk are independent and
identically distributed (i.i.d.) complex Gaussian RVs with zero
mean and variances σ2

hk
.
(
i.e. hk ∼ CN (0, σ2

hk
)
)
. Likewise,

gk are also i.i.d. and gk ∼ CN (0, σ2
gk
). ak ∼ CN (0, σ2

ak
),

bk ∼ CN (0, σ2
bk
), and ck ∼ CN (0, σ2

ck
) represent the loop-

interference (LI), which is caused by transmitting and receiving
the signal at the same time period, at xk, yk, and untrustworthy
relay, respectively. fj are also i.i.d. and fj ∼ CN (0, σ2

fj
),

∀j = 1, ...,M is the channel impulse response, jth friendly
jammer → relay. Amplitudes of all channels are distributed
according to the Rayleigh distributions.

Phase I (MAC Phase)

Phase II (HD) (Broadcast Phase)

h1
g1

x1

hk
gk

x2

y1

y2

ykxk

.

.

.

.

.

.

.

.

.

.

.

.

h2 g2

ck

a1

a2

ak

b1

b2

bk

LI (FD Case)

f1 fj

. . .

d1 dj

Friendly Jammer

Fig. 1: The OFDM based multi-user AF HD/FD TWR.

A. The Half-Duplex Case

This subsection now turns its attention to the illegitimate
terminal operates in the HD mode. The received signals at the
HD based illegitimate relay terminal on kth sub-carrier can be
written as

ZHD
rk

=
√

Psmxk
hk +

√

Psmyk
gk +

M∑

j=1

√

PJfjdj + nrk

(1)

Here, mxk
and myk

represent the corresponding transmit
information of xk and yk on kth sub-carrier, respectively.
Here, E[|mxk

|2] = 1, E[|myk
|2] = 1, and E[|dj |2] = 1. Ps

represents the corresponding transmit power of xk and yk
terminals. PJ represents the jth friendly jammer’s transmit
power. nrk is the additive white Gaussian noise (AWGN) at the
untrustworthy relay terminal on kth sub-carrier. The leakage
rate (LR) expressions with regard to xk and yk on kth sub-
carrier can be written as

LRHD
xk

=
1

2
log

(

1 +
γx

γy + γJ + σ2

)

(2)

LRHD
yk

=
1

2
log

(

1 +
γy

γx + γJ + σ2

)

(3)

where σ2 is the noise variance, γxk
= Ps|hk|

2

σ2 , γyk
= Ps|gk|

2

σ2 ,

and γJ =
∑M

j=1
PJ |fj |

2

σ2 . Since the untrustworthy relay termi-

nal in AF mode, the amplification factor, which is G, on kth

sub-carrier can be calculated as

GHD
k =

√

Pr

Ps|hk|2 + Ps|gk|2 +
∑M

j=1 PJ |fj|2 + σ2
(4)
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where Pr represents the untrustworthy relay terminal’s trans-
mit power. In the second phase, the untrustworthy relay ter-
minal broadcasts the amplified version of the received signals
to the user-pairs. The received signal at xk on kth sub-carrier
can be calculated as

ZHD
xk

= GHD
√

Psmxk
h2
k +GHD

√

Psmyk
gkhk

+GHD

M∑

j=1

√

PJfjdjhk +GHDnrhk + nxk
(5)

Substituting (4) into (5), the signal-to-interference noise ratio
(SINR) at xk on kth sub-carrier can be calculated as

γHD
xk

=

ϕγxγy

[γJ+σ2]

ϕγx +
ϕγx+γx+γy

[γJ+σ2] + 1
(6)

where ϕ = Pr

Ps
[14]. Likewise, γyk

on kth sub-carrier can be
calculated as

γHD
yk

=

ϕγxγy

[γJ+σ2]

ϕγy +
ϕγy+γx+γy

[γJ+σ2] + 1
(7)

B. Full-Duplex Case

The subsection assumes that the illegitimate terminal runs
in the FD mode. In this regard, the received signal at the
illegitimate terminal on kth sub-carrier can be written as

ZFD
rk

=
√

Psmxk
hk +

√

Psmyk
gk +

M∑

j=1

√

PJfjdj

+
√

Prck + nr (8)

By using (8), the LR expressions with respect to xk and yk
on kth sub-carrier can be calculated as

LRFD
xk

= log

(

1 +
γx

γy + γJ + γck + σ2

)

(9)

LRFD
yk

= log

(

1 +
γy

γx + γJ + γck + σ2

)

(10)

Here, γck = Pr |ck|
2

σ2 . The G amplification factor on kth sub-
carrier for the FD case can be re-calculated as

GFD
k =

√

Pr

Ps|hk|2 + Ps|gk|2 +
∑M

j=1 PJ |fj|2 + Pr|ck|2 + σ2

(11)

The received signal at xk on kth sub-carrier can be calculated
as

ZFD
xk

= GFD
√

Psmxk
h2
k +GFD

√

Psmyk
gkhk

+GFD

M∑

j=1

√

PJfjdjhk +GFD
√

Prckhk

+GFDnrhk +
√

Psak + nxk
(12)

Substituting (11) into (12) and doing some mathematical
manipulations, the received SINR at xk on kth sub-carrier can
be calculated as in (13). Likewise, the received SINR at yk on
kth sub-carrier can be calculated as in (14).

III. PERFORMANCE ANALYSIS

This section gives analytical derivations related to the se-
crecy of the multi-user HD/FD based relay-assisted TWR with
OFDM strategy. In this regard, the SOP is considered as a
performance metric and the details are presented in following
subsection.

A. The Secrecy Outage Probability

The SOP is defined as the secrecy achievable rate, which is
based on subtracting the LR expression from the system total
achievable rate, cannot support R in bps/Hz, which is a pre-
defined target rate. From the analytical perspective, by using
the logarithm properties, the SOP can also be defined as the
CDF of the secrecy achievable rate’s received SINR evaluated
at target threshold rate, γth. The total secrecy rate expression
at X line users with respect to HD and FD strategies are given
as follows:

RHD
X =

1

2

[
N∑

k=1

log
(
1 + γHD

xk

)
− log

(
1 + γHD

xk,R

)

]+

(15)

RFD
X =

[
N∑

k=1

log
(
1 + γFD

xk

)
− log

(
1 + γFD

xk,R

)

]+

(16)

where [x]+ = max(0, x). The end-to-end (e2e) SOP for HD
and FD cases can be written as

RHD
e2e = Pr

(
min

(
RHD

X ,RHD
Y

)
≤ R

)
(17)

RFD
e2e = Pr

(
min

(
RFD

X ,RFD
Y

)
≤ R

)
(18)

Here, RHD
Y and RFD

Y are the symmetry of RHD
X and RFD

X ,
respectively. The CDF expressions of (17) and (18) can be cal-
culated as in the proposition 1 and proposition 2, respectively.

IV. NUMERICAL RESULTS

This section provides numerical results, which is based on
monte-carlo simulations, regarding the system e2e secrecy
outage performance. The friendly jammers are located by using
the Euclidean distance formulation, which is d−v [15], in the
system model. The d term represents the distance and v term
represents the path-loss exponent, which takes values between
2-6 [15]. In simulation setup, the d and v terms are set to
10 and 2, respectively. In this regard, the friendly jammers’
transmit power, PJ , is chosen relatively low, which is PJ ≪
PT , PJ = PT /100, in comparison to user-pairs’ total transmit
powers, which is PT = 2NPs + Pr. In an equal interference
and user-pairs’ transmit power case, the external interference
severely degrades the system performance [16]. The number
of the friendly jammer, which is M , is set to 1 and the friendly
jammers’ channel variances, which is σ2

fj
are set to 10−2.
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γFD
xk

=

ϕγxγy

[γJ+σ2][γc+σ2][γak
+σ2]

[

ϕγx

[γc+σ2][γak
+σ2]

+
γx(ϕ+1)+γy

[γJ+σ2][γak
+σ2][γc+σ2]

+ ϕγx

[γJ+σ2][γak
+σ2]

+
γx+γy

[γJ+σ2][γc+σ2] + 1

] (13)

γFD
yk

=

ϕγxγy

[γJ+σ2][γc+σ2][γbk
+σ2]

[

ϕγy

[γc+σ2][γbk
+σ2]

+
γy(ϕ+1)+γx

[γJ+σ2][γbk
+σ2][γc+σ2]

+
ϕγy

[γJ+σ2][γbk
+σ2]

+
γx+γy

[γJ+σ2][γc+σ2] + 1

] (14)

By using the signal processing strategies and special antenna
design, the LI effects can be minimized. In this regard, the
LI variances at xk and yk, which are σ2

ak
and σ2

ck
, and at

untrustworthy relay terminal, which is σ2
bk

, are modeled as:

Pλ−1
s and Pλ−1

r , respectively. The λ term takes values between
0 ≤ λ ≤ 1 [17]. The λ term is set to 0.1 in the simulation
setup. The number of the mobile terminal, which is N , is set
to 2, 4, 6, 8, and 10 in the system model setup. The xk and yk
have Ps transmit power and the untrustworthy relay terminal
has Pr transmit power. In this regard, as earlier mentioned
the system total transmit power is equal to PT = 2NPs +Pr.
Two different target rates, which are R = 1 bps/Hz and R = 3
bps/Hz, are considered in the performance analysis. Figure 2
and figure 3 utilize R = 1 bps/Hz and R = 3 bps/Hz target
rates, respectively. Commenting the figure 2 and 3 based on the
aforementioned system model configurations, following results
can be obtained.

Figure 2 presents the e2e secrecy outage performance com-
parison of the HD and FD based system model configurations.
According to figure 2, a large number of user achieve better
e2e secrecy outage performance than a small number of user in
low and high SNR regimes. This is because a large number of
sub-carrier allow more users to conduct information exchange
compared to a small number of users. This also means that a
large number of users posses more total transmit powers, which
is directly related to PT = 2NPs+Pr. Results also show that
the secrecy outage performance curves tend to saturate in high
SNR regimes. This is because the friendly jammers’ negative
effects on the system secrecy performance. In addition, the
system model that operates in HD mode achieves slightly better
outage performance than FD mode. This is because the LI
effect on the FD mode. A large number of user reach the
10−5 outage levels while a small number of users saturate in
high outage regimes, which is around 10−2 and 10−4.

Figure 3 also plots the e2e secrecy outage performance
comparison of the HD and FD based system model. Differently
from figure 2, the figure 3 utilizes the R = 3 bps/Hz. As in
figure 2, a large number of users achieve better secrecy outage
performance than a small number of users. In addition, the
HD based system model achieves slightly better performance
than FD mode. However, the outage performance gap between
two modes become less then R = 1 bps/Hz. This is because
the pre-log factor differences as described in (15) and (16). In
addition, by definition of the secrecy outage probability, which
is described in section III A, the outage performance curves

slightly move to the high SNR regimes.
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Fig. 2: The e2e secrecy outage performance comparison of
the OFDM based multi-user HD/FD based TWR network with
N = 2, 4, 6, 8, 10, M = 1, and R = 1 bps/Hz.
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Fig. 3: The e2e secrecy outage performance comparison of
the OFDM based multi-user HD/FD based TWR network with
N = 2, 4, 6, 8, 10, M = 1, and R = 3 bps/Hz.
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Proposition 1: The CDF expression of the RHD
e2e can be re-written as

F up

RHD
e2e

(
γHD
th

)
= 1−

[

PsΩgk

Γ(2)Γ(M)
G1,0:1,1:1,1

1,0:1,1:1,1

(

1

−

∣
∣
∣
∣
∣

−1

0

∣
∣
∣
∣
∣

1−M

0

∣
∣
∣
∣
∣
PsΩgk , PJΩfj

)

+M
PJΩfj

Γ(M + 1)
G1,0:1,1:1,1

1,0:1,1:1,1

(

1

−

∣
∣
∣
∣
∣

0

0

∣
∣
∣
∣
∣

−M

0

∣
∣
∣
∣
∣
PsΩgk , PJΩfj

)

+
1

Γ(M)
G1,0:1,1:1,1

1,0:1,1:1,1

(

1

−

∣
∣
∣
∣
∣

0

0

∣
∣
∣
∣
∣

1−M

0

∣
∣
∣
∣
∣
PsΩgk , PJΩfj

)

−

(
PsΩgk

PsΩhk

)

Θ−1
M∑

i=1

Ai

Γ(i)
G1,2

2,1

(

(
PJΩfj

γHD
th

PsΩgk

)

Θ

∣
∣
∣
∣
∣

1− i, 0

0,−

)

−

(
PsΩgk

PsΩhk

)

Θ−1 V

Γ(2)
G1,2

2,1

(
(

PsΩgk

PsΩhk

)

Θ

∣
∣
∣
∣
∣

−1, 0

0,−

)

−

(
PsΩgk

PsΩhk

)

Θ−1
M∑

l=1

Cl

Γ(l)
G1,2

2,1

(
(

PJΩfj

PsΩhk

)

Θ

∣
∣
∣
∣
∣

1− l, 0

0,−

)

−M

(
PjΩfk

PsΩhk

)

Θ−1
M∑

aa=1

Daa

Γ(aa)
G1,2

2,1

(

(
PJΩfj

γHD
th

PsΩgk

)

Θ

∣
∣
∣
∣
∣

1− aa, 0

0,−

)

−M

(
PjΩfk

PsΩhk

)

EΘ−1G1,2
2,1

(
(

PsΩgk

PsΩhk

)

Θ

∣
∣
∣
∣
∣

0, 0

0,−

)

−M

(
PjΩfk

PsΩhk

)

Θ−1
M+1∑

bb=1

Fbb

Γ(bb)
G1,2

2,1

(
(

PJΩfj

PsΩhk

)

Θ

∣
∣
∣
∣
∣

1− bb, 0

0,−

)

−

(
1

PsΩhk

)

Θ−1
M∑

cc=1

Gcc

Γ(cc)
G1,2

2,1

(

(
PJΩfj

γHD
th

PsΩgk

)

Θ

∣
∣
∣
∣
∣

1− cc, 0

0,−

)

−

(
1

PsΩhk

)

Θ−1 H

Γ(1)
G1,2

2,1

(
(

PsΩgk

PsΩhk

)

Θ

∣
∣
∣
∣
∣

0, 0

0,−

)

−

(
1

PsΩhk

)

Θ−1
M∑

bb=1

Idd
Γ(dd)

G1,2
2,1

(
(

PJΩfj

PsΩhk

)

Θ

∣
∣
∣
∣
∣

1− dd, 0

0,−

)]

×

[

PsΩhk

Γ(2)Γ(M)
G1,0:1,1:1,1

1,0:1,1:1,1

(

1

−

∣
∣
∣
∣
∣

−1

0

∣
∣
∣
∣
∣

1−M

0

∣
∣
∣
∣
∣
PsΩhk

, PJΩfj

)

+M
PJΩfj

Γ(M + 1)
G1,0:1,1:1,1

1,0:1,1:1,1

(

1

−

∣
∣
∣
∣
∣

0

0

∣
∣
∣
∣
∣

−M

0

∣
∣
∣
∣
∣
PsΩhk

, PJΩfj

)

+
1

Γ(M)
G1,0:1,1:1,1

1,0:1,1:1,1

(

1

−

∣
∣
∣
∣
∣

0

0

∣
∣
∣
∣
∣

1−M

0

∣
∣
∣
∣
∣
PsΩhk

, PJΩfj

)

−

(
PsΩhk

PsΩgk

)

Λ−1
M∑

ee=1

Jee
Γ(ee)

G1,2
2,1

(

(
PJΩfj

γHD
th

PsΩhk

)

Λ

∣
∣
∣
∣
∣

1− ee, 0

0,−

)

−

(
PsΩhk

PsΩgk

)

Λ−1 K

Γ(2)
G1,2

2,1

(
(

PsΩhk

PsΩgk

)

Θ

∣
∣
∣
∣
∣

−1, 0

0,−

)

−

(
PsΩhk

PsΩgk

)

Λ−1
M∑

l=1

Lff

Γ(ff)
G1,2

2,1

(
(

PJΩfj

PsΩgk

)

Θ

∣
∣
∣
∣
∣

1− ff, 0

0,−

)

−M

(
PjΩfj

PsΩgk

)

Λ−1
M∑

gg=1

Mgg

Γ(gg)
G1,2

2,1

(

(
PJΩfj

γHD
th

PsΩhk

)

Λ

∣
∣
∣
∣
∣
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0,−

)
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(
PjΩfj

PsΩgk

)

N∗∗∗Λ−1G1,2
2,1

(
(
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PsΩgk

)

Λ

∣
∣
∣
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∣
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0,−

)

−M

(
PjΩfj

PsΩgk

)

Λ−1
M+1∑

hh=1

Ohh

Γ(hh)
G1,2

2,1

(
(

PJΩfj

PsΩgk

)

Λ

∣
∣
∣
∣
∣

1− hh, 0

0,−

)

−

(
1

PsΩgk

)

Λ−1
M∑

ii=1

Pii

Γ(ii)
G1,2

2,1

(

(
PJΩfj
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th

PsΩhk

)

Λ

∣
∣
∣
∣
∣

1− ii, 0

0,−

)

−R

(
1

PsΩgk

)

Λ−1G1,2
2,1

(
(

PsΩhk

PsΩgk

)

Λ

∣
∣
∣
∣
∣

0, 0

0,−

)

−

(
1

PsΩgk

)

Λ−1
M∑

jj=1

Sjj

Γ(jj)
G1,2

2,1

(
(

PJΩfj

PsΩgk

)

Λ

∣
∣
∣
∣
∣

1− jj, 0

0,−

)]

(19)

where Θ =
(

γHD
th ϕ−1

PsΩhk

+
γHD
th ϕ−1(2ϕ+1)

PsΩgk

+ 1
PsΩhk

)

and Λ =
(

γHD
th ϕ−1

PsΩgk

+
γHD
th ϕ−1(2ϕ+1)

PsΩhk

+ 1
PsΩgk

)

.

Proof: See Appendix A.

V. CONCLUSION

This study has investigated the secrecy performance of
the multi-user HD/FD based relay-assisted TWR with OFDM
strategy. In reference to Monte-Carlo computer simulations,
the HD based untrustworthy relaying system achieves better

secrecy outage performance in comparison to FD case. Results
have also showed that the friendly jammers beside minimizing
the information leakage also result in system coding gain losses
in high SNR regimes. In addition, in the case that the target
rate increases the system secrecy performance gets worse.
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Proposition 2: The CDF expression of RFD
e2e can be calculated as

F up

RFD
e2e

(
γFD
th

)
= 1−

[(
PsΩgk

PsΩhk

)

A∗PsΩhk

Γ(2)
G1,2

2,1

(

PsΩgk

∣
∣
∣
∣
∣

−1, 0

0,−

)

+

(
PsΩgk

PsΩhk
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a3

PsΩhk
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G1,2

2,1
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PjΩfj
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∣
∣
∣
∣
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)
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PsΩhk
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2,1
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∣
∣
∣
∣

0, 0

0,−

)

+D∗PsΩhk
G1,2

2,1

(

PsΩgk

∣
∣
∣
∣
∣

0, 0

0,−

)

+

M+1∑

b3=1

E∗
b3
PsΩhk

Γ(b3)
G1,2

2,1

(

PjΩfj

∣
∣
∣
∣
∣

1− b3, 0

0,−

)

+ F ∗PsΩhk
G1,2

2,1

(

PrΩck

∣
∣
∣
∣
∣

0, 0

0,−

)

+G∗PsΩhk
G1,2

2,1

(

PsΩgk

∣
∣
∣
∣
∣

0, 0

0,−

)

+

M∑

c3=1

H∗
c3
PsΩhk

Γ(c3)
G1,2

2,1

(

PjΩfj

∣
∣
∣
∣
∣

1− c3, 0

0,−

)

+ I∗
PsΩhk

Γ(2)
G1,2

2,1

(

PrΩck

∣
∣
∣
∣
∣

−1, 0

0,−

)

+ J∗PsΩhk
G1,2

2,1

(

PsΩgk

∣
∣
∣
∣
∣

0, 0

0,−

)

+

M∑

d3=1

K∗
d3

PsΩhk

Γ(d3)
G1,2

2,1

(

PjΩfj

∣
∣
∣
∣
∣

1− d3, 0

0,−

)

+ L∗PsΩhk

Γ(2)
G1,2

2,1

(

PrΩck

∣
∣
∣
∣
∣

0, 0

0,−

)

−

(
PsΩgk

PsΩhk

)

δ−1
M∑

e3=1

M∗
e3

Γ(e3)
G1,2

2,1

( PJΩfj
γFD
th

PsΩgk

δ

∣
∣
∣
∣
∣

1− e3, 0

0,−

)

−

(
PsΩgk

PsΩhk

)

δ−1N∗G1,2
2,1

( PrΩck
γFD
th

PsΩgk

δ

∣
∣
∣
∣
∣

0, 0

0,−

)

−

(
PsΩgk

PsΩhk

)

δ−1O∗G1,2
2,1

(
(

ϕ−1PsΩak
PsΩgk

γFD
th +ϕ−1PsΩak

PsΩhk
γFD
th

PsΩhk
PsΩgk

)

δ

∣
∣
∣
∣
∣

0, 0

0,−

)

−

(
PsΩgk

PsΩhk

)

δ−1 P ∗

Γ(2)
G1,2

2,1

( PsΩgk

PsΩhk

δ

∣
∣
∣
∣
∣

−1, 0

0,−

)

−

(
PsΩgk

PsΩhk

)

δ−1
M∑

f3=1

R∗
f3

Γ(f3)
G1,2

2,1

( PJΩfj

PsΩhk

δ

∣
∣
∣
∣
∣

1− f3, 0

0,−

)

−

(
PsΩgk

PsΩhk

)

δ−1S∗G1,2
2,1

( PrΩck

PsΩhk

δ

∣
∣
∣
∣
∣

0, 0

0,−

)]

(20)

where δ =
(

2ϕ−1γFD
th

PsΩhk

+ 2ϕ−1+3
PsΩgk

+
γFD
th

PsΩhk

)

Proof: See Appendix B.

PROOF OF PROPOSITION 1

Considering (15) and utilizing the definition of the logarithm
properties and Appendix II of [16] and also Appendix A of
[11] , RHD

X can be re-written as

RHD
X =

1

2

[
N∑

k=1

(
log2

(
1 + γHD

xk

)
− log2

(
1 + γHD

xk,R

))

]+

≤ R

≈
γHD
xk

γHD
xk,R

≤ 2
2R
N

︸︷︷︸

γHD
th

(21)

Following the same procedures as in (21), RHD
Y can be written

as
γHD
yk

γHD
yk,R

≤ 2
2R
N

︸︷︷︸

γHD
th

. With the help of these expressions, (17) can

be written as

FRHD
e2e

(
γHD
th

)
= Pr

(
min

(
RHD

X ,RHD
Y

)
≤ R

)

= Pr

(

min

(

γHD
xk

γHD
xk,R

,
γHD
yk

γHD
yk,R

)

≤ γHD
th

)

= 1− Pr

(

γHD
xk

γHD
xk,R

≥ γHD
th ,

γHD
yk

γHD
yk,R

≥ γHD
th

)

= 1− Pr

(

γHD
xk

≥ γHD
th γHD

xk,R
, γHD

yk
≥ γHD

th γHD
yk,R

)

= 1−

(







∫ ∞

0

FγHD
xk

(
γHD
th γHD

xk,R

)
fγxk,R

(γHD
xk,R

)dγHD
xk,R

︸ ︷︷ ︸

∆







×







∫ ∞

0

Fγyk

(
γHD
th γHD

yk,R

)
fγHD

yk,R
(γHD

yk,R
)dγHD

yk,R

︸ ︷︷ ︸

Υ







)

(22)

In order to continue the analysis, (22) requires Fγxk
and Fγyk

expressions. Before starting these derivations, because of the
intractable form of (6) and (7), this paper upper-bound these
expressions by using the XY

X+Y ≤ min(X,Y) as in (23) and
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(24), respectively.

γHD
xk

=

ϕγs1γs2

(ϕγA+ϕ+1)

γs1 +
γs2

(ϕγA+ϕ+1)

= ϕ
AB

A+B

≤ γHD(up)
xk

= ϕmin(A,B) (23)

γHD
yk

=

ϕγs1γs2

(ϕγA+ϕ+1)
γs1

(ϕγA+ϕ+1) + γs2
= ϕ

CD

C +D

≤ γHD(up)
yk

= ϕmin(C,D) (24)

where A = γS1 , B =
γs2

(ϕγA+ϕ+1) , C =
γs1

(ϕγA+ϕ+1) , D = γs2 ,

and γA = γJ+1. The CDF expression of (23) can be calculated
as in (25).

FγHD
xk

= Pr
(
ϕmin(A,B) ≤ γHD

th

)

= Pr

(

ϕmin

(

γs1 ,
γs2

(ϕγA + ϕ+ 1)

)

≤ γHD
th

)

= 1− Pr
(

γs1 ≥ γHD
th ϕ−1,

× γs2 ≥ γHD
th ϕ−1 (ϕγA + ϕ+ 1)

)

= 1−
(
1− Fγs1

(
γHD
th ϕ−1

))

×
(
1− Fγs2

(
γHD
th ϕ−1 (ϕγA + ϕ+ 1)

))
(25)

Since the amplitude of all channels are distributed accord-
ing to the Rayleigh distribution, the PDF expressions of

γs1 and γs2 can be written as: fγs1
(γth) = 1

PsΩh
e
−

γth
PsΩh

and fγs2
(γth) = 1

PsΩg
e
−

γth
PsΩg , respectively [18]. where

Ωh=E
[
|h|2
]

and Ωg=E
[
|g|2
]
. In light of all these informa-

tion, Fγs1

(
γthϕ

−1
)

and Fγs2

(
γthϕ

−1 (ϕγA + ϕ+ 1)
)

can be
computed as:

FγHD
xk

= 1− EγJ

[

e
−γHD

th

(

ϕ−1

PsΩhk

+
ϕ−1(ϕγJ+2ϕ+1)

PsΩgk

)∣
∣
∣
∣
∣
γJ

]

= 1−

[

e
−γHD

th

(

ϕ−1

PsΩhk

+ϕ−1(2ϕ+1)
PsΩgk

)

×

∫ ∞

0

e
−γJ

(
γHD
th

PsΩgk

)

fγJ
(γJ) dγJ

]

(26)

Sum of M i.i.d. Rayleigh distribution become a Gamma distri-
bution [18]. Within this scope, the PDF expression of γJ can

be expressed as: fγJ
(γ) = γM−1

(PJΩf )M (M−1)!
e
− γ

PJΩf [18], where

Ωf=E
[
|f |2

]
. Substituting fγJ

(γ) into (26) and utilizing [19,

Eq. (3.3513)] for the integral expression, the final expression
can be computed as

FγHD
xk

(
γHD
th

)
= 1−

(
PjΩfj

PsΩgk

γHD
th + 1

)−M

× e
−γHD

th

(

ϕ−1

PsΩhk

+ϕ−1(2ϕ+1)
PsΩgk

)

(27)

Following the same procedures, FγHD
yk

(
γHD
th

)
can be computed

as

FγHD
yk

(
γHD
th

)
= 1−

(
PjΩfj

PsΩhk

γHD
th + 1

)−M

× e
−γHD

th

(

ϕ−1(2ϕ+1)
PsΩhk

+ ϕ−1

PsΩgk

)

(28)

To continue the analysis, (22) also requires the fγxk,R
(γ) and

fγyk,R
(γ) derivations. Starting with (2), following expressions

can be obtained.

Fγxk,R

(
γHD
th

)
= Pr

(
γx

γy + γJ + 1
≤ γHD

th

)

=

∫ ∞

0

∫ ∞

0

∫ (γy+γJ+1)

0

fγx
(γx)fγy

(γy)fγJ
(γJ)dγx

dγy
dγJ

= 1−

∫ ∞

0

∫ ∞

0

e
−γHD

th

(
γy+γJ+1)

PsΩhk

)

fγy
(γy)fγJ

(γJ )dγy
dγJ

= 1− e
−

(
γHD
th

PsΩhk

)
∫ ∞

0

e
−γy

(
γHD
th

PsΩhk

)

fγy
(γy)dγy

×

∫ ∞

0

e
−γJ

(
γHD
th

PsΩhk

)

fγJ
(γJ)dγJ

(29)

Substituting fγy
(γ) and fγJ

(γ) into (29) and also solving the

integral expressions by using [19, Eq. (3.31011, 3.3513)], the
final CDF expression can be achieved as in (30)

Fγxk,R

(
γHD
th

)
= 1−

(
PsΩgk

PsΩhk

γHD
th + 1

)−1

×

(
PjΩfj

PsΩhk

γHD
th + 1

)−M

e
−

(
γHD
th

PsΩhk

)

(30)

The derivative of (30) yields the fγxk,R
(γ) as

fγxk,R

(
γHD
th

)
= e

−

(
γHD
th

PsΩhk

)[(
PsΩgk

PsΩhk

γHD
th + 1

)−2(
PsΩgk

PsΩhk

)(
PjΩfj

PsΩhk

γHD
th + 1

)−M

+

(
PsΩgk

PsΩhk

γHD
th + 1

)−1

M

(
PjΩfj

PsΩhk

γHD
th + 1

)−M−1 (PjΩfj

PsΩhk

)

+

(
1

PsΩhk

)(
PsΩgk

PsΩhk

γHD
th + 1

)−1(PjΩfj

PsΩhk

γHD
th + 1

)−M
]

(31)

Likewise, fγyk,R
(γ) computed as

fγyk,R

(
γHD
th

)
= e

−

(
γHD
th

PsΩgk

)[(
PsΩhk

PsΩgk

γHD
th + 1

)−2(
PsΩhk

PsΩgk

)(
PjΩfj

PsΩgk

γHD
th + 1

)−M

+

(
PsΩhk

PsΩgk

γHD
th + 1

)−1

M

(
PjΩfj

PsΩgk

γHD
th + 1

)−M−1(PjΩfj

PsΩgk

)

+

(
1

PsΩgk

)(
PsΩhk

PsΩgk

γHD
th + 1

)−1(PjΩfj

PsΩgk

γHD
th + 1

)−M
]

(32)

Substituting (27) and (31) into (22), the ∆
term in (22) can be re-written as in (33).

∆ =

∫ ∞

0

(

1−

(
PjΩfjγ

HD
th

PsΩgk

y + 1

)−M

e
−y

(
γHD
th ϕ−1

PsΩhk

+
γHD
th ϕ−1(2ϕ+1)

PsΩgk

))
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∆ =

(
PsΩgk

PsΩhk

)∫ ∞

0

e
−

(

y
PsΩhk

)
(
PsΩgk

PsΩhk

y + 1

)−2(PjΩfj

PsΩhk

y + 1

)−M

dy

+M

(
PJΩfj

PsΩhk

)∫ ∞

0

e
−

(

y
PsΩhk

)
(
PsΩgk

PsΩhk

y + 1

)−1(PjΩfj

PsΩhk

y + 1

)−M−1

dy

+

(
1

PsΩhk

)∫ ∞

0

e
−

(

y
PsΩhk

)
(
PsΩgk

PsΩhk

y + 1

)−1(PJΩfj

PsΩhk

y + 1

)−M

dy

−

(
PsΩgk

PsΩhk

)∫ ∞

0

e
−y

(
γHD
th ϕ−1

PsΩhk

+
γHD
th ϕ−1(2ϕ+1)

PsΩgk
+ 1

PsΩhk

)
(
PjΩfjγ

HD
th

PsΩgk

y + 1

)−M (
PsΩgk

PsΩhk

y + 1

)−2( PjΩfj

PsΩhk

y + 1

)−M

dy

−M

(
PJΩfj

PsΩhk

)∫ ∞

0

e
−y

(
γHD
th ϕ−1

PsΩhk

+
γHD
th ϕ−1(2ϕ+1)

PsΩgk
+ 1

PsΩhk

)
(
PjΩfjγ

HD
th

PsΩgk

y + 1

)−M (
PsΩgk

PsΩhk

y + 1

)−1(PjΩfj

PsΩhk

y + 1

)−M−1

dy

−

(
1

PsΩhk

)∫ ∞

0

e
−y

(
γHD
th ϕ−1

PsΩhk

+
γHD
th ϕ−1(2ϕ+1)

PsΩgk
+ 1

PsΩhk

)
(
PjΩfjγ

HD
th

PsΩgk

y + 1

)−M (
PsΩgk

PsΩhk

y + 1

)−1(PJΩfj

PsΩhk

y + 1

)−M

dy

(34)

×

(

e
−

(

y
PsΩhk

)[(
PsΩgk

PsΩhk

y + 1

)−2(
PsΩgk

PsΩhk

)(
PjΩfj

PsΩhk

y + 1

)−M

+

(
PsΩgk

PsΩhk

y + 1

)−1

M

(
PjΩfj

PsΩhk

y + 1

)−M−1(PJΩfj

PsΩhk

)

+

(
1

PsΩhk

)(
PsΩgk

PsΩhk

y + 1

)−1(PJΩfj

PsΩhk

y + 1

)−M
]

dy

(33)
By using the distributive property, (33) can be written as in
(34). The first, second, and third integrals in (34) can be
solved by using [20, Eq. (10, 11)] and [13, Eq. (13)] as in
(35).

PsΩgk

Γ(2)Γ(M)
G1,0:1,1:1,1

1,0:1,1:1,1

(

1

−

∣
∣
∣
∣
∣

−1

0

∣
∣
∣
∣
∣

1−M

0

∣
∣
∣
∣
∣
PsΩgk , PJΩfj

)

+M
PJΩfj

Γ(M + 1)
G1,0:1,1:1,1

1,0:1,1:1,1

(

1

−

∣
∣
∣
∣
∣

0

0

∣
∣
∣
∣
∣

−M

0

∣
∣
∣
∣
∣
PsΩgk , PJΩfj

)

+
1

Γ(M)
G1,0:1,1:1,1

1,0:1,1:1,1

(

1

−

∣
∣
∣
∣
∣

0

0

∣
∣
∣
∣
∣

1−M

0

∣
∣
∣
∣
∣
PsΩgk , PJΩfj

)

(35)

The α term in [13, Eq. (13)] is set to 1. Utilizing the partial
fraction decomposition technique, fourth integral term in (34)
can be written as in (36).

∫ ∞

0

e
−y

(
γHD
th ϕ−1

PsΩhk

+
γHD
th ϕ−1(2ϕ+1)

PsΩgk
+ 1

PsΩhk

)

×

[
M∑

i=1

Ai
(

PJΩfj
γHD
th

PsΩgk

y + 1

)i
+

V
(

PsΩgk

PsΩhk

y + 1
)2

+

M∑

l=1

Cl
(

PJΩfj

PsΩhk

y + 1
)l

]

dy (36)

Ai = lim
y→−

PsΩgk

γHD
th

PJΩfj

∂M−i

(M − i)!∂yM−i

(

PJΩfjγ
HD
th

PsΩgk

y + 1

)M

[Φ],

V = lim
y→−

PsΩhk
PsΩgk

∂

∂y

(
PsΩgk

PsΩhk

y + 1

)2

[Φ], Cl =

lim
y→−

PsΩhk
PJΩfj

∂M−l

(M − l)!∂yM−l

(
PJΩfj

PsΩhk

y + 1

)M

[Φ], and

Φ = 1
(

PJΩfj
γHD
th

PsΩgk
y+1

)M(
PsΩgk
PsΩhk

y+1

)2(PJΩfj
PsΩhj

y+1

)M
. By using

the distributed properties and [20, Eq. (10, 11)] and also [20,
Eq. (21)] for solving the integral expression, (36) can be
obtained as in (37).

(
γHD
th ϕ−1

PsΩhk

+
γHD
th ϕ−1 (2ϕ+ 1)

PsΩgk

+
1

PsΩhk

)−1 M∑

i=1

Ai

Γ(i)

×G1,2
2,1

(

(
PJΩfj

γHD
th

PsΩgk

)

(
γHD
th ϕ−1

PsΩhk

+
γHD
th ϕ−1(2ϕ+1)

PsΩgk

+ 1
PsΩhk

)

∣
∣
∣
∣
∣

1− i

0

∣
∣
∣
∣
∣

0

−

)

+

(
γHD
th ϕ−1

PsΩhk

+
γHD
th ϕ−1 (2ϕ+ 1)

PsΩgk

+
1

PsΩhk

)−1
B

Γ(2)

×G1,2
2,1

(
(

PsΩgk

PsΩhk

)

(
γHD
th ϕ−1

PsΩhk

+
γHD
th ϕ−1(2ϕ+1)

PsΩgk

+ 1
PsΩhk

)

∣
∣
∣
∣
∣

−1

0

∣
∣
∣
∣
∣

0

−

)

+

(
γHD
th ϕ−1

PsΩhk

+
γHD
th ϕ−1 (2ϕ+ 1)

PsΩgk

+
1

PsΩhk

)−1 M∑

l=1

Cl

Γ(l)

×G1,2
2,1

(
(

PJΩfj

PsΩhk

)

(
γHD
th ϕ−1

PsΩhk

+
γHD
th ϕ−1(2ϕ+1)

PsΩgk

+ 1
PsΩhk

)

∣
∣
∣
∣
∣

1− l

0

∣
∣
∣
∣
∣

0

−

)

(37)
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Likewise, considering the same methodologies as in (37),
the fifth and sixth integrals in (34) can be solved as in the
fourth and seventh lines of (19). Please note that; Daa =

lim
y→−

PsΩgk
γHD
th

PJΩfj

∂M−aa

(M − aa)!∂yM−aa

(

PJΩfjγ
HD
th

PsΩgk

y + 1

)M

[A+],

E = lim
y→−

PsΩhk
PsΩgk

∂

∂y

(
PsΩgk

PsΩhk

y + 1

)

[A+], Fbb =

lim
y→−

PsΩhk
PJΩfj

∂M+1−bb

(M + 1− bb)!∂yM+1−bb

(
PJΩfj

PsΩhk

y + 1

)M+1

[A+],

and A+ = 1
(

PJΩfj
γHD
th

PsΩgk
y+1

)M(
PsΩgk
PsΩhk

y+1

)(PJΩfj
PsΩhj

y+1

)M+1
.

Gcc = lim
y→−

PsΩgk
γHD
th

PJΩfj

∂M−cc

(M − cc)!∂yM−cc

×

(

PJΩfjγ
HD
th

PsΩgk

y + 1

)M

[B+], H =

lim
y→−

PsΩhk
PsΩgk

∂

∂y

(
PsΩgk

PsΩhk

y + 1

)

[B+], Idd =

lim
y→−

PsΩhk
PJΩfj

∂M−dd

(M − dd)!∂yM−dd

(
PJΩfj

PsΩhk

y + 1

)M

[B+], and

B+ = 1
(

PJΩfj
γHD
th

PsΩgk
y+1

)M(
PsΩgk
PsΩhk

y+1

)( PJΩfj
PsΩhk

y+1

)M
.

Likewise, following the same procedures,
Υ term in (22), can be obtained as in the
second part of (19). Please note that, Jee =

lim
y→−

PsΩhk

γHD
th

PJΩfj

∂M−ee

(M − ee)!∂yM−ee

(
PJΩfjγ

HD
th

PsΩhk

y + 1

)M

[C+],

K = lim
y→−

PsΩgk
PsΩhk

∂

∂y

(
PsΩhk

PsΩgk

y + 1

)2

[C+], Lff =

lim
y→−

PsΩgk
PJΩfj

∂M−ff

(M − ff)!∂yM−ff

(
PJΩfj

PsΩgk

y + 1

)M

[C+], and

C+ = 1
(

PJΩfj
γHD
th

PsΩhk

y+1

)M(
PsΩhk
PsΩgk

y+1

)2(PJΩfj
PsΩgk

y+1

)M
. Mgg =

lim
y→−

PsΩhk
γHD
th

PJΩfj

∂M−gg

(M − gg)!∂yM−gg

(
PJΩfjγ

HD
th

PsΩhk

y + 1

)M

[D+],

N∗∗∗ = lim
y→−

PsΩgk
PsΩhk

∂

∂y

(
PsΩhk

PsΩgk

y + 1

)2

[D+], Ohh =

lim
y→−

PsΩgk
PJΩfj

∂M+1−hh

(M + 1− hh)!∂yM+1−hh

(
PJΩfj

PsΩgk

y + 1

)M+1

[D+],

and D+ = 1
(

PJΩfj
γHD
th

PsΩhk

y+1

)M(
PsΩhk
PsΩgk

y+1

)2(PJΩfj
PsΩgj

y+1

)M+1
.

Pii = lim
y→−

PsΩhk

γHD
th

PJΩfj

∂M−ii

(M − ii)!∂yM−ii

×

(
PJΩfjγ

HD
th

PsΩhk

y + 1

)M

[E+], R =

lim
y→−

PsΩgk
PsΩhk

∂

∂y

(
PsΩhk

PsΩgk

y + 1

)

[E+], Sjj =

lim
y→−

PsΩgk
PJΩfj

∂M−jj

(M − jj)!∂yM−jj

(
PJΩfj

PsΩgk

y + 1

)M

[E+],

and E+ = 1
(

PJΩfj
γHD
th

PsΩhk

y+1

)M(
PsΩhk
PsΩgk

y+1

)(
PJΩfj
PsΩgk

y+1

)M
.

PROOF OF PROPOSITION 2

Utilizing (16) and considering the same procedures as in

(21), the RFD
X ≈

γFD
xk

γFD
xk,R

≤ 2
R
N

︸︷︷︸

γFD
th

can be obtained. Likewise,

RFD
Y ≈

γFD
yk

γFD
yk,R

≤ 2
R
N

︸︷︷︸

γFD
th

can be obtained. Utilizing these two

expressions in (18) and following the same procedures as in
(22), following expressions can be obtained.

FRFD
e2e

(
γFD
th

)
= Pr

(
min

(
RFD

X ,RFD
Y

)
≤ R

)

= 1−

(







∫ ∞

0

FγFD
xk

(
γFD
th γFD

xk,R

)
fγFD

xk,R
(γFD

xk,R
)dγFD

xk,R

︸ ︷︷ ︸

Ψ







×








∫ ∞

0

FγFD
yk

(
γFD
th γFD

yk,R

)
fγFD

yk,R
(γFD

yk,R
)dγFD

yk,R

︸ ︷︷ ︸

ζ








)

(38)

Because of the intractable form of (13) and (14), these expres-
sions can be upper-bounded by using XY

X+Y ≤ min(X,Y) as
in (39) and (40), respectively.

γFD
xk

=

ϕγxγy

(ϕγA+ϕγB+γC+ϕ+1)(γC+1)
γx

γC+1 +
γy

(ϕγA+ϕγB+γC+ϕ+1)

= ϕ
WZ

W + Z

≤ γFD(up)
xk

= ϕmin(W,Z) (39)

γFD
yk

=

ϕγxγy

(ϕγA+ϕγB+γD+ϕ+1)(γD+1)
γy

γD+1 + γx

(ϕγA+ϕγB+γD+ϕ+1)

= ϕ
TU

T + U

≤ γFD(up)
yk

= ϕmin(T,U) (40)

where W = γx

γC+1 , Z =
γy

(ϕγA+ϕγB+γC+ϕ+1) , T =
γy

γD+1 ,

U = γx

(ϕγA+ϕγB+γD+ϕ+1) , γB = γck + 1, γC = γak
+ 1, and

γD = γbk + 1. Considering the same methodology as in (25),
the CDF expression of (39) can be achieved as
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F up
γFD
xk

= Pr
(
ϕmin(W,Z) ≤ γFD

th

)

= Pr

(

ϕmin

(

γx
γC + 1

,

γy
(ϕγA + ϕγB + γC + ϕ+ 1)

)

≤ γFD
th

)

= 1− Pr

(

γx ≥ γFD
th (γC + 1)ϕ−1

, γy ≥ γFD
th ϕ−1 (ϕγA + ϕγB + γC + ϕ+ 1)

)

= 1−
(
1− Fγx

(
γFD
th (γC + 1)ϕ−1

))

×
(
1− Fγy

(
γFD
th ϕ−1 (ϕγA + ϕγB + γC + ϕ+ 1)

))

= 1− EγJ

[

e

−γFD
th

(

(γak
+2)ϕ−1

PsΩhk

+

(
γJ + γc + ϕ−1γak

+ 2ϕ−1 + 3
)

PsΩgk

)∣
∣
∣
∣
∣
γak

, γJ , γc

]

= 1−

[

e
−γFD

th

(

2ϕ−1

PsΩhk

+ 2ϕ−1+3
PsΩgk

)

×

∫ ∞

0

e
−γJ

(
γFD
th

PsΩgk

)

fγJ
(γJ) dγJ

×

∫ ∞

0

e
−γc

(
γFD
th

PsΩgk

)

fγc
(γc) dγc

×

∫ ∞

0

e
−γak

(
γFD
th ϕ−1

PsΩhk

+
γFD
th ϕ−1

PsΩgk

)

fγak
(γak

) dγak

]

(41)

Substituting fγJ
(γ), fγc

(γ) = 1
PrΩc

e−
γ

PrΩc and

fγak
(γ) = 1

PsΩak

e
− γ

PsΩak [18], where Ωc=E
[
|c|2
]

and Ωak
=E
[
|ak|2

]
, into (41) and solving the integral

expressions by using [19, Eq. (3.31011)] and [19,
Eq. (3.3513)], the final result can be computed as

FγFD
xk

(
γFD
th

)
= 1−

(
PjΩfj

PsΩgk

γFD
th + 1

)−M (
PrΩc

PsΩgk

γFD
th + 1

)−1

×

(
ϕ−1PsΩak

PsΩhk

γFD
th +

ϕ−1PsΩak

PsΩgk

γFD
th + 1

)−1

× e
−γFD

th

(

2ϕ−1

PsΩhk

+ 2ϕ−1+3
PsΩgk

)

(42)
Likewise, considering the same methodologies
as in (42), the FγFD

yk

(
γFD
th

)
can be obtained as

FγFD
yk

(
γFD
th

)
= 1−

(
PjΩfj

PsΩhk

γFD
th + 1

)−M (
PrΩc

PsΩhk

γFD
th + 1

)−1

×

(
ϕ−1PsΩbk

PsΩgk

γFD
th +

ϕ−1PsΩbk

PsΩhk

γFD
th + 1

)−1

× e
−γFD

th

(

2ϕ−1

PsΩgk
+ 2ϕ−1+3

PsΩhk

)

(43)
This subsection now focuses on the CDF derivation
of LR expressions. By using (9) and (10) and also
considering the similar methodologies as in (29),
the LR expressions with respect to xk and yk
can be obtained as in (44) and (45), respectively.

Fγxk,R

(
γFD
th

)
= 1−

(
PsΩgk

PsΩhk

γFD
th + 1

)−1(PjΩfj

PsΩhk

γFD
th + 1

)−M

×

(
PrΩck

PsΩhk

γFD
th + 1

)−1

e
−

(
γFD
th

PsΩhk

)

(44)

Fγyk,R

(
γFD
th

)
= 1−

(
PsΩhk

PsΩgk

γFD
th + 1

)−1(PjΩfj

PsΩgk

γFD
th + 1

)−M

×

(
PrΩck

PsΩgk

γFD
th + 1

)−1

e
−

(
γFD
th

PsΩgk

)

(45)

The derivative of (44) and (45) yields the fγxk,R

(
γFD
th

)

and fγyk,R

(
γFD
th

)
as in (46) and (47), respectively.

fγxk,R

(
γFD
th

)
= e

−

(
γFD
th

PsΩhk

)[(
PsΩgk

PsΩhk

γFD
th + 1

)−2(
PsΩgk

PsΩhk

)(
PjΩfj

PsΩhk

γHD
th + 1

)−M

×

(
PrΩck

PsΩhk

γFD
th + 1

)−1

+M

(
PsΩgk

PsΩhk

γFD
th + 1

)−1( PjΩfj

PsΩhk

γFD
th + 1

)−M−1 (PjΩfj

PsΩhk

)

×

(
PrΩck

PsΩhk

γFD
th + 1

)−1

+

(
PsΩgk

PsΩhk

γFD
th + 1

)−1(PjΩfj

PsΩhk

γFD
th + 1

)−M

×

(
PrΩck

PsΩhk

)(
PrΩck

PsΩhk

γFD
th + 1

)−2

+

(
1

PsΩh

)(
PsΩgk

PsΩhk

γFD
th + 1

)−1(PjΩfj

PsΩhk

γFD
th + 1

)−M

×

(
PrΩck

PsΩhk

γFD
th + 1

)−1
]

(46)

fγyk,R

(
γFD
th

)
= e

−

(
γFD
th

PsΩgk

)[(
PsΩhk

PsΩgk

γFD
th + 1

)−2(
PsΩhk

PsΩgk

)(
PjΩfj

PsΩgk

γFD
th + 1

)−M

×

(
PrΩck

PsΩgk

γFD
th + 1

)−1

+M

(
PsΩhk

PsΩgk

γFD
th + 1

)−1(PjΩfj

PsΩgk

γFD
th + 1

)−M−1 (PjΩfj

PsΩgk

)

×

(
PrΩck

PsΩgk

γFD
th + 1

)−1

+

(
PsΩhk

PsΩgk

γFD
th + 1

)−1(PjΩfj

PsΩgk

γFD
th + 1

)−M

×

(
PrΩck

PsΩgk

)(
PrΩck

PsΩgk

γFD
th + 1

)−2

+

(
1

PsΩg

)(
PsΩhk

PsΩgk

γFD
th + 1

)−1(PjΩfj

PsΩgk

γFD
th + 1

)−M

×

(
PrΩck

PsΩgk

γFD
th + 1

)−1
]

(47)

Substituting (42) and (46) into (38) and utilizing the
distributive property, (48) can be obtained. Considering the
partial fraction decomposition technique and also utilizing
[20, Eq. (10, 11)] and also [20, Eq. (21)] for solving the
integral expression, first, second, third, and fourth integrals in
(48) can be solved as in the first part of (20). Please note that
following the same procedures the fifth integral expression in
(48) can be solved as in (20). The other integral expressions,
which are sixth, seventh, and eighth, in (48) can be solved by
following the same procedures. In addition, the ζ term in (38)
can also be obtained by following the same procedures as
the Ψ term in (38). However, because of the space limitation
these derivation details and the results are omitted. Please also

note that A∗ = lim
x→−

PsΩhk
PsΩgk

∂

∂x

(
PsΩgk

PsΩhk

x+ 1

)2

[Aφ], B∗
a3 =
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Ψ =

(
PsΩgk

PsΩhk

)∫ ∞

0

e
−

(

x
PsΩhk

)
(
PsΩgk

PsΩhk

x+ 1

)−2(PjΩfj

PsΩhk

x+ 1

)−M (
PrΩck

PsΩhk

x+ 1

)−1

dx

+M

(
PjΩfj

PsΩhk

)∫ ∞

0

e
−

(

x
PsΩhk

)
(
PsΩgk

PsΩhk

x+ 1

)−1( PjΩfj

PsΩhk

x+ 1

)−M−1(
PrΩck

PsΩhk

x+ 1

)−1

dx

+

(
PrΩck

PsΩhk

)∫ ∞

0

e
−

(

x
PsΩhk

)
(
PsΩgk

PsΩhk

x+ 1

)−1(PjΩfj

PsΩhk

x+ 1

)−M (
PrΩck

PsΩhk

x+ 1

)−2

dx

+

(
1

PsΩh

)∫ ∞

0

e
−

(

x
PsΩhk

)
(
PsΩgk

PsΩhk

x+ 1

)−1(PjΩfj

PsΩhk

x+ 1

)−M (
PrΩck

PsΩhk

x+ 1

)−1

dx

−

(
PsΩgk

PsΩhk

)∫ ∞

0

e
−x

(
2ϕ−1γFD

th
PsΩhk

+ 2ϕ−1+3
PsΩgk

+
γFD
th

PsΩhk

)
(
PJΩfjγ

FD
th

PsΩgk

x+ 1

)−M (
PrΩckγ

FD
th

PsΩgk

x+ 1

)−1

×

((
ϕ−1PsΩak

PsΩgkγ
FD
th + ϕ−1PsΩak

PsΩhk
γFD
th

PsΩhk
PsΩgk

)

x+ 1

)−1(
PsΩgk

PsΩhk

x+ 1

)−2

×

(
PjΩfj

PsΩhk

x+ 1

)−M (
PrΩck

PsΩhk

x+ 1

)−1

dx

−M

(
PjΩfj

PsΩhk

)∫ ∞

0

e
−x

(
2ϕ−1γFD

th
PsΩhk

+ 2ϕ−1+3
PsΩgk

+
γFD
th

PsΩhk

)
(
PJΩfjγ

FD
th

PsΩgk

x+ 1

)−M (
PrΩckγ

FD
th

PsΩgk

x+ 1

)−1

×

((
ϕ−1PsΩak

PsΩgkγ
FD
th + ϕ−1PsΩak

PsΩhk
γFD
th

PsΩhk
PsΩgk

)

x+ 1

)−1(
PsΩgk

PsΩhk

x+ 1

)−1

×

(
PjΩfj

PsΩhk

x+ 1

)−M−1(
PrΩck

PsΩhk

x+ 1

)−1

dx

−

(
PrΩck

PsΩhk

)∫ ∞

0

e
−x

(
2ϕ−1γFD

th
PsΩhk

+ 2ϕ−1+3
PsΩgk

+
γFD
th

PsΩhk

)
(
PJΩfjγ

FD
th

PsΩgk

x+ 1

)−M (
PrΩckγ

FD
th

PsΩgk

x+ 1

)−1

×

((
ϕ−1PsΩak

PsΩgkγ
FD
th + ϕ−1PsΩak

PsΩhk
γFD
th

PsΩhk
PsΩgk

)

x+ 1

)−1(
PsΩgk

PsΩhk

x+ 1

)−1

×

(
PjΩfj

PsΩhk

x+ 1

)−M (
PrΩck

PsΩhk

x+ 1

)−2

dx

−

(
1

PsΩh

)∫ ∞

0

e
−x

(
2ϕ−1γFD

th
PsΩhk

+ 2ϕ−1+3
PsΩgk

+
γFD
th

PsΩhk

)
(
PJΩfjγ

FD
th

PsΩgk

x+ 1

)−M (
PrΩckγ

FD
th

PsΩgk

x+ 1

)−1

×

((
ϕ−1PsΩak

PsΩgkγ
FD
th + ϕ−1PsΩak

PsΩhk
γFD
th

PsΩhk
PsΩgk

)

x+ 1

)−1(
PsΩgk

PsΩhk

x+ 1

)−1

×

(
PjΩfj

PsΩhk

x+ 1

)−M (
PrΩck

PsΩhk

x+ 1

)−1

dx (48)

lim
x→−

PsΩhk
PJΩfj

∂M−a3

(M − a3)!∂xM−a3

(
PJΩfj

PsΩhk

x+ 1

)M

[Aφ],

C∗ = lim
x→−

PsΩhk
PrΩck

∂

∂x

(
PrΩck

PsΩhk

x+ 1

)

[Aφ], and

Aφ = 1
(

PsΩgk
PsΩhk

x+1

)2( PjΩfj
PsΩhk

x+1

)M(
PrΩck
PsΩhk

x+1

) .

D∗ = lim
x→−

PsΩhk
PsΩgk

∂

∂x

(
PsΩgk

PsΩhk

x+ 1

)

[Bφ], E∗
b3

=

lim
x→−

PsΩhk
PJΩfj

∂M+1−b3

(M + 1− b3)!∂xM+1−b3

(
PJΩfj

PsΩhk

x+ 1

)M+1

[Bφ],

F ∗ = lim
x→−

PsΩhk
PrΩck

∂

∂x

(
PrΩck

PsΩhk

x+ 1

)

[Bφ], and

Bφ = 1
(

PsΩgk
PsΩhk

x+1

)(
PjΩfj
PsΩhk

x+1

)M+1(
PrΩck
PsΩhk

x+1

) .

G∗ = lim
x→−

PsΩhk
PsΩgk

∂

∂x

(
PsΩgk

PsΩhk

x+ 1

)

[Cφ], H∗
c3

=
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lim
x→−

PsΩhk
PJΩfj

∂M−c3

(M − c3)!∂xM−c3

(
PJΩfj

PsΩhk

x+ 1

)M

[Cφ],

I∗ = lim
x→−

PsΩhk
PrΩck

∂

∂x

(
PrΩck

PsΩhk

x+ 1

)2

[Cφ], and

Cφ = 1
(

PsΩgk
PsΩhk

x+1

)(
PjΩfj
PsΩhk

x+1

)M(
PrΩck
PsΩhk

x+1

)2 .

J∗ = lim
x→−

PsΩhk
PsΩgk

∂

∂x

(
PsΩgk

PsΩhk

x+ 1

)

[Dφ], K∗
d3 =

lim
x→−

PsΩhk
PJΩfj

∂M−d3

(M − d3)!∂xM−d3

(
PJΩfj

PsΩhk

x+ 1

)M

[Dφ],

L∗ = lim
x→−

PsΩhk
PrΩck

∂

∂x

(
PrΩck

PsΩhk

x+ 1

)

[Dφ], and

Dφ = 1
(

PsΩgk
PsΩhk

x+1

)(
PjΩfj
PsΩhk

x+1

)M(
PrΩck
PsΩhk

x+1

) .

M∗ = lim
x→−

PsΩgk
PJΩfj

γFD
th

∂M−e3

(M − e3)!∂xM−e3

(

PJΩfjγ
FD
th

PsΩgk

x+ 1

)

[Eφ],

N∗ = lim
x→−

PsΩgk

PrΩck
γFD
th

∂

∂x

(
PrΩckγ

FD
th

PsΩgk

x+ 1

)

[Eφ],

O∗ = lim

x→−

(
ϕ−1PsΩak

PsΩgk
γFD
th

+ϕ−1PsΩak
PsΩhk

γFD
th

PsΩhk
PsΩgk

)

×
∂
∂x

((
ϕ−1PsΩak

PsΩgk
γFD
th +ϕ−1PsΩak

PsΩhk
γFD
th

PsΩhk
PsΩgk

)

x+ 1

)

[Eφ],

P ∗ = lim
x→−

PsΩhk
PsΩgk

∂

∂x

(
PsΩgk

PsΩhk

x+ 1

)2

[Eφ], R∗ =

lim
x→−

PsΩhk
PJΩfj

∂M−f3

(M − f3)!∂xM−f3

(
PJΩfj

PsΩhk

x+ 1

)M
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Abstract— Solar energy is a clean energy and it is increasingly 

being used all over the world. In this study, a centrifugal water 

pump system driven by switched reluctance motor (SRM) has 

been designed with powered by a photovoltaic (PV) energy 

source. The voltage of the PV source has been increased by using 

a boost converter. The mathematical model of the system has 

been composed in the Matlab/Simulink and simulation results 

have been obtained. Proportional–integral–derivative (PID) 

controller has been used to control output voltage of the boost 

converter at 50 kHz switching frequency. The boost converter is 

controlled by an eight-bit PIC16F877A microcontroller. The 

electrical energy obtained by PV panels has been stored in 

batteries. Battery charge testers have been used to control the 

battery charge level. The speed and current control of SRM has 

been done by using DS1103 Ace kit. The values of phases 

currents have been measured by using hall sensors and 

transferred to the digital signal processor (DSP) by analog to 

digital converter inputs. The accuracy of simulation results has 

been proved by experimental results. 

 
 

Index Terms— Solar Energy, Switched Reluctance Motor, 

Boost Converter, Photovoltaic energy (PV), Digital Signal 

Processor (DSP).  

 

I. INTRODUCTION 

S A RESULT of increasing usage of the solar energy and 

developments in technology, photovoltaic (PV) pumping 

systems are put into operation [1]. PV pumping systems 

generally have a PV unit, a motor and a pump. Induction 

motors and direct current (DC) motors are mostly used in 

these systems [2]. 

Induction motors have a simple structure and they are also 

cheap. To run induction motors with minimum harmonics, 

they need complex alternating current (AC) power inverters. 

DC motors are very complicated and expensive motors and 

they have commutation segments and brushes. Therefore, DC 

motors have bigger maintenance problems than SRM. DC 
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motors have not only problem of limited size and speed but 

also arc problem. Switched reluctance motors (SRM) have 

advantages such as higher torque compared with the inertia, 

robust and reliable structure which are make them simple and 

cheap. Moreover, it has a simple power electronic converter 

and the ability to run at high efficiency and high speed [3]–[6].  

This study displays the design of a water pumping system 

based on photovoltaic energy and switched reluctance motor. 

For increasing the voltage of PV panels, DC - DC boost 

converter has been used in the present study. All the system is 

modeled and analyzed by using MATLAB/Simulink software. 

Simulation results and experimental results are compared in 

this work to see the accuracy of the model developed. 

Additionally, it is targeted to contribute to the use of solar 

energy in countries that use solar energy widely.  

II. DC-DC CONVERTERS 

Because of the high stability and efficiency of DC - DC 

switching converter, it has been used in the fields of mobile 

communications, industrial applications, home appliances and 

so on. The analyses and design of the switch converter have 

already become the key points of the researches. There are two 

basic operation modes, which are classified as continuous 

conduction mode (CCM) and discontinuous conduction mode, 

on DC - DC converters [7]. 

 Several studies have examined the direct current (DC) 

power distribution technology as a promising candidate for 

future power systems. However, the efficiency and reliability 

of DC power converters already used have not been 

comparable with those of AC transformers yet [4]. 

The most popular DC - DC converters of both non - isolated 

and isolated converters are classified as buck (step - down), 

boost (step - up) and buck – boost (step down – up) converters 

[7]. Buck converters decrease the input voltage where boost 

converters increase it. Buck – boost converters change the 

input voltage to a negative value. Since a boost converter is 

used in this study, it will be under our focus. 

When a small change is made on a buck converter, a boost 

converter can be achieved. The boost converter is shown in 

Fig. 1. It is also known as “the step - up DC - DC converter” 

due to its voltage boosting function. 
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Fig. 1. The DC - DC boost converter circuit. 

 

When the switch S is on, the inductor current is  

  

 

Where E is DC input voltage, VC is the DC output voltage, L is 

the inductance of inductor, iL is inductor current, R is the load 

resistance, C is the capacitance and ic is the capacitance 

current for DC-DC boost converter. When the switch S is off, 

the equation becomes 

 

 

The type of converter to be used is determined depending 

on the load. The power electronic components such as 

MOSFET, IGBT are strongly influenced by the component 

temperature in these converters [6]. In addition, 

manufacturer’s tolerances in cell characteristics, 

environmental stresses and shadow problems may lead to 

mismatches of each PV module caused significant losses. DC 

– DC converters in series are used to solve these problems [7]. 

Switching loss is one of the prominent problems of converters. 

Because of switching losses and electromagnetic interference 

(EMI), switching frequency in hard - switched DC – DC 

converters cannot be significantly raised. To increase the 

efficiency and average power of DC – DC converter, soft - 

switching techniques, which can minimize the switching 

losses of the converters, should be applied. It is generally 

implemented by adding an active or passive snubber circuit 

[8]–[12]. 

III. MATHEMATICAL MODEL OF SRM  

Variable Reluctance Motors (VRM) have this name since 

they have variable reluctance due to the change in the air gap 

with respect to the rotor position. Although the theory of 

variable reluctance motors was known for a long time, they 

have been begun to be used for adjustable speed applications 

since 1980s.   

The term “switched reluctance motor” (SRM) is used to 

refer to both variable reluctance motor and its driver circuit 

together. SRM has several advantages such as the simple 

power electronic converter requirement, fault tolerance, high 

efficiency and capability for very high-speed operations. In 

addition, due to their simple and robust structures, easy 

manufacturing and the possibility of exploiting power converts 

with a reduced number of switches, SRM can be a viable 

alternative to universal motors and AC machines. 

Furthermore, due to motor structure and converter, switched 

reluctance motor (SRM) drive has high application potential 

for electric vehicles (EV) within a wide speed range. Besides, 

asymmetric bridge converter is usually used in SRM among 

all SRM converters. In the literature, the features of the SRM 

are discussed widely and their advantages and disadvantages 

are investigated in three sections as motor, driver and control 

[13]– [15]. 

Linear working conditions that neither inductance changes 

with current, nor magnetic saturation occurs are assumed for 

mathematical model of SRM.  Since the mutual inductances 

between the phases are too small, they are ignored. Fig. 2 

shows the cross-sectional illustration of the SRM used to 

actuate the centrifugal pump. 
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Fig. 2. Cross section of a switched reluctance motor driven water pumping 
system.  

 

 The phase winding voltage equation of SRM can be 

expressed as  

 

Where   is the phase voltage,  is the phase current,  is the 

phase resistance and  is the phase flux linkage. Flux linkage 

is a function of the rotor position and phase current. The phase 

winding voltage equation of SRM can be rewritten as  

 

and 
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Where θ is the rotor position, and ω is the angular speed of 

rotor. The relationship between the inductance ( ) and the 

rotor position and phase current are given by Eq. (8); 

 

The product of the self - inductance and the instantaneous 

phase current give the flux linkage in an active phase as 

  

Rearranging Equation (6) gives  

 

The third term of the right side of Equation (10) is the induced 

back electromotive force (EMF): 

 

The inductance  varies between maximum and minimum 

values. Maximum   and minimum inductance  take 

place when the rotor and stator poles axis are aligned and rotor 

and stator poles axis is unaligned, respectively. 

The electromechanical torque ( ) produced by the SRM is 

given by Equation (12),  

 

We can rewrite the whole torque equation (13) for the 

SRM. 

   

The mechanical equation of an SRM can be defined as: 

 

Where , , and  are the load torque, inertia, and damping 

coefficient, respectively. Substitution into Equation (7) gives  

 

Equations (10) and (15) have the state equation form as shown 

below. 

 

 

 

The torque is not unaffected by the polarity of phase 

current. To minimize ripples and to produce a smoother 

torque, the current supplied by the converter must be a square 

wave.    

In general, SRM drives can be designed as two different 

types as current - controlled and voltage - controlled. Each 

drive type has some advantages and disadvantages. Current - 

controlled drives are particularly suitable at low speeds. 

Therefore, the torque can be controlled with minimum ripple 

level in the constant torque region. Voltage - controlled drive 

is suitable for high - speed operation, but it is difficult to 

provide constant current at high speeds due to high back EMF. 

A good controller is expected to be able to operate at four 

quadrants, having low torque ripples, rapid response and good 

stability while it can start the motor at zero speed [13]. 

IV. CONTROL OF SRM  

A good motor drive should have high efficiency and low 

cost. The construction of SRMs is simple and its 

manufacturing cost is low. The cost tends to increase as SR 

machines need auxiliary components, such as converters, rotor 

position sensors, current sensors, etc.  

The triggering times of the switches of the drive circuit of 

an SRM depends on the position of the rotor. In order to 

control the current in the SRM phase windings, it is essential 

to know the rotor position. In SRM drives, rotor position 

information is essential for the stator phase commutation and 

advanced angle control. The rotor position is usually observed 

by position sensors.  

Figure 3 consisting of the PV source, boost converter, SRM 

and centrifugal pump shows the block diagram of the overall 

system. Fig. 4 shows a converter configuration for a three 

phase SRM with two power switches per phase. The control 

unit generates gate signals regarding motor current, rotor 

position and motor operating mode (forward or reverse) for 

each switch.   

  

Centrifugal 

pump

Accumulator

Boost 

Converter

SRM

Driver SRM

PIC 

Controller

DS1103 

Controller

Encoder pulses
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Encoder 

 
Fig. 3. The block diagram of the water pumping system with photovoltaic 

source and switched reluctance motor. 

 

The average torque can be controlled by adjusting the 

current of the windings or by changing triggering angle.  To 

minimize the variations in the torque, it is recommended to 

keep the triggering angle constant and to change the amplitude 

of the winding currents [14]. The average torque is the sum of 
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simultaneous pulses of electromagnetic torque produced by all 

phases. The machine produces discrete pulses of torque, but it 

is possible to produce a constant torque by overlapping phase 

inductance graphics partially.  
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Fig. 4. Asymmetrical half-bridge converter and digital signal processor for 
SRM. 
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Fig. 5. Matlab/Simulink model of water pumping system with photovoltaic 

source and switched reluctance motor.  

For positive torque generating, the pulses of phase current 

must coincide with a period of increasing inductance. Because 

of the presence of the inductor, the current cannot suddenly 

change. That’s why forward voltage is applied at the 

beginning of the inductance curve with the positive slope to 

reach the maximum value of current on time. SRMs need a 

good commutation to decrease the phase current to zero before 

negative slope region of the inductance curve. Since the back 

EMF is lower than the line voltage under base speed, the 

torque is controlled with pulse width modulation (PWM). 

PWM current control is not possible above base speed because 

of high back EMF. The control of SRM speed is performed 

only by changing the triggering angles in the constant power 

region [13]. The control parameters above base speed are only 

the triggering angles. The linear model of SRM is simulated 

with Matlab/Simulink software. Block diagram of simulink 

model of water pumping system with photovoltaic source and 

SRM is presented in Fig. 5. 

 The hardware of the experiment contains motor drive 

circuit of IGBTs, DSP and the sensors that measure current, 

voltage and speed. Processing of speed and current values and 

generation of appropriate pulse width modulation (PWM) 

constitute the software part of experimental study.  

DSPs are used widely in motion control. Control of 

switched reluctance motors with DSP has become the most 

developed technique. Because of its digital processing 

capacity, DSPs are used to control all types of electrical 

motors. DSPs have the necessary features and hardware 

optimizations to be used directly for control. Some of these 

features are the shorter execution time for instructions and 

ability to make multiplication and other instructions in one 

machine cycle. High performance DSPs are used in the 

applications which require very fast execution of the control 

algorithm. In recent years, more than one system can be 

controlled at the same time with the help of very fast DSPs 

[15]. There are DSPs having similar features produced by 

various firms. In this work DS1103 Ace kit produced by 

Dspace has been used. 

V. EXPERIMENTAL SETUP  

Fig. 6 is the photograph of the PV unit used in the 

experiment set. Fig. 7, 8 and 9 are the photographs of other 

units of the system. The system consists of PV panels, 

batteries, fuse box, regulator, boost converter driver circuit 

and the pump. The code file used to operate the DS1103 can 

be run after the blocks are prepared with Matlab/Simulink and 

compiled. The file is optimized by the compiler after 

Matlab/Simulink simulation for faster execution. In this work, 

the program is prepared with Matlab/Simulink to control the 

SRM is transferred to the DSP.  

 

 

Fig. 6. PV array. 

Pumps can be defined as machines that convert mechanical 

energy to hydraulic energy. There are various types of pumps 

classified into mainly two groups as volumetric and 

centrifugal. Various types of pumps and motors are ready for 

use in the PV pump market. The most commonly used type is 

the centrifugal pump [17]. 

358

http://dergipark.gov.tr/bajece


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 7, No. 3, July 2019                                                 

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

 

Fig. 7. Experiment set. 

 

 

Fig. 8. The SRM driver.  

 

 

Fig. 9. The photo of DC-DC boost converter. 

 

Centrifugal pumps are preferred in low - height suction 

applications, especially if they are directly interfaced with the 

solar panels. In addition, these pumps are suitable for pumping 

high volumes of water and they comparably have high 

efficiency [16].  

 

VI. SIMULATION AND EXPERIMENTAL RESULTS 

Simulation parameters of SRM and boost converter are 

presented in Table I. The boost converter (Fig. 9) used to 

increase DC battery voltage (24 V) and SRM have been  

 
 

Fig. 10. Output voltage of the boost converter  

 

TABLE I 

SIMULATION PARAMETERS OF SRM AND BOOST CONVERTER 

 

Parameters Values 

Number of stator/rotor poles (Ns/ Nr) 18/12 

Rated power (Pn) 1.7 kW 

Rated current (In) 6.5 A 

Rated voltage (Vn) 300 V 

A phase winding resistance (R) 2.6  

Friction coefficient (B) 0.00018Nm/rad/s 

Moment of inertia (J) 0.000695 kgm2 

Aligned position inductance (Lmax) 7.29 mH 

Unaligned position inductance (Lmin) 2.36 mH 

Battery voltage 24 V 

Boost converter inductance value (L) 200H 

Boost converter switching frequency 50 kHz 

Boost converter capacitor value (C) 1000 F 

SRM converter switching frequency 15 kHz 

Proportionality coefficient (Kp) 30 

Integral coefficient (Ki) 0.5 

Derivative coefficient (Kd) 0.001 

 

designed and simulated in Matlab/Simulink [17]. Then, bias 

and measurement circuits have been designed and connected. 

After tests and adjustments, the system has become ready to 

operate. 

Boost converter has been designed later. Firstly, its circuit 

board has been manufactured. After that, the tests and 

measurements are started. In our experiment, the switching 

frequency of the boost converter is 50 kHz and the output 

voltage is regulated to the reference voltage of 80 V (Fig. 10). 

The switching frequency of the boost converter is observed by 

an oscilloscope. The four series - connected PV module that 

provide a rated output power of 600 W was used to supply   

motor. This PV module provides a rated output voltage of 80 

V. Thus, the power loss of transmission line is reduced for 

higher current values, by increasing the voltage. 

The connections and adjustments between PV panels and 

batteries has been done and recharge regulator has been used 

to control the charge level of batteries.  
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(a) 

 
 

(b) 

Fig. 11. Inductor current of the boost converter. (a) The simulation result, (b) 
The experimental result. 
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Fig.12. Simulation result of produced torque (Te) by SRM and load torque 

(TL)   

A fuse box has been added for safe operation. Then, the 

system has been tested and the battery supply currents have 

been measured.  

 
 

(a) 
 

 
 

(b) 
 

Fig. 13. Phases currents graphs. (a) The simulation results, (b) The 
experimental results. 

 

 

It has been observed that the battery charging current had been 

decreased from 6.5 A to zero. The variations of the boost 

converter output current values obtained by the simulation and 

by experimental are displayed in Fig. 11 (a) and (b), 

respectively. It is seen that the ripple level in the experimental 

values was less than that in simulation values. The fault in the 

adjustment of PID controller coefficient causes higher ripples 

in output current of the boost converter. The variation graphics 

of the torque produced by the SRM and the loading torque 

needed by the pump versus time are shown in Fig. 12. The 

torque needed by the centrifugal pump is proportional to the 

square of the speed. When the rotor speed reaches its constant 

value, the loading torque remains constant. It is shown in Fig. 

13 (a) and (b) that the experimental results of current values 

are very much alike to the simulation results. The water flow 

rate reduces at lower speeds of the pump. This is expected for 

high speed centrifugal pumps because flow rate becomes quite 

high at the speed values near the rated speed of the pump. The 
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experimentally and simulation rotor speed graphs of SRM are 

shown in Fig. 14 (a) and (b).  

 

 
(a) 

 
(b) 

 
Fig. 14. Rotor speed graphs. (a) The simulation result, (b) The experimental 
result.  
 

VII. CONCLUSIONS 

In this work, an SRM-driven water pumping system which 

works with solar power has been designed and implemented. 

Electric energy is generated and stored in batteries by utilizing 

of solar energy which is an infinitive source of energy. Low 

voltage level obtained from PVs has been increased to high 

voltage level required by SRM with DC-DC boost converter.  

It is utilized for turn on centrifugal pump by SRM due to its 

simple, robust structures stator and rotor without magnet and 

winding, low maintenance costs and high efficiency. The PV 

fed pumping system is simulated by using Matlab/Simulink 

software and simulation results are obtained. The experimental 

results are measured by hardware. Both experimental and 

simulation results are compared with each other. It is found 

that simulation results were very close to experimental results. 
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Abstract— Cryogenic electronics has grown in its widespread 

use for various technological applications. Particularly, CMOS 

devices and circuits are more frequently used in such systems due 

to their dominance in the electronics industry. At cryogenic 

temperatures, characteristics of CMOS devices vary, which should 

be characterized with measurements. In this paper, the changes in 

the electronic behavior of a low threshold voltage (VTH) n-channel 

MOSFET (nMOSFET) are captured experimentally. The results 

are then compared with the measurements of a regular nMOSFET 

having the same channel width and length. It is shown that 

although the VTH increase of both transistors is at the same 

amount, this value corresponds to a more significant percentage of 

the nominal threshold voltage for the low VTH nMOSFET.  

Index Terms— Cryogenic electronics, threshold voltage, low 

threshold voltage transistors, cryogenic measurements. 

 

I. INTRODUCTION 

RYOGENIC systems, which can be defined as systems 

operating in the temperature regime below 100 K, have 

recently become prominent and widespread with increasingly 

more applications in the defense industry, space 

communications and research, novel computation architectures, 

and information storage systems. In the military, infrared 

cameras should have high precision detectors, for which the 

readout integrated circuits must have a very low noise figure. 

Such a performance is only possible when the operating 

temperatures are reduced down to the cryogenic range [1, 2].  

Moreover, electronic equipment designed for space 

communications and research should accommodate the harsh 

conditions prevailing in space, where the ambient temperature 

can drop to 200 °C (80 K) [3-5]. As far as the novel 

computation architectures are concerned, quantum computing 

emerged as one of the most promising approaches, in which the 

probabilistic wave function of an electron defines the quantum 

state called qubit that replaces the bits in the traditional Boolean 

algebra. Qubits enable completely different algorithms with 

much higher computational efficiency to be. Nevertheless, 

qubits reach their operational state only when the temperature 

is cooled down to 15 – 20 mK [6]. Hence, peripheral electronic 

circuits that communicate with the qubits should be capable of 

operating at temperatures below 20K [7]. 
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Finally, the cryogenic regime has been shown to enhance the 

performance of memory systems where high-speed DRAM 

structures can be produced with better power efficiency [8, 9].  

To design electronic circuits that will operate with high 

performance in cryogenic temperature range, devices, and 

components building such systems should be experimentally 

characterized. In this work, cryogenic characterization of low 

VTH nMOSFETs, which are frequently used in low power circuit 

design, has been performed. The organization of the paper is 

arranged as follows. In Section II, the physical changes in the 

characteristics of a MOSFET at cryogenic temperatures are 

discussed. Subsequently, the test chip designed for the 

experimental analysis of the low VTH MOSFETs will be 

described in Section III. In Section IV, measurement results 

encompassing ID - VDS and ID - VGS curves of both low and 

regular VTH transistors are presented and discussed. Finally, 

conclusions will be drawn in Section V. 

II. CHANGES IN MOSFET CHARACTERISTICS AT 

CRYOGENIC TEMPERATURES 

As the temperature of a MOSFET is reduced, several of its 

physical properties are changed. The first of them is the charge 

carrier mobility. Scattering mechanisms determine how much 

the mobility is impaired at any temperature. Generally, at very 

low temperatures, the charge carriers have less kinetic energy; 

therefore, they stumble on the ionized impurities. Conversely, 

at high temperatures, due to increased energy of charge carriers 

and massive lattice vibration, more collisions occur, hence the 

mobility of the charge carriers comes down. The optimum 

temperature, at which the mobility is maximized, happens to be 

at much lower temperatures than the room temperature (300 K). 

Thus, the mobility of charge carriers increases significantly as 

the ambient temperature drops down to the cryogenic regime.   

Another physical property that is being altered at cryogenic 

temperatures is the threshold voltage (VTH). The typical 

equation for the MOSFET threshold voltage can be provided as 

follows [10]: 

 

   𝑉𝑇𝐻 = 𝑉𝐹𝐵 −
𝑄𝐼

𝐶𝑜𝑥
−

𝑄𝐷

𝐶𝑜𝑥
+ 2𝜙𝐹 ,      (1) 

In (1), the dominating term is the last one of the right side, 

which represents the Fermi potential of the substrate: 

 

𝜙𝐹 =
𝑘𝐵𝑇

𝑞𝑒
ln

𝑁𝐴

𝑛𝑖
         (2) 

Here, kB is the Boltzmann constant, T is the temperature, qe 

is the electronic charge, NA is the substrate doping 
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concentration, and ni is the intrinsic charge carrier concentration 

for the bulk material. ni depends heavily on the temperature, and 

it severely drops at cryogenic temperatures. Therefore, the 

Fermi potential is increased significantly, and this leads to a rise 

in the nMOSFET VTH.  

The saturation velocity of charge carriers rises at cryogenic 

temperatures due to increasing mobility values. Furthermore, 

the drain-source resistance drops, since the conductivity of 

charge carriers grows, as long as complete ionization of dopant 

atoms can still be realized at that cryogenic temperature. 

However, impacts of these are minor in comparison to those of 

the changes in the charge carrier mobility and the device VTH.  

III. TEST CHIP FOR EXPERIMENTAL 

CHARACTERIZATION AND MEASUREMENT SETUP 

In order to experimentally characterize the cryogenic 

properties of low VTH nMOSFETs, a test chip has been 

fabricated that contains several types of transistors, including 

low VTH nMOSFETs (Fig. 1) [11]. Here, four pads are assigned 

to every transistor corresponding each to one terminal of the 

transistor. In Fig. 2, the organization of the pads around the low 

VTH MOSFET layout can be seen, which belongs to a 

commercial 180 nm device technology. The pads in Fig. 2 are 

used to apply DC voltages to the gate, source, bulk, and the 

drain, at which the drain current will be monitored. 

 
Fig.1. Chip micrograph of the fabricated test chip. The red rectangle shows 

the location of the low VTH nMOSFET and the surrounding pads. 
 

 
Fig.2. The layout of the low VTH  nMOSFET. 

 

A low-cost cryogenic measurement setup has been 

developed to experimentally characterize the fabricated test 

chip (Fig. 3). For this purpose, an MDC 441 Cryogenic Probing 

System has been employed, where a dewar containing liquid 

nitrogen (LN2) is connected through flexible metal pipes to the 

actual probe station. LN2 is directly passed underneath of the 

chuck, on which the bare die lies in intimate contact. In that 

regard, the die comes easily in thermal equilibrium with the 

boiling LN2 at 196 °C (77 K). The vaporized nitrogen is then 

dumped to outside in gas form. A stereo microscope with a long 

working distance is used to view and touch the pads of the 

transistors (Fig. 4a). Along with the probing station, the Agilent 

B1500A Semiconductor Parametric Analyzer is utilized to 

capture the I – V characteristics of the transistors under test (Fig. 

4b).  

Overall, the test set-up that has been established in this work 

is cheaper since it only cools down the chuck rather than the 

entire volume around the chip. Nevertheless, the intimate 

contact is sufficient to ensure the right measurement 

temperature for the device under test, thereby rendering the set-

up a practical alternative in comparison to more expensive 

cryostats and cryogenic probe stations.   

 
Fig.3. Cryogenic probe station and the measurement test setup. 

 

     
                          (a)                                                        (b) 

Fig.4. (Left) The test chip under stereo microscope, (right) Agilent 

B1500A used in the characterization of transistors under test. 
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IV. MEASUREMENT RESULTS AND DISCUSSION 

The low VTH nMOSFET characterized in this work has a 

channel length of 0.5 m and a channel width of 35 m with 

seven fingers. To better understand the I – V characteristics of 

this device, a same-size regular nMOSFET is also 

experimentally analyzed, and the results acquired from both 

transistors are then compared.  

First, the room temperature and cryogenic temperature 

characteristics of the low VTH nMOSFET should be extracted. 

For this purpose, ID - VDS and ID - VGS curves have been captured 

at both 77 K and 300 K and depicted in Fig. 7 and Fig. 8, 

respectively. The changes in the ID and VTH of a regular and low 

VTH NMOSFET have been analyzed numerically in Table I and 

Table II, respectively. 

Fig. 7 clearly shows that at cryogenic temperatures, the ID 

of low VTH nMOSFETs sharply increases due to the rise in the 

mobility. In Table I, this change is noted to be by 50%. Through 

performing similar measurements on a regular nMOSFET, it is 

demonstrated that the rate of current increase is also around 

50%. Thus, low VTH nMOSFETs behave similarly to regular 

nMOSFETs as far as the drain current at cryogenic 

temperatures is concerned. Nevertheless, for the same gate and 

drain voltages applied, the drain current of low VTH nMOSFETs 

is almost 50% higher due to the smaller device VTH. 

Fig. 8 shows that the threshold voltage is increased for a low 

VTH nMOSFET at cryogenic temperatures in accordance with 

the theoretical expectations. VTH  is a key parameter and should 

remain low in order the circuit applications based on low VTH  

characteristics of transistors can still be functional at cryogenic 

temperatures. Nevertheless, Table II indicates that the VTH 

increase amounts are the same for both low VTH and regular 

nMOSFETs, where the percentage change in the threshold 

voltage of low VTH nMOSFETs reaches 75%. Therefore, circuit 

designers should be aware that the performance of designs 

based on low VTH nMOSFETs would be significantly degraded 

at cryogenic temperatures due to this serious hike in the device 

VTH. Even so, the threshold voltage of low VTH nMOSFET is 

still around half of the regular transistors’ VTH. 

Fig. 9 show the ensemble ID - VDS characteristics of low VTH 

nMOSFETs extracted experimentally from 11 different devices 

at both room and cryogenic temperatures. Results demonstrate 

that in the cryogenic regime, the variability of the ID - VDS 

characteristics also goes up. Therefore, circuit designers should 

know that in addition to the changes in transistor parameters, 

the impact of variations would be more pronounced, as well. As 

a remedy, the designs should contain more room for random 

variations in the expense of performance cuts.  

V. CONCLUSIONS  

This paper describes the changes observed in the ID - VDS and 

ID - VGS characteristics of low VTH nMOSFETs. In addition, the 

extracted characteristics have been interpreted with respect to 

the results acquired from the same-size regular nMOSFETs. 

Overall, it has been demonstrated that similar outcomes can be 

observed for both types of transistors, albeit low VTH 

nMOSFETs have a more dramatic increase in their VTH values. 

This is a potentially significant issue as the performance of 

relevant circuits can be substantially degraded at cryogenic 

temperatures based on this change. Furthermore, the variability 

of ID - VDS characteristics also increases in the cryogenic regime, 

which contributes to the burden of the previous problem. 

Hence, the designs should be generated such that the potential 

impact of such difficulties is properly accounted during circuit 

design (e.g., transistor sizing).   

 

 
Fig.7. ID - VDS characteristics of the low VTH nMOSFET at 77 K and 300 K 

(VGS = 1.8 V). 

 
Fig.8. ID - VGS characteristics of the low VTH nMOSFET at 77 K and 300 

K (VDS = 50 mV). 

 
Fig.9. ID – VDS characteristics of an ensemble of low VTH nMOSFETs at 

77 K and 300 K (VGS = 1.8 V).
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TABLE I. 
Comparison of ID values for regular and low VTH nMOSFETs at room and cryogenic temperatures. 

Transistor Type 
Sizes 

(W x L) 

ID at room 

temperature  

ID at cryogenic 

temperature (LN2)  
Difference Increase 

Low V
TH

 NMOS 

Transistor 
35 µm x 0.5 µm 16.92 mA 25.31 mA 8.39 mA %50 

Regular V
TH

 NMOS 

Transistor 
35 µm x 0.5 µm 11.2 mA 16.92 mA 5.72 mA %51 

 

 
TABLE II. 

 Comparison of VTH values for regular and low VTH nMOSFETs at room and cryogenic temperatures. 

Transistor Type 
Sizes 

(W x L) 

VTH at room 

temperature  

VTH at cryogenic 

temperature (LN2)  
Difference Increase 

Low V
TH

 NMOS 

Transistor 
35 µm x 0.5 µm 0.16 V 0.28 V 0.12 V  %75 

Regular V
TH

 NMOS 

Transistor 
35 µm x 0.5 µm 0.44 V 0.56 V 0.12 V %27 
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