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Abstract: In this study, the replicability of the factor structure of The 
School Liking and Avoidance Questionnaire for Turkish preschool 
children and the psychometric properties of the scale were investigated. 
The SLAQ consists of 14 items and is used to assess children's emotional 
and behavioral participation in school based on children's perceptions. 345 
children aged 5-6 years were included in the study. The findings of 
exploratory and confirmatory factor analyses, to assess the validity of the 
scale in Turkish culture, have identified two distinct but related factors: 
school liking and school avoidance. This result is consistent with the 
original scale and the adaptation studies in different cultures. However, 
there were no significant correlations between children and teacher reports 
on school liking and school avoidance subdimensions. Cronbach's Alpha 
and test-retest ratios for subdimensions showed adequate psychometric 
properties. This data support the Turkish version of the SLAQ as a valid 
and reliable tool, similar to the original version. 

1. INTRODUCTION 

Preschool education institutions are considered to be one of the most important contexts in 
which children can acquire and develop social and early academic skills. Early experiences of 
children in school constitute the basis for their future social and academic achievements 
(Fredericks, Blumenfield, Friedel, & Paris, 2005; Ladd & Burgess, 2001; Ladd, Herald, & 
Kochel, 2006). However, when children start school, they have to cope with many problems 
(Murray, Murray, & Waas, 2008). Academic challenges, compliance with class and school 
rules, meeting teacher expectations and being accepted by their peers are some of these 
problems (Ladd, 1990; Ladd & Price, 1987; Olson & Rosenblum, 1998). In addition, children 
have to cope with interpersonal problems and cognitive tasks that are becoming increasingly 
complex throughout the school year. Many children cannot overcome these problems and have 
many problems related to school adjustment (Rimm-Kaufman, Pianta, & Cox, 2000). Research 
shows that children coping with these problems and adjustment to school environment are 
related to positive or negative results. Children develop many ideas, beliefs and attitudes about 
school in pre-school period. Researchers came to conclusions which show that these ideas, 
                                                           
CONTACT: İmray NUR    imraynur@osmaniye.edu.tr     Osmaniye Korkut Ata University, 80010, 
Osmaniye, Turkey 
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beliefs and attitudes that children develop about school continue throughout their school life 
(Fantuzzo, Bulotsky, McDermott, Mosca, & Lutz, 2003; Ladd, Buhs, & Seid, 2000; Ladd & 
Burgess, 2001; Ladd & Dinella, 2009; Pears, Kim, Capaldi, David, & Fisher, 2012; Pianta & 
Steinberg, 1992; Smith, 2011). For example, it was found that there is a close correlation 
between the degree of adjustment to the school perceived by the teachers (positive attitude 
towards school) and a subsequent (later) higher academic achievement, between positive 
feelings towards the school in the kindergarten, and high literacy scores in the 5th grade 
(Hauser-Cram, Durand, & Warfield, 2007), between liking school in pre-school period and 
reading and mathematics attainments in 8th grade (Ladd & Dinella, 2009). Many studies 
emphasize that there is a close correlation between school adjustment and school achievement 
(Birch & Ladd, 1997; Ladd, 1990; Ladd, Kochenderfer, & Coleman, 1996; Ladd & Price 1987; 
Ladd et al., 2000). Children will probably benefit more from these experiences when they like 
school and participate in class activities. As opposed to this, when the children have a negative 
attitude towards the school or avoid the school, this situation will constitute an obstacle for their 
progress (Ladd, 1990). Ladd and colleagues (2000) stated in their study that children who 
express that they like school often participate in class activities and show high success. All of 
these results suggest that adjustment to school in the pre-school period is a subject that should 
be carefully considered as a developmental problem. 

Adjustment to school is a multi-faceted concept with subdimensions such as liking school, 
avoiding school, academic achievement and dropping-out of school (Goldberg, 2006). In 
general, school adjustment refers to children's commitment to school or school-related 
activities, their participation and interest, and their level of being comfortable and successful 
(Ladd, 1996; Ladd, Buhs, & Troop, 2002). There are many factors that affect children's 
adjustment to school. Many variables of the child such as child's temperament (Al-Hendawi 
2010; Lengua, Wolchik, Sandier, & West, 2000; Morris et al., 2002; Yoleri, 2014), self-esteem 
(Kaya & Akgün 2016), cognitive readiness and intelligence (Pianta & McCoy, 1997; Reynolds, 
1991), executive functions (Sasser, Bierma, & Heinrichs, 2015), self-regulation skills 
(Morrison, Ponitz, & McClelland, 2010; Williams, Nicholson, Walker, & Berthelsen, 2016) 
social skills and behavioral problems (Chen, Rubin, & Li, 1995; Ladd, 2006; Ladd & Burgess, 
2001) academic skills (Ladd et al., 2000) have been extensively studied by researchers. In 
addition, factors such as, gender (O'Connor & McCartney, 2007; Yoleri, 2014), socioeconomic 
level (Ackerman, Brown, & Izard, 2004; Duncan & Brooks-Gunn, 2000), race/ethnicity 
(Downer, Goble, Myers, & Pianta, 2016), parenting style (Myers, 2007), the quality of the 
preschool education program (Pianta, La Paro, Payne, Cox, & Bradley, 2002), class climate 
(Carson & Templin, 2007; Hamre & Pianta, 2001; Jennings & Greenberg, 2009; Robinson, 
2013) activities to support adjustment to school employed by teachers and parents (Copeman-
Petig, 2015; LoCasale-Crouch, Mashburn, Downer, & Pianta, 2008; Schulting, Malone, & 
Dodge, 2005) and family participation (Anguiano, 2004; Copeman-Petig, 2015) have been 
considered by researchers. 

Another important factor that affects children's adjustment to school is social relations at school. 
In this context, relations with teachers and peers have the potential to affect all school 
experiences of children. Specifically, children's relationships with their teachers provide a 
significant contribution to, their relationships with their peers, social competencies, school 
adjustment and to the development of their academic skills (Baker, Grant, & Morlock, 2008; 
Birch & Ladd, 1997; Doumen, Koomen, Buyse, Wouters, & Verschueren, 2012; Gallagher, 
2015; Howes, Phillipsen, & Peisner-Feinberg, 2000; Pianta & Stulhman, 2004; O'Connor & 
McCartney, 2007). Similarly, while contributing to their learning of social and cognitive skills 
(Hartup & Stevens, 1997; Howes, 1996) the quality of children's relationships with their peers 
is closely related to their ability to adapt to the school (Ladd, 1990; Maguire & Dunn, 1997). 
Because quality friendship gives children more affirmation, support, sincerity and confidence. 
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For example, Howes, Rubin, Ross, and French (1988) stated that children who have friends 
have a higher adjustment to school transitions than those with no friends. Similarly, Ladd (1990) 
emphasized that children who started preschool education had better adjustment to school if 
they had classmates from their earlier years (from nursery), and if these friendships are 
continued throughout the year these children gain more positive impressions about the school. 

Although the current literature provides a substantial foundation on adjustment to school and 
the factors affecting adjustment to the school, in many instances, teachers' perceptions have 
been considered as indicators of adjustment to school (Birch & Ladd, 1997; Buhs, Ladd, & 
Herald, 2006; Claes, 2010; Engle, McElwain & Lasky, 2011; Goldberg, 2006; Myers, 2007; 
Sette, Hipson, Zava, Baumgartner, & Coplan, 2018). Teachers' perspectives provide important 
information when it comes to children's adjustment to school, but they cannot replace 
information obtained from children (Smith, 2011). At the same time, children are valid and very 
valuable sources of information about their internal processes and problems. Children are 
experts in their own lives, they are aware of their experiences as learners and have the ability 
to express their ideas (Daly et al., 2007; Einarsdottir, 2005; Kragh-Muller & Isbell, 2011). In 
addition, having information about children's feelings and thoughts and taking their point of 
view into consideration are important for preventing emergence of problems related to school 
adjustment and all subsequent risk factors. Given this situation, the researchers worked on 
determining the preschool children's thoughts about the school based on their perceptions. The 
most important of these efforts was The School Liking and Avoidance Questionnaire ([SLAQ], 
Ladd et al., 2000), which was adapted from the studies by Ladd and Price (1987) and Ladd 
(1990) to determine the attitudes of children towards school based on children's perceptions. 

The SLAQ, designed to assess children's feelings about school, consists of 14 items. The items 
require children to express their positive feelings towards school (9 items, school liking), and 
feelings such as the desire to go home from school (5 items, school avoidance). There are many 
studies examining psychometric properties of SLAQ in different cultures and different age 
groups. In a study conducted by Zhang (2016) with Chinese children (Mage = 14.25), exploratory 
factor analysis did not support the factor structure of the original scale. The school liking 
subscale included 4 items (Cronbach’s α = .76 urban group, .61 rural group) and the school 
avoidance subscale included 4 items (Cronbach’s α = .82 urban group, .77 ruralgroup). SLAQ's 
Italian validity and reliability study was carried out with children with the average age of 7 
years, 7 months. In the Italian SLAQ, school liking subscale included 8 items (Cronbach’s α = 
.89) and the school avoidance subscale included 5 items (Cronbach’s α = .82) (Tomada, 
Schneider, de Domini, Greenman, & Fonzi, 2005). In another study with Greek first-grade 
students (Mage = 77.22 months), Cronbach's alphas for school liking were .84, .86, and .89, for 
school avoidance were .75, .76 and .79 at pre-, post- , and follow-up assessments respectively 
(Vassilopoulos, Brouzos, & Koutsianou, 2018). SLAQ was also adapted for Japanese children 
by Otsui and colleagues but the results could not be reached because the article written in 
Japanese (cited in Honma & Uchiyama, 2014). In the validity and reliability study conducted 
by Smith (2011) with American children aged 5-12 years, the school liking subscale contained 
7 items (Cronbach's α = .89 -.91) and the school avoidance subscale contained 5 items 
(Cronbach's α = .79 -.84). 

In Turkey, although some studies were conducted on preschool children's adjustment to school 
their number is quite limited. In these studies, factors which are thought to be effective in 
children's adjustment to school such as, gender and problem behaviors (Yoleri, 2015), peer 
relations and peer acceptance (Gülay & Erten, 2011; Yoleri, 2015), social skills (Gülay, 2011), 
mother attitudes (Gülay-Ogelman, Önder, Seçer, & Erten, 2013), relationships with mother and 
teacher (Nur, Aktaş-Arnas, Abbak, & Kale, 2018) were investigated. However, these studies 
were based only on teacher perceptions. It is usual to ask teachers about children's feelings 
towards school because teachers spend long hours with children and they collect a lot of 
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information about children during the day. However, in the literature, there are some concerns 
about collecting data on children from adults only. One concern is that teachers have the 
potential to act biased as raters (Kesner, 2000; Saft & Pianta, 2001). In addition, discrepancies 
found in some studies based on child, parent and teacher reports, between the perceptions of 
children and adults have increased these concerns. For example, some studies have emphasized 
that teachers' and children's perceptions on adjustment to school and teacher-child relationship 
have little or no coherence (Harrison, 2004; Murray et al., 2008; Smith, 2011). In another study, 
it was found that peer reports gave more accurate results than parents and teacher reports 
(Clements, Musci, Leoutsako, & Ialongo, 2015). For this reason, it is an important matter to 
collect child reports in studies related to children. 

Children develop and learn in environments where they receive attention and are valued and 
happy. In environments where their thoughts and feelings are listened and accepted, children 
feel safe and find opportunities to learn and explore. Knowing the feelings of children about 
school from their point of view will make it possible to respond to their needs both individually 
and as a group. This study was planned to determine whether the factor structure of SLAQ is 
replicable for 5-6 years old Turkish children and to evaluate the psychometric properties of the 
scale. If it is confirmed that the scale is valid and reliable in Turkish culture, the need for a valid 
tool that researchers can employ aiming to evaluate the emotions of children about the school 
will be satisfied. Thus, it is thought that adaptation of SLAQ to Turkish will make a significant 
contribution to the field. 

2. METHOD 

2.1. Participants  
The study groups were formed by convenience sampling method from 5-6 years old children 
attending pre-school education institutions in central Osmaniye in southern Turkey. Firstly, 
schools were visited and the purpose of the research was explained to the administrators and 
teachers. Afterwards, the parents of the children from the classrooms of the 26 teachers who 
agreed to participate in the research were sent an informed consent form. Children whose 
parents gave their informed consent were included in the study. 

Since this research was an adaptation study, two different study groups were formed. A total of 
345 children (Mage = 67.10 months, SD = 4.10, range 54 to 77), 161 females and 184 males, 
participated in the study. To examine the factor structure of the scale, exploratory factor analysis 
was performed with data collected from 129 children (63 female, 66 male, Mage = 66.59 months, 
SD = 3.30, range 60 to 73). In addition, confirmatory factor analysis was performed with data 
collected from 216 children (98 female, 118 male, Mage = 67.41 months, SD = 4.50, range 54 
to 77). 

2.2. Instruments 

2.1.1. School liking and avoidance questionnaire 
School Liking and Avoidance Questionnaire (SLAQ) was adapted from studies by Ladd and 
Price (1987) and Ladd (1990) to determine children's attitudes towards school. Constituting of 
a total of 14 items, the SLAQ has a self report measure and a two-factor structure. The school 
liking subdimension (Items:1, 2, 4, 6, 7, 8, 10, 11, 12) assesses children's positive perceptions 
and feelings about the school (Three reverse score items, Is school a fun place to be? Do you 
like being in school?) and school avoidance subdimension (Items:3, 5, 9, 13, 14) assesses 
children's school avoidance desire (Do you wish you didn't have to go to school? Do you wish 
you could stay home from school?). During individual interviews with children, children are 
asked to evaluate the items with a three-point scoring (“yes,” “sometimes,” or “no,” which were 
scored as 3, 2, and 1 respectively). For each subdimension, the total score is calculated taking 
the mean scores for each item. High scores for school liking subdimension indicate positive 
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feelings about the school, while high scores for the school avoidance subscale indicate a higher 
desire for school avoidance. Ladd and colleagues (1996) calculated the internal consistency 
coefficients for subdimensions for the fall and spring periods separately in their study and 
reported that the coefficients were strong (School liking Cronbach's α fall= .87, spring = .91, 
school avoidance Cronbach's α fall=.76, spring = .81). 

2.1.2. Teacher rating scale of school adjustment 
Teacher Rating Scale of School Adjustment (TRSSA) has been developed by Ladd, 
Kochenfender and Coleman (1996) to evaluate children's school adjustment skills based on 
teachers' perceptions. The scale consists of 4 subdimensions (school liking, cooperative 
participation, school avoidance and self-directedness). The 5-item school liking subscale 
determines the teacher's perception of how much the child likes school (Cronbach's α = .89). 
The cooperative participation subscale, which consists of 8 items, measures the extent to which 
the child accepts the teacher's authority, classroom rules and responsibilities (Cronbach's α = 
.92). The school avoidance subscale consists of 5 items and based on teacher perceptions aims 
to determine the degree to which the child avoids the classroom environment (Cronbach's α = 
.74). The 9-item self-directedness subscale evaluates the child's independent or self-directed 
behavior within the classroom (Cronbach's α = .91). Each item in the scale is evaluated using a 
3-point likert scale (from 0 = doesn't apply to 3 = certainly applies) (Birch & Ladd, 1997). The 
internal consistency coefficient of the scale, which was adapted to Turkish by Önder and Gülay 
(2010), was found to be .70 for the whole scale. The internal consistency coefficients of the 
subscales ranged between .67 and .84 (Önder & Gülay, 2010). 

Within the scope of the current study, in order to test the internal consistency of TRSSA, 
Cronbach's alpha values of the subscales were examined. As a result of the analysis, the alpha 
value was determined as .87 for school liking subscale, .86 for cooperative participation, .87 
for school avoidance subscale, and .76 for self-directedness subscale. 

2.1.3. Preschool and kindergarden behavior scales 
Preschool and Kindergarden Behavior Scales (PKBS-2) was developed by Kenneth W.Merrell 
in 1994 to evaluate social skills and problem behaviors of 3-6 year old children. In 2003, the 
scale was revised and a norm study was conducted with 3,317 children aged between 3 and 6 
years (Merrell, 2003). The scale consists of two independent scales: Social Skills and Problem 
Behavior scales. Scale is a 4-point Likert type scale. The validity and reliability study of the 
scale for Turkish children was done by Özbey (2009). Social Skills Scale consists of three 
subdimensions; Social Cooperation (11 items), Social independence and Social acceptance (8 
items) and Social Interaction (4 items) with a total of 23 items. The Cronbach's Alpha values 
of the Social Skills Scale subscales were .92, .88, .88, and the overall Cronbach's Alpha Scale 
of the Social Skills Scale was .94, respectively (Özbey, 2009). The high total score indicates 
that children have high social skills. The Problem Behavior Scale consists of four factors: 
Externalizing Problems (16 items), Internalizing Problems (5 items), antisocial (3 items) and 
egocentric (3 items). The Cronbach's Alpha values of the Problem Behavior Scale 
subdimensions were .95, .87, .81, .72, and the overall Cronbach's Alpha value of the Problem 
Behavior Scale was .96 (Özbey, 2009). 

In order to test the internal consistency of the scales in the present study, Cronbach's Alpha 
values were examined. The Cronbach's Alpha values of the Social Skills Scale subscales were 
.92, .86, .96, and the Cronbach's Alpha value of the Social Skills Scale was .92, respectively. 
The Cronbach's Alpha values of the Problem Behavior Scale subdimensions were .96, .81, .65, 
.74, and the overall Cronbach's Alpha value of the Problem Behavior Scale was .93. 
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2.3. Procedure 
The adaptation of the School Liking and Avoidance Scale was done through translation-re-
translation study. For this purpose, the 14-item scale was translated into Turkish by researchers 
and two English experts. The suitability of the translation by the researchers was tested by 
comparing with the other two translation studies. Translated scale was sent to three academics 
who are experts in preschool education and who have mastery of English, for correction and 
assessment of how closely the items represent the original content. Corrections have been made 
by taking into consideration the suggestions made for using the synonyms of some words. The 
corrected translation of the scale was sent to four academicians specialized in pre-school 
education in order for assessment of the comprehensibility and fitness for purpose. The Turkish 
version of the scale, which was revised in line with the suggestions, was translated back to 
English. Afterwards, translations were reviewed for semantic shifts. Thus, it was concluded that 
the Turkish version of the scale was ready for implementation for the validity and reliability 
studies. Following these procedures, a pilot run was conducted with 19 children to evaluate the 
scale's comprehensibility. 

Given the developmental characteristics of pre-school age children and the fact that they don't 
read or write, researchers have suggested that different scale designs are required to minimize 
situations that may interfere with young children's responses (Harter & Pike, 1984; Lewis & 
Lindsay, 2000; Zhang, Smith, Lam, Brimer, & Rodriquez, 2002). One of these is the addition 
of pictorial representation to scale items in order to facilitate the response of children (Hanna, 
Risden, Czerwinski, & Alexander, 1999; Mantzicopoulos, French, & Maller, 2004). Harter and 
Pike (1984) suggest that the visual image matching in the scales encourages a meaningful 
understanding of the content and facilitates the production of meaningful responses as it ensures 
children's attention and participation. One of the most commonly used pictorial representations 
when working with young children is the "smileyface" with facial expressions ranging from 
unhappy to happy (Reynolds-Keefer, Johnson, Dickenson, & McFadden, 2009; Hall, Hume, & 
Tazzyman, 2016). In this study, for the Turkish sample, "sad" facial expression for "no" answer, 
"neutral" facial expression for "sometimes" answer, and "happy" facial expression for "yes" 
answer were added next to the items in the scale ( . . ). Children were encouraged to paint or 
mark these facial expressions according to their answers. 

The data of the study were collected by one of the researchers through individual interviews 
with children. She had spent at least three hours in the children's classrooms in order to be 
acquainted and build rapport with the children before interviews started. During this period, the 
researcher introduced herself, participated in the activities of children and played with them. 
Later, the children whose parents gave their consent were individually invited to the interview. 
The researcher and the child met in a private room at children's school, and the researcher told 
the child about the research and asked for her/his consent to participate also. Children were 
informed that their answers will remain confidential and they can stop responding at any time. 
All children have agreed to participate. 

The final Turkish version of the scale was applied to 345 preschool children in order to evaluate 
the validity and reliability of the scale in Turkish sample. Exploratory and confirmatory factor 
analyses were performed on the data transferred to the computer. In the confirmatory factor 
analysis, x2/sd, Root Mean Square Error of Approximation (RMSEA), Non-Normed Fit Index 
(NNFI), Goodness of Fit Index (GFI), Comparative Fit Index (CFI) and Incremental Fit Index 
(IFI) indices were used to assess the validity of the model fit. In order to determine Concurrent 
Validity, Pearson correlation coefficients between TRSSA and PKBS–2 completed by teachers 
for 107 children and SLAQ were calculated. The reliability of the scale was examined with 
Cronbach's Alpha internal consistency coefficient. In addition, in order to evaluate how 
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consistently the instrument measures, second interviews were performed with 97 children in 
three weeks intervals and the correlation between the data obtained was examined. 

3. RESULT / FINDINGS 

3.1. Construct Validity 

3.1.1. Exploratory factor analysis 
To examine the factor structure of the School Liking and Avoidance Questionnaire, data 
gathered from 129 children were included in the Exploratory Factor Analysis (EFA). In 
determining the items to be included in the scale in exploratory factor analysis, it was stipulated 
that the eigenvalues of the items should be at least 1.00, the factor load values of the items 
should behigher than .40, the items should be contained in a single factor, and there should be 
a minimum difference of 0.10 between the factor loads of the items loaded in two different 
factors. The suitability of the data collected from School Liking and Avoidance Scale for factor 
analysis was evaluated by the Kaiser-Meyer-Olkin (KMO) coefficient and Barlett's test. Kaiser-
Meyer-Olkin's sample adequacy measure (KMO = 0.85) and Bartlett’s test of sphericity 
(χ2=1505.535; p<.0001) results showed that the data were suitable for factor analysis. 

Table 1. Results of the Principal Component Analysis of the School Liking and Avoidance Questionnaire  

 
Item 1st Factor 2nd Factor 

Corrected Item-Factor 
Correlation 

SL
A

Q
 

Item 11 .867  .78 

Item 7 .848  .82 

Item 8 .836  .77 

Item 10 .766  .71 

Item 6 .741  .73 

Item 12 .712  .67 

Item 4 .684  .64 

Item 1 .677  .80 

Item 2 .511  .39 

Item 14  .884 .77 

Item 3  .817 .78 

Item 5  .774 .77 

Item 9  .639 .60 

 Exp. Variance % 40.877 27.312  

Factor analysis was performed twice on the data obtained from SLAQ. As a result of principal 
components factor analysis using the Varimax rotation method for the 1st factor analysis, 2 
factors with eigenvalues greater than 1 were obtained similar to the original scale. These 2 
factors explain 63.62% of the total variance. For Item 13 of the scale (Do you feel more happy 
when you go home from school?) item load value is determined as 0.19. Since the item load 
value was below 0.40, this item was removed from the scale and the remaining 13 items were 
re-analyzed. The results obtained from exploratory factor analysis are given in Table 1. 

With the new factor analysis, a two-factor and 13-item structure explaining 68.190% of the total 
variance was obtained. The first factor is school liking subdimension consisting of items 1, 2, 
4, 6, 7, 8, 10, 11 and 12 (the items 2, 6 and 12 are calculated in reverse). The second factor is 
school avoidance subdimension consisting of items 3, 5, 9 and 14. It was determined that the 
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item load values of the scale were between .51 and .88. When the lower limit for the factor load 
value is taken as .32 as stated in the scale development and adaptation studies, it can be said 
that the factor load values of the scale are sufficient (Büyüköztürk, 2002; Kline, 2005). In order 
to examine the validity of the items, the total correlation values of the items were found to be 
between .39 and .82. Item total correlation values of .30 and above is considered to be sufficient 
to distinguish the property to be measured. According to the data obtained, each item included 
in the scale was highly correlated with the total score of the scale and met item validity. 

3.1.2. Confirmatory factor analysis 
Confirmatory factor analysis (CFA) was performed twice to examine the model fit of the 14-
item two-factor structure of SLAQ. The analyzes were carried out on the data obtained from 
the second sample (N = 216). When the confirmatory factor analysis was performed, at first the 
criteria for the model fit were examined. In the first CFA analysis the following values were 
found, χ2/df =2.548 (p <.001), root mean square error approximation (RMSEA) .08, non-
normed fit index (NNFI) .92, goodness of fit index (GFI) .90, comparative fit index (CFI) .93 
and incremental fit index (IFI) .93. However, it was found that the 13th item was not 
significantly predicted by the second factor. The analysis was repeated after eliminating this 
item. In the CFA, conducted in order to examine the model fit of the 13-item two-factor 
structure of SLAQ, the chi-square test was significant (χ2 = 143.397, df= 62, χ2/df =2.313 p 
<.001) and indicated that the model was a good fit. In addition, as shown in Table 2, the fit 
indexes determined by using maximum likelihood estimation indicate that the model is a good 
fit. RMSEA = .07, NNFI = .93, GFI = .91, CFI = .94 and IFI = .94. These results obtained by 
eliminating one item from the scale (Item 13) indicate that the factor structure of the model has 
been verified and that the original structure of SLAQ is suited for use for Turkish culture. 

Table 2. Summary of Fit Indices from Confirmatory Factor Analysis 

χ2 df χ2/df RMSEA NNFI GFI CFI IFI 

143.397 62 2.313 0.7 0.93 0.91 0.94 0.94 

In order to evaluate the construct validity of School Liking and Avoidance Scale, correlations 
between factors were also taken into consideration. Correlation (r = −625, p < .01) between 
school liking subdimension (X = 25.5, ss = 2.9) and school avoidance subdimension (X = 4.77, 
ss = 1.6) showed a significant negative correlation between the subdimensions of the scale and 
there is no multiple correlation problem. 

3.1.3. Concurrent validity 

In order to evaluate the Concurrent Validity, the correlations between School Liking and 
Avoidance Scale, Teacher Rating Scale of School Adjustment, Preschool and Kindergarden 
Behavior Scales (Social Skills and Problem Behavior Scales) were examined. There are no 
significant correlations between the perceptions of children and the perceptions of teachers 
about school liking and school avoidance. Similarly, the correlations between the school liking 
and avoidance based on children's perceptions and each subdimension of Social Skills Scale 
based on teacher perceptions are not significant. However, significant negative correlations 
were identified between the school liking subdimension based on children's perceptions and 
antisocial (r = -.322, p <.001) and egocentric (r = -.268, p <.001) subdimensions of the Problem 
Behavior Scale based on teachers' perceptions. 

3.2. Reliability Analysis 

SLAQ reliability was measured by Cronbach's Alpha coefficient and test-retest methods. The 
Cronbach's Alpha Coefficient for the SLAQ school liking subdimension is .92 and .87 for the 
school avoidance subdimension. For test-retest reliability the correlation between 
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measurements made in three-week intervals was examined. High levels of significant 
correlations between two applications were identified for school liking (r = .86; p <0.01) and 
avoidance (r = .84; p <0.01) subdimensions. This result shows that the evaluation tool gives 
stable results over time. 

4. DISCUSSION  
In this study, the replicability of the factor structure of The School Liking and Avoidance 
Questionnaire for Turkish preschool children and the psychometric properties of the scale were 
examined.SLAQ is used to assess children's emotional and behavioral involvement in school. 
The EFA and CFA findings, which were conducted to evaluate the construct validity of the 
scale in Turkish culture, identified two distinct but related factors: school liking and school 
avoidance. This result is consistent with the original scale and the adaptation studies in different 
cultures (Honma & Uchiyama, 2014; Ladd et al., 2000; Smith, 2011; Tomada et al., 2005; 
Vassilopoulos et al., 2018). 

The relationship between child and teacher reports was examined to evaluate the construct 
validity of the School Liking and Avoidance Questionnaire subscales. There were no significant 
correlations between the perceptions of children and the perceptions of teachers on school liking 
and school avoidance. Similar results were obtained in previous studies (Murray et al., 2008; 
Smith, 2011). Murray and colleagues (2008) reported in their study on teacher-child 
relationship and children's school adjustment that there was a low correlation between the 
children's and the teachers' perceptions and additionally the children's perceptions of teacher-
child relationship were more predictive of school liking. In another study by Harrison (2004), 
the correlation between children's reports of school liking and avoidance and teachers' reports 
of task orientation and assertive social skills differ with regard to girls and boys. There was no 
significant correlation between the scores of girls' school liking and avoidance scores and 
teacher scores. In fact, a high correlation is expected between teacher reports and child reports. 
Because teachers are together with children all day and have the opportunity to observe them 
closely. Although child and teacher reports of school liking and avoidance subdimensions are 
evaluating the same structure, some limitations may have led to the development of this 
situation. For example, in crowded classrooms, teachers may have overlooked the behavior of 
other children as they paid attention to children who were over-exhibiting school avoidance 
behavior (Smith, 2011). The expectations of teachers and children from the school may be 
different. Teachers may perceive children who participate in activities without any problems 
and have academic success as liking the school and they may not be observing adequately. In 
fact, according to the social discipline model of Dreikurs, at the root of children's behaviour lies 
the desire to belong to a group, a class. According to Drekurs, what motivates the children to 
misbehave can be the subconscious desire to draw attention, seek power or take revenge (Sadık, 
2018). In this sense, children who want to attract the attention of teachers or peers by displaying 
such negative behaviors may not be desiring to get away from classroom or avoid school, 
instead they may be desiring to belong and be acknowledged. This desire can be the basic 
impulse underlying their negative behavior. However, teachers may think that these children 
avoid school. 

Many studies based on teachers' perceptions emphasize the relationship between social skills 
and behavioral problems of children and school adjustment (Chen et al., 1995; Ladd, 2006; 
Ladd & Burgess, 2001). However, different findings have been reached in studies focusing on 
the correlations between children's perspective on school and the teachers' perpective on social 
skills and problem behaviour. In his study, Huang (2010) stated that there are correlations 
between school liking and avoidance based on children's perceptions and positive social 
behaviors and problem behaviors based on teachers' perceptions. In this study, no significant 
correlation between the school liking and avoidance scores based on the children's perceptions 
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and the social skills scores based on teachers' perceptions was identified. However, the 
correlations between the liking school subdimension based on children's perceptions and 
antisocial and egocentric behavior problems based on teachers' perceptions are significant. 
There are studies that support this finding in the literature. For example, Lee (2014), in his 
study, stated that there were correlations between externalizing problems based on teachers' 
perceptions and liking school, however there were no correlations between internalizing 
problems and children's reports. Similarly, Harrison (2004) concluded that there are correlations 
between boys' school liking and avoidance children's reports and acting out behaviors teachers' 
reports, but there is no correlation with being shy/anxious for both boys and girls. 

Looking at the results of the internal consistency coefficients examined in order to evaluate the 
reliability of the scale, and considering the accepted reliability level of the measurement tools 
that can be used in the research is .70, the scale can be declared reliable. This result supports 
the results of the study by Smith (2011) (School liking Cronbach's α = .91, school avoidance 
Cronbach's α = .80). The results of the test and re-test to evaluate the reliability show that the 
scale gives stable results over time. In summary, the validity and reliability results for SLAQ 
show that the scale is valid and reliable in Turkish culture. 

5. CONCLUSION 
The findings of this study show that the Turkish version of The School Liking and Avoidance 
Questionnaire gives valid and reliable scores for Turkish preschool children. It is thought that 
the tool will contribute to the researchers who want to assess school adjustment problems, to 
identify children who do not like school or avoid school, to take measures for children at risk, 
and to investigate the correlation between the degree of emotional and behavioral participation 
in school and other adjustment indicators. There is a need for measurement tools to evaluate 
the school adjustment of Turkish preschool children based on children's perceptions and this 
scale adaptation is expected to fill this gap in the field. In addition, the study of the validity and 
reliability of the tool in different cultures will provide the basis for intercultural studies. In this 
context, the study may also contribute to the international literature. 

Future research should examine the validity and reliability of SLAQ with participants at varying 
age groups and socioeconomic levels. Research conducted in different regions of Turkey, in 
varying types of schools and with larger samples may provide further evidence for the validity 
and reliability of SLAQ. In this study, because there is no other measurement tool based on the 
perceptions of children to evaluate the school adjustment of children, concurrent validity was 
evaluated based on the perceptions of teachers. It may be beneficial to employ more social 
based criteria, such as peer relations and teacher-child relations based on children's perceptions, 
presumed to affect school adjustment. 
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Abstract: New statistical methods are being added to the literature as a result 
of scientific developments each and every day. This study aims at investigating 
one of these, Maximum Likelihood Score Estimation with Fences (MLEF) 
method, in ca-MST. The results obtained from this study will contribute to both 
national and international literature since there is no such study on the 
applicability of MLEF method in ca-MST. In line with the aim of this study, 48 
conditions (4 module lengths (5-10-15-20) x 2 panel designs (1-3; 1-3-3) x 2 
ability distribution (normal-uniform) x 3 ability estimation methods (MLEF-
MLE-EAP) were simulated and the data obtained from the simulation were 
interpreted with correlation, RMSE and AAD as an implication of measurement 
precision; and with conditional bias calculation in order to show the changes in 
each ability level. This study is a post-hoc simulation study using the data from 
TIMSS 2015 at the 8th grade in mathematics. “xxIRT” R package program and 
MSTGen simulation software tool were used in the study. As a result, it can be 
said that MLEF, as a new ability estimation method, is superior to MLE method 
in all conditions.  EAP estimation method gives the best results in terms of the 
measurement precision based on correlation, RMSE and AAD values, whereas 
the results gained via MLEF estimation method are pretty close to those in EAP 
estimation method. MLE proves to be less biased in ability estimation, 
especially in extreme ability levels, when compared to EAP ability estimation 
method. 

1. INTRODUCTION 

Individualized tests have been administered together with computer technology for a long time. 
These tests, also known as Computer Adaptive Tests (CAT), are using Item Response Theory 
in the background. The relationship between IRT, latent ability and item parameter is 
continuous and defined with monotonic mathematical function (Embretson & Raise, 2000; 
Reckase, 2009). In this way, the test administration algorithm is designed so that the test items 
which are administered to the test taker are adapted in terms of difficulty in line with the test 
taker’s estimated ability while the test is going on. As the individuals receive items appropriate 
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to their own level of ability, they do not get the same test form as is the case in pen-and-paper 
tests. Also, it is prevented that the individuals receive items which are way above or under their 
estimated ability. A CAT is more effective than a regular test by having the appropriate item 
pool (Wainer, Kaplan, & Lewis 1992). Using computer technology has provided the users with 
convenient strategies such as administering and securing the test items as well as analyzing and 
storing the data easily. Because of the aforementioned virtues, CAT ensures more efficient and 
precise measurement in individuals’ ability distribution. Although CAT has gained a sound 
ground in terms of application in a variety of fields, it has its own limitations. Some of them 
can be listed as being difficult to apply in different item formats, requiring a large item pool as 
well as complicated software and fast computers, not enabling test items to be revised 
throughout the test, having a complex item selection algorithm, and not being able to get 
information about psychometric characteristics since test formats are established during the test 
(Hambleton, Swaminathan, & Rogers, 1991; Hendrickson, 2007; Luecht & Nungester, 1998; 
Luecht & Sireci, 2011; Sarı, Yahşi Sarı, & Huggins Manley, 2016;  Yan, von Davier, & Lewis, 
2014). 

Due to its limitations, CAT is gradually being replaced by Computer Adaptive Multistage Tests 
(ca-MST). ca-MST combines the characteristics of linear and adaptive tests. While the 
appropriate models are chosen according to the individuals’ level in the application as is the 
case in adaptive tests, the test takers can revise the test items as they can do in linear tests and 
test content is generally set before the test is administered (Leucht & Nungester, 1998). In these 
tests, there is an adaptation, not on an item basis, but on the basis of item sets called modules 
(Leucht & Nungester, 1998; Yan, von Davier & Lewis, 2014; Zenisky, Hambleton & Leucht, 
2010). 

ca-MST is more advantegous than CAT especially because of the fact that the test formats in 
ca-MST can be examined in advance by test developers and test items can be reviewed by test 
takers during test administration (Luecht, Brumfield, & Breithaupt, 2006; Hendrickson, 2007).  

1.1. Ability Estimation Methods 

In individualized tests, which items will be set to a test taker is not decided beforehand. It is 
necessary to estimate the individual’s ability to be able to choose the items. Based on the 
individuals’ performance, the next item which is appropriate to the individual’s ability is chosen 
from the pool which has specific item parameters. Different from CAT, in ca-MST, the 
individual’s ability is estimated after each module and the most appropriate module in the first 
stage that comes after the estimation is administered to the individual.  

Since IRT-based estimation methods are used in estimating the individual’s ability, the ones 
used for CAT can also be used for ca-MST. In the literature, the most frequently used ability 
estimation methods are Maximum Likelihood Estimation (MLE), Expected a posteriori (EAP), 
and Maximum a posteriori (MAP) (Baker & Kim, 2004; Embretson & Resie, 2000). MLE 
method is often chosen because it is based on likelihood function and it provides unbiased 
estimates. The log likelihood function of an individual which was estimated after an 
administered test item is represented below. 

𝐿 = ln(𝜇|𝜃) = ෍ൣ𝜇௝ ln 𝑃௝ + ൫1 − 𝜇௝൯ ln൫1 − 𝑃௝൯൧

௡

௝ୀଵ

 

where µ is a response string of j items, which is (µ1, µ2, µ3..), and Pj is the item response 
function given theta (θ). 

In MLE method, the module that provides the most information about the individual is chosen. 
Although the ML estimator is efficient and unbiased in asymptotical terms, a large item pool is 
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needed to make use of it while it is not applicable with examinees having all-endorsed or all-
not-endorsed response patterns (Embretson & Reise, 2000). Therefore, this method requires 
individuals to have at least one correct and one incorrect response in order to estimate abilities. 

In response to the limitations of MLE, Bayesian-based estimation methods are proposed. These 
suggested methods include Modal a posteriori – MAP (Samejima, 1969) and Expected a 
posteriori –EAP (Bock & Mislevy, 1982). The MAP estimator combines the available 
information in hand and exclusive trait level true for all kinds of possible response patterns. 
What is problematic about MAP is that it might give biased results when the tests are short 
(e.g., <20), especially when the prior is used in an incorrect way (Embretson & Reise, 2000). 

Contrary to the ML and MAP estimators, EAP estimation of trait level requires a non-iterative 
process. Unlike ML estimation, EAP yields a finite trait level estimation for all response 
patterns, including endorsed and not-endorsed ones (Embretson & Reise, 2000). If the item 
number is finite, the EAP estimator ise biased. The type of bias can be described as that the trait 
level is biased when the item number is finite (Wainer & Thissen, 1987). In EAP and MAP 
estimation methods, the item is selected in a way to decrease the individual’s ability estimation 
range to minimum, and ability estimation is done in all kinds of response patterns. Although 
EAP and MAP estimation methods are similar, there are some significant differences between 
them. EAP estimation requires a discrete prior contrary to a continuous prior. Because of that, 
EAP is a scoring strategy that is used most easily among IRT models and testing context 
(Embretson & Reise, 2000). 

In literature, the methods different from MLE and Bayesian-based methods are examined 
especially for bias reduction (Firth,1993; Magis & Raiche, 2010; Magis, Beland & Raiche, 
2010). In summary, each ability estimation method has its own limitations. Han (2016) has 
developed a method called maximum likelihood estimation with fences (MLEF) to eliminate 
those method’s limitations. Although this method is basically similar to MLE, it requires for 
score estimation that the MLEF places two imaginary items having fixed responses in order to 
build ‘‘fences’’ around a meaningful range of the log likelihood function. In MLEF, the first 
imaginary item is accepted to be the lower fence and its b parameter is set at theta, where the 
lower bound of the theta distribution is expected (e.g., b = -3.5). For the b parameter value, the 
lower fence should not be higher than any other item included in the test form. Similarly, the 
second imaginary item is accepted to be the upper fence, and its b parameter is set at u, where 
the upper log likelihood functions of three-item response patterns bound of the theta distribution 
is expected (e.g., b = 3.5). The b-parameter upper fence value should be larger than any other 
item included in the test form. These two ‘‘fence’’ items should be established to possess a very 
high a-parameter value (e.g., a = 3.0). The log likelihood function estimated in MLEF method 
is presented below. 

𝐿∗ = ln 𝑃௅ி + ln(1 − 𝑃௎ி) + ෍ൣ𝜇௝ ln 𝑃௝ + ൫1 − 𝜇௝൯ ln൫1 − 𝑃௝൯൧

௡

௝ୀଵ

 

where PLF and PUF are the item response functions of the lower and upper fences. 

1.2. Purpose of the Study  

Bayesian-based EAP and MAP methods, which are suggested to eliminate some limitations of 
MLE, one of the most frequently used methods in literature, are known to result in estimates 
toward the center of a prior distribution, resulting in a shrunken score scale (Weiss and 
McBride, 1984). There are limited studies about ability estimation methods in ca-MST in 
literature. One of them is the study carried out by Kim, Moses and Yoo (2015). In that study, 
researchers have compared MLE, EAP, MAP ve TCF (test characteristic function) methods 
with different grading methods for tests having different module length. The study is important 
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as the method, which is previously examined only in CAT, is being examined in ca-MST in 
different conditions; it provides a comparison of the method with other frequently-used 
methods in literature; and there is no similar study in the literature. Besides, what makes this 
study so important is that it compares the method presented by Han (2016) with other existing 
methods. 

The aim of this study is to investigate the effect of MLEF that is developed to eliminate 
limitations of the related methods on ability estimation in ca-MST. And also, the applicability 
of MLEF method for ca-MST and the comparison of MLE method that is often used and 
referred to in literature and Bayesian-based EAP methods for different test conditions are 
investigated.  

2. METHOD 

In this study, it is aimed to investigate the effect of different ability estimation methods on 
ability estimation in ca-MST. For that purpose, real item data were used in the study. Therefore, 
this study is a descriptive research based on post hoc simulation that uses real item parameters. 

2.1. Obtaining of Item Parameters 

In the study, an item pool made from TIMSS 2015 mathematics-eight grade assessment items 
was used. Two item formats are used in the TIMSS assessments: multiple-choice and 
constructed response. Multiple-choice items represent at least half of the total number of points. 
Items are grouped into a series of item blocks in TIMSS assessment. Approximately 12–18 
items in each block at the eigth grade and a total of 28 blocks were assigned to 14 different 
achievement booklets at each grade level in TIMSS 2015 (IEA, 2013).  

In TIMSS 2015, there are 297 eight grade mathematics items in total. Within the scope of this 
study, parameters of 159 items in total, which are estimated based on 3-parameter logistics 
model (Lord, 1980) and graded based on 1-0, are taken from the website 
https://timssandpirls.bc.edu/timss2015/international-database/. Table 1 shows the descriptive 
characteristics of parameters belonging to the items handled in the study. Within the scope of 
the study, an MST item pool is formed with 159 items in total. 

Table 1. Mean and standard deviation of item parameters    

Parameters                             Mean SD 
a  1.31 0.39 
b 0.51 0.53 
c 0.21 0.08 

2.2. Simulee Parameters 

In this study, two different distribution types; namely, normal distribution N (0,1) and uniform 
distribution (-3,3), are examined. Two distribution types are chosen in order to be able to 
compare MLEF methods with others in case the numbers of simulees, especially at peak ability 
levels, are different. Therefore, 5000 simulee parameters having both normal and uniform 
distribution are simulated by using MSTGen (Han, 2013) simulation software tool. 

2.3. ca-MST Components 

Within the scope of this study, 1-3 (Patsula, 1999; Kim, Moses, & Yoo, 2015) and 1-3-3 
(Jodoin, Zenisky, & Hambleton, 2006; Leucht, Brumfield, & Breithaupt; 2006; Park, 2015; 
Patsula, 1999; Zenisky, 2004) panel designs, which are frequently used in the literature, were 
studied as in one panel. TIF values used in forming the panels are specified as below in Figure 
1. 
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Figure 1. TIF values of 1-3, and 1-3-3 panel designs 

In this study, four different module lengths (5-10-15-20) are examined because module lengths 
vary from small (5 to 10) to large (50 to 100 items) (Luecht, 2000). The lengths of the modules 
used within the scope of this study are different because test length in ca-MST is correlated 
with measurement precision (Patsula, 1999), and this study aims to display the effects of ability 
estimation methods more clearly in long tests. 

MLE, EAP and MLEF methods are used for ability estimation of simulees. Maximum Fisher 
Information is used as item selection method, and “bottom up” is used as test assembly method. 
For test assembly process, “xxIRT” (Luo, 2017) package program is used in R software (R 
Development Core Team, 2011).  

Table 2 shows 48 conditions examined in this study (2 ability distribution ×2 panel design × 4 
module length × 3 ability estimation method). 

Table 2. ca-MST components   

 

 
2.4. Data Analysis 

After MST conditions are created for each variable specified in Table 2, simulee parameters 
and test conditions are matched up within the context of conditions specified in the study with 
MSTGen software.  

In this study, for each condition, correlation (between the simulated / derived thetas and 
estimated thetas calculating after ca-MST) root mean square error (RMSE), and average 
absolute difference (AAD) values are calculated. Pearson’s Product Moments Correlation is 
used in calculating the correlation coefficient. And also, the equations of RMSE and AAD are 
presented below. 

                               𝑅𝑀𝑆𝐸 = ට∑ ൫ఏഢ
෡ ିఏ೔൯

మ೙
೔సభ

௡
,  𝐴𝐴𝐷 =

∑ หఏഢ
෡ ିఏ೔ห೙

೔సభ

௡
    

 

where 𝜃෠௜  represents the estimated level of ability for person i, 𝜃௜ represents the known level of 
ability for person i, and 𝑛 represents the size of the sample.  

In addition to those, it is aimed to examine the changes in ability levels based on bias values in 
detail. With this aim, ability levels are grouped based on changes of theta 0.5; and bias values 
are examined in 12 θ change points in uniform distribution and in 15 θ change points in normal 
distribution (Zenisky, 2004).  

Components                                            Variables 
Examinee distribution  Normal-Uniform 
Panel Design “1-3”; “1-3-3” 
Module Length 5-10-15-20 
Estimation method MLE-EAP-MLEF 
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3. FINDINGS 

In this section, data gathered from the study are presented in two parts. Correlation, RMSE, and 
AAD values are given in the first part; and conditional bias values are given in the second one. 

3.1. Results of Correlation, RMSE and AAD 

Correlation, RMSE and AAD values of 48 conditions examined in the study are presented in 
Table 3. When the correlation values in Table 3 are examined, it is seen that correlation values 
generally increase when the panel design shifts from two-stage structure to a three-stage one. 
In panel design 1-3, the highest correlation value of 0.9679 is obtained under the condition 
when the module length is composed of 20 items and the items are administered to simulees 
within the uniform ability distribution having EAP ability level estimation method. On the other 
hand, the lowest correlation value of 0.6491 is obtained under the condition when the module 
length is composed of 10 items and the items are administered to simulees in normal ability 
distribution having MLE ability level estimation method. In panel design 1-3-3, the highest 
correlation value of 0.9770 is obtained under the condition when the module length is composed 
of 20 items and the items are administered to simulees within the uniform ability distribution 
having EAP ability level estimation method. On the other hand, the lowest correlation value of 
0.6614 is obtained under the condition when the module length is composed of 5 items and the 
items are administered to simulees within the normal ability distribution having MLE ability 
level estimation method. 

When ability level estimation methods are examined, it is seen that the highest correlation 
values are obtained in EAP ability estimation method. This is valid for both two-stage and three-
stage panel designs. It is also valid when the number of items in modules increases. However, 
in MLE method, under the condition when module length is composed of 5 items, correlation 
value is higher than the results under the conditions when module is longer.  

It is seen that there is a general increase in correlation values as the number of items in modules 
increases. Moreover, correlation values in normal ability distribution conditions are lower 
compared to the ones in uniform ability distribution conditions. 

When RMSE values are examined, it is seen that RMSE values generally decrease when the 
panel design shifts from two-stage structure to a three-stage one. In panel design 1-3, the highest 
RMSE value of 6.0165 is obtained under the condition when the module length is composed of 
5 items and the items are administered to simulees within the uniform ability distribution having 
MLE ability level estimation method. On the other hand, the lowest RMSE value of 0.2949 is 
obtained under the condition when the module length is composed of 20 items and the items 
are administered to simulees within the normal ability distribution having EAP ability level 
estimation method. In panel design 1-3-3, the highest RMSE value of 4.2494 is obtained under 
the condition when the module length is composed of 5 items and the items are administered to 
simulees within the uniform ability distribution having MLE ability level estimation method. 
On the other hand, the lowest RMSE value of 0.2515 is obtained under the condition when the 
module length is composed of 20 items and the items are administered to simulees within the 
normal ability distribution having EAP ability level estimation method. 

When ability estimation methods are examined, it is seen that lower RMSE values are obtained 
in EAP ability estimation method. This is valid for both two-stage and three-stage panel designs. 
It is also valid when the number of items in modules increases. RMSE values decrease as the 
number of items in modules increase. Moreover, RMSE values in normal ability distribution 
conditions are lower compared to the ones in uniform ability distribution conditions. RMSE 
values obtained via MLEF ability estimation method are found to be a bit higher than the values 
obtained via EAP estimation method at the two stage panel design as well as the three stage 
panel design. When compared to MLE, RMSE values obtained via MLEF ability estimation 
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method can be said to be quite low. Moreover, the lowest RMSE value is obtained at normal 
distribution at both panel design and all module lengths when MLEF method is adopted. 

When AAD values are examined, it is seen that AAD values generally decrease when the panel 
design shifts from two-stage structure to a three-stage one. In panel design 1-3, the highest AAD 
value of 4.5277 is obtained under the condition when the module length is composed of 5 items 
and the items are administered to simulees within the uniform ability distribution having MLE 
ability level estimation method. On the other hand, the lowest AAD value of 0.2133 is obtained 
under the condition when the module length is composed of 20 items and the items are 
administered to simulees within the normal ability distribution having EAP ability level 
estimation method. In panel design 1-3-3, the highest AAD value of 2.4339 is obtained under 
the condition when the module length is composed of 5 items and the items are administered to 
simulees within the uniform ability distribution having MLE ability level estimation method. 
On the other hand, the lowest AAD value of 0.1812 is obtained under the condition when the 
module length is composed of 20 items and the items are administered to simulees within the 
normal ability distribution having EAP ability level estimation method. 

When ability estimation methods are examined, it is seen that the lowest AAD values are 
obtained in EAP ability estimation method. This is valid for both two-stage and three-stage 
panel designs. It is also valid when the number of items in modules increases. However, the 
values obtained in both MLEF and EAP ability estimation methods are very close. 

AAD values generally increase as the number of items in modules increase. Moreover, AAD 
values in normal ability distribution conditions are lower compared to the ones in uniform 
ability distribution conditions. 

3.2. Results of Conditional Bias 

Conditional bias values calculated in groups according to the changes of 0.5 in ability levels 
are given in Figure 2. When it is examined, it is seen that under conditions when the test is 
administered to simulees in normal ability distribution, bias values are higher in extreme ability 
levels independently of panel design, test length and ability estimation methods. However, the 
highest bias values in extreme ability levels are under conditions when MLE estimation method 
is used. While bias values approach the negative infinity as the move is towards -3 ability level, 
bias values approach the positive infinity as the move is towards +3 ability level. Furthermore, 
under conditions when two-stage panel design and MLE ability estimation methods are used, 
more errors are obtained when compared to other methods in mid-levels especially under the 
condition when the module length is composed of five items. When EAP and MLEF methods 
are compared independently from stage number, lower bias values are gathered in especially 
negative extreme points of MLEF method compared to EAP method. 
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Table 3. Correlation, RMSE and AAD results of ability estimation 
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ML5 ML10 ML15 ML20 ML5 ML10 ML15 ML20 ML5 ML10 ML15 ML20 
PD1-3 UNIFORM MLE 0.8517 0.7560 0.7770 0.7655 6.0165 4.3157 4.3010 3.7308 4.5277 2.4887 2.4306 1.9440 
PD1-3 UNIFORM EAP 0.9381 0.9539 0.9645 0.9679 0.7236 0.6226 0.5415 0.5123 0.5453 0.4512 0.3869 0.3623 
PD1-3 UNIFORM MLEF 0.9124 0.9338 0.9501 0.9556 0.7508 0.6377 0.5548 0.5234 0.5421 0.4519 0.3903 0.3654 
PD1-3 NORMAL MLE 0.7518 0.6491 0.6672 0.6664 4.6654 3.3977 3.2046 2.6278 2.6395 1.4965 1.3239 0.9748 
PD1-3 NORMAL EAP 0.8998 0.9321 0.9492 0.9571 0.4438 0.3684 0.3202 0.2949 0.3367 0.2729 0.2356 0.2133 
PD1-3 NORMAL MLEF 0.8621 0.9026 0.9277 0.9381 0.6591 0.5185 0.4345 0.3975 0.4663 0.3510 0.2886 0.2588 
PD1-3-3 UNIFORM MLE 0.7610 0.7591 0.7558 0.7759 4.2494 3.3880 3.2458 2.5211 2.4339 1.7085 1.5556 1.0685 
PD1-3-3 UNIFORM EAP 0.9510 0.9657 0.9709 0.9770 0.6401 0.5327 0.4854 0.4254 0.4711 0.3807 0.3424 0.2966 
PD1-3-3 UNIFORM MLEF 0.9314 0.9516 0.9592 0.9689 0.6507 0.5468 0.5000 0.4365 0.4685 0.3842 0.3464 0.3008 
PD1-3-3 NORMAL MLE 0.6614 0.6832 0.6637 0.7480 3.0762 2.1232 2.2318 1.3407 1.2925 0.7483 0.7713 0.4056 
PD1-3-3 NORMAL EAP 0.9248 0.9515 0.9609 0.9690 0.3871 0.3130 0.2819 0.2515 0.2904 0.2295 0.2038 0.1812 
PD1-3-3 NORMAL MLEF 0.8959 0.9303 0.9420 0.9572 0.5396 0.4242 0.3847 0.3190 0.3741 0.2804 0.2480 0.2087 

AEMAD PD
AADCORRELATION RMSE 
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Figure 2. Conditional bias in ability estimation
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Similar to the condition when the examinees have normal distribution, under conditions when 
the items are administered to examinees having uniform ability distribution, the bias values in 
extreme ability levels are obtained mostly in the one where MLE estimation method is used. 
Again, the lowest bias value in this condition is obtained with MLEF method. 

As the distribution of individuals changes from normal towards uniform, lower bias values are 
obtained under the condition when the examinees in uniform ability distribution take the test in 
each ability estimation method. In other words, a good level of estimation can be done under 
conditions when MLEF method is used.  

In general, as the module length changes, the change in bias values can be seen more clearly in 
MLE method. Especially the bias values obtained in 5-item module length are more noteworthy 
than the ones in other module lengths. When different module lengths are examined in EAP 
and MLEF methods, there is a slight change in bias values under conditions when the items are 
administered to examinees having normal distribution compared to the change in module length 
especially in extreme points of EAP ability estimation method. However, this situation is less 
obvious under conditions when MLEF method is used. When the ability distribution is uniform, 
MLEF ability estimation method has lower bias values in extreme ability levels compared to 
EAP. 

When the graphs obtained from the conditions of different stage numbers are examined, it is 
seen that there are no significant differences in errors obtained in conditions where EAP and 
MLEF methods are used. However, lower values are obtained in extreme ability levels of panel 
design 1-3-3 where MLE method is used. Besides, bias values in mid-ability levels of both 
uniform and normal ability distributions, where three-stage condition is examined, are in a 
wider range, around 0. 

4. DISCUSSION and CONCLUSION 

In this study, the aim is to investigate what results MLEF ability level estimation method, which 
is brought to literature by Han (2016), gives in terms of ca-MST ability estimation when 
compared to MLE and EAP methods. In line with this, 48 conditions in total are examined with 
different panel designs, module lengths and individuals who have different ability level 
distributions. When the data are interpreted, it is seen that generally MLEF method is more 
successful in both short and long tests compared to MLE method; and it is successful in 
decreasing bias values especially in extreme ability levels compared to EAP method. 

When correlation, RMSE and AAD values are examined in the study as the indicators of 
measurement precision, the precision is lower under conditions when MLE ability estimation 
method is used. Although this result changes as the number of items or stages in modules 
increases, the results are not close to the values gathered in MLEF or EAP ability estimation 
methods. It can be said that the result is an expected one considering that there needs to be at 
least one correct and one incorrect answer in order for MLE estimation method to conduct 
ability estimation. When the measurement precision values of EAP and MLEF ability 
estimation methods are examined, it is seen that the values are very close to each other, but 
EAP method provides a more precise measurement. However, another result is that the 
differences of correlation, RMSE and AAD values in both methods decrease as the number of 
items in modules increases. The results are valid for both normal and uniform distribution. 
When different conditions in two- and three-stage conditions are compared, measurement 
precision is higher in three-stage conditions. This can be explained by the fact that there is one 
adaptation point in two-stage tests; in other words, by the fact that there are less measurement 
results in estimating the simulee’s ability level. 
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When the data gathered in the study are examined in terms of conditional bias values based on 
ability levels, it is seen that MLE ability estimation method is extremely biased, especially in 
extreme ability levels. The bias values reach the maximum level, especially in modules where 
the number of items is five. As the number of items and stages in modules increase, there are 
slight decreases in bias values. Yen and Fitzpatrick (2006) state in their study that ability 
estimation whose measurement precision is high can be obtained with MLE method, especially 
in conditions when the modules are composed of 30 or more items. Besides, it is concluded that 
it is critical that there are five items in modules for bias values obtained by MLE ability 
estimation method.  

When MLE and EAP ability estimation methods are compared, EAP method shows less bias, 
especially in extreme ability levels. This result is expected when considering that Bayesian-
based methods evolved as a solution to the estimation issues for individuals whose responses 
are all correct or incorrect in MLE ability estimation method. Similar to the result of this study, 
Kim, Moses and Yoo (2015) claim that in their two-stage MST study, measurement precision 
is higher compared to MLE, one of Bayesian-based estimation methods. Also, it is stated that 
Bayesian-based methods in which MLE is less precise are a better option for high-performing 
examinees.  

When EAP and MLEF ability estimation methods are examined in terms of conditional bias, it 
is seen that MLEF method has extremely low bias values, especially in extreme ability levels. 
Therefore, it can be claimed that MLEF method will be slightly biased in estimating abilities, 
especially of those individuals who have extreme ability levels. Especially when an ability 
estimation is conducted with ca-MST application for a group whose ability distribution is 
uniform, bias values are almost around 0 in each ability distribution level. These results are 
valid even for modules which have the lowest number of items. When Han (2016) compares 
MLEF method with other estimation methods for CAT in the study, it is stated that similar to 
this study’s results, the estimation can be done with very small bias in extreme ability levels. In 
line with the results of the study, it is suggested that MLEF method can be preferred over EAP 
method in terms of providing less biased results. However, especially under conditions when 
module length is short, it is suggested that test developers can use EAP and MLEF methods for 
ability estimation instead of MLE method. When deciding on the panel design, since there are 
more estimation points in three-stage designs, those can be suggested instead of two-stage ones 
in terms of providing a more measurement precision. 

Considering the conditions examined in the study, researchers can further investigate the 
following issues: trying similar conditions in different panel designs such as 1-2-4; 1-2-2; 1-5-
5; 1-2-3-4 where the numbers of items and stages can be changed; examining different ca-MST 
components such as content balancing or item exposure control; examining similar conditions 
in different item pools with different item selection methods and examining the effect of 
different routing module methods on ability level estimation. 
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Abstract: Item Response Theory (IRT) models traditionally assume a normal 
distribution for ability. Although normality is often a reasonable assumption 
for ability, it is rarely met for observed scores in educational and psychological 
measurement. Assumptions regarding ability distribution were previously 
shown to have an effect on IRT parameter estimation. In this study, the normal 
and uniform distribution prior assumptions for ability were compared for IRT 
parameter estimation when the actual distribution was either normal or 
uniform. A simulation study that included a short test with a small sample size 
and a long test with a large sample size was conducted for this purpose. The 
results suggested using a uniform distribution prior for ability to achieve more 
accurate estimates of the ability parameter in the 2PL and 3PL models when 
the true distribution of ability is not known. For the Rasch model, an explicit 
pattern that could be used to obtain more accurate item parameter estimates 
was not found. 

1. INTRODUCTION 

Item Response Theory (IRT) is widely used in psychological measurement (Embretson, 1996), 
and in educational measurement (Lord & Novick, 1968) for designing and analyzing the 
measurement instruments. It also has applications in other fields such as public health, ecology 
and sociology. In educational measurement, the student ability is the subject of the 
measurement. Ability is a latent trait and it cannot be measured directly. Thus, student responses 
to items in a test are used to measure ability in educational measurement. IRT defines a 
continuous and monotonic mathematical function (Reckase, 2009) for explaining the 
relationship between latent ability and student responses to the test items (Embretson & Reise, 
2000). In this study, the latent ability is assumed to be unidimensional, and the IRT models that 
are for analyzing the unidimensional latent ability are considered for the analysis. 

The estimation methods for IRT models require an assumption regarding the ability distribution 
to enable estimation of the model parameters. The tradition is to assume a normal distribution 
for abilityfor estimating the model parameters. Generally, normality is a reasonable assumption 
for ability (Embretson & Reise, 2000). However, it is not unlikely for observed scores in 
educational and psychological measurement to be non-normal in reality (e.g., Cook, 1959; 
Lord, 1955; Micerri, 1989). Micerri (1989), in example, examined 440 raw-score distributions 
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from large-scale achievement and psychometric measures. Micerri (1989) found that, of the 
measures he investigated, 125 were moderately asymmetric (i.e., 28.4%), and 135 were 
extremely asymmetric (i.e., 30.7%). The non-normality in the observed scores may also indicate 
non-normality in the latent ability scores. It is because the observed raw scores and the latent 
ability scores from an IRT model are correlated (Fan, 1998; Stewart, 2012). 

There are two general methods for estimation of the parameters in IRT models. These are 
marginal maximum likelihood estimation (Bock & Aitkin, 1981) and Bayesian estimation 
methods. Both of these methods make prior assumptions regarding the ability distribution 
(Baker & Kim, 2004, de Ayala, 2009). In this study, Markov chain Monte Carlo (MCMC) 
estimation was used for estimation of the model parameters. MCMC is a Bayesian estimation 
technique that iteratively samples from the posterior distributions of the parameters to be 
estimated (Jackman, 2000). These samples are then used to obtain estimates of the parameters. 
Bayesian estimation methods require indication of a prior distribution for each parameter in the 
model that is intended to be estimated. The prior distribution for a parameter reflects the 
distributional assumptions regarding that parameter. Poor specification of the priors in Bayesian 
estimation may result in biased parameter estimates (e.g., Mislevy, 1986). Therefore, a 
sufficiently informative prior should be specified for each parameter in the model in order to 
obtain unbiased estimates of the parameters (Baker & Kim, 2004; Mislevy, 1986). A 
sufficiently informative prior provides information regarding the posterior distribution of the 
parameter to be estimated. The prior may be assumed to be from the same distribution family 
with the posterior distribution (e.g., conjugate prior).  

Assumptions with respect to ability distribution have been shown to have an effect on IRT 
parameter estimation, depending on the deviation from the actual ability distribution (Reise & 
Yu, 1990; Roberts, Donoghue, & Laughlin, 2002; Sass, Schmitt, & Walker, 2008; Sen, Cohen, 
& Kim, 2016; Seong, 1990; Stone, 1992). Item parameter estimates are more precise when the 
prior distribution for latent ability matches the true distribution of latent ability (Seong, 1990). 
The bias in item parameter estimates due to misspecification of actual ability distribution, on 
the other hand, often can be reduced by increasing sample size and test length (e.g., de Ayala 
& Sava-Bolesta, 1999; Kirisci, Hsu, & Yu, 2001, Reise & Yu, 1990; Roberts et al., 2002; Seong, 
1990; Stone, 1992). Thus, the effect of the prior distributional assumptions on parameter 
estimation should be considered with respect to the potentially confounding variables such as 
the sample size and the test length. 

The latent ability distribution in an IRT model can be estimated with an assumption of normality 
following the general applications in the literature. The true ability distribution, on the other 
hand, can be in another type such as the uniform distribution (e.g., Hambleton & Cook, 1983; 
Swaminathan, Hambleton, & Rogers, 2007). In that case, using a prior distribution that matches 
the true distribution of the latent ability may result in more accurate estimates of item and ability 
parameters in IRT models. In this study, the normal prior distribution for ability was 
investigated for its efficiency to result in reasonable estimates of item and ability parameters, 
especially when the true latent ability distribution was uniform. A simulation study was 
conducted to analyze student responses to items with a normal and a uniform underlying ability 
distribution. The analyses were done using a unidimensional IRT model for dichotomous items. 
The models used in this study were Rasch (Rasch, 1960), two-parameter logistic (2PL; 
Birnbaum, 1968), and three-parameter logistic (3PL; Birnbaum, 1968) IRT models. Uniform 
and normal distributions priors were used for the latent ability while analyzing student 
responses to items. Finally, item and ability parameter estimates from the models with a normal 
and a uniform prior distribution for the latent ability were compared to the generating item and 
ability parameters in order to determine the accuracy of item and ability parameter estimates. 

 



Karadavut
 

 570 

2. METHOD 

2.1. Unidimensional Item Response Theory Models 

Unidimensional IRT models for dichotomous items (e.g., for multiple choice) are extensively 
used in educational measurement. These models include Rasch, 2PL and 3PL models. The 
names of 2PL and 3PL models vary depending on the number of item parameters in the model. 
Namely, the 2PL model has two item parameters that are item difficulty and item discrimination 
parameters. Similarly, the 3PL model includes three item parameters that are item difficulty, 
item discrimination and the item pseudo-guessing parameters. The 3PL model defines the 
probability that an examinee j with ability θ answers item i correctly (𝑃௜൫𝜃௝|𝑋 = 1൯) with the 
following equation: 

𝑃௜൫𝜃௝|𝑋 = 1൯ = 𝑐௜ + (1 − 𝑐௜)
1

1 + 𝑒ି௔೔൫ఏೕି௕೔൯
 , (1)

where 𝑏௜ is the item difficulty parameter for item 𝑖, 𝑎௜ is the item discrimination parameter for 
item 𝑖, and 𝑐௜ is the pseudo-guessing parameter for item 𝑖. Fixing the 𝑐௜ parameter in a 3PL 
model to zero results the 3PL model to reduce into a 2PL model. Thus, the probability that an 
examinee 𝑗 with ability 𝜃  answers item 𝑖 correctly in a 2PL model is: 

 𝑃௜൫𝜃௝|𝑥 = 1൯ =
1

1 + 𝑒ି௔೔൫ఏೕି௕೔൯
 . (2) 

Similary, fixing the 𝑐௜ parameter to zero and the a୧ parameter to one in a 3PL model yields a 
Rasch model. The Rasch model defines the probability that an examinee 𝑗 with ability 𝜃 
answers item 𝑖 correctly as: 

 𝑃௜൫𝜃௝|𝑥 = 1൯ =
1

1 + 𝑒ି൫ఏೕି௕೔൯
 . (3) 

2.2. The Simulation Design 

Binary student responses to test items were generated using the R (2016) software for the Rasch, 
2PL and 3PL models. The underlying latent ability distributions were simulated to follow either 
a standard normal distribution or a uniform distribution on the interval [-3, 3]. Two test lengths 
(15-item and 30-item) and two sample sizes (600 and 2,000) were generated. Twenty-five data 
sets were simulated for each simulation condition. Item parameters that are used to generate 
student responses to test items are given in Table 1. 
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Table 1. Item Parameter Estimates Used for Generating Student Responses. 

 Rasch 2PL 3PL 
 b b a b a c 
1 2.75 2.75 1.0 2.75 1.0 0.25 
2 2.50 2.50 1.0 2.50 1.0 0.25 
3 2.25 2.25 1.0 2.25 1.0 0.25 
4 2.00 2.00 1.0 2.00 1.0 0.25 
5 1.75 1.75 1.0 1.75 1.0 0.25 
6 1.50 1.50 1.5 1.50 1.5 0.15 
7 1.25 1.25 1.5 1.25 1.5 0.15 
8 1.00 1.00 1.5 1.00 1.5 0.15 
9 0.75 0.75 1.5 0.75 1.5 0.15 
10 0.50 0.50 1.5 0.50 1.5 0.15 
11 0.25 0.25 2.0 0.25 2.0 0.10 
12 0.00 0.00 2.0 0.00 2.0 0.10 
13 -0.25 -0.25 2.0 -0.25 2.0 0.10 
14 -0.50 -0.50 2.0 -0.50 2.0 0.10 
15 -0.75 -0.75 2.0 -0.75 2.0 0.10 

2.3. Estimation of the Parameters 

Estimation of the parameters was done by using the Markov Chain Monte Carlo (MCMC) 
method as implemented in the computer software OpenBUGS (Lunn, Spiegelhalter, Thomas, 
& Best, 2009). A burn-in period of 3,000 iterations was used with a total number of 30,000 
iterations for each model. Following priors were used for MCMC estimation of model 
parameters: 

𝑏௜ ~ Normal(0,1), 𝑖 = 1, … , 𝑛, 

                                          𝑎௜ ~ Normal(0,1) and 𝑎௜ > 0 , 𝑖 = 1, … , 𝑛,                                     (4) 

                                  𝑐௜ ~ Beta(5,17) and 0 < 𝑐௜ < 0.3,    𝑖 = 1, … , 𝑛.                                            

Following priors were used for estimation of ability parameter, depending on the prior 
assumptions regarding the ability: 

 
𝜃௝ ~ Normal(0,1), 𝑗 = 1, … , 𝑁, 

or                                                                                                                                              (5) 
𝜃௝ ~ Uniform(−4,4), 𝑗 = 1, … , 𝑁. 

The scale of ability is arbitrary in IRT estimation which is denoted as metric identification 
problem (de Ayala, 2009, p. 41; Baker & Kim, 2004). The metric of the ability requires to be 
identified to achieve comparable parameter estimates across different calibrations. In this study, 
the metric of the ability was identified using item centering method (de Ayala, 2009). That is, 
the mean of item difficulty parameter estimates were fixed to zero for estimation of each model. 
In addition, the scale of parameters from estimated models was placed on scale of the generating 
parameters by using mean and sigma equating method (Marco, 1977). 

2.4. Item Recovery Analyses 

Item recovery analyses were conducted to compare the generating parameters to the parameter 
estimates from the MCMC analyses with a normal prior and the MCMC analyses with a 
uniform prior. Accuracy indices and Pearson correlations were calculated for this purpose. The 
accuracy indices included mean bias, mean absolute error (MAE), mean-square error (MSE), 
and root-mean-square error (RMSE). The mean bias, MAE, MSE, RMSE and Pearson 
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correlation values were calculated across twenty-five replications for the 15-item and 600 
sample size condition, and for the 30-item and 2,000 sample size condition, individually, for 
each IRT model. As an example, the equations for calculating the accuracy indices and Pearson 
correlation for the item difficulty parameter (b) are given below: 

Bias൫𝑏෠൯ =
∑ ∑ ൫𝑏෠௜ − 𝑏෠௜௥൯௡

௜ୀଵ
ோ
௥ୀଵ

𝑅𝑥𝑛
,   (6) 

MAE(𝑏෠) =
∑ ∑ |𝑏෠௜ − 𝑏෠௜௥|௡

௜ୀଵ
ோ
௥ୀଵ

𝑅𝑥𝑛
,   (7) 

 

MSE(𝑏෠) =
∑ ∑ (𝑏෠௜ − 𝑏෠௜௥)ଶ௡

௜ୀଵ
ோ
௥ୀଵ

𝑅𝑥𝑛
, 

  (8) 

RMSE(𝑏෠) = ඨ
∑ ∑ (𝑏෠௜ − 𝑏෠௜௥)ଶ௡

௜ୀଵ
ோ
௥ୀଵ

𝑅𝑥𝑛
,   (9) 

Cor(𝑏෠, 𝑏) =
1

𝑅
෍ Cor(𝑏෠௜, 𝑏෠௜௥)

ோ

௥ୀଵ

,  (10) 

where (𝑏෠i) is the generating item difficulty parameter for item 𝑖, (𝑏෠ir) is the item difficulty 
parameter estimate for item 𝑖 from MCMC analyses with a uniform/normal prior from the rth 
replication, R is total number of replications which is 25, and n is the total number of items 
which is either 15 or 30. 

3. RESULT / FINDINGS 

The accuracy indices and the correlation coefficients are calculated for the item difficulty, item 
discrimination, item pseudo-guessing, and ability to quantify the item parameter recovery (see 
Appendix A, Tables A1-A4). Post-hoc comparisons were conducted for transformed MSE 
values using Tukey’s HSD procedure (see Table 2). Square-root or natural logarithm 
transformation was used for transformation of the MSE values in order to achieve normally 
distributed residuals. Cohen’s d values for the post-hoc comparisons are reported in Table 2. 
Cohen’s d values of 0.2, 0.5, and 0.8 indicate small, medium, and large effects, respectively 
(Cohen, 1988). Cohen’s d values of 0.8 and larger were considered to reveal a substantial 
difference in mean MSE values between the uniform and the normal priors for a given 
parameter from a particular model for a given number of the items and the sample size 
condition. 

Results did not indicate a difference in the mean MSE values between the normal and the 
uniform priors for the item difficulty parameter from the Rasch model, for both the 15-item and 
600 sample size and for the 30-item and 2,000 sample size conditions. There was not a constant 
pattern for differences in the mean MSE values between the uniform and the normal priors for 
the ability parameter from Rasch model. 

For the 15-item and 600 sample size conditiom, there was not a substantial difference in the 
mean MSE values between the uniform and the normal priors for estimation of the item 
difficulty and the item discrimination parameters using a 2PL model, when the actual 
distribution of the latent ability was uniform.  When the actual distribution of the latent ability 
was normal, the uniform prior yielded larger mean MSE value compared to the normal prior 
for both of the item difficulty and item discrimination parameters. For the 30-item and 2,000 
sample size condition, for both of the item difficulty and item discrimination parameters, the 
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normal prior yielded larger mean MSE value when the actual distribution of the latent ability 
was uniform. Similarly, the uniform prior yielded larger mean MSE value when the actual 
distribution of the latent ability was normal, for both of the item difficulty and item 
discrimination parameters. For estimation of the ability parameter using a 2PL model, the 
normal prior yielded larger mean MSE values compared to the uniform prior for all conditions. 

The analyses of the 15-items using a 3PL model for 600 sample size showed that, there was not 
a substantial difference in the mean MSE values between the uniform and the normal priors for 
the item difficulty and the item discrimination parameters, when the actual distribution of the 
latent ability was uniform. For the item pseudo-guessing parameter, the uniform prior yielded 
larger errors compared to the normal prior, when the actual latent ability distribution was 
uniform, for the 15-item and 600 sample size condition. Again for the 15-item and 600 sample 
size condition, the uniform prior yielded larger errors compared to the normal prior, when the 
actual latent ability distribution was normal, for estimation of the item difficulty, item 
discrimination and item pseudo-guessing parameters.  

For the 30-item and 2,000 sample size condition, the normal prior yielded larger mean MSE 
values compared to the uniform prior, for estimation of the item difficulty and item pseudo-
guessing parameters, when the actual latent ability distribution was uniform. For the item 
discrimination parameter, on the other hand, there was not a significant difference in the mean 
MSE values between the normal and uniform priors. Again for the 30-item and 2,000 sample 
size condition, the uniform prior yielded larger mean MSE values for the item difficulty, item 
discrimination, and item pseudo-guessing parameters, when the actual distribution of the latent 
ability was normal. For estimation of the ability parameter in the 3PL model, the normal prior 
yielded larger mean MSE values compared to the uniform prior, when the actual latent ability 
distribution was uniform. The effect sizes for the difference between the normal and uniform 
priors were medium to large (i.e., between 0.5 and 0.8) when the actual distribution was normal. 

Table 2.  Estimates of Cohen's d Values from Post-hoc Comparisons Using Tukey'd HSD Procedure for 
Transformed MSE Values 

      Rasch 2PL 3PL 

Condition 
Actual 
Dist.  

Prior 
Dist. 

b θ b a θ b a c θ 

15-item and 
600 sample 
size 
 

Uniform 
 

Normal – 
Uniform 
 

0.138                
U>N 

1.240   
U>N 

0.579  
N>U 

0.236  
U>N 

3.467   
N>U 

0.611  
N>U 

0.780  
U>N 

0.915  
U>N 

7.627   
N>U 

Normal 
 

Normal – 
Uniform 
 

0.026   
U>N 

0.455 
U>N 

1.243   
U>N 

2.819 
U>N 

7.526   
N>U 

2.299   
U>N 

5.090  
U>N 

2.319  
U>N 

0.756 
N>U 

30-item and 
2,000 
sample size 
 

Uniform 
 

Normal – 
Uniform 
 

0.245   
U>N 

3.809   
U>N 

0.999   
N>U 

1.314 
N>U 

3.197   
N>U 

2.240   
N>U 

0.281 
U>N 

1.466   
N>U 

6.022    
N>U 

Normal 
 

Normal – 
Uniform 
 

0.013   
U>N 

2.092 
N>U 

1.231 
U>N 

3.914  
U>N 

3.903   
N>U 

2.998   
U>N 

7.894   
U>N 

1.056   
U>N 

0.727  
U>N 

Note. 1) Dist: Distribution, N: Mean parameter estimates for the model with normal prior, U: Mean parameter estimates for the 
model with uniform prior, b: Item difficulty, a: Item discrimination, c: Item pseudo-guessing, θ: Ability 2) Large effect sizes 
(i.e., larger than .80) are shown in bold. 

4. DISCUSSION and CONCLUSION 

The primary purpose of using IRT models is to locate students on a continuous scale by 
estimating their ability (Baker, 2001). Thus, correct estimation of the ability parameters in an 
IRT model is critical for accountability. The purpose of this study was to investigate if the prior 
distribution assumption for ability has an effect on estimation of the ability parameters, 
especially when the true ability distribution is uniform. For this purpose, a simulation study was 
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conducted to compare a uniform and a normal prior distribution assumption for Bayesian 
estimation of the item and ability parameters in Rasch, 2PL and 3PL models. The simulation 
conditions included a short test with a small sample size, and a long test with a large sample 
size. Ability distributions were generated to follow either a normal or a uniform distribution; 
and the item responses were generated to fit either a Rasch, 2PL or a 3PL model. Twent-five 
data sets of item responses were generated for each combination of the simulation conditions. 
Each data set was analyzed using both a uniform and a normal prior, and the ability and item 
parameter estimates from both models were compared for their accuracy. 

Uniform and normal priors for ability yielded similar item parameter estimates for the Rasch 
model for each simulation conditions. The uniform and normal priors either resulted similar 
item parameter estimates, or the prior that does not match the true distribution resulted in better 
estimates of the ability parameter. That is, a uniform distribution prior yielded more accurate 
estimates of the ability parameter when the true distribution of ability was normal; and the 
normal prior resulted in more accurate ability parameter estimates when the true distribution of 
ability was uniform.  

For the 2PL model, the normal and the uniform distribution priors for ability either resulted in 
similar item difficulty and item discrimination parameter estimates, or the prior distribution that 
matches the true distribution of ability resulted in more accurate estimates of similar item 
difficulty and item discrimination parameters. For estimation of the ability parameters, the 
uniform distribution prior yielded more accurate estimates for each of the simulation condition 
independent of the true distribution of ability. 

The uniform and normal distribution priors for ability either resulted in similar item difficulty 
parameter estimates, or the prior that matches the true distribution of ability yielded more 
accurate item difficulty parameter estimates. Uniform and normal distribution priors resulted in 
similar item discrimination parameter estimates when the true distribution was uniform. Normal 
distribution prior yielded more accurate estimates of the item discrimination parameter when 
the true distribution of ability was normal. Similarly, the normal distribution prior yielded more 
accurate estimates of the item pseudo-guessing parameter for each of the simulation conditions 
except for the 30-item and 2,000 sample size condition, when the true distribution of ability 
was uniform. For this condition, the uniform distribution prior resulted in more accurate 
estimates of the item pseudo-guessing parameters. The uniform and normal distribution priors 
for ability yielded similar estimates of ability when the true distribution of ability was normal. 
When the true distribution of ability was uniform, on the other hand, the uniform distribution 
prior yielded more accurate estimates of the ability parameter.  

In summary, the results of this study suggest using a uniform distribution prior to achieve more 
accurate estimates of the ability parameter in the 2PL and 3PL models when the true distribution 
of ability is not known. The results contribute to the IRT literature as they suggest that using a 
uniform prior for ability may be more useful as opposed to the convention of using a normal 
prior for estimation of ability. The results did not indicate a guiding pattern for estimation of 
the ability parameter in the Rasch model. However, the results of this study are limited with the 
simulation conditions used in the study. A future study may include more alternatives for the 
test length and the sample size conditions. In addition, this study only investigated the effect of 
the prior distribution for ability on estimation of the parameters in IRT models. A future study 
may explore potential effects of the prior distributions for the item parameters on parameter 
estimation in IRT models. 
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6. APPENDIX 

Table A1. Accuracy Indices and Correlations for the 15-item and 600 Sample Size Condition when the 
Actual Latent Ability Distribution is Uniform 

 MRM 2PL 

 Item difficulty Ability Item difficulty 
Item 

discrimination 
Ability 

Prior Uniform Normal Uniform Normal Uniform Normal Uniform Normal Uniform Normal 

Bias 0.000 0.000 1.037 0.977 0.000 0.000 0.036 0.030 0.900 0.932 

MAE 0.083 0.086 1.078 1.011 0.073 0.080 0.124 0.114 0.916 0.949 

MSE 0.011 0.012 1.506 1.405 0.009 0.011 0.025 0.022 1.064 1.145 

RMSE 0.107 0.109 1.227 1.185 0.092 0.107 0.159 0.149 1.031 1.070 

Cor. 0.995 0.995 0.931 0.930 0.996 0.995 0.945 0.961 0.957 0.953 

 

Table A1 Continues. Accuracy Indices and Correlations for the 15-item and 600 Sample Size Condition 
when the Actual Latent Ability Distribution is Uniform 

 3PL 

 Item difficulty Item discrimination 
Item pseudo-

guessing 
Ability 

Prior Uniform Normal Uniform Normal Uniform Normal Uniform Normal 

Bias 0.000 0.000 -0.123 -0.151 0.001 -0.018 0.922 1.039 

MAE 0.124 0.136 0.234 0.205 0.035 0.030 0.978 1.059 

MSE 0.026 0.033 0.078 0.061 0.002 0.001 1.295 1.477 

RMSE 0.162 0.183 0.280 0.246 0.043 0.038 1.138 1.215 

Cor. 0.989 0.986 0.869 0.953 0.735 0.868 0.933 0.930 

 

Table A2. Accuracy Indices and Correlations for the 15-item and 600 Sample Size Condition when the 
Actual Latent Ability Distribution is Normal 

 MRM 2PL 

 Item difficulty Ability Item difficulty 
Item 

discrimination 
Ability 

Prior Uniform Normal 
Unifor

m 
Normal Uniform Normal 

Unifor
m 

Normal Uniform Normal 

Bias 0.000 0.000 0.848 0.901 0.000 0.000 -0.172 -0.047 0.862 0.978 

MAE 0.078 0.078 0.918 0.921 0.147 0.104 0.257 0.154 0.876 0.983 

MSE 0.010 0.010 1.144 1.110 0.033 0.021 0.099 0.038 0.969 1.145 

RMSE 0.099 0.099 1.069 1.054 0.182 0.145 0.314 0.195 0.985 1.070 

Cor. 0.996 0.996 0.833 0.835 0.986 0.991 0.790 0.900 0.900 0.908 
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Table A2 Continues. Accuracy Indices and Correlations for the 15-item and 600 Sample Size Condition 
when the Actual Latent Ability Distribution is Normal 

 3PL 
 Item difficulty Item discrimination Item pseudo-guessing Ability 

Prior Uniform Normal Uniform Normal Uniform Normal Uniform Normal 

Bias 0.000 0.000 -0.114 -0.150 0.020 0.001 0.967 1.062 

MAE 0.230 0.136 0.447 0.210 0.049 0.040 1.007 1.070 

MSE 0.075 0.035 0.288 0.061 0.004 0.002 1.389 1.407 

RMSE 0.274 0.187 0.537 0.247 0.061 0.048 1.179 1.186 

Cor. 0.968 0.985 0.226 0.913 0.432 0.656 0.868 0.875 

 

Table A3. Accuracy Indices and Correlations for the 30-item and 2,000 Sample Size Condition when 
the Actual Latent Ability Distribution is Uniform 

  MRM 2PL 

  Item difficulty Ability Item difficulty 
Item 

discrimination Ability 

Prior Uniform Normal Uniform Normal Uniform Normal Uniform Normal Uniform Normal 

Bias 0.000 0.000 1.136 1.000 0.000 0.000 -0.002 0.037 1.003 1.029 

MAE 0.048 0.050 1.145 1.005 0.046 0.057 0.063 0.079 1.006 1.034 

MSE 0.004 0.004 1.548 1.249 0.004 0.006 0.007 0.011 1.156 1.235 

RMSE 0.059 0.062 1.244 1.117 0.060 0.075 0.081 0.104 1.075 1.112 

Cor. 0.998 0.998 0.958 0.960 0.998 0.998 0.982 0.985 0.975 0.971 

 

Table A3 Continues: Accuracy Indices and Correlations for the 30-item and 2,000 Sample Size 
Condition when the Actual Latent Ability Distribution is Uniform 

 3PL 

 Item difficulty Item discrimination 
Item pseudo-

guessing 
Ability 

Prior Uniform Normal Uniform Normal Uniform Normal Uniform Normal 

Bias 0.000 0.000 -0.172 -0.036 -0.002 -0.019 0.987 1.043 

MAE 0.076 0.113 0.207 0.188 0.019 0.025 0.999 1.049 

MSE 0.010 0.023 0.059 0.052 0.001 0.001 1.222 1.357 

RMSE 0.099 0.153 0.242 0.229 0.025 0.033 1.106 1.165 

Cor. 0.996 0.990 0.928 0.973 0.919 0.910 0.958 0.953 
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Table A4. Accuracy Indices and Correlations for the 30-item and 2,000 Sample Size Condition when 
the Actual Latent Ability Distribution is Normal 

 MRM 2PL 

 Item difficulty Ability Item difficulty 
Item 

discrimination 
Ability 

Prior Uniform Normal Uniform Normal Uniform Normal Uniform Normal Uniform Normal 
Bias 0 0 0.838 0.945 0 0 -0.117 -0.014 0.945 1.003 
MAE 0.047 0.047 0.863 0.948 0.090 0.061 0.158 0.076 0.946 1.003 
MSE 0.003 0.003 0.935 1.071 0.013 0.009 0.037 0.009 1.023 1.115 
RMSE 0.059 0.059 0.967 1.035 0.115 0.093 0.191 0.095 1.011 1.056 
Cor. 0.999 0.999 0.904 0.906 0.994 0.996 0.956 0.976 0.935 0.944 

 

Table A4 Continues. Accuracy Indices and Correlations for the 30-item and 2,000 Sample Size 
Condition when the Actual Latent Ability Distribution is Normal 

 3PL 
 Item difficulty Item discrimination Item pseudo-guessing Ability 

Prior Uniform Normal Uniform Normal Uniform Normal Uniform Normal 
Bias 0.000 0.000 0.032 -0.032 0.025 0.005 0.932 0.968 
MAE 0.182 0.088 0.470 0.145 0.036 0.029 0.941 0.969 
MSE 0.047 0.016 0.364 0.034 0.002 0.001 1.101 1.087 

RMSE 0.216 0.126 0.604 0.185 0.043 0.038 1.049 1.043 
Cor. 0.980 0.993 -0.058 0.922 0.829 0.806 0.910 0.921 
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Abstract: The acqu൴s൴t൴on of t൴me knowledge ൴nvolves learn൴ng how to read 
clocks, est൴mate t൴me, read dates and learn about temporal sequences. Ev൴dence 
suggests that many of these competenc൴es are acqu൴red by 10 years of age 
although not all ch൴ldren may follow th൴s developmental path. The ma൴n 
purpose of th൴s study was to collect normat൴ve data for a screen൴ng tool that 
assesses t൴me knowledge. These data ൴dent൴fy the prevalence and pattern of 
d൴ff൴cult൴es w൴th t൴me knowledge among a UK sample of Year 6 pup൴ls (aged 
10 to 11 years). The T൴me Screen൴ng Assessment tool (Doran, Dutt & Pembery, 
2015), des൴gned to assess t൴me knowledge, was adm൴n൴stered ൴nd൴v൴dually to a 
sample of 79 ch൴ldren. F൴nd൴ngs revealed a med൴an overall score of 32 out of a 
max൴mum score of 36. 25% of ch൴ldren performed at or close to ce൴l൴ng, 
however seven ch൴ldren scored more than 1.5 standard deviations below the 
mean. The value of these f൴nd൴ngs to pract൴t൴oners work൴ng w൴th ch൴ldren ൴n 
schools ൴s d൴scussed. 

1. INTRODUCTION 

In everyday life, keeping track of time allows us to organise activities and coordinate these with 
others, and is a skill that is acquired during childhood. Burny, Valcke and Desoete (2009) 
suggested that what develops is a range of time-related competencies including the accurate 
reading of clocks and calendars, and the ability to use mental timelines to measure and estimate 
time intervals. Furthermore, Burny et al. highlighted that the specific skill of reading clocks 
draws on a number of sub-competencies including language skills, memory, numeracy and 
spatial abilities. They explained that as well as being able to count and have a basic 
understanding of fractions, children need to learn to express correctly the relationship between 
the hour and the minute. For the relative expression ‘ten past eleven’ the minute is mentioned 
before the hour; however, for the absolute expression ‘eleven ten’ the hour comes first. 

Clock reading has been explored in a number of studies. Siegler and McGilly (1989) concluded 
from North American studies conducted in the 1970s and 1980s that children develop the ability 
to tell the time from analogue clocks in a particular sequence. By 6 years of age many can tell 
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whole-hour times, by 7 or 8 years 5-minute times, and between the ages of 8 and 10 years many 
could tell 1-minute times. However, reading the time from digital clocks does not follow the 
same pattern. A study by Friedman and Laycock (1989) involved participants from five age 
groups, with 32 North American children in each (mean ages: 6;6, 7;7, 8;6, 9;7 and 10;6). Most 
in the youngest group could tell whole-hour, half-hour and 1-minute times when reading a 
digital clock, and performance was near perfect in the second age group. However, their 
performance when reading analogue clocks varied according to the time being displayed. 
Whole-hour readings were accurate in the youngest age group and half-hour times in the second 
age group, but more complex 1-minute times (such as 2:43) remained difficult for at least some 
children in the oldest age group. This early research suggests that analogue clock reading is a 
complex skill acquired over a period of time, but in the most part it is achieved by 10 years of 
age.  

Several studies have shown that numerical skills may affect the acquisition of clock reading 
skills. Andersson (2008) compared clock reading in 182 children attending school in Sweden 
with a mean age of 125 months. Those with mathematics difficulties were found to have 
substantial problems with reading both analogue and digital clocks. Burny, Valcke and Desoete 
(2012) sampled 725 children from eight Belgian primary schools and identified 154 children 
with mathematics difficulties who performed worse than the others on clock reading tasks; 
furthermore, telling the time accurately to 1-minute and 5-minutes was difficult with both 
analogue and digital clocks. Analysis of errors suggested both miscounting and misinterpreting, 
with the latter most likely due to a combination of difficulties, including poorer counting 
strategies and absent memory representations. For example, reporting 10:04 rather than 10:20 
suggests that the child was not counting in fives, reflecting a lack of knowledge that the ‘4’ on 
the analogue clock means ‘20’.  

Clock reading is just one aspect of time knowledge. Other research has focused on the 
acquisition of knowledge about temporal sequences. In a US study, Friedman (1991) looked at 
children’s ability to date events on a time scale. The children were aged 4, 6 and 8 years with 
14 children in each age group. They were asked about two events they had experienced, one 
staged seven weeks and the other one week prior to testing. The youngest group could 
accurately decide which of the two events was more recent, and therefore had a sense of 
different times in the past, but it was only the 6 and the 8-year old children who could estimate 
when the older event occurred and who showed awareness of day, month and season. In a 
further study, Friedman (1992) compared the same three age groups, asking children to recall 
events from specific points during the previous year and, whilst performance improved with 
age, only 56% of those in the oldest group could position these multiple events into their correct 
temporal order. These findings suggest that acquisition of time-awareness continues beyond the 
age of 8 years. Based on these and other findings, Friedman (2005) proposed that children first 
learn the order of the days of the week and months of the year, using a list-based representation. 
As they grow older they begin to form representations of longer time scales such that by 10 
years of age they have a sense of the annual cycle, for example they can judge how long it is 
until next summer, and become aware of temporal distances between the days of the week or 
months of the year, for example that April and October are quite far apart. 

Another component of time knowledge concerns the ability to judge how long something takes. 
A study by Quartier, Zimmermann and Nashat (2010) compared Swiss French-speaking 
children aged between 6 and 13 years, 22 with attention-deficit/hyperactivity disorder (ADHD) 
and 22 controls. They found that children with ADHD who were younger than 10 years of age 
had more difficulty than controls with conventional time concepts such as dates, durations and 
order of events. Although those older than 10 years of age showed conventional time 
knowledge, they differed significantly from the control group in terms of their ability to 
organise time, for example to plan forward and meet deadlines. Children with autism spectrum 
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condition (ASC) have also displayed difficulties with time-based judgements (e.g. Williams, 
Boucher, Lind & Jarrold, 2013). 

A number of researchers have developed questionnaires to measure the different components 
of time knowledge. Quartier et al. (2010) used the Time Concept Questionnaire (Quartier, 2008) 
consisting of questions relating to time orientation, conventional time sequences, objective 
durations, subjective durations and anticipation. Labrell, Mikaeloff, Perdry and Dellatolas 
(2016) developed their own Time Knowledge Questionnaire which included four subtests: time 
orientation (e.g. ‘What day is it today?), sequences in relation to months and seasons, time units 
(e.g. ‘Is a minute shorter or longer than a second?’) and telling the time on a clock. There were 
three other subtests designed to measure understanding of the lifespan, the child’s own birthday 
and time estimation. The latter was assessed through a question about the duration of the 
interview. They administered this to 105 French children from state schools, ranging in ages 
from 6 to 11 years, and found that although time knowledge increased with age, different 
subtests revealed different patterns. For example, time orientation was at ceiling from 7 years 
of age, whereas time estimation continued to improve between 9 and 10 years of age. 
Furthermore, when controlling for age they found significant correlations between some 
subtests but not all and suggested that what they were measuring might not be unidimensional. 

Whereas Labrell et al. (2016) were concerned with the development of time knowledge between 
the ages of 6 to 11 years, Dutt and Doran (2013) reported data using a similar questionnaire 
from 20 young people, aged 13 to 17 years, who had been referred for assessment or therapy to 
a Youth Offending Team. They found nine young people had difficulties associated with 
estimating and telling the time, with calendar time (i.e. naming the months in the correct order 
and interpreting a short date), and with understanding the word ‘fortnight’. Importantly, these 
findings are in contrast to the research evidence presented so far which suggested that time 
knowledge competencies are acquired fully by around 10 years.  

The questionnaire used in the Dutt and Doran study has since been published along with a 
resource pack (Doran, Dutt and Pembery, 2015). It is called the Time Screening Assessment 
and was developed because of the authors’ experiences as Speech and Language Therapists. As 
therapists they found some young people to have a poor sense of time, they were either missing 
appointments or were late, and had difficulties with temporal sequences and clock reading. 
Colleagues working in secondary schools had highlighted similar difficulties among some 
pupils aged older than 10 years. The Time Screening Assessment was developed as a tool to 
allow the identification of children who are not acquiring time knowledge according to the usual 
developmental trajectory and assesses knowledge that is taught in schools in England before 
the age of 10 years. According to the UK National Curriculum Statutory Guidance (2013) it is 
a statutory requirement for pupils to have been taught by nine years of age clock reading skills 
(including from analogue clocks), temporal sequences (identifying chronological order using 
language, and recognising and using language related to dates) and also estimating time and 
comparing the durations of events. 

The aim of the present study was to explore the incidence of poor time knowledge in a non-
clinical group of children aged 10 to 11 years and thereby provide normative data for the Time 
Screening Assessment. Based on the findings of previous research, suggesting that time-related 
competencies are achieved by 10 years of age, the majority of scores were predicted to be at 
ceiling, and based on Dutt and Doran (2013) it was also predicted that some participants might 
not score highly on this assessment tool. No predictions were made with regards to the possible 
effects of gender, type of school or age, however these were explored when analysing overall 
performance. Based on the findings of Labrell et al. (2016), it was also predicted that there 
would be significant correlations between different sections of the questionnaire.  
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2. METHOD 

2.1. Design of the study  

This study used a questionnaire designed to measure time knowledge. 

2.2. Participants 

This study received ethical approval from City, University of London. In order to obtain a 
sample of 10 to 11-year olds representative of those attending state schools in South East 
England, five different schools were approached that were located in Buckinghamshire and 
Greater London. Participants were recruited from Year 6 of five government-funded primary 
schools, two of which were located in a village (with 30 and 88 pupils), two in a town (with 45 
and 60 pupils) and one in a large city (with 90 pupils). At village and town schools the 
proportion of pupils for whom the school received a pupil premium (additional funding for 
disadvantaged children) was below average, as was the proportion of pupils who had special 
educational needs. The city school had an above average proportion of pupils receiving the 
pupil premium, with special educational needs, and with English as an additional language. 

All year 6 pupils at each school took home information about the study. In compliance with 
ethics approval, parents were invited to return a signed consent form to the Year 6 teacher. 
Parents were also asked to provide optional information, including their child’s date of birth (in 
order to accurately score one question), whether their child had received a diagnosis of 
ADHD/ASC, and whether they had received any speech and language therapy.  

Of the 81 children for whom a consent form was returned 37 were girls and 44 were boys. They 
were aged between 123 and 136 months (mean age = 129.74 months, SD = 3.19). The final 
sample included in data analysis comprised 32 pupils from village schools, 34 from town 
schools and 13 from a city school. The criteria for including data in the analysis were that 
participants did not have a diagnosis of ADHD or ASC as both conditions have been linked to 
difficulties with time-based judgements. Two children (boys) did not fit the inclusion criteria 
and their responses were excluded from data analysis. 

2.3. Materials 

The Time Screening Assessment (Doran et al., 2015) has five sections, with multiple questions 
in each: Calendar time; Clock time; Time vocabulary; Organisation of time; and Estimation of 
time. In total, there are 25 questions, with the majority requiring a response that is either correct 
or incorrect (e.g. What does ‘fortnight’ mean? In which month is Christmas? What is the time 
shown here?). Four questions ask respondents to indicate a strategy (e.g. How do you know 
when it is time to get up in the morning?) and four questions ask for an estimate of time duration 
(e.g. Approximately how many minutes does a song on the radio and a school lesson last?).  

Following the advice of the authors of this measure, and based on their experience of using the 
tool, three questions were amended to suit the age group and diversity of cultures of the 
participants: ‘Explain exactly what each number means in this date’ was amended to ‘What 
date is this?’; ‘How long do you think this assessment has taken?’ was amended to ‘How long 
has it taken to answer these questions’; and ‘Which season is usually hot?’ was amended to 
‘Which season is usually hot here in England?’.  

Three images were printed on A4 paper for the purposes of asking three of the questions: a date 
in a short format (03/06/12); a digital clock showing 7:20; and an analogue clock showing 
11:05. The validity and reliability of the assessment tool has not to date been evaluated, 
although it does have face validity as it assesses time knowledge taught according to the UK 
National Curriculum Statutory Guidance. Investigation of scorer reliability was carried out as 
part of this study.  
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2.4. Procedure 

All participants were assessed individually in school by the primary author. Children were 
invited to sit at a quiet desk outside of their classroom. An analogue clock was placed on the 
desk. Each question from the tool was read out and their response was recorded in writing, 
either verbatim or précised. Positive encouragement was provided throughout, regardless of 
whether responses were correct, and assessments lasted between 10 and 15 minutes. At the end 
of the session children were asked if they found any of the questions difficult. Responses to this 
final question were not scored or included in the analysis, but reassurance was provided if any 
concerns were raised. 

2.5. Scoring 

Scoring followed the guidance provided by Doran et al. (2015). Four questions in Calendar time 
were coded 0 (incorrect) or 1 (correct). In terms of providing today’s date, participants only had 
to specify the correct day and month, and for the date of their birthday they could be prompted 
to provide the year. When asked to name the seasons 1 point was awarded for naming all four 
seasons and a further point for naming them in the correct order. When asked to explain a short 
date 1 point was awarded for correct naming of each of the day, month and year. When asked 
to name the months of the year in order 3 points were awarded if all 12 months were provided 
in the correct order, 2 points if one or two errors of omission or order, 1 point if three errors 
and 0 points if four or more errors.  

Three questions in Clock time were coded 0, 1 or 2 points for each clock shown (digital and 
analogue), with 2 points being were awarded if the time was correctly described using both 
relative and absolute expressions, 1 point if one of these expressions was used and 0 if the time 
was not correctly identified. No points were awarded for answers such as ‘50 past 7’ or ‘35 past 
11’. When asked what each clock would be in half an hour, 2 points were awarded if the correct 
time was provided for both clocks and 1 point if correct for one clock. For the final question 
‘What is the time now?’, responses were given 1 point if correct to within two minutes. The 
four questions in Time vocabulary were coded as either 0 (incorrect) or 1 (correct), as were the 
four questions in Organisation of time where 0 was given if the response indicated that the child 
predominantly relied on another person and 1 if the child used a strategy that did not involve 
another person.  

For Estimation of time, three questions were coded as 0, 1 or 2 points. Each involved asking 
children to estimate how long two activities lasted (minutes, hours or weeks/months). 1 point 
was awarded if children estimated the length of a song as 2-5 minutes, 1 point for correct length 
of a lesson, 1 point for saying the length of a film was between 1¼-3 hours, 1 point for saying 
the school day was 6-8 hours, 1 point for estimating the length of a term as 12-14 weeks (or 
half term 6-8 weeks) and 1 point for saying the length of the school summer holiday break was 
5-7 weeks. The final three questions in this section were coded as either 0 or 1 point. Reasonable 
answers to name something that takes an hour to do were scored as 1 point, for example football 
practice or English homework. Responses when asked to estimate how many months or weeks 
until their next birthday were given 1 point if correct to within a month. Responses when asked 
how long the assessment had taken were awarded 1 point if correct to within five minutes. 

2.6. Reliability  

A sample of 30 assessments was independently scored by a second person who was briefed on 
the scoring system outlined above. An intra-class correlation coefficient (ICC) was used to 
assess reliability of the overall score given by each scorer. The reliability coefficient was 
calculated as .981, with 95% CI (.950, .992) indicating a high level of agreement between the 
two scorers. 
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3. RESULTS 

3.1. Overall performance on the Time Screening Assessment 

The scores for each question for 79 child participants were analysed and an overall score, out 
of a maximum of 36, was calculated for each participant. The distribution of overall scores, 
shown in Figure 1, is negatively skewed. 

  
Figure 1. Distribution of overall scores on the Time Screening Assessment  

25.4% of the sample scored full (36/36) or almost full marks (35/36). A further 43.2% scored 
between 30/36 and 34/36. However, 31.6% scored below 30/36. Transformation to z scores 
revealed that 16.5% were more than 1 standard deviation from the mean, with an overall score 
lower than 26/36. Seven scores were in excess of 1.5 standard deviations below the mean, with 
five scores in excess of 2 standard deviations.  

Table 1. Descriptive statistics for overall scores on the Time Screening Assessment, broken down by 
gender 

Gender N Mean Median SD Minimum Maximum 

Boy 42 30.52 32 5.19 17 36 

Girl 37 30.59 32 4.50 19 36 

Overall 79 30.56 32 4.85 17 36 

Table 1 suggests that as a group there was a range in the scores achieved although the majority 
were towards the top end. The performance of boys overall appears similar to that of the group 
of girls, and a Mann-Whitney U test confirmed that there was no significant difference (U = 
775.50, N1 = 42, N2 = 37, p = .988, two-tailed).  
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Table 2. Descriptive statistics for overall scores on the Time Screening Assessment, broken down by 
type of school 

Type of 
school 

N Mean Median SD Minimum Maximum 

Village 32 32.28 33 3.63 18 36 

Town 34 30.44 32 5.37 17 36 

City 13 26.61 25 3.85 19 32 

Table 2 above suggests that overall the scores of the children attending the school located in a 
large city were lower than those of the children attending the schools located in the village or 
town. A Mann-Whitney U test was used to perform three pairwise comparisons (Bonferroni-
corrected p-value = .017). No statistically significant difference emerged when comparing 
village and town schools (U = 453.00, N1 = 32, N 2 = 34, p = .237, two-tailed), however the 
scores for the city school were significantly lower than those from the town schools (U = 
100.00, N 1 = 34, N 2 = 13, p < .005, two-tailed) and those from the village schools (U = 42.50, 
N 1 = 32, N 2 = 13, p < .001, two-tailed). It is worth nothing, however, that of the seven lowest 
scoring participants, one came from one of the village schools, four from the town schools (two 
from each) and two from the city school. 

As there was a range in age from 10 years and 3 months to 11 years and 4 months, Spearman’s 
r was calculated to explore any relationship between age and overall assessment score. There 
was a significant positive correlation between age and the overall score (rs = .229, N = 79, p < 
.05, two-tailed), however the strength of the correlation is weak and only 5.24% of the 
proportion of the variation in the overall scores is explained by age. 

3.2. Performance in each section of the Time Screening Assessment 

In addition to calculating an overall score, a score for each section of the Time Screening 
Assessment was calculated for each child. 

Table 3. Descriptive statistics for each section of the Time Screening Assessment 

Section (maximum possible 
score) 

Mean Median SD Minimum Maximum 

Calendar time (12) 10.56 11 1.93 3 12 

Clock time (7) 5.84 7 1.85 1 7 

Time vocabulary (4) 3.06 3 0.88 1 4 

Organisation of time (4) 3.18 3 0.87 1 4 

Estimation of time (9) 7.92 8 1.22 4 9 

Table 3 shows the median score to be close to or at the maximum possible, suggesting that the 
majority of children provided accurate responses to each section. Of the seven lowest-scoring 
participants, all scored below the median in Estimation of time and Calendar time and, except 
for one participant, Clock time scores were low. In contrast, all but two of the seven achieved 
the median in the section Organisation of time.  

In relation to Calendar time, nearly half the sample achieved the maximum score. While all 
children knew their own birthday, 10% responded incorrectly when asked what today’s date 
was and about 35% could not identify the day/month/year when shown a short date. Many 
misidentified the month ‘06’ as July and some did not recognize ‘12’ as being ‘2012’. Just over 



Brace, Doran, Pembery, Fitzpatrick & Herman 

 587 

a quarter did not name all the months of the year in the correct order and just over a quarter did 
not name all four seasons in the correct order.  

In terms of Clock time, 63% achieved the maximum score, and a further 10% scored 6/7. 
Approximately one quarter scored 4/7 or less. Whereas all children were able to read correctly 
the time displayed by an image of a digital clock, using the relative expression ‘twenty past 
seven’ and/or the absolute expression ‘seven twenty’, 11 participants (nearly 14%) did not read 
the time when shown an image of an analogue clock using either type of expression. 
Furthermore, whereas only 10 children did not say accurately what the time would be in half 
an hour when looking at the digital clock, 25 children did not provide a correct response when 
shown the image of the analogue clock. Finally, 10 children did not provide an accurate 
response when asked the time. 

For the Time vocabulary questions, almost 40% achieved the maximum score. Almost half 
could not define the word ‘fortnight’ correctly and just over a third did not know the meaning 
of the word ‘century’. When asked about Organization of time, 43% achieved the maximum 
score. The remainder responded that they were reliant on another person in relation to one of 
four scenarios: knowing when it is time to get up in the morning; knowing when it is time to 
leave for school; how they remembered an important date and an important time.  

Finally, 40% achieved the maximum score with Estimates of time durations. Over 90% were 
able to correctly answer how many minutes a song and a school lesson lasts, and how many 
hours a film and a school day lasts, and all but one could name something that takes about an 
hour to do. However, 28% were unable to correctly estimate how many weeks a school term 
lasts and 15% did not know how many weeks the school summer holiday lasts. Furthermore, 
16.5% children could not correctly estimate how long until their next birthday, and 21.5% did 
not estimate correctly how long the assessment session had lasted. 

To explore whether there were significant relationships between the section scores, a series of 
Spearman’s r were calculated. There were significant relationships between most of the section 
scores, with the exception of Organisation of time. The results are presented in Table 4.  

Table 4. Correlations (rs) between Time Screening Assessment section scores 

N = 79 Clock Time Time 
vocabulary 

Estimation of 
time 

Organisation of 
time 

Calendar time .457* .475* .445* .104 

Clock time  .495* .342* .254 

Time vocabulary   .452* .091 

Estimation of time    .027 

* p < .005 (the Bonferroni-corrected p-value for performing ten correlations) 

4. DISCUSSION and CONCLUSION 

The primary aim of this study was to use the Time Screening Assessment (Doran et al., 2015) 
to explore difficulties with time knowledge in children aged 10 to 11. Among 79 Year 6 pupils 
approximately 25% of children performed at or close to ceiling and a further 43% achieved at 
least 30/36, with 32% scoring less that 30/36. The large proportion of children achieving high 
scores on this assessment supports previous research which suggests that by 10 years of age 
children have acquired the skills of reading clocks (e.g. Freidman & Laycock, 1989) and 
knowledge about temporal sequences, such as the months of the year (e.g. Friedman, 1992). 
However, the distribution of scores showed a long tail of scores lower than 30/36 and 
transformation to z scores indicated that the performance of 16.5% of the sample was in excess 
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of 1 standard deviation from the mean, including seven cases that were more than 1.5 standard 
deviations away from the mean.  

This finding supports the observation of Dutt and Doran (2013) that some young people have 
poor time knowledge. However, they identified a larger proportion with difficulties, namely 
nine out of 20 young people aged 13-17, and the disparity in prevalence is likely to reflect 
differences between the samples. The sample in the Dutt and Doran study comprised young 
people referred to the Youth Offending Team, and there is evidence showing that a high 
proportion of youth offenders have language and communication difficulties (e.g. Bryan, Freer 
& Furlong, 2007).  

Poor numerical skills have been found to hamper the acquisition of clock reading skills (e.g. 
Burny et al., 2012), and when examining the data from the lowest scoring participants, six of 
the seven cases showed a particularly low score in the section assessing clock reading. 
However, clock reading was not the only competency impaired among these participants as 
scores were also low in the sections assessing temporal sequences and time estimation. The 
finding that performance was poor in sections other than clock reading is consistent with that 
reported by Dutt and Doran (2013), who also observed difficulties with the order of the months 
and estimating time in addition to clock reading problems.  

There was no significant effect of gender, and only a weak significant correlation was observed 
between age and overall score achieved on the Time Screening Assessment, with age 
accounting for around 5% of the variation in the overall scores. This small effect of age may 
reflect that certain aspects of time knowledge continue to develop beyond 10 years of age. 
Labrell et al. (2016) looked at the development in time knowledge from age 6 to 10 years and 
found that judging interview duration continued to improve after age 9. In the present study, 
21.5% did not accurately estimate the length of the assessment. 

Statistically significant correlations were observed between most, but not all, of the sections of 
the Time Screening Assessment, in line with the findings of Labrell et al. (2016). That clock 
reading abilities might correlate with other aspects of time knowledge is consistent with the 
point made by Burny et al. (2009), namely that clock reading draws on a number of sub-
competencies, including memory, numerical, spatial and language skills. The overall scores 
from the section Organisation of time, designed to assess reliance on others for time 
organisation, did not correlate with those from the other sections, and this might reflect the fact 
that children can acquire good time knowledge but nevertheless continue to rely on another to 
be on time. Alternatively, children may develop strategies to be on time, for example using their 
phone as an alarm and for reminders, without acquiring a solid knowledge base concerning 
dates and temporal sequences, or the ability to estimate the duration of events accurately. 

When exploring the pattern of errors that children were making, it is worth highlighting that 
approximately 14% of the children sampled in the present study were not able to accurately 
read the time shown on the image of an analogue clock, and approximately 13% could not tell 
the time from a real analogue clock, whereas all were able to read the time displayed on an 
image of a digital clock. This pattern is consistent with the findings from Friedman and Laycock 
(1989) who found that although performance reading a digital clock was near perfect before 10 
years of age, reading an analogue clock depended on the time being displayed, with whole-hour 
and half-hour times being easier, and that even the oldest age group of 10 to 11-year olds had 
difficulty with more complex time such as 2:43. Several studies have established that numerical 
skills are implicated in accurate clock reading from both analogue and digital clocks 
(Andersson, 2008; Burny et al., 2012), and the poor performance observed here may in part be 
attributed to weak numerical skills. As these were not assessed in the present study it was not 
possible to explore their contribution further.  
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It is also worth noting that although performance in identifying the day of the week was close 
to ceiling (when asked about the day after tomorrow and what day it was two days ago), 
approximately a quarter of the children sampled in the present study were not able to identify 
all the months of the year in the correct order and about a quarter could not name the four 
seasons in the correct order. This finding contrasts with that of Friedman (1992) who found that 
children aged 8 to 9 years showed awareness of the months and seasons and could order the 
seasons. However, Friedman (2005) suggested that acquisition of time-awareness continues 
beyond the age of 9 years when children begin to form representations of longer time scales. 
The findings of the present study suggest that in this sample children had good representations 
for the relatively short time scale of a week, but that for some children representations of longer 
time scales were still developing. Consistent with this explanation is the pattern of errors 
observed in relation to estimating time durations. Performance overall was poorer when 
children were asked about events of longer durations, such as how many weeks a term lasted 
compared to shorter durations such as how many minutes a song lasted.  

There are two issues to consider when evaluating the contribution of the present study. Firstly, 
the sample comprised children whose parents actively consented to their participation and 
therefore may not be representative as it has been argued that the opt-in (active) consent process 
may result in a reduced sample size and an increased possibility of sampling bias, limiting the 
validity and generalizability of the study results (see Hollmann & McNamara, 1999). In the 
present study, there was a low response rate for each of the five schools; the lowest was for the 
city school with only 14% of parents returning consent forms and the highest was from one 
town school with a return rate of almost 38%. Also, the sample was limited to one region of 
England and therefore the findings reported here may not generalize to other regions of England 
or other countries. 

Secondly, at the present time, there is limited data concerning the reliability and validity of the 
Time Screening Assessment. In the present study, there was a high level of agreement between 
the two people scoring the responses from 30 children in the present study pointing to inter-
rater reliability. Furthermore, there were correlations between most sections of the tool 
indicative of internal consistency. Further research assessing test-retest reliability is necessary. 
In terms of validity, the Time Screening Assessment has face validity as it assesses time 
knowledge taught according to the UK National Curriculum Statutory Guidance, and it is 
accompanied by practical resources such as worksheets to help teachers and other professionals 
address gaps in knowledge about time. The sections included in the assessment also overlap 
with those included in the Time Concept Questionnaire (Quartier, 2008) and the Time 
Knowledge Questionnaire (Labrell et al., 2016), which is indicative of content validity. 
However, in relation to construct validity, the scores from one section, Organisation of time, 
did not correlate with those from other sections. As mentioned previously there are a number 
of explanations for this which warrant further investigation.  

In conclusion, while further research is needed to establish the reliability and validity of the 
Time Screening Assessment, the present study provides normative data which is the first step 
towards creating a standardized, norm-referenced assessment tool. The present study identified 
that two-thirds of the 79 pupils in this sample of 10 to 11-year olds had well-developed time 
related competencies, however seven pupils had not acquired the time knowledge that they 
would be expected to have at their age. As a result, they may later experience difficulties when 
talking about time and with organising their activities. Time-related skills are valuable as 
children get older, for example: when they are more likely to be responsible for getting 
themselves to school; where time concepts appear across different topics in the curriculum; 
where good time organisational skills are needed to complete the increasing amounts of 
homework on time and are associated with performing well in examinations. The Time 
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Screening Assessment can be used by teachers and other professionals to identify children and 
young people with poor time knowledge so that they can receive targeted support.  

ORCID 

Nicola Brace   https://orcid.org/0000-0003-2928-7327 
Rosalind Herman   https://orcid.org/0000-0001-5732-9999 

5. REFERENCES 

Andersson, U. (2008). Mathematical competencies in children with different types of learning 
difficulties. Journal of Educational Psychology, 100, 48–66. 
http://dx.doi.org/10.1037/0022-0663.100.1.48. 

Bryan, K., Freer, J. & Furlong, C. (2007). Language and communication difficulties in juvenile 
offenders. International Journal of Language & Communication Disorders, 42, 505–520. 
http://dx.doi.org/10.1080/13682820601053977. 

Burny, E., Valcke, M. & Desoete, A. (2009). Towards an agenda for studying learning and 
instruction focusing on time‐related competences in children. Educational Studies, 35, 
481–492. http://dx.doi.org/10.1080/03055690902879093. 

Burny, E., Valcke, M. & Desoete, A. (2012). Clock reading: An underestimated topic in 
children with mathematics difficulties. Journal of Learning Disabilities, 45, 351–360. 
http://dx.doi.org/10.1177/0022219411407773. 

Doran, C., Dutt, S. & Pembery, J. (2015). Time Matters: A Practical Resource to Develop Time 
Concepts and Self-Organisational Skills in Older Children and Young People. London: 
Speechmark. 

Dutt, S. & Doran, C. (2013). The meaning of time. Bulletin: the official magazine of the Royal 
College of Speech & Language Therapists, February, 11. 

Friedman, W.J. (1991). The development of children's memory for the time of past events. 
Child Development, 62, 139–155. http://dx.doi.org/10.2307/1130710. 

Friedman, W.J. (1992). Children's time memory: The development of a differentiated past. 
Cognitive Development, 7, 171-187. http://dx.doi.org/10.1016/0885-2014(92)90010-O. 

Friedman, W.J. (2005). Developmental and cognitive perspectives on humans’ sense of the 
times of past and future events. Learning and Motivation, 36, 145–158. 
http://dx.doi.org/10.1016/j.lmot.2005.02.005. 

Friedman, W.J. & Laycock, F. (1989). Children's analog and digital clock knowledge. Child 
Development 60, 357–371. http://dx.doi.org/10.2307/1130982. 

Hollmann, C.M. & McNamara, J.R. (1999). Considerations in the use of active and passive 
parental consent procedures. The Journal of Psychology, 133, 141–156. 
http://dx.doi.org/10.1080/00223989909599729. 

Labrell, F., Mikaeloff, Y., Perdry, H. & Dellatolas, G. (2016). Time knowledge acquisition in 
children aged 6 to 11 years and its relationship with numerical skills. Journal of 
Experimental Child Psychology, 143, 1–13. http://dx.doi.org/10.1016/j.jecp.2015.10.005. 

Quartier, V. (2008). Le développement de la temporalité: Théorie et instrument de mesure du 
temps notionnel chez l’enfant [Temporality development: Theory and instrument to 
measure notional time in children]. Approche Neuropsychologique des Apprentissages 
chez l’Enfant, 100, 76–85.  

Quartier, V., Zimmermann, G. & Nashat, S. (2010). Sense of time in children with Attention-
Deficit/Hyperactivity Disorder (ADHD). Swiss Journal of Psychology, 69, 7–14. 

Siegler, R.S. & McGilly, K. (1989). Strategy choices in children's time-telling. In: I. Levin & 
D. Zakay (Eds.) Time and human cognition: A life span perspective (pp.185–218). 
Amsterdam: Elsevier Science Publishers. 



Brace, Doran, Pembery, Fitzpatrick & Herman 

 591 

Williams, D., Boucher, J., Lind, S. & Jarrold, C. (2013). Time-based and event-based 
prospective memory in autism spectrum disorder: The roles of executive function and 
theory of mind, and time-estimation. Journal of Autism and Developmental Disorders, 
43, 1555–1567. http://dx.doi.org/10.1007/s10803-012-1703-9. 



 

International Journal of Assessment Tools in Education

 2019, Vol. 6, No. 4, 592–601 

https://dx.doi.org/10.21449/ijate.554755

 Published at http://www.ijate.net            http://dergipark.org.tr                                                  Research Article 

 

 592 

  

Factor structure of the CES-D in an impoverished African American sample 

 

Mitchell Porter 1,*, Youn-Jeng Choi 2, Sara Tomek 3  
 

 
1Gardner-Webb University, 110 South Main Street, PO Box 7304, Boiling Springs, NC 28017 
2The University of Alabama, Carmichael Hall, Box 870231, Tuscaloosa, AL 35487 
3Baylor University, One Bear Place #97301, Waco, TX 76798 
 
 

ARTICLE HISTORY 

Received: 17 April 2019 

Revised: 24 July 2019 

Accepted: 13 November 2019 

 

KEYWORDS 

Factor analysis,  
CES-D,  
African American, 
Impoverished 

 
Abstract: The Center of Epidemiological Studies Depression scale (CES-D) 
has been used for decades to identify symptomatology of depression in 
individuals. Overtime, the factor structure of the scale has been both 
confirmed and challenged when applied to different population samples. The 
present study explores the factor structure in population sample consisting of 
impoverished African American parents (N=1,020), and the data were 
collected from the Mobile Youth Study (MYS). Two-, four-, and higher-order 
models were used to identify the best fitting model. The results indicate that 
the most parsimonious model is a two-factor structure. 

1. INTRODUCTION 

The factor structure of the Center for Epidemiological Studies Depression Scale (CES-D) has 
been challenged through the decades. While Radloff (1977) originally proposed a four-factor 
structure, other studies have proposed that a two- or three-factor structure may be sufficient 
(Miller, Markides, & Black, 1997; Manson, Ackerson, Dick, Baron, & Fleming, 1990). In fact, 
it has even been proposed that one factor solutions may be more desirable for interpretation 
than multiple factor solutions (Turvey, 1999), and even as many as five-factors has been 
proposed (Stroup-Benham, Lawrence, & Trevifio, 1992). The purpose of this paper is to 
investigate the factor structure and find the most parsimonious model of the CES-D within a 
specific population sample: impoverished African American parents of at-risk behavior 
students. 

There are a number of rating scales designed to measure depression. Some are meant to be 
completed by researcher, e.g. the Hamilton Depression Scale (Hamilton, 1960) and the 
Montgomery–Åsberg Depression Rating Scale (Montgomery & Asberg, 1979), while others 
are designed to be completed by the patients themselves such as the Beck Depression Inventory 
(Beck, Ward, Mendelson, Mock, & Erbaugh, 1961) and Geriatric Depression Scale (Yesavage 
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et. al., 1982). In this paper, the CES-D (Radloff, 1977) was used. The scale is comprised of 20 
items, divided into four factors (depressed, somatic, positive, and interpersonal). The original 
proposed factor structure for the CES-D is as follows: depressed affect (blues, depressed, 
lonely, cry, sad, fearful, failure); positive affect (good, hopeful, happy, enjoy); somatic and 
retarded activity (bothered, appetite, effort, sleep, get going, mind, talk); and interpersonal 
(unfriendly, dislike). The CES-D was used due to the high internal consistency in 
noninstitutionalized adults (i.e. is psychometrically robust) as well as its history of being used 
in a wide range of populations (Cosco, Prina, Stubbs, & Wu, 2017) making it a good fit for the 
purposes of this research. The CES-D has historically proven to be one of the most popular 
forms of assessming depression among researchers (Shafer, 2006). 

This four-factor solution has been confirmed in the literature using different sample 
populations. Husaini, Neff, Harrington, Hughes, and Stone (1980) validated the factor structure 
in nine rural communities in Tennessee (90% of the sample population was white). Hertzog, 
Alstine, Usala, Hultsch, and Dixon (1990) confirmed the factor structure in elderly populations 
(age range 55 to 78) in community-dwelling adults in Canada. Similarly, Lewinsohn, Seeley, 
Roberts, and Allen (1997) investigated the efficacy of the CES-D as a screener for depression 
in community-residing older adults (age range = 50 – 96, N = 1,006), and concluded that the 
internal structure of the four-factor model held. 

Gender has also been an area of interest. Knight, Williams, McGee, and Olaman (1997) found 
that the four-factor model fit the data moderately well in a community sample of 675 women 
in New Zealand; the majority of the sample was white, with 5% being either Chinese or 
Polynesian. Sommel, Given, Kalaian, Shultz, and McCorkle (1993) explored gender bias in the 
measurement properties in the CES-D. The results indicated that the four-factor structure held, 
but exhibited signs of gender bias. They created a subset of 15 items that eliminated gender bias 
and still captured nearly all the information of the 20-item CES-D. Items excluded were failure, 
talk, unfriendly, crying, and dislike. 

Research on the factor structure of the CES-D in minority populations has also been extensive. 
Roberts (1980) confirmed the four factor structure in a sample containing Anglos (n = 254), 
Blacks (n = 270), and Mexican Americans (n = 181). Clark, Aneshensel, Freriches, and Morgan 
(1981) analyzed the effects of gender and age in response to the CES-D items in a sample of 
1,000 adults (61% White, 20% Hispanic, 12% Black, and 7% other; their results showed that 
while the interitem correlations were significantly higher for women than in men, the four-
factor solution was confirmed. Williams et. al (2007) examined and confirmed the factor 
structure in a large cohort of African American women (N = 40,403) that were stratified by age 
(< 60 and ≥ 60 years). Their findings also showed that correlations between factors were weaker 
in the older group, revealing the while the factor structure was confirmed, it was not invariant. 

There have also been challenges to the four-factor model. Miller, Markides, and Black (1997) 
argue that a two-factor model was a more parsimonious model than the four-factor model for 
their minority population of elderly Mexican Americans (N = 2,866). The factors in their model 
include Depression Factor (16 items) and Well-being (4 items). Manson, Ackerson, Dick, 
Baron, and Fleming (1990) discuss the differences in parsimony between a two- and three- 
factor model in comparison to the four-factor model in a sample of American Indian boarding 
school students (N = 188; grades 9 – 12). They concluded that the two- and three- factor models 
were more desirable in terms of interpretability than the original factor structure. A three-factor 
solution was also shown to be more parsimonious in a sample of Chinese Americans (Ying, 
1988); the factors that were retained were depression, positive affect, and interpersonal. Edman, 
Danko, Andrade, McArdle, Foster, and Glipa (1999) concluded that a two-factor solution fit 
reasonably well in a sample of Filipino-American adolescents (N = 243); factor 1 combined 
somatic-retardation, depressed affect, and interpersonal items, and factor 2 consisted of the 



Int. J. Asst. Tools in Educ., Vol. 6, No. 4, (2019) pp. 592–601
 

 594 

remaining positive items. 

The above examples highlight that symptomatology and the concept of depression differs cross-
culturally, and thus Radloff’s original factor structure may not be appropriate for varying 
subpopulations. The purpose of this paper is to investigate the factor structure of a specific 
subpopulation (impoverished African-American parents). While research has been done 
regarding cultural differences in depression, few have investigated impoverished populations; 
our population sample captures both culture and impoverishment.  This is meaningful because 
items on a scale may not load as expected when the target population has specific traits that 
distinguish them from the overall population. In other words, these traits may influence the 
participants understanding and interpretation of the items, and therefore the factor structure may 
be altered. We investigate how the individual items load to their prescribed factors, and whether 
there is any disagreement with the results from this study compared to other published works. 
Based on the literature, the two-, four-, and higher-order factor solutions were the most 
parsimonious, and therefore we chose to compare these for our research purposes. The research 
questions for the present paper are: 

RQ1: Is the factor structure of the CES-D for impoverished African Americans different from 
the general population?  

RQ2: Which factor structure model best fits the data: two-factor, four-factor, or higher order 
model? 

2. METHOD 

2.1. Data and Instrument 
The data come from the Mobile Youth and Poverty Study (MYPS), which consists of datasets 
related to poverty and adolescent risk in Mobile, AL. The test was administered annually to 
adolescents in impoverished neighborhoods between the years 1998 and 2011. Over 12,000 
youths were enrolled in the MYS, and the age range is 10-18. In addition to the survey data, 
administrative databases have been accessed in order to provide further information about the 
participants including school records, court records, and housing records.  

The particular set of questions from the MYPS used in the present study is the CES-D. The 
scale was developed and validated by Radloff (1977), and has gone through slight revisions 
over the past years. The CES-D scale is a short self-report scale designed to measure depressive 
symptomatology in the general population. Therefore, the scale should be a useful tool for 
epidemiologic studies of depression.  

2.2. Participants  
The participants (N = 1,020) were African American parents of children who are impoverished 
and at risk for adolescent behavioral issues. The age range for the sample population was 24 – 
56 years, x̅ = 36.2, SD = 4.1.  

2.3. Analyses  
For the statistical analysis, three different models were used. A preliminary exploratory factor 
analysis (EFA) was used to determine the factor structure for the dataset, and confirmatory 
factor analyses (CFA) were used to a) confirm the original factor structure of the CES-D that 
was established in Radloff (1977), b) compare the original four-factor structure to the two-
factor structure based on the EFA results, and c) compare the original four-factor structure to a 
higher order factor model. A random sample of half of the participants (n1 = 510) were used in 
the EFA analysis, and the remaining participants (n2 = 510) were used in the CFA analyses. 
The statistical software package used for the analysis was SAS version 9.4. A parallel analysis 
was also conducted as an additional measure to check the dimensionality of the CES-D; this 
was performed in SPSS version 25. 
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2.4. Preliminary Exploratory Factor Analysis 
In order to evaluate the factor structure for this particular population, a two- and four-factor 
solution was used for the EFA model. Upon inspection of the scree plot, it was determined that 
a two-factor solution was more efficient; the extraction sums of the squared loadings for the 
four- factor solution was 56%, while the two-factor solution retained 52.3%. The oblimin 
rotation method was used for the EFA analysis. The factor solution can be seen in Table 1. All 
factors loaded above .400 except appetite, showing that items are successfully loading to one 
of the factors. Lonely double loaded to both factors. Upon inspection of the Cronbach alpha 
levels, all items were retained in the solution. With a Kaiser-Meyer-Olkin measure of sampling 
value of .924, we can conclude that factor analysis is appropriate for the data. The determinate 
of the matrix is .202; therefore, the assumption that there are no linear dependencies in the data 
is met. Lastly, we did not detect outliers and participants were deleted using pairwise deletion 
methods. 

Parallel Analysis. As an additional measure of dimensionality of the CES-D, a parallel analysis 
was conducted using the raw data. Based on the comparison of the raw data eigenvalues, mean, 
and percentile random data eigenvalues, the two-factor solution was the most parsimonious. 
The raw data eigenvalues were greater than the mean and percentile random data eigenvalues 
(1.443, 1.265, and 1.187, respectively). 

Table 1. Two-factor EFA model 

Variable Factor 1 Factor 2 
Dislike .773 .119 
Mind .740 .101 
Talk .678 .123 
Hopeful .663 .071 
Effort .660 .046 
Failure .653 .054 
Happy .612 .085 
Get going .598 .044 
Depressed .566 .028 
Fearful .557 .009 
Cry .556 .001 
Unfriendly .507 -.036 
Bothered .498 .042 
Sad .486 -.006 
Good .477 .046 
Lonely .331 .653 
Sleep .229 .622 
Blues .010 .502 
Enjoy .005 .469 

  Appetite .145 -.289  

2.5. Two-factor Confirmatory Factor Analysis 
Based on the two-factor EFA analysis, a CFA model was created. The results of the analysis 
are illustrated in Table 2. The fit statistics were consistent with those of a moderate-fit model, 
χ2 = 1139.32, df = 168, p < .001, RMSEA = 0.07, GFI = 0.89, and CFI = 0.85. Regarding the 
individual item loadings, appetite was the only nonsignificant item, with a loading of only .015. 
Blues and enjoy yielded relatively weak loadings, with values of .223 and .250, respectively. 
The remaining items had loadings above .300, and therefore are loading to the factors that were 
established in the preliminary EFA analysis. 
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Table 2. Two-factor CFA model solution 

Variable Factor 1 Factor 2 
Bothered .499*  
Good .513*  
Mind .801*  
Depressed .460*  
Effort .684*  
Hopeful .641*  
Failure .668*  
Fearful .633*  
Happy .612*  
Cry .558*  
Sad .489*  
Dislike .835*  
Get going .580*  
Unfriendly .483*  
Lonely  .341* 
Appetite  .015 
Blues  .223* 
Talk  .538* 
Sleep  .496* 
Enjoy  .250* 

2.6. Four-factor Confirmatory Factor Analysis  

Based on the original model by Radloff (1977), a four-factor model was specified. The results 
are shown in Table 3. The fit statistics were consistent with those of a moderate-fit mode, χ2 = 
1227.77, df = 164, p < .001, RMSEA = 0.08, GFI = 0.88, and CFI = 0.83. Factor 1 had a weak 
loading of .094 for blues. Enjoy had a weak factor loading of .093 to factor 2. Appetite had a 
nonsignificant weak loading of .108 to factor 3. The remaining items loaded on a factor at or 
above .300, so these items on the scale are loading on the factors they were designed to. 

Table 3. Four-factor CFA model solution 

Variable Factor 1 Factor 2 Factor 3 Factor 4 
Blues .094*    
Depressed .455*    
Failure .645*    
Fearful .607*    
Lonely .448*    
Cry .553*    
Sad .471*    
Good  .520*   
Hopeful  .657*   
Happy  .632*   
Enjoy  .093*   
Bothered   .491*  
Appetite   .108*  
Talk   .609*  
Mind   .787*  
Sleep   .328*  
Get going   .579*  
Effort   .669*  
Dislike    .855* 

  Unfriendly    .486* 
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2.7. Higher Order Confirmatory Factor Analysis  

Upon inspection of the covariances among the exogenous variables, it was determined that a 
higher order model be specified; previous literature regarding the CES-D shows that the four 
factors developed are assumed to be correlated (Radloff, 1977), adding further justification for 
a higher order solution. The covariances among the exogenous variables are displayed in Table 
4, and the covariance matrix for the four-factor model is shown in Table 5. The fit statistics 
were consistent with those of a moderate-fit mode, χ2 = 1228.86, df = 166, p < .001, RMSEA 
= 0.08, GFI = 0.88, and CFI = 0.83. Appetite and blues had weak loadings on factor 1 (.102 and 
.066, respectively). Factor 3 yielded a nonsignificant weak factor loading of .056 for enjoy. The 
remaining items loaded on a factor at or above .300, so these items on the scale are loading on 
the factors they were designed to. 

Table 4. Covariances among exogenous variables 

 Factor 1 Factor 2 Factor 3 Factor 4 
Factor 1 1.000    
Factor 2 .973* 1.000   
Factor 3 1.063* .993* 1.000  
Factor 4 1.002* .935* .999* 1.000 
* statistically significant    

 
Table 5. Higher order CFA model solution 

Variable Factor 1 Factor 2 Factor 3 Factor 4 General 
Factor 

Blues .081*     
Depressed .568*     
Failure .633*     
Fearful .533*     
Lonely .414*     
Cry .535*     
Sad .463*     
Good  .482*    
Hopeful  .694*    
Happy  .635*    
Enjoy  .079*    
Bothered   .491*   
Appetite   .091*   
Talk   .680*   
Mind   .738*   
Sleep   .310*   
Get going   .591*   
Effort   .678*   
Dislike    .802*  
Unfriendly    .494*  
      
Factor 1     1.027* 
Factor 2     .957* 
Factor 3     1.034* 
Factor 4     .969* 
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4. DISCUSSION 

In terms of first research question, it appears as the original factor structure of the CES-D is 
slightly different for this sample population of impoverished African Americans than the 
general population. The overall model fit indices were adequate, even though there were slight 
departures from the expected loadings of certain variables. While the original factor structure 
moderately fit the data, it is worth exploring other factor models that may better fit the current 
population sample. 

In terms of the second research question, deciding on a best fitting model is not as obvious as 
we would hope. When considering the model fit indices, the two-, four-, and higher- order factor 
solutions all produce moderately fitting models. However, upon closer inspection of the item 
loadings, in the four-factor and higher order models, it appears that there are a few items that 
not contributing to the CES-D the way they were originally designed. Across these models, 
appetite, blues, and enjoy were either nonsignificant or produced weak loadings to their factors. 
This not consistent with finding in previous research that looks at the factor structure of the 
CES-D in minority populations (Roberts, 1980; Williams, 2007). However, in the two-factor 
solution, appetite was the only item to have a weak loading (.015). Blues and enjoy had 
adequate loading values (.223 and .250, respectively). We argue that the two-factor model best 
fits the current data because of the higher overall factor loadings and is the most parsimonious 
model. 

These findings are consistent with previous research that shows a two-factor solution appears 
to fit the data better with minority populations (e.g. Manson et. al., 1990 and Edman et. al., 
1999). It appears as though this population sample of impoverished African-American parents 
are interpreting the items of the CES-D differently than the population the CES-D was 
originally developed for and are instead interpreting closely to other minority populations such 
as American-Indian and Filipino-American. Our recommendation is for researchers to consider 
using a two-factor solution of the CES-D with African samples from lower socioeconomic 
backgrounds. However, further research is needed to fully understand the relationship between 
impoverished African-Americans and other minority groups. Researchers should also continue 
investigating the effects socioeconomic status has on depression, as well as how the factor 
structure of the CES-D (and other depression scales, for that matter) are impacted. 

When deciding on a best fitting model, the actual loadings need to be considered as well. The 
loadings as a whole are higher in the two-factor model than the four-factor or higher-order 
model. The two-factor model produced better loadings, in comparison to the other models, in 
the following items: bothered, appetite, blues, mind, failure, fearful, sleep, enjoy, cry, and sad. 
Five of these items are originally on factor 1 (depressed affect), and four originally loaded to 
factor 3 (somatic and retarded activity) in the four-factor solution established by Radloff (1977). 
We argue that the two-factor solution is more parsimonious and can better describe the items 
on the scale related to depression affect and somatic and retarded activity than the four-factor 
model for this minority population. The factor structure as illustrated in Table 2 is the solution 
we encourage researhers to considere when evaluating depression via the CES-D in similar 
samples.  

One of most difficult tasks given to a measurement researcher is naming the factors developed 
using CFA. The relation between the items in factor 1 and factor 2 seems to be feeling versus 
action, respectively. Items such as bothered, depressed, hopeful, fearful and unfriendly appear 
to be focused on an individual’s feelings or attitude, while appetite, talk, and sleep are more 
related to individuals’ actions. Therefore, we would tentatively name the factors feeling and 
action. 

Regarding the items that failed to adequately load to their respective factors in the four-factor 
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and higher-order models, we can offer a few possibilities to why these items are not loading to 
the factors they were designed to. Perhaps the social context of the impoverished African 
Americans is affecting their interpretation of the items on the CES-D. Their living environment 
may not be conducive to experiencing reliable levels of enjoyment. High crime rates, social 
injustice, and broken families may interfere with their interpretations of blues and enjoy. 
(Cutrona, et al., 2005). Other studies have found that perceived discrimination and social 
injustice and poorer mental health could be associated (Brown et. al., 2000).  In a longitudinal 
analysis, Schulz et. al. (2006) found that was a positive relationship between a change in 
perceived discrimination over time and a change in symptoms of depression, further 
highlighting the impact that perceived discrimination has on mental health.   

Another possible covariate to explore is socioeconomic status (SES) in relation to an 
individual’s depression. Few articles have explored the direct effects of SES on depression, 
though this is evidence to support the claim that SES is related to depression. Previous research 
has shown that individuals with higher education can more successfully delay increased levels 
of depression over time (Miech & Shanahan, 2000). Additionally, an individual from a high 
SES may have an interpretation of enjoyment and depression that is vastly different than 
someone from a low SES (Schnittker, 2008). CFA models such as bifactor models could be 
used to explore if there is an underlying affect that is related to the factors in the CES-D. 

It is worth noting that a possible methodological limitation to our study was the lack of control 
of age in our population.  The range of age in our population was large, and thus it is possible 
for age to also be an important covariate to explore.  However, with a sample mean age of 36 
years and SD of 4.2, we believe that age was not a large enough factor to detrack from our 
findings. Future studies could investigate age to determine if it is a significant covariate of 
depression. 
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Abstract: This study aims to determine whether items in the Ankara 
University Examination for Foreign Students Basic Learning Skills Test 
function differently according to country and gender using the Recursive 
Partitioning Analysis in the Rasch Model. The variables used in the recursive 
partitioning of the data are country and gender. The population of the study is 
composed of 2476 individuals. Since the study includes comparisons across 
countries, the country is accepted as a criterion in determining the sample 
group. Thus, the sample of the study consists of 615 individuals selected from 
Azerbaijan, Bulgaria, and Syria. To investigate differential item functioning 
(DIF) of the items of the test, the Rasch tree method was used. As a result of 
the analysis, DIF has been detected in 16 items at the 0.001 significance level. 
However, these items have been identified to have similar difficulty 
parameters in all countries. Finally, items have not shown DIF according to 
gender. 

1. INTRODUCTION 

The constant social, economic, political and cultural changes have encouraged societies to 
explain the world in which they live based on the sovereign power of knowledge. It is possible 
to see the products of the mind in the transition to agriculture, emergence of cities, and birth of 
urban-state civilization. Interest, curiosity and needs have led our ancestors to learn about the 
natural world in terms of food, heating and protection, and use it for their own benefit. Since 
the 1600s, resources that help disseminate information; e.g., the printing press, and those that 
increase production, such as steam, coal, and electricity have entered the life of societies 
(Asimov, 2004). 

The effort to understand human and social life in the new century has further revealed the value 
of scientific knowledge and scientific research. Scientific information has contributed to the 
rapid development of information technologies. With the emergence of new technologies, 
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social life has undergone a change and has been reshaped, thus the need for continuous 
regeneration of information required to sustain life has grown. 

Since scientific knowledge is a shared value, incomplete, erroneous or even inaccurate 
information has a negative effect on the changes of societies. Toffler (1980) stated that change 
is not linear; it is forward, backward or lateral. Transformation of change into social 
development; i.e., forward change, depends on the production of accurate knowledge, which 
requires the application of principles of reason and logic to understand and explain natural and 
social events. This is closely related to raising individuals that value scientific knowledge, seek 
information, and know how to obtain it. 

Today, many societies consider that economic, cultural and political development is only 
possible through raising qualified and educated individuals. Therefore, they attach importance 
to all the educational stages, especially preschool education, and the construction educational 
institutions in accordance with the requirements of the era. The increase in the number of 
educated individuals leads to an increase in individuals who want to receive higher education. 
Thus, societies not only open new higher education institutions and programs but also cooperate 
with foreign educational institutions to ensure that their citizens receive a better quality of 
education (Altıntaş, 2016). 

Many graduates of secondary education programs want to study in various higher education 
programs of universities outside their country in order to obtain a higher quality university 
education. Those countries that accept international students try to determine the application 
requirements for those candidates. Such education programs in Western countries that accept a 
large number of overseas students require internationally recognized high school diploma 
degrees and/or scores from internationally valid tests, such as the Scholastic 
Aptitude/Assessment Test (SAT), the American College Testing (ACT), and the Thinking 
Skills Assessment (TSA). These tests are prepared in English, a language which is widely used 
in the world, and the test items include verbal, numerical and formal expressions. The items 
mainly measure high-level thinking processes, such as reasoning, critical thinking, problem 
solving, and abstract thinking (Zwick & Sklar, 2005). In terms of the measured characteristics, 
these tests aim to assess high-level mental processes; e.g., using, interpreting and generalizing 
knowledge, making differentiations, and establishing and evaluating relations between different 
components (Kutlu & Karakaya, 2007). 

Selection and placement tests implemented in educational processes are used in the transition 
of students from the present learning step to a higher educational stage and in deciding whether 
the student can move to the upper level (Cronbach, 1990). The selection and placement tests 
currently used in Turkey differ from those implemented from 1961 to 1980 in that they aim to 
measure the academic ability of the students and consist of items based on secondary education 
programs (Oral, 1985). These tests measure the students’ ability to use the basic knowledge and 
skills acquired in school programs, and in 1981, this new approach was also adopted for the 
development of Examination for Foreign Students (YOS) tests, used in the selection and 
placement of foreign students. 

In 2010, the Turkish Council of Higher Education (YOK) examined the process of foreign 
student selection with a view to increasing the competitive power of Turkey in the international 
arena. In parallel to the studies concerning student placement in the higher education system in 
the country, beginning from the 2010-2011 academic year, YOK abandoned the YOS system 
and decided that universities were to determine the principles and conditions to be applied for 
the admission of foreign students and receive YOK’s approval before implementing them 
(YOK, 2013).  
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In accordance with this decision, universities began to determine their own programs and quota 
for foreign students with the approval of YOK. Within the framework of these principles, 
through the decree of the academic senate, the Rectorate of Ankara University accepted SAT 
1, Abitur, the International Baccalaureate Diploma, and the scores in Ankara University 
Examination for Foreign Students (AYOS) as the criteria to be considered in the selection and 
placement of foreign students to study in the university (Ankara University, 2013). Since the 
scores obtained from the tests used in these exams differ, the scores of diplomas are converted 
by the university’s Student Affairs Office to comply with the scoring of AYOS. However, the 
lack of equivalence in the scoring of placement tests constitutes a measurement problem 
(Altıntaş, 2016). 

The Student Selection and Placement Center (OSYM) tried to maintain the goal of selecting 
and placing students in higher education in the 1980s, at which time this center was responsible 
for determining the framework of foreign student examinations. The items included in the tests 
that aim to select and place foreign students in higher education programs in Turkey require the 
student to use thinking processes, such as comprehension, application, and analysis (Toker, 
1997; USYM, 1978, 1980a, 1980b). 

These items are based on the relation between figures, numbers, and letters, which are 
independent of language. In addition, they are associated with mental processes; e.g., analytical 
thinking, reasoning, and abstract thinking that develop in individuals over a long period of time. 
The reason why such tests are developed in a language-independent manner; i.e., containing 
very limited verbal language and mostly utilize figures, numbers and letters, is that word use, 
relationships between words, and verbal instructions are not suitable for those individuals who 
do not have an adequate knowledge of the target language (Resing, 2005). 

Since 2011, AYOS has been conducted in accordance with the aims of YOS tests and the 
general purposes of developing student selection and placement tests in higher education. In 
this exam, the Basic Learning Skills Test (TOBT) consisting of 100 items is used. The items 
are prepared independently of verbal expression, language, and the content of the curricula of 
the schools. The first 60 items of test are based on the relationships between shapes, numbers, 
and letters, the items measuring psychological properties, such as analytical thinking, 
reasoning, abstract and spatial thinking; the remaining 40 items consist of the items that 
measure numerical thinking skills that require the use of mathematics and geometry information 
(ANKUDEM, 2011). In other words, the test is a "non-verbal or verbal neutral" measurement 
tool. This is mostly because the foreign students preferring to study in higher education 
programs in Turkey are coming from different cultures and therefore, they do not know Turkish 
or another foreign language well. 

The first 60 items in TOBT mainly aim to measure students’ analytical thinking, abstract 
thinking, and reasoning. Analytical thinking is the process of breaking things down into their 
constituent components in order to understand the whole and examining the relationships 
between these components. Reasoning refers to the process of making inferences and reaching 
a conclusion based on the information given (Bruner, 1957 as cited in Lohman & Lakin, 2011). 
The remaining 40 items measuring students’ ability to use numerical skills based on basic 
mathematics and geometry predominantly require the individuals to establish connections 
based on shapes, numbers and letters, make logical inferences, and engage in abstract thinking 
and reasoning. 

Since the beginning of the 1900s, many researchers have attempted to measure skills, such as 
analytical thinking, reasoning, and abstract thinking through intelligence tests based on the 
relationships between shapes, numbers and letters. Looking at the process related to 
psychological measures, the tools used to measure the mental abilities of individuals are now 
known as academic aptitude tests. These tests also contribute to the estimation of school 
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achievement by identifying individuals’ abilities (Anastasi, 1979). Walsh and Betz (1995) 
stated that aptitude tests used in education can also help predict future educational achievement. 
The high correlation between the scores obtained from the academic aptitude tests and the 
academic achievement scores indicates that the students with higher aptitude scores may have 
higher school grades than those with lower aptitude scores (Sternberg, 1997). 

Certain psychometric properties are sought in the tests designed to measure academic aptitude, 
one of which is the tests of having predictive power. Thus, one of the most important features 
of an academic aptitude test prepared for student selection and placement is predictive validity. 
The predictive power of a test means that the feature measured by the test in a given period is 
related to a particular feature in the future. Prediction is a matter of making estimations, and 
predictive validity is often used in the selection of tests for educational placement and 
recruitment for employment (Turgut & Baykul, 1992). 

Tests developed for student selection and placement should be able to predict achievement 
scores to be obtained from future tests based on the scores in the currently applied tests 
(Thornell & McCoy, 1985). One of the factors that influence the predictive power of a test is 
the items representing the psychological characteristics that are measured. For a test to have 
high predictive power, the items contained should measure the mental characteristics that 
develop in individuals over a long period, rather than psychological features that develop in a 
shorter time (Anastasi & Urbina, 1997; Cronbach, 1990). 

Psychological measurement tools are affected by demographic properties, such as age and 
gender, and cultural properties; e.g., ethnicity and country, whether developed in verbal or non-
verbal language (Messick, 1989). This situation makes the accuracy of the decisions given 
based on the scores obtained from the measurement tools questionable. Especially in the 
selection and placement tests, the items which are important for students need to have equal 
response possibility for those who have the same ability level. Otherwise, individuals with the 
same ability level will be advantageous or disadvantageous compared to each other. 

An essential part of the test development and item preparation process in the education and 
psychology fields is to divide the tests into different groups and determine whether the 
measurement results are the same for each group. In particular, the items included in selection 
and placement tests, which have an important impact on the lives of individuals, must create 
the possibility of an equal response from individuals at the same level of ability and skills. In 
other words, the test items should not be biased toward certain subgroups. Otherwise, 
individuals with the same skill level taking the test will gain an advantage or be disadvantaged 
in relation to each other. Since AYOS is developed for selection and placement purposes, it is 
necessary to examine the psychometric properties of these tests to ensure that such bias is not 
present. 

Karakaya and Kutlu (2012) state that the determination of bias of the items in the tests is one 
of the important studies to increase the validity and reliability of the test. Therefore, undertaking 
an investigation of item-level bias is very important in the test development process, especially 
in the process of item writing, in establishing the preliminary evidence on the validity. 

The concept of validity is addressed and defined from different perspectives in the literature 
due to the variety of validation methods. According to Anastasi (1979), validity refers to what 
a measurement tool measures and the extent of which the measurement process is undertaken 
correctly. A measurement tool applies only to a specific purpose under certain conditions; it 
cannot be asserted that the same measurement instrument applies to other purposes or 
conditions. Messick (1989) defined validity as a degree of all assessments supporting the 
accuracy and appropriateness of implications related to the scores of a measurement tool or 
other measurement cases based on theoretical information and empirical evidence. In this 
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respect, validity is not only a feature of measurement or evaluation; rather, it is concerned with 
the meaning of the scores obtained from the measurement tool. Linn and Gronlund (2000), 
including all these definitions, described validity as the most fundamental and important factor 
in determining the accuracy and appropriateness of implications and judgments about the 
results obtained from measurement tools. 

The issue of validity, discussed in detail in the Measurement Standards in Education and 
Psychology, prepared in 2014 by the American Educational Research Association (AERA), the 
American Psychological Association (APA), and the National Council on Measurement in 
Education (NCME), has found wide coverage in Standard 1.0 to Standard 1.25. In the same 
source, validity is defined as the degree of evidence and theories supporting the interpretability 
of the scores obtained from tests. According to this definition, validity describes an ongoing 
process, rather than merely results. In this process, additional information is always available 
to achieve a better understanding of the implications of the test. Making inferences about 
validity is similar to undertaking scientific inferences. Therefore, validity studies are conducted 
by presenting supporting information about test scores. A prerequisite for this, as emphasized 
in Standard 1.1, is to confirm that the construct(s) intended to be measured in a test are clearly 
defined and are not extensively linked to other constructs. 

The Test Validation section of Educational Measurement, written by Cronbach (1971) and 
edited by Thorndike, emphasizes the importance of psychological constructs in educational 
measurement. According this source, whenever a test developer† asks, “What does this 
measurement tool really measure?”, s/he wants to obtain information about construct validity. 
In this respect, a test being able to measure the construct of interest despite the presence of 
disrupting effects emerges as a condition to which testers pay great attention. 

Whether the test is appropriate or powerful enough to measure the intended construct is 
determined by obtaining evidence on construct validity because the power of a test to measure 
a construct is an important indicator of the extent to which the test serves its purpose (Linn, 
1989). Therefore, considering that the items in a test are also developed in accordance with the 
purpose of that test, it can be assumed that investigation of construct validity begins with the 
test development process. 

Cronbach and Meehl (1955) emphasized that construct validity was important for tests that 
measure many psychological features, such as interest, attitude, ability, and success. By the 
beginning of 1900s, studies starting with Charles Edward Spearman, led psychometrists to 
investigate the real value of the observed characteristics. Since then, the importance of the 
reliability and validity values of measurement instruments has been acknowledged, and the 
related coefficients have become the most important criteria for these tools. Achieving a certain 
reliability and validity value for the scores obtained from measurement tools is considered as a 
requirement but not sufficient alone for the measured characteristics. This understanding has 
resulted in deepening the studies on the structural features of measurement instruments. For 
example, the tests used in education have been enriched in terms of psychometric features 
measured, and national standard achievement tests and more recently large-scale tests that can 
be used at the international level have been developed. The widespread use of tests has raised 
the question of whether the items contained in these tests can measure the intended constructs 
independently of individuals and their associated groups (Cohen et al., 1988; Crocker & Algina, 
1986). 

After 1950s, many researchers began investigating the reasons for the conflicting results 
obtained from intelligence tests. The 1960s mark the discussion of issues related to the fair use 

                                                           
† The word ‘educator’ is used in the original source. However, ‘test developer’ was used here in accordance with 
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of tests and item bias, which was mainly a result of the human rights movement initiated in the 
United States of America in 1964. This movement led to the signing and enforcement of certain 
laws on equality and equal opportunities. The fundamental changes brought about by the human 
rights movement also attracted the attention of test developers to the use of tests that may have 
an adverse impact‡ on recruitment and education (Osterlind & Everson, 2009). After the 1970s, 
psychometrists concentrated their research on this issue of ‘bias’, for the development of tools 
that would make more objective and sensitive measurements (Reynolds & Suzuki, 2013). 

In the following years, the related studies were not limited to a specific culture, but were 
deepened by extensive research on cross-cultural comparisons. However, during these 
investigations that focused on bias in tests developed to measure psychological features, the 
items included in tests, and individuals (gender, age, etc.) or groups (culture, ethnic origin, etc.) 
responding to these items, researchers commonly faced four important problems and 
limitations: (1) lack of a consensus on the definition of psychological constructs or 
characteristics to be measured, (2) failure to select a sample that represents the groups to be 
compared, (3) inability to standardize the conditions of the test application (absence of 
standardization), and (4) lack of rules regarding the translation, adaptation and scoring of test 
booklets (Hambleton, 2002). 

Psychological measurement tools are developed to obtain information about the psychological 
characteristics of individuals living in a particular culture. Thus, a measurement tool developed 
in a culture possesses features specific to that culture (Öner, 1987). Culture is a very important 
factor in the test development process since it can affect the scores obtained from tests and the 
psychometric characteristics related to these scores (Hambleton, Merenda, & Charles, 2005). 
Wicherts (2007) noted that the results of the measurement might differ according to individual 
characteristics, but it would be wrong to attribute these differences to individual characteristics 
alone since they might also result from the measurement tool. For example, assuming that a girl 
and a boy have a similar level of knowledge in mathematics, if there is a systematic difference 
between the scores of these students in a mathematics test developed to measure the related 
construct, it can be stated that the test has a gender bias. 

The first known studies on bias date back to the 1900s, when it was determined that the scores 
of socioeconomically disadvantaged children who had taken the intelligence test developed by 
Alfred Binet were related to what they had learned at home or school, rather than the mental 
characteristics of the individuals, which led to the removal of certain items from this test 
(Camilli & Shepard, 1994). 

According to Crocker and Algina (1986), bias research has two main objectives. First refers to 
whether the test scores are affected by different variance sources in different subgroups taking 
the test, and second is whether the test scores are affected by the same variance sources for all 
subgroups. If the test scores are judged to be affected by the same variance sources in all 
subgroups, it should also be investigated whether there are unrelated sources that provide unfair 
advantage to certain subgroups. 

There are two basic statistical approaches to the investigation: external methods, in which an 
external measure independent of the test is used, and internal methods, in which psychometric 
features of the items included in the test are used as criteria. In external methods, analysis of 
bias is undertaken by comparing the differences in averages of the total scores obtained from a 
test for different subgroups to those obtained from a different test considered to measure the 
same construct. In cases where an external measure is not available, internal methods can be 
used to determine bias by examining the psychometric features of the items included in the test 
(the total test score obtained from the items and skill level) (Shepard, Camilli, & Averill, 1981). 

                                                           
‡ A term used to refer to evidence supporting unlawful discrimination claims. 
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However, item analysis methods, such as item-total score correlations performed in accordance 
with the Classical Test Theory (CTT) or variance analysis that compares the items and total test 
scores in a similar manner do not provide sufficient information about bias based on the 
averages of groups and differences between these averages. Bias investigations undertaken 
using such methods may have deficiencies since the psychometric features of items and the 
total scores obtained from the test are affected by the skill distribution of the sample in CTT. 
Therefore, the differences in individuals’ test performance or average scores in test items should 
not be interpreted as evidence of a bias in direct comparison groups. 

In the third section of the Measurement Standards in Education and Psychology§, AERA, APA 
and NCME (2014) present 20 standards related to the fairness of the test scores; i.e., they should 
be free from bias. In all these standards, it is emphasized that the test or item scores should have 
the same meaning for all individuals (within subgroups) that have taken the test, and that the 
test scores should be comparable. Standards 3.2 and 3.13 explain in detail the necessity to take 
into account the different characteristics of the test respondents, such as language and culture, 
in accordance with the purpose of the test. If there are thought to be differences in the test and 
item performance of respondents in terms of the measured characteristic according to ethnicity, 
language, culture, gender and age groups, these differences should be investigated in as much 
depth as possible. 

In other words, the tests to be administered to the individuals from different groups and the 
items to be included in these tests should be designed in such a way as to reduce the situations 
that may lead to bias. Therefore, the evidence related to whether or not the measurement 
instrument investigated in this study, TOBT, caused a bias for/against individuals in different 
subgroups was examined by investigating whether the function of the TOBT items differed 
between these individuals. Accordingly, the aim of this research was to investigate whether the 
items contained in the Basic Learning Skills Test in the AYOS-TOBT 2017 showed differential 
item functioning (DIF) according to three countries (Azerbaijan, Bulgaria, and Syria) and 
gender. 

2. METHOD 

2.1. Research Design 

This research is a survey type taken from descriptive research models. The study uses a 
descriptive research model, since it aims to investigate whether the items of AYOS-TOBT show 
DIF in terms of country and gender variables and describe the current situation (Karasar, 2015). 
Descriptive research is describing and interpreting the factors that are the subjects of the study; 
however, this goes beyond gathering and classifying the data. Research process also includes 
collecting, classifying, describing, analyzing and inferring results results from the data (Best, 
1970). 

2.2. Population and Sample 

The population of the study is 2476 individuals (Nfemale = 1184 approx. 48%, Nmale = 1292 
approx. 52%) from 75 countries who took AYOS 2017. Based on the purpose of the research, 
a purposive sampling method was used to select the sample in order to conduct an in-depth 
research and obtain rich information. In this study, criterion sampling was used from purposive 
sampling methods (Büyüköztürk et al., 2015). Since the study includes comparisons across 
different countries, culture was accepted as a criterion in determining the sample group. Thus, 
it was represented in both the number of students and different cultures, and the sample of the 
study consisted of 615 individuals selected from Azerbaijan, Bulgaria, and Syria. The 
distribution of the sample according to country and gender is given in Table 1. 

                                                           
§ Fairness in Testing 



Altıntaş & Kutlu 

 609 

Table 1. Distribution of sample by country and gender 

        Gender 
Country 

Female Male Total 
n % n % n % 

Azerbaijan 51 38.35 82 61.65 133 21.63 
Bulgaria 125 58.69 88 41.31 213 34.63 
Syria 107 39.78 162 60.22 269 43.74 
Total 283 46.02 332 53.98 615 100.00 

The numbers of individuals taking the exam from Bulgaria (213, approx. 35%) and Syria (269, 
approx. 44%) were close to each other than Azerbaijan (133, approx. 22%). Besides, the number 
of individuals in the sample was close to each other in terms of gender (nfemale = 283 approx. 
46%, nmale = 332 approx. 54%) (Table 1). 

2.3. Data collection 

The research data was composed of the students’ responses to AYOS-TOBT 2017, 
simultaneously implemented in three different exam centers located in Ankara/Turkey, 
Cologne/Germany and Baku/Azerbaijan in a single session. The responses obtained from two 
different booklets (A and B) were reordered according to Booklet A, and the data were prepared 
for analysis by converting it to the 1-0 scoring matrix and merging. 

In this study, in order to limit the number of items examined, the first 60 items of the test were 
selected since they were considered to be more similar to the characteristics measured. 

2.4. Data Analysis 

In this study, bias analysis performed at the item level in terms of different subgroups was 
undertaken using a DIF analysis within the scope of the Rasch Model. This approach of model-
based recursive partitioning (MBRP), proposed by Zeileis, Hothorn, and Hornik (2008), 
includes tests for both predefined groups and all possible groups without complicating the 
interpretation process. This allows for the determination of parameter imbalances. Similar to 
implicit class or mixed models, the main idea underlying this approach is based on identifying 
the groups in which the model parameters are differentiated is the sequential testing of all 
groups by investigating all possible sources that may cause DIF. In recursive partitioning, 
groups are defined not by an implicit factor as in implicit class models, but through the 
combinations of the observed common variables, based on an intuitive approach. Thus, MBRP 
offers intuitive, yet easy-to-interpret alternatives to implicit class or mixed models. 

The Rasch tree model, a very new method for determining DIF, is based on MBRP, in which 
tests for structural change adapted from econometrics are used. MBRP is highly correlated with 
classification and regression tree methods, in which a common variable field is recursively 
partitioned to determine the group of a categorical or continuous response variable with 
different values. MBRP has a semi-parametric approach including the parameters of a 
parametric model varying between groups instead of values for a single response variable. Such 
parameters may be those of the Rasch model, which vary between groups or constant and slope 
parameters of a linear regression model (Strobl, Kopf, & Zeileis, 2015). 

In MBRP analysis, the purpose is to divide the data matrix into subgroups (classes) with a 
homogenous structure. Each of these subgroups is called a node. Subgroups are primarily 
defined by common variables (such as age and gender). Then, these nodes are broken down as 
in classification and regression trees, like the branches of a tree, until they have a homogenous 
structure within. This is known as a Rasch tree, and the branches of this tree contain critical 
values (leaves) for common variables. This process continues until each node has the lowest 
variance value and the variance between the nodes is the highest (Kopf, Augustin, & Strobl, 
2010). 
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In this regard, a Rasch tree with each leaf containing a node associated with a suitable model 
(e.g., maximum likelihood model or linear regression model) is created to achieve model-data 
fitness. Here, the basic idea is that each node is associated with a single model. Below is the 
successive steps (algorithm) used to create a Rasch tree (Strobl, Kopf, & Zeileis, 2015): 

1. Estimate the item parameters jointly for all subjects in the current sample, starting 
with the full sample. 

2. Assess the stability of the item parameters with respect to each available covariate. 

3. If there is significant instability, split the sample along the covariate with the 
strongest instability and at the cutpoint leading to the highest improvement of the 
model fit. 

4. [Repeat Steps 1-3 recursively in the resulting sub-samples until there are no more 
significant instabilities (or the sub-sample becomes too small)]. 

The Rasch tree employs the model-based recursive partitioning algorithm to detect groups that 
display different item parameters in the Rasch model (Kopf, 2013). This analysis was 
performed using the 0.12-1 version of the add-on package PsychoTree (Zeileis et al., 2011) in 
R program, which is open source statistical software (R Core Team, 2013). The Psychotree 
package was used to identify the items that showed DIF. The data was analyzed using the Rasch 
tree method (RTM) included in Psychotree, and the items showing DIF according to country 
and gender were determined. The significance level for the determination criteria of DIF, 
usually set to 5%, serves as the most important stopping criterion (Strobl, Kopf, & Zeileis, 
2015). In this study, in addition to the 0.05 level of significance, a lower value, 0.01, was used 
as the DIF criterion in RTM. 

3. FINDINGS and DISCUSSION 

Table 2 shows the parameter instability tests conducted to determine whether the TOBT items 
indicated DIF at the level of significance according to the country and gender. 

Table 2. Parameter instability tests: Test statistics and their corresponding p values by country and 
gender 

Cov. Par. Inst.  Node 1 Node 2 

Country 
statistic .000 .000 
p value .000* .000* 

Gender 
statistic 90.2769556 85.3219230 
p value 0.2794151 0.4997366 

*p < .001 

As shown in Table 2, the country was accepted as a covariant, since the instability statistics 
obtained according to the country variable was significant. Gender was not considered a 
covariant since the value obtained for the gender variable was not significant. The Rasch tree 
showing this situation is given in Figure 1. 
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Figure 1. Rasch tree by country 

As shown in Figure 1, the estimates of the difficulty parameters of 60 items in TOBT were 
between 2.35 and -2.69. The high level of these values means that the items were difficult while 
those with low values were easy (Strobl, Kopf, & Zeileis, 2015). Accordingly, it can be stated 
that the difficulty levels of the items were close to the average value of zero. Figure 1 also 
includes the significance values for each partition. Hence, there was a variation in terms of the 
countries in which the partition took place. 

The Rasch tree obtained also provides information on which countries the difference appears. 
Thus, Syria differs according to the other two countries (Azerbaijan and Bulgaria) in the first 
partition and Azerbaijan differs from Bulgaria according to the second partition. When the 
Rasch tree is examined in detail, the 16 items (3, 4, 5, 6, 11, 12, 21, 23, 26, 27, 28, 44, 51, 53, 
55, 57) in the TOBT included DIF in terms of countries. Distribution of difficulty parametres 
of the 16 items showing DIF is shown comparatively in Table 3. 

Table 3. Distribution of difficulty parameters of items showing DIF according to the countries 

Item no. 
Countries 

Azerbaijan Bulgaria Syria 
3 -0.046 0.118 0.027 
4 -0.364 0.022 -0.488 
5 0.612 0.642 0.204 
6 0.457 0.235 0.045 
11 0.032 -0.002 -0.373 
12 -0.007 -0.002 -0.298 
21 0.187 0.281 -0.044 
23 0.264 0.094 -0.411 
26 0.302 -0.358 -0.373 
27 -0.007 -0.640 -0.667 
28 0.379 -0.640 -0.606 
44 0.110 -0.150 0.134 
51 -0.007 0.070 0.397 
53 0.032 0.165 0.045 
55 0.302 -0.252 0.151 
57 -0.530 -0.100 0.045 

In Table 3 items 3, 51 and 57 are in favour of Azerbaijani; items 44 and 55 are in favour of 
Bulgarian; items 5, 6, 11, 12, 21 and 23 are in favour of Syrian students. According to this, 
items 3, 51 and 57 are easier only for Azerbaijani students, items 5, 6, 11, 12, 21 and 23 are 
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easier only for Syrian students and items 44, 51 and 55 are easier only for Bulgarian students. 
Another finding is that some items are in favour of two countries. For instance items 4 and 53 
are in favour of both Azebaijani and Syrian students whereas items 26, 27 and 28 are in favour 
of Bulgarian and Syrian students. 

When items showing DIF are analyzed in terms of their cognitive properties they require the 
following skills:  

 Items 3,4,5 and 6 require the ability to reach a conclusion by constructing meaning 
between related parts 

 Items 11 and 12 require the ability to find the part of a meaningful whole 
 Items 21 nd 23 require the ability to predict the whole that the parts construct  
 Items 26,27 an 28 require the ability to predict the parts from the whole by three 

dimensional-thinking  
 Items 44, 51, 53, 55 and 57 require the ability to reach a conclusion by combining the 

given parts using the knowledge of arithmetic operation, letter and symbol according to 
a rule. 

Similarly, Maller (2001) investigated the DIF of the Wechsler Intelligence Scale for Children–
Third Edition (WISC-III). The WISC-III national standardization sample (N = 2200) was used 
to determine DIF in six WISC-III subtests. After fitting two parameter logistic and graded 
response models to the data, the items were tested for DIF using the DIF detection method 
based on item response theory likelihood ratio. Of the 151 items studied, 52 were found to 
function differently across the groups. 

Carman and Taylor (2010) examined the relationship between the Naglieri Nonverbal Ability 
Test (NNAT), ethnicity and gender, as well as the socioeconomic status and NNAT 
performance. Correlations and multiple regression were used to examine the relationships 
between ethnicity, SES, and NNAT performance in a large kindergarten sample. The results 
suggest a significant relationship between ethnicity, SES, and NNAT performance. 

As presented in Table 2, the instability statistics value in terms of gender was not significant. 
Therefore, it can be stated that TOBT did not contain DIF in terms of gender. Since there is no 
significant difference between females and males (p > 0.001), a Rasch tree cannot be produced. 
In other words, no partition occurs, which is shown in Figure 2. 

 

Figure 2. Rasch tree by gender 
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When Figure 2 is examined, it can be seen that there is no partition between females and males 
due to the absence of variation in response to the items in TOBT. This indicates that no item in 
TOBT shows DIF by gender. 

Toivainen et al. (2017) used a large longitudinal twin sample to estimate sex differences in non-
verbal and verbal abilities over time, using a variety of measures. Their study also investigated 
the influence of prenatal testosterone on these differences by comparing females with male co-
twins to females with female co-twins. The sample size used in that study varied from 14187 
participants at age 4 to 4959 participants at age 16. One-way ANCOVAs were used to establish 
significant group differences, either between sexes or between sex-by-zygosity twin groups. In 
all analyses, age was used as a covariate to account for the possible effect of age differences. 
The results showed negligible sex differences in non-verbal and verbal ability across 
development. 

Empirical research consistently finds that standardized cognitive tests are not biased in terms 
of predictive and construct validity. Furthermore, continued claims of test bias, which appear 
in academic journals, the popular media, and some psychology textbooks, are not empirically 
justified. These claims of bias should be met with skepticism and evaluated critically according 
to established scientific principles (Brown, Reynolds, & Whitaker, 1999). 

4. CONCLUSION 

This study investigated whether recursively partitioned manifest variables can reveal DIF 
patterns in a non-verbal test using a Rasch tree approach. As a result of the research, 16 items 
in AYOS-TOBT 2017 indicated DIF in terms of countries. Concerning the 16 items showing 
DIF as a whole, it is noteworthy that the level of difficulty of the items according to the countries 
was close to the average value of zero. This situation showed that there was no significant 
variation in terms of countries. 

In this study, whether the items in test showed DIF in terms of countries and gender was 
determined using quantitative analysis methods. Further research can be undertaken on the 
items which show DIF. Thus, comprehensive information can be obtained about the reasons 
why these items show DIF. 
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Abstract: This study aimed to develop a measurement tool in order to assess 

preschool teachers’ pedagogical content knowledge regarding mathematics. 

The study was based on 300 preschool teachers working in formal 

independent kindergartens and nursery classes of primary/secondary schools 

in the Kahramanmaraş Province of Turkey. Among the participants, 150 were 

chosen for pre-application and 150 for the main application. The scale consists 

of five different case studies and a total of 35 items, including dialogues that 

focus on mathematical content and processes reflected in children’s talk 

during their play. In calculating the reliability of the scale, Cronbach Alpha 

was found to be .95 for the pre-application and .96 for the main application. 

For the validity of the scale, exploratory and confirmatory factor analyses 

were performed. The exploratory factor analysis results revealed the scale to 

be a single-factor structure. When the factor loads of each relevant item were 

examined, no item was found to exist with a factor load value of less than .30. 

After confirmatory factor analysis was performed, the model fit indices of 

CFI, TLI, RMSEA, and SRMR values were found to be .91, .91, .06 and .06, 

respectively. These results show the model to be reliable to an acceptable 

level. Based on the findings, it could be concluded that the scale is an 

instrument that produces valid and reliable measures, and that it can be used 

in order to determine the preschool teachers’ pedagogical content knowledge 

regarding mathematics. 

1. INTRODUCTION 

Mathematics and mathematical thinking have been regarded as key skills of our time in terms 

of their scientific field. The development of mathematical competencies begins at birth 

(Anthony & Walshow, 2009; Çoban, 2002). Mathematics is a field containing important 

concepts and skills which are widely used in learning processes and particularly in daily life. 

As people interact with their environment in daily life, they encounter various concepts such as 

time, space, shapes, and numbers, and therefore interact with mathematics without even 

realizing it (Bulut & Tarım, 2006). Understanding mathematics provides children with the 

ability to solve problems and to make correct decisions. Mathematics knowledge requires many 

                                                           
CONTACT: Hatice Dağlı   hnddagli@hotmail.com    Kahramanmaraş Sütçü İmam University, 

Department of Preschool Education, 46100, Kahramanmaraş, Turkey 

ISSN-e: 2148-7456 /© IJATE 2019 

https://dx.doi.org/10.21449/ijate.593636
http://www.ijate.net/
http://dergipark.org.tr/
https://orcid.org/0000-0002-0788-0413
https://orcid.org/0000-0002-7420-815X
https://orcid.org/0000-0001-9610-491X


Int. J. Asst. Tools in Educ., Vol. 6, No. 4, (2019) pp. 617–635

 

 618 

skills such as establishing cause-effect relationships, making calculations, calculating time, 

money management, and the use of technology (Ontario Ministry of Education [OME], 2014). 

Researchers who conduct studies on cognitive development have revealed that the early 

development of mathematical skills closely relates to children’s academic achievement in 

subsequent years (Anders & Rossbach, 2015; Aunola, Leskinen, Lerkkanen, & Nurmi, 2004; 

Clements, Sarama, & DiBiase, 2004; Gersten et al., 2009). Mathematics is a particularly 

hierarchical subject, in which mastery of simple concepts and procedures is required in order 

to understand more difficult mathematics (Watts, Duncan, Clements, & Sarama, 2017). It is of 

significant importance to teach mathematics that children will use and encounter throughout 

their lives (OME, 2014). In this regard, the early childhood years are particularly vital as the 

starting point for children to encounter formal mathematics education and basic mathematical 

concepts; moreover, mathematical skills are also learned within this period. The aim of 

mathematics education at the preschool level is to provide children with meaningful 

experiences through gameplay, stories, music and physical activities; to create them a sense of 

success with appropriate materials in appropriate physical environments, and to support the 

development of mathematics skills without creating a negative attitude towards mathematics 

(Arnas, 2006; Dağlı & Dağlıoğlu, 2017; Henniger, 1987; Metin, 1994; Mononen, Aunio, & 

Koponen, 2014). Thus, the preschool period is considered to the magical years where children’s 

love for mathematics is inculcated and nurtured, and for the development of a positive attitude 

towards mathematics. 

Some experimental studies on mathematical concepts and skills in the preschool period 

depicted that mathematical applications performed with children may create positive 

differences in their mathematical competencies when they start primary school, and that these 

differences last throughout their school life and even beyond (Anders, Grosse, Rossbach, Ebert, 

& Weinert, 2013; Sammons et al., 2004). In this context, mathematics literacy and mathematics 

skills are important not only for children’s school success, but also in terms of their professional 

career throughout adulthood (Anders & Rossbach, 2015; Clements et al., 2004). Mathematics 

education presented to children during their preschool period is significant for their ability to 

achieve successful mathematical thinking in the following years and in their readiness 

preparation for primary schooling (Claesens & Engel, 2013; Dağlıoğlu, Dağlı, & Kılıç, 2013). 

When considered in the long term, understanding mathematics is so effective that it can direct 

children towards their future work life and career (Ontario Ministry of Education, 2014). 

When it comes to the significance of early mathematics education, recent studies have 

emphasized that such education should be structured appropriately to the nature of the child; 

and that the child should reach the information by doing and experiencing personally, rather 

than teachers attempting to transfer knowledge directly to the child (Arnas, 2006; National 

Council of Teachers of Mathematics [NCTM], 2000). In other words, it is necessary for children 

to encounter the experiences in which they will learn mathematics concepts by doing and 

experiencing during their preschool period (Clements & Sarama, 2014; Umay, 2003). 

The recent studies have also suggested that activities prepared in accordance with children’s 

interests and their motivation can have a significant effect on their future success (Baranek, 

1996; Berhenge, 2013; Mokrova, 2012; Tella, 2007). Education given in subjects or areas that 

children are interested in has a more lasting effect (Fisher, 2004). In this regard, mathematics 

content can and should play a significant role in early childhood education. 

Different research on mathematics education during the preschool period has been conducted 

in many different countries. In the Turkish Preschool Education Program, which was updated 

in 2013, it is emphasized that mathematics education contributes to the cognitive development 

of children, that mathematics education within the preschool period can bestow positive 

attitudes in children, and that the mathematical inquiry skills of children can be improved 
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through mathematics-based activities (Milli Eğitim Bakanlığı [Turkish Ministry of National 

Education], 2013). In addition, mathematical activities that establish relationships between 

concepts and life skills should be included in preschool education programs and that child-

centered, game-based and multifaceted activities should be planned. 

High quality, interesting and accessible mathematics education for the 3-6-year-olds age group 

was emphasized through situational assessments undertaken jointly by the National Association 

for the Education of Young Children in America and the NCTM (2010). In particular, the 

NCTM emphasized that educational programs which are well-planned, comprehensive, suitable 

for children’s development, and meet the required language skills within a cultural context will 

be more effective (NCTM, 2009, 2013). Accordingly, mathematical understanding, knowledge 

and skills need to be gained during the education period starting from preschool. The NCTM 

(2009) also set content and process standards; defined the concepts and contents that children 

should learn through the content standards, and concept and content knowledge acquisition as 

well as using methods information through the process standards. When based on mathematics 

education, the NCTM (2000) showed that mathematical activities and mathematical content 

such as numbers, operations, geometry and measurement should be integrated with process 

standards such as problem solving, reasoning and proof, association, communication and 

symbolization. This process showed that mathematics program and education practices should 

be structured on a sound basis by taking into account both mathematical content areas and the 

developmental characteristics of children. 

Considering that pedagogical approaches supporting the development of mathematical skills 

are seen as effective in enhancing these skills in children (Mononen & Aunio, 2013); the 

importance of teachers’ pedagogical content knowledge related to mathematics has become 

prominent (Gifford, 2005). Pedagogical content knowledge in education was originally 

proposed by Shulman (1986), and encompasses knowing what to teach according to age groups 

and integrating that with the knowledge of how to teach it. 

McCray (2008) explained the factors affecting pedagogical content knowledge regarding 

mathematics, as illustrated in Figure 1. 

 

 

Figure 1. Pedagogical Content Knowledge Related to Mathematics (as revised by McCray, 2008) 

McCray (2008) defined pedagogical content knowledge regarding mathematics as a junction 

point of three questions in mathematics education; Who will teach?, What to teach?, and How 

to teach? Teacher’s pedagogical content knowledge, content knowledge and teaching ability 
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are of paramount importance in effective learning and success in children (Jang, 2013; Zhang, 

2015). The basis of mathematics education begins with an understanding of mathematical 

knowledge (Zhang, 2015). 

Teachers with pedagogical mathematics concept knowledge know which concepts are the most 

basic and the best analogies that can gain help conceptual understanding; can enter events with 

new ideas in accordance with the interests of children, and ensure children use mathematics and 

mathematical language by asking children the right questions (McCray, 2008). The language 

used by teachers in the classroom should be founded upon improving the mathematical thinking 

of children. Guidelines for teachers in terms of mathematics contents such as numbers, spatial 

relationships, and operations should help children to use mathematics (Clements & Sarama, 

2014; McGrath, 2010). Teachers should provide support to enable children to develop a positive 

attitude towards mathematics by taking full account of mathematics education and preparing 

appropriate programs in this regard (Copley, 2010; Dağlıoğlu, Genç, & Dağlı, 2017). 

Previous studies show that teachers’ attitudes, pedagogical field knowledge and beliefs affect 

children’s mathematical ability, that the methods and techniques used by teachers affect 

children’s ability in this field, and that teachers are lacking in mathematics education and in 

recognizing children’s abilities (Chace Pierro, 2015; Cox, 2011; Erdoğan, 2006; Güven, 1998; 

Hacısalihoğlu Karadeniz, 2011; Kilday, 2010). From analyzing the relevant literature, a few 

studies have been specifically focused on preschool teachers’ pedagogical content knowledge 

regarding mathematics (Cox, 2011; Kilday, 2010; McCray, 2008; Platas, 2008). However, 

studies that have been conducted in Turkey usually focus on preschool teachers’ attitudes, 

beliefs and self-efficacy towards mathematics education (Çelik, 2017; Güven, Karataş, Öztürk, 

Arslan, & Gürsoy, 2013; Karakuş, Akman, & Ergene, 2018; Koç, Sak, & Kayri, 2015; Şeker & 

Alisinanoğlu, 2015); whereas only two studies considered pedagogical content knowledge 

regarding mathematics (Aksu & Kul, 2017; Parpucu & Erdoğan, 2017). 

The current research was planned in order to develop a measurement tool for determining 

preschool teachers’ pedagogical field knowledge of mathematics in order to address a gap in 

this field. 

2. METHOD 

This section includes information related to the working group, the data collection tool, and the 

development process of the scale. 

2.1. Working Group 

The participants of the study consisted of 300 teachers working in formal independent 

kindergartens and nursery classes of primary/secondary schools under the Turkish Ministry of 

National Education in Kahramanmaraş Province, Turkey; specifically, the districts of 

Dulkadiroğlu and Onikişubat. Of the participant teachers, 150 were selected for the pre-

application and 150 for the main application.  

While determining the size of the group to conduct factor analysis in the preliminary 

application, the researchers proposed different approaches; some argued that there should be 

twice the number of items (Büyüköztürk, Kılıç-Çakmak, Akgün, Karadeniz, & Demirel, 2008), 

some four times the number of items (MacCallum, Widaman, Preacher, & Hong, 2001), and 

others suggested 10 times (Nunnally, 1978). In addition, for exploratory factor analysis, Kaiser-

Meyer-Olkin Test is expected to be greater than .50 and Bartlett test should be statistically 

significant (Büyüköztürk, 2010). In this regard, the decision was made to conduct an application 

with 150 teachers as the pre-application stage. Table 1 presents the demographic information 

regarding the participants. 
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Table 1. Participants’ Demographic Information 

Demographic Information 
Pre-application Main Application 

Frequency Percentage Frequency Percentage 

Gender 
Female 130 86.7 150 100.0 

Male 20 13.3 - - 

Age (years) 

Less than 20 40 26.7 14 9.3 

21-25 47 31.3 42 28.0 

26-30 45 30.0 60 40.0 

31-35 18 12.0 33 22.0 

36 or over - - 1 0.7 

Graduation 

High School / Girls’ Vocational High School - - - - 

Associate Degree Child Development 

  Vocational School 
23 15.3 8 5.3 

Undergraduate Preschool Teacher 81 54.0 99 66.0 

Undergraduate Child Development 

Teacher 

41 27.3 34 22.7 

Postgraduate 5 3.4 6 4.0 

Other - - 3 2.0 

Seniority (years) 

Less than 1 year 25 16.7 4 2.7 

1-5 years 36 24.0 23 15.3 

6-10 years 59 39.3 64 42.7 

11-15 years 18 12.0 37 24.6 

16-20 years 8 5.3 13 8.7 

21 years or more 4 2.7 9 6.0 

Institution 

Independent kindergarten 106 70.7 90 60.0 

Primary school 27 18.0 50 33.3 

Secondary school 17 11.3 10 6.7 

Number of 

Children 

(per class) 

5-10 2 1.3 5 3.3 

11-15 12 8.0 14 9.3 

16-20 74 49.3 67 44.7 

21 or more 62 41.3 64 42.7 

Age of Children 

36-53 months 15 10.0 - - 

54-60 months 70 46.7 308 51.3 

61-66 months 65 43.3 292 48.7 

Mathematical 

Activities 

Never - - - - 

One time per 2-3 weeks - - 3 2.0 

Twice a week 41 27.3 38 25.3 

Three to four times a week 86 57.3 73 48.7 

Daily 23 15.4 36 24.0 

Table 1 shows that 86.7% (n = 130) of the participant teachers were female, whilst 13.3% 

(n = 20) were male for the pre-application stage; whereas, all participants were female for the 

main application. In the pre-application, 10% (n = 15) of the teachers were working with 

children aged between 36 and 53 months, 46.7% (n = 70) between 54 and 60 months, and 

43.3% (n = 65) between 61 and 66 months. In the main application, 51.3% (n = 308) of the 

teachers were working with children aged between 54 and 60 months, whilst the other 49.7% 

(n = 292) were working with children aged between 61 and 66 months. 

2.2. Data Collection Tool 

The research data was collected through a “Teacher Information Form” and a developed 

“Preschool Teachers’ Pedagogical Content Knowledge Scale regarding Mathematics 
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(PTPCKSM)” that included five case studies. The Teacher Information Form was used in order 

to record the teachers’ gender, age, type of graduation school, their seniority, type of institution 

where they were assigned, the number of children in each class, the age group of the children 

in their class, and the availability of a mathematics center in class. 

The PTPCKSM was developed in order to identify teachers’ awareness towards mathematical 

content and the processes involved in language used by children. In this section, five case 

studies were designed based on children’s dialogues including different mathematical contexts 

and processes from the expressions used by children during play. A separate marking form was 

created for each case study and teachers were requested to mark the mathematical contents and 

processes they identified in accordance with the form. Based on the NCTM (2000) standards, 

the case studies of the PTPCKSM included “counting, geometry, spatial perception, part–whole 

relationships, matching, classification/grouping, comparison, sorting, measurement, operation, 

pattern, and graphics” as the mathematics contents, and “communication, association, 

reasoning and proof, problem solving and representation/symbolization” as the mathematical 

processes. Each case study consisted of seven statements/items. 

During the scale’s development process, first the existing literature was reviewed. The contents 

and processes involved in mathematics education during the preschool period in Turkey and 

elsewhere were examined, and the sub-dimensions for the PTPCKSM were formed after 

determining the problem statement based on the aforementioned content. The scale known as 

“Knowledge of Mathematical Development” that was developed by Platas (2008) for the 

purpose of measuring teachers’ knowledge on the development of mathematical concepts in 

children was taken as the basis for the current study. Along with the necessary permissions in 

the ongoing process, the “Preschool Mathematics-Pedagogical Concept Information Interview 

Form” that was developed by McCray and Chen (2008) was also taken into consideration.  

Two of the five case studies in the PTPCKSM were prepared based on the Preschool 

Mathematics-Pedagogical Concept Information Interview Form; with the other three case 

studies formed by the researcher. The case studies were designed based on a straight line 

approach, from simple to complex. Each case study contained different yet simple images in 

order to add clarity to the case studies. With examination of the content and process standards 

developed by the National Association for the Education of Young Children in America and 

NCTM, as well as the involvement in the development process of mathematical concepts in 

children, significant attention was paid to the inclusion of these standards in case study. Within 

the scale development process, three different scale drafts were prepared in the form and coding 

dimension, and each draft was applied to three different preschool teachers. The scale was then 

finalized by testing the clarity of the scale with various applications. 

The expert opinion of seven specialists in mathematics and preschool education, who were also 

faculty members at different universities, were obtained in the preparation of the scale. In 

addition, a measurement and evaluation expert plus and two Turkish linguists were employed 

to examine the scale in terms of the language clarity and application of the items. The scale was 

considered ready for the pre-application stage after having taken a total of nine expert opinions. 

In the PTPCKSM, spelling errors and incoherencies were corrected so as to increase the scale’s 

clarity along with the expert opinion. In order that the data could be grouped and the correct 

comparisons made, International Standard Classification of Education (ISCED) categories 

(Türkiye İstatistik Kurumu Başkanlığı [Turkish Statistical Institute], 2012) were employed. In 

addition, categories (as mathematics contents and mathematical processes) were created for 

some related items. 

One of the case studies is presented in Figure 2, and the scoring table in the marking form 

created for the teachers to record their answers is shown in Figure 3. In each case study, first 

the image and the text were taken as a whole; then, in the marking section, each sentence (item) 
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was taken separately by dividing each sentence (item) in the case study. Here, the teachers were 

expected to see the whole, then the application was made by dividing the text into sentences in 

order to be more easily recognize the details in the text. 

 

 

Figure 2. PTPCKSM Case Study Form 

 

Figure 3. PTPCKSM Scoring Table 
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As can be seen in the case study shown in Figure 2 and Figure 3, the PTPCKSM contains one 

or more mathematical contents/processes within each sentence. Each item was rated as 1 point 

in the scale; therefore, the whole case study was calculated as a total of 7 points, with each case 

study consisting of seven items. The pedagogical content knowledge of the teachers with the 

highest total score were therefore expected to be considered as high. 

2.3. Data Collection Process 

In both the pre-application and the main application, educational institutions were visited by 

the researcher where the necessary permissions had been received. The school principals were 

informed about the study first, and then interviews were subsequently held with each participant 

teacher. The scale was introduced to the teachers in person by the researcher, and any necessary 

corrections to the scale were applied together. The teachers requested additional time in order 

to better complete the scale. The forms were delivered to the teachers by the researcher, and 

later retrieved according to pre-specified dates.  

2.4. Data Analysis 

IBM’s SPSS 22 statistical package and the Mplus 7.4 program were used in order to calculate 

the reliability and validity of the developed scale. Cronbach Alpha coefficient was used to test 

the reliability of the scale, and then item difficulty index values and item discrimination 

coefficients were calculated separately for each item. In order to calculate the validity of the 

scale, the content and construct validity were examined; both exploratory and confirmatory 

factor analyses were performed for this purpose. Kaiser-Meyer-Olkin Test and Bartlett Tests 

were performed in exploratory factor analysis (EFA); whilst CFI, TLI, RMSEA and SRMR 

values were calculated for the scale’s confirmatory factor analysis (CFA). 

Before scoring, each mathematics content and process in the scale was alphabetically coded as 

a, b, c, d, e, f…….p. Table 2 shows the codes corresponding to the mathematical contents and 

processes. 

Table 2. PTPCKSM Content/Process Coding Values 

Mathematics Content/Process Coding Value 

There is No Mathematical Statement and Skill a 

Counting b 

Geometry c 

Spatial Perception d 

Part–Whole Relationships e 

Matching f 

Classification/Grouping g 

Comparison h 

Measurement  i 

Operation j 

Pattern k 

Graphic l 

Communication m 

Association n 

Reasoning and Proof  o 

Problem Solving ö 

Representation/Symbolization p 
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In the scoring method, each item was awarded equal points (equal scoring) (Frary, 1989; 

Masters, 1988).  

Each item is worth 1 point, and in scoring the item total is divided by the number of answers 

required for its content/process. For example, the per code value of Item 1, in which the correct 

answer was “d and m,” is calculated as 1/2 (0.50); and the per code value of Item 2, in which 

the correct answer was “b, d and m,” is calculated as 1/3 (0.33).  

Any incorrect answer results in 1 point deducted from the total score. For example, a response 

of “b, d and n” for Item 3 includes one correct and two incorrect answers; therefore, the score 

corresponds to 2 - 1 correct answer is calculated as 1/3 (0.33) points because there are three 

correct answers in this question. 

3. RESULTS 

The research findings related to the preschool teachers’ pedagogical content knowledge on 

mathematics are reported in the following figures and tables.  

3.1. Results for Pre-Application 

3.1.1. Reliability 

Each case study in the PTPCKSM and the reliability coefficient calculation for the whole scale 

are shown in Table 3. Table 3 shows that the reliability coefficient for each case study was 

found to be more than .70, and that the reliability coefficient levels of the whole scale and each 

case study were therefore considered “high” (Büyüköztürk, 2010). The reliability coefficients 

of the case studies were identified as varying from .94 to .96; and the reliability coefficient for 

the whole scale was found to be .95. 

 
Table 3. Reliability Coefficients of PTPCKSM 

Case Study Number of Items Reliability coefficient 

Case Study 1 7 .95 

Case Study 2 7 .94 

Case Study 3 7 .96 

Case Study 4 7 .94 

Case Study 5 7 .96 

Whole Scale 35 .95 

 

Item difficulty and discrimination indices for the items in each case study are presented as 

shown in Table 4. 

Table 4. Item-level Statistics Related to PTPCKSM Case Studies 

Item Case Study 1 Case Study 2 Case Study 3 Case Study 4 Case Study 5 

p r p r p r p r p r 

Item 1 .49 .69 .70 .57 .56 .79 .53 .87 .51 .90 

Item 2 .51 .85 .45 .91 .38 .93 .50 .71 .38 .90 

Item 3 .42 .95 .37 .92 .35 .94 .36 .44 .43 .92 

Item 4 .38 .88 .46 .84 .40 .92 .38 .91 .57 .81 

Item 5 .40 .93 .38 .86 .39 .91 .45 .93 .45 .90 

Item 6 .53 .78 .39 .90 .47 .85 .44 .91 .34 .72 

Item 7 .42 .89 .36 .91 .37 .78 .47 .87 .45 .88 
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Table 4 shows the item difficulty index values (p) and the item discrimination index values (r) 

of the items in Case Study 1. Basol (2015) classified item difficulty as “extremely easy” 

(p = .85 to 1.00), “easy” (p = .61 to .84), “medium” (p = .40 to .60), “difficult” (p = .16 to .39), 

and “extremely difficult” (p = .00 to .15). For Case Study 1, the item difficulties differed from 

.38 to .53 and were therefore classed as either medium (p = .49, .51, .42, .40, .53, .42) or 

difficult (p = .38). The item discrimination index values in Case Study 1 varied between .69 

and .95.  

The item difficulty index values of Case Study 2, varied between .36 and .70, with item 

difficulties easy (p = .70), medium (p = .47, .40) or difficult (p = .39, .38, .37, .35). The item 

discrimination index values for Case Study 2 varied between .57 and .92. 

The item difficulty index values of Case Study 3 varied between .35 and .56, with item 

difficulties either medium (p = .56, .46, .45) or difficult (p = .39, .38, .37, .36). The item 

discrimination index values for Case Study 3 varied between .78 and .94. 

The item difficulty index values of Case Study 4 varied between .36 and .53, with item 

difficulties either medium (p = .53, .50, .47, .45, .44) or difficult (p = .38, .36). The item 

discrimination index values for Case Study 4 varied between .44 and .93. 

The item difficulty index values of Case Study 5 varied between .34 and .57, with item 

difficulties either medium (p = .53, .51, .45, .43) or difficult (p = .38, .34). The item 

discrimination index values for Case Study 5 varied between .72 and .90. 

The results indicated that the questions were classified as either difficult, medium or easy, and 

that the item discrimination index values were found to have more than .30 of variance 

explained by the scale (Thorndike, 2005). 

3.1.2. Validity 

The content and the construct validity indices were examined through exploratory and 

confirmatory factor analyses. 

3.1.2.1. Content Validity 

The opinion of seven experts was sought in order to assess the content validity of the 

PTPCKSM. All of the items were accepted by the experts. 

The content validity rate for each item was determined based on the evaluation of the expert 

opinion. Afterwards, the content validity index value was determined by taking the average of 

the calculated rates. The index value for each item was then used by the experts to determine 

whether or not the item was deemed necessary (Büyüköztürk, 2010; Yurdugül, 2005).  

The content validity index value was calculated for the eligibility level of the scale items as a 

whole. With seven experts, scales with a content validity index value of more than .99 can 

assure scope validity (Yurdugül, 2005). From calculation of the content validity index values 

for the PTPCKSM, the eligibility level of the items in terms of their intended purpose and the 

level of the children was calculated as “+1.” This value shows that all items in the PTPCKSM 

were deemed to be necessary, and that the scale’s content validity was assured as a whole. 

3.1.2.2. Construct Validity 

Exploratory factor analysis (EFA) of the scale was conducted in order to demonstrate the 

construct validity of the PTPCKSM at the pre-application stage. Both the Kaiser-Meyer-Olkin 

and Bartlett tests were performed to understand whether or not the scale was appropriate for 

factor analysis. For ensuring factor analysis of a scale, the Kaiser-Meyer-Olkin result should be 

.50 or above, and the Bartlett Sphericity result should be statistically significant (p < .01) 

(Büyüköztürk, 2010). 
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The analysis results showed that the Kaiser-Meyer-Olkin result for the PTPCKSM was .97 and 

that the Bartlett sphericity test (p < .01) was statistically significant. This result shows that 

factor analysis may be performed on the scale. Upon examining the eigenvalue for both 

methods, there are two factors that score as more than 1; with the first factor being 25.58 and 

the second factor 1.86. These two factors were found to account for 78.41% of the total variance 

in the scale, with 73.11% explained by Factor 1 and 5.30% by Factor 2. Considering the 

eigenvalue and the explained variance, Factor 1 was found to be about 14 times more dominant 

than Factor 2. This result therefore signified that the scale has a single factor structure. Figure 4 

presents a scatter plot graph of the scale. 

 

 

Figure 4. Scatter Plot Graph 

Table 5. Factor Load Values as a Result of Principal Component Analysis of PTPCKSM 

Item 
Factor Loads 

Item 
Factor Loads 

Factor 1 Factor 2 Factor 1 Factor 2 

O1_3 .95  O1_7 .89  

O3_3 .94  O5_7 .89  

O4_5 .93  O1_4 .88  

O3_2 .93  O4_7 .87  

O1_5 .93  O4_1 .87  

O2_3 .93  O2_5 .87  

O3_4 .93  O3_6 .85  

O5_3 .92  O1_2 .85  

O3_5 .92  O2_4 .84  

O4_4 .91  O5_4 .81  

O2_2 .91  O1_6 .78  

O2_7 .91  O3_1 .78  

O5_2 .91  O3_7 .77  

O4_6 .91  O5_6 .72  

O5_1 .90  O4_2 .69 .62 

O2_6 .90  O1_1 .69  

O5_5 .90  O2_1 .55  

   O4_3 .42 .81 
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When the factor loadings of each item were examined in the next stage, no item was found with 

a factor load value of less than .30, and therefore no items were removed from the scale. 

According to Table 5, only two factors were identified as being linked at the same time, such 

as Case Study 4, Item 2 and Case Study 4, Item 3. As the difference between the Factor 1 

loading (.42) and Factor 2 loading (.81) of Item O4_3 was greater than .10, it was assumed that 

this problem was only due to Factor 2. As the difference between the Factor 1 loading (.69) and 

Factor 2 loading (.62) of Item O4_2 (Case Study 4, Item 2) was less than .10, it was considered 

that this item should be removed from the scale. However, since this item was thought to 

contribute to the scale contextually (content validity), it was decided not to remove the item 

from the scale. 

3.2. Findings for the Main Application 

As in the pre-application, the reliability coefficient was examined and the construct validity 

was also tested in the main application. However, the construct validity was tested by 

confirmatory factor analysis (CFA) in the main application. 

3.2.1. Reliability 

First, as shown in Table 6, the reliability coefficients of the scale were calculated at both the 

individual case study level and for the whole scale. 

Table 6. Reliability Coefficients of PTPCKSM 

Case Study Number of Items Reliability coefficient 

Case Study 1 7 .91 

Case Study 2 7 .73 

Case Study 3 7 .82 

Case Study 4 7 .81 

Case Study 5 7 .86 

Whole Scale 35 .96 

 

According to the findings presented in Table 6, the reliability coefficient for each of the 

individual case studies was found to be more than .70, and that the reliability coefficient levels 

of the scale as a whole and each case study were considered to be high (Büyüköztürk, 2010). 

The reliability coefficients of the individual case studies varied from .73 to .91; and the 

reliability coefficient of the whole scale was found to be .96. 

3.2.2. Validity 

In order to test the construct validity of the scale at the next stage, confirmatory factor analysis 

(CFA) was performed using the MPlus 7.4 program, and the model produced by this analysis 

is shown as Figure 5. When the goodness of fit indices of the model, it was found that the CFI 

and TLI values were greater than .90, and that the RMSEA and SRMR values were less than 

.08. These results showed that the model was at an acceptable level (Kline, 2016). The χ²/SD 

value was calculated to be less than the accepted value of 4 (χ² (547,150) = 821.76; CFI = .91; 

TLI = .91; RMSEA = .06; SRMR = .06). These results support that the scale has acceptable 

construct validity (Kline, 2016). As a result, both the reliability and validity analyses results for 

the main application revealed the PTPCKSM to be a suitable measurement tool. 
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Figure 5. PTPCKSM Confirmatory Factor Analysis Model 

4. DISCUSSION and CONCLUSION 

Considering that mathematics is intertwined in our life skills and that the skills and processes 

related to mathematics develop in children during their early years, the importance of preschool 

teachers’ pedagogical knowledge about mathematics is significant. This position illustrates the 

necessity for different measurement tools to assess preschool teachers’ pedagogical content 

knowledge. Therefore, the current study was conducted in order to develop a new tool known 

as the Preschool Teachers’ Pedagogical Content Knowledge Regarding Mathematics Scale; as 

well as to perform validity and reliability studies on the developed scale.  

The participants of the study were 300 preschool teachers working in formal independent 

kindergartens and in nursery classes of primary/secondary schools under the Turkish Ministry 

of National Education within the Kahramanmaraş Province of Turkey. 

A Teacher Information Form and the Preschool Teachers’ Pedagogical Content Knowledge 

Regarding Mathematics Scale, which were both developed by the researcher, were employed 

as the data collection tools in this study. A pre-application study was conducted in order to 

determine the clarity and responsiveness of the PTPCKSM scale items, and all of the items 

were identified to have the necessary level of clarity. 

For a valid scale, the problem should be well-defined, and statistically accepted values for both 

validity and reliability should be assured during preparation of the scale items (Büyüköztürk, 

2005). The reliability coefficients of the PTPCKSM were calculated. The findings presented in 

Table 1 reveal that the reliability coefficient of each case study in the PTPCKSM to be more 

than .70, and that the reliability coefficient of the whole scale was .95 which indicated the scale 

to be reliable (Büyüköztürk, 2010). The item difficulty index value (p) and the item 

discrimination index value (r) were calculated separately for each item in each case study of 

the scale (see Table 2). When the item difficulty index values of the case studies were examined, 

they were found to vary between easy, medium and difficult; whilst the item discrimination 

index values were found to be higher than .30.  

In addition to reliability, another requirement for determination of the scale is validity (Karasar, 

2012). Therefore, explanatory and confirmatory factor analyzes indicating the construct validity 

as well as the content validity analysis were performed. 

Seven expert opinions were consulted to determine the content validity of PTPCKSM. All of 

the items were welcomed by the experts. Content validity index was examined with the expert 

opinions; as a result of the calculation of the content validity index values of PTPCKSM, 

content validity index for eligibility level of the items in terms of the purpose and level of 



Int. J. Asst. Tools in Educ., Vol. 6, No. 4, (2019) pp. 617–635

 

 630 

children was calculated as “+1”. This value showed that all the items in the scale were necessary 

and the scale guaranteed content validity as a whole. 

Kaiser-Meyer-Olkin Test result for PTPCKSM was found to be .97 and the Bartlett sphericity 

test (p <0.01) was statistically significant. This result showed that factor analysis can be 

performed on the scale. As a result of the factor analysis, Case Study 4 Item 2 and Case Study 

4 Item 3 including contents and processes such as counting, geometry, classification/grouping 

and communication were linked two factors at the same time; as the difference between the two 

factors of the Case Study 4 Item 3 was greater than 0.10, and that this problem may be only due 

to factor 2. The difference between the two factors of the Case Study 4 Item 2 was found less 

than 0.10. However, since this item was assumed to contribute to the scale contextually (content 

validity) and the removal of the item would harm the integrity of the scale; this item was not 

removed from the scale. 

In the next stage, confirmatory factor analysis was performed through use of the MPlus 7.4 

program to test the construct validity of the scale (Figure 3). When model fit indexes were 

examined, CFI and TLI values were identified to be more than 0.90 and 0.90 and RMSEA and 

SRMR values were less than 0.08 and the model was in an acceptable level in terms of its 

construct validity (Kline, 2016). It was also found that the χ²/SD value was less than the 

accepted value of 4 (χ² (487.152) = 972.22; CFI = .94; TLI = .93; RMSEA = .07; 

SRMR = .04). According to these applications, it was revealed that the Preschool Teachers’ 

Pedagogical Content Knowledge Related to the Mathematics Scale is a suitable measuring tool 

including five case studies and 35 items based on the assessment of preschool mathematical 

contents and processes. 

Mathematics is a hierarchical field, and basic mathematical skills and concepts are acquired 

during the preschool period. Therefore, children’s acquirements within this scope come to the 

fore especially during their early childhood. The relevant literature revealed that the attitudes, 

approaches, beliefs and pedagogical content knowledge of preschool teachers related to 

mathematics are primary factors affecting children’s acquirements in this field (Chace Pierro, 

2015; Cox, 2011; Erdoğan, 2006; Güven, 1998; Hacısalihoğlu Karadeniz, 2011; Kilday 2010). 

However, considering the academic studies carried out with regards to preschool teachers’ 

pedagogical content knowledge related to mathematics, only a few studies have been conducted 

on this subject in Turkey (Aksu & Kul, 2017; Parpucu & Erdoğan, 2017).  

When studies on the pedagogical content knowledge related to mathematics for teachers 

working in primary education or upper education levels were examined, the knowledge level 

of teachers were shown to be low, and that major changes can be seen in teachers’ thoughts and 

beliefs on mathematics education and teaching after having received supportive training in this 

area (Even & Tirosh, 1995; Gökkurt & Soylu, 2016; Nicol & Crespo, 2006; Tanışlı, 2013). 

Under these circumstances, the scale developed in the current study is expected to contribute to 

the related field. Based upon the study’s findings, it is recommended that the validity and 

reliability of the developed scale be repeated for teachers working in different regions and 

provinces across Turkey. The scale may also be applied to teachers working with different age 

groups, in areas differentiated by socioeconomic level, and in different preschool education 

institutions. Relations between teachers’ pedagogical content knowledge regarding 

mathematics and variables such as children’s mathematical ability, levels of children’s love for 

mathematics, and their attitudes towards mathematics may be analyzed and in-depth 

examinations conducted in order to reveal how teachers’ content knowledge related to 

mathematics affects the development of children’s mathematical concepts. 
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Abstract: The study aimed to calculate the evaluation of 9th grade female 

students and compare the development of the educational process in increasing 

mathematical literacy using the Malmquist Index at different time intervals. 

This educational process was accomplished by analysing and integrating 

realistic mathematical education and mathematical problem-solving. The 

populations of the study were 120 ninth grade female students. Each student 

was as a DMU whose inputs were the math test score and the outputs were math 

test score of December and June. The data analysis method was based on (DEA) 

technique to calculate efficiency. The output-driven (CCR) model was used to 

determine students' performance coefficient. Then, the Malmquist Index was 

used to compare productivity evaluation after the end of the training course in 

December and the end of the year in June. In general, the results from changes 

in productivity evaluation of students using the Malmquist Index showed that 

the students in the experimental group who learned problem-solving and 

realistic mathematics had an increase in the overall productivity evaluation 

factor after completing the training compared to the others. 

1. INTRODUCTION 

We live in a developing world where if we do not nurture students with an efficient and dynamic 

education system, we will be left out of world educational standards. That’s why education has 

long been of particular interest to mankind. Today, in modern societies, statesmen believe that 

an integrated curriculum must be used to advance and achieve the prescribed goals. One of the 

biggest challenges in writing an integrated curriculum at any level is to make the complex 

concepts understandable at the same time with preserving their integrity for students (Fendel, 

2012). Learning math is different from learning other subjects for different reasons. 

Mathematics is the language of nature's explanation and is based on reason and creativity. 

Besides examining the targeted learning content, the use of modern methods in evaluating the 

educational methods is another concern of the educational system of any country. Education 

system plays an essential role in economic and social development of any country because of 

its mission in raising the required expert manpower. Therefore, assessing the performance of 

its different domains is of great importance (Stacey et al., 2015). In addition to satisfying 

                                                           
CONTACT: Mohsen Rostamy   Mohsen_rostamy@yahoo.com   Department of Mathematics, Science and 

Research Branch, Islamic Azad University, Tehran, Iran 

ISSN-e: 2148-7456 /© IJATE 2019 

https://dx.doi.org/10.21449/ijate.623080
http://www.ijate.net/
http://dergipark.org.tr/


Int. J. Asst. Tools in Educ., Vol. 6, No. 4, (2019) pp. 636–655 

 637 

personal interests, mathematics has also been studied for practical objectives in other fields of 

study (Gatabi, Stacey, & Gooya, 2012). In confirming the effective communication of 

mathematics with other scientific fields, Gauss considered the math as the queen of sciences 

(Gatabi et al., 2012). 

A closer look can show the effect of math skills on different levels of life. Hence, it can be said 

that student math success is always dependent on the future of a country, so the desire to 

understand and identify the factors leading to student math success, it has always been crucial 

to national leaders, policymakers, and educators (Burnett, 2005). According to Freudenthal, 

math must be taught for its usefulness, and of course this is not achieved through useful 

mathematical teaching, since any subject of mathematics can, however, be useful in limited 

fields (Gravemeijer & Terwel, 2000). One of these useful methods is problem-solving and 

combining it with the real world. Problem-solving is a vital skill for living in the present age. 

Nowadays, authorities are called for high-level thinking skills and problem-solving, both in the 

public and in the field of technologies in all activities (Stacey et al., 2015). 

Given the importance of mathematics training and the stated goals, it is clear that the real-world 

problem-solving ability is one of the issues emphasized and endorsed by policy makers in the 

education system. One way to determine the realization of these goals are identification and 

participation in international tests. Programme for International Student Assessment (PISA) is 

an international study that emphasizes the application of mathematics to everyday life. The 

main question of the PISA study of Organization for Economic Cooperation and Development 

on mathematics is if students are mathematically prepared for future challenges (Adams & Wu, 

2000). The PISA study has emerged to answer the assessment of 15-year-old students’ readiness 

to address future challenges in after-school life, not just school life. This study has been 

conducted every three years since 2000 (OECD, 2002). The tests used in PISA studies include 

issues that measure students' ability to cope with real-world challenges, taking into account 

different criteria (Development, n.d.) 

1.1.  In framework of the PISA study, mathematical literacy is defined as follows: 

Mathematical literacy is an individual's talent to formulate, apply, and interpret mathematics in 

a variety of fields, including mathematical reasoning and the use of mathematical concepts, 

methods, facts, and tools to describe, express, and predict phenomena. Mathematics literacy 

helps people to understand the role of mathematics in the world and to make the reasonable 

judgments and decisions needed for a productive, committed and thoughtful citizen (Alvarez, 

2018). 

Real-world applications of the curriculum are serious challenges in targeting the school 

curriculum. Given recent targeting in education organization, it is important to address students' 

ability to apply mathematics in everyday life. A topic of interest today is the gap between the 

mathematical world and the real world, resulting in students' inability to use mathematics in the 

real world (Alimohammadlou & Mohammadi, 2016). According to the latest National 

Curriculum Document, students’ empowerment in applying mathematics to solve everyday 

problems and abstractions are one of the main goals of mathematical education in the education 

system (Gravemeijer, 1994). In addition, the Higher Education Council in the first high school 

goals approval emphasizes that first-grade high school students must be proficient in the use of 

mathematics to solve problems for themselves and society at the end of the course. Mathematics 

education should therefore provide an opportunity for students to experience the relationship 

between the real world and the mathematical world, thereby solving their everyday problems 

(Breen, Cleary, & Shea, n.d.). 

It can now be argued that the education system undoubtedly needs performance evaluation and 

assessment in order to make the best use of its limited resources and better effectiveness. One 



Mostoli, Rostamy, Shahverani & Behzadi 

 

 638 

of the most effective tools in this field is data envelopment analysis which is used as a non-

parametric method to calculate the efficiency of decision making units (Charnes, Cooper, & 

Rhodes, 1978). Today, DEA technique is rapidly expanding and is being used in the evaluation 

of various organizations and industries such as the banking industry, post offices, and hospitals, 

training canters, power plants, refineries and more (Wang & Lan, 2011). Various papers and 

studies have been presented to date based on this technique, which are mainly based on 

conventional DEA models, such as CCR, BCC, etc. These models are not capable of evaluating 

the performance of multiple-component decision making units (Färe, Grosskopf, & Roos, 1995). 

Management needs methods to do so because of the need to know the performance of system 

components. Therefore, in 1989, scientists such as Fare, Grosskopf, Lindgren and Roos used 

the data envelopment analysis technique to calculate the Malmquist Index. In 1992, the 

Malmquist Index was divided into two factors, efficiency changes, technology changes, and 

changes in technology by the scientists. Every effort to increase efficiency and productivity, 

which involves measuring, analysing, planning and improving productivity, falls into the 

productivity cycle, and measuring productivity evaluation is the first and foremost task in this 

cycle (Fare, Grosskopf, Lindgren & Roos, 1992). 

1.2.  In this regard, the present study seeks to answer the following questions: 

• Does a teaching problem-solving technique help students to change, apply and interpret the 

relationship of content areas to problems and find solutions? 

• Does a teaching realistic math technique help students apply math textbook problems and 

model simple real-life situations? 

• Are the Malmquist and the GAMS effective tools in evaluating the performance of 9th grade 

students in mathematics literacy test? 

• Is it possible to evaluate and compare students’ performance using the Malmquist Index and 

Data Envelopment Analysis? 

1.3.  Conceptual definitions 

Data Envelopment Analysis: It is a mathematical programming-based method that enables the 

calculation of technical performance and Evaluate the data for desired programs with some 

inputs and outputs of decision making units (DMU) without assigning weights to inputs and 

outputs and matching them (Sağlam, 2017).  

The output-driven CCR model: The name of this model (CCR) is derived from the first letters 

of the three scholars, namely, Charles, Cooper, and Rhodes. The model has constant-scale 

output. The output models seek to maximize outputs without any increase (change or decrease) 

in the amount of inputs(Sinuany-Stern, Mehrez, & Barboy, 1994). The purpose of this mode is 

to maximize the output without increasing inputs or resources. The model is shown in equation 

1: 

Max φ                               (1) 

s.t 

∑ γjxij

n

j=1

≤ xio,           i = 1, …, 

∑ γj

n

j=1

yrj ≥ φyro,      r = 1, … , s 

γj ≥ 0 , j = 1, … , n 
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The model is always feasible and the optimal solution applies to the condition φ^*≥1. If φ^*=1 

then the DMU is technically efficient in the nature of the output. If φ^*>1 then the DMU is 

inefficient in the nature of the output (Basic & Model, 2005). Using this data envelopment 

analysis model to calculate the efficiency and rankings of units, more than one unit may achieve 

the highest efficiency coefficient, i.e. 1. In this case, it is not possible to compare and rank these 

efficient units. In this case, the Anderson-Peterson (AP) method can be used to rank efficient 

units (Charnes et al., 1978). 

Anderson and Petersen Ranking (AP): Anderson and Petersen (1993) have developed a 

method that is suitable for ranking efficient units and can help to compare and contrast units 

that have performance 1. The method in linear programming model for DMU with efficiency 

1, smaller constraint and equal to zero; corresponding to DMU is eliminated so that DMU does 

not face resource constraint (Hosseinzadeh Lotfi et al., 2013). Then the model is resolved after 

the changes are made. In this case the efficiency coefficient of the efficient units may be larger, 

the unit is more efficient (Andersen & Petersen, 1993). 

Productivity: The performance of a company in converting the input to the output can be 

expressed in a variety of ways. One of the ways to measure performance is productivity ratio. 

By defining a firm's productivity as the output-to-input ratios, values larger than this ratio reflect 

the firm's better performance. The profitability is a relative relationship. Productivity is the 

efficiency in using measured resources as the output relative to input. To calculate productivity, 

it is necessary to calculate the input and output values. Productivity is technically broken down 

into two factors: efficiency and effectiveness (Tohidi & Razavyan, 2013). 

Efficiency: It is the ratio of actual yields to standardized and expected yields of efficiency, or 

in fact the ratio of the amount of work done to the amount of work to be done (Emrouznejad & 

Yang, 2018). 

Malmquist: The Malmquist Productivity Evaluation Index is a two-way Index that calculates 

productivity growth between two units (firm) in one period, or one firm in two different periods. 

Stan Malmquist, Swedish economist, (1953) introduced the Malmquist Index as the standard of 

living, and in 1982, it was first applied to production theory by Christensen and Diewert (Caves, 

Christensen & Diewert, 2012). In 1989, Farr et al., used data envelopment analysis to calculate 

the Malmquist Index, and in 1994, the Index was broken down into two factors: efficiency and 

technology (Balf, Lotfi, & Alizadeh, 2010). The data computed for the distance functions are 

the technical efficiency obtained from data envelopment analysis equations. Thus, the 

Malmquist Productivity Index is defined by the maximization between the two times t and t + 

1, with respect to the common efficiency boundary at time t as equation 2. 

𝐌𝟎 
𝐭 ( 𝐘𝐭 , 𝐗𝐭  , 𝐘𝐭+𝟏 , 𝐗𝐭+𝟏) =

𝐝𝟎 
𝐭 (𝐘𝐭+𝟏, 𝐗𝐭+𝟏 )

𝐝𝟎
𝐭 (𝐘𝐭 , 𝐗𝐭)

                                    (2) 

Similarly, the Malmquist Productivity Index is defined by the maximization between the two 

times t and t + 1 with respect to the current efficiency boundary at time t + 1 as the equation 3. 

𝐌𝟎 
𝐭+𝟏( 𝐘𝐭 , 𝐗𝐭  , 𝐘𝐭+𝟏 , 𝐗𝐭+𝟏) =

𝐝𝟎 
𝐭+𝟏(𝐘𝐭+𝟏, 𝐗𝐭+𝟏 )

𝒅𝟎
𝒕+𝟏(𝒀𝒕 , 𝑿𝒕)

                              (3) 

The two Malmquist indices are equivalents, and the Malmquist productivity change Index is 

expressed as the geometric mean of the two productivity indices and can be represented by the 

equation 4. 

𝐌𝟎( 𝐘𝐭 , 𝐗𝐭  , 𝐘𝐭+𝟏 , 𝐗𝐭+𝟏) =     [    
𝐝𝟎 

𝐭+𝟏(𝐘𝐭+𝟏, 𝐗𝐭+𝟏 )

𝐝𝟎
𝐭+𝟏(𝐘𝐭 , 𝐗𝐭)

     
𝐝𝟎 

𝐭 (𝐘𝐭+𝟏, 𝐗𝐭+𝟏 )

𝐝𝟎
𝐭 (𝐘𝐭 , 𝐗𝐭)

 ]
𝟏
𝟐                    (4) 

This productivity equation expresses the point (Y (t+1), X (t+1)) versus point (Y t, X t). Values 
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greater than one represent productivity growth. If performance declines during the trend, the 

Malmquist Index will be less than 1. Equation 4 can be broken down into equation 5 to allow 

the Malmquist Index to show technological change, production scale and technical efficiency 

(Wang & Lan, 2011). 

𝐌𝟎( 𝐘𝐭 , 𝐗𝐭  , 𝐘𝐭+𝟏 , 𝐗𝐭+𝟏) =  
𝐝𝟎 

𝐭+𝟏(𝐘𝐭+𝟏, 𝐗𝐭+𝟏 )

𝐝𝟎
𝐭 (𝐘𝐭 , 𝐗𝐭)

 [
𝐝𝟎 

𝐭 (𝐘𝐭+𝟏, 𝐗𝐭+𝟏 )

𝐝𝟎
𝐭+𝟏(𝐘𝐭+𝟏 , 𝐗𝐭+𝟏)

  
𝐝𝟎 

𝐭 (𝐘𝐭, 𝐗𝐭 )

𝐝𝟎
𝐭+𝟏(𝐘𝐭 , 𝐗𝐭)

  ]
𝟏
𝟐          (5) 

In equation 5, the term outside the bracket represents the change in the technical efficiency at t 

and t + 1 and equals to the ratio of the technical efficiency at time t + 1 to the technical efficiency 

at time t. The term inside the bracket represents the technological shift between the two above 

times. M0 greater than 1 indicates that productivity evaluation has increased between the two 

periods. This increase can be based on technical efficiency or technology advancement (change 

of efficient border) (Diewert & Fox, 2010).  

Realistic Mathematical Education: In the late 70s, Freudenthal et al., objected to the 

American movement and the mechanical mathematics education approach in the Netherlands, 

and explained the theory of realistic mathematics education (the new mathematics) to reform 

the process of teaching and learning mathematics (Lange, 1987). The underlying philosophy of 

realistic mathematic education was that the learner needed to gain mathematical understanding 

by working on the fields which was meaningful for him (Freudenthal, 1973). In his view, the 

real world is the source or starting pint of mathematic concept development (Koyuncu, Guzeller, 

& Akyuz, 2016). Mathematics education in this way is guided by reinvention so that the student 

can experience it himself  (Esther, Pérez, Duque, & García, 2018). The three key principles of 

this approach are Guided reinvention, didactical phenomenology, and self-developed model 

(Sumirattana, Makanong, & Thipkong, 2017). 

Problem-Solving: From George Polya’s perspective, problem-solving strategy is done in the 

following four steps (Pólya, 1962): 

1. (Understanding the problem) what is required in the problem?  

2. (Deeper recognition of problem and map design) how the different components of the 

problem are interconnected and what is the missing link to the problem data? 

3.  (Implementation of map for problem-solving) this step depends on the correct 

implementation of steps 1 and 2. In fact, the major task to solve the problem is to get an idea 

of what the map is and how it works. 

4. (Review and getting back) controlling the correct execution of the map (Esther et al., 2018). 

The problem-solving process in this research is based on the Polya's mathematical model and 

the Shewhart cycle consisting of five parts that including Definition D, Assessment A, plan P, 

Implementation I, communication C, (Sumirattana et al., 2017). 

The PISA Study: The first PISA study was conducted in 2000. The study was held every three 

years and the results of each course were published by the Organization for Economic 

Cooperation and Development. The main question of the PISA about mathematics is whether 

15-year-old students are mathematically prepared for future challenges in after-school life. 

Testing this study focuses on real-world mathematics and operates beyond the school 

matters(Programme for International Student Assessment & OECD 2009). 

Evaluation Instrument GAMS: software is a powerful and comprehensive tool for solving 

mathematical models even in large dimensions and disciplines of science, that is, wherever it is 

necessary to make optimal decisions with time, cost, and resources, the mathematical modelling 

should be used and GAMS is a highly efficient tool for solving these types of models. The most 

important application of GAMS is the optimization of research models in operations and data 

envelopment analysis and data evaluate (Rosenthal, 2007). 
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1.4. Research history 

One of the researches related to mathematical literacy assessment in the world is a research in 

which a test is designed to fit the mathematical knowledge level of 15 years old students. Based 

on the results of this study, the mathematical literacy of these students is reported in the field 

of understanding undesirable problem and in the field of interpreting, using processes, 

modelling and very undesirable describing (Sari & Valentino, 2016). 

In another study in Turkey, students’ success rates in answering a variety of the PISA test 

questions in 2003 and 2012 were compared. According to this study, students have been more 

successful in the both years in answering multiple-choice questions (Thomson, Hillman, & 

Bortoli, 2013). 

In another study, students’ performance in dealing with new problems but commensurate with 

their mathematical knowledge was measured by a PISA test. The results of this study suggest 

that math literacy among Irish 18- and 19-year-old students has been at a desirable level due to 

their education in engineering fields, which is expected because of  mathematical training 

(Breen, Cleary, & Shea, n.d.) 

Koçak, Türe and Atan (2019) in another study did researches Efficiency Measurement with 

Network DEA. They did compute the educational economy efficiency of the Organisation for 

Economic Co-operation and Development. They study is the use of a novel approach to 

computing the educational economic efficiency using relational network DEAL with GAMS 

(Koçak et al, 2019).  

Chen and Yao (2010) calculated the Malmquist Index for measuring total productivity changes 

and its components in three important industries of China, including textile, chemical and metal 

industries during four development plans of China by using Data Envelopment Analysis 

Method. The results showed that productivity changes in 1966 in the fourth and fifth programs 

compared to the previous programs, but in the sixth plan slightly increased (about 3 to 5%). 

Total productivity components didn’t change significantly during programs (Chen & Lin, n.d.). 

Wei and Hao (2011) studied the role of human capital on the total productivity growth of factors 

in 30 Chinese provinces during 1985-2004 and used the Malmquist Index to measure 

productivity growth. Results indicated that human capital had a positive significant effect on 

the total productivity growth (Wei & Hao, n.d.). 

Maodus et al., (1998) examined the effect of human capital on productivity in OECD countries 

during 1965-1990. They used data envelopment analysis to perform this study. Results showed 

that higher level of human capital increases productivity (Maudos & Pastor, 1998). 

Chen and Lin (2006) conducted a case study on the R&D performance of 52 integrated 

semiconductor companies located at the Sino Chou Science and Technology Park in Taiwan 

using the DEA approach. Using the BCC model, they calculated the rates of technical and scale 

efficiency. Results showed that R&D performance is very different among the firms evaluated, 

and many inefficient firms have to increase their economic scales (Chen & Lin, n.d.). 

2. METHOD 

2.1. Variables 

Accurate and appropriate selection of inputs and outputs is one of the determinants of achieving 

reliable and proportional outcomes for educational purposes in order to calculate correct values 

of productivity in different periods. In this study, each student is considered as a DMU with 

two approaches to realistic mathematics education and the problem-solving process. Input of 

each DMU (student) includes two realistic math instruction and math problem-solving methods. 

The outputs in each DMU includes performance of each student using a mathematical literacy 
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performance assessment taking into account the score obtained in pre-test in the beginning of 

the academic year M and the mathematical post-test will be at the end of the first three months 

A and the final exam at the end of academic year P. Finally, the productivity was calculated 

using the Malmquist Index in the A-M and A-P intervals. GAMS software was used to calculate 

the efficiency and productivity evaluation and finally the efficient units were sorted by the 

Anderson and Peterson AP ranking method. 

2.2. Methods 

The statistical population consisted of the 9th grade female students of District 3 of Tehran. The 

sample was selected by simple random sampling due to the high size of the statistical population. 

120 students were selected as the experimental group, dividing into 4 classes based on Table 1. 

Table 1. Classes Model 

Trained education methods Number Class 

Just problem-solving ( PS) 30 A 

Just realistic mathematical method (RME) 30 B 

Both educational methods (PS & RME) 30 C 

Without educational method 30 D 

Before performing the research, students were given a mathematical pre-test that questions were 

calculated similar to post-test with validity and reliability (r = 0.209 - 0.743, p = 0.243 - 0.569) 

and Cronbach's alpha 0.754 The math pre-test was conducted at the beginning of the M 

academic year. After doing the research to evaluate the students' mathematical literacy and 

calculating the final efficiency of questions, math post-test was conducted based on the PISA 

(2015) at the end of our first three academic years A. The questions in this test were consistent 

with realistic mathematics content and in accordance with the objectives of mathematical 

problem-solving. First, students were given mathematical literacy pre-test, and then students of 

experimental group were taught problem-solving and realistic mathematics in 12 weeks. Finally, 

the mathematics test at the end of academic year P was conducted in June. After localization, 

the final test was given to the experts to criticize the publishable questions in the PISA Studies 

2012. After making corrections and approving by the experts, taking into account the 

mathematical knowledge of 15-year-old students, a number of questions that did not fit with 

the topics of mathematics books being taught in Iran were eliminated. Finally, a test consisting 

of 10 questions with maximum similarity to the mathematical test of PISA was prepared. The 

questions were given to several mathematics professors and mathematics educators and some 

experienced high school math teachers and approved after review. Based on primary study, 

Cronbach's alpha coefficient of this test was 0.73. Given that this value was greater than 0.7, it 

showed good reliability. As mentioned earlier, students were taught problem-solving and 

realistic mathematics methods in 12 weeks: 

First three weeks of the course: Students were taught that the following should be clear to 

solve a problem: What to find? What is the unknown? What is the assumption? What is the 

known? What is the relationship between known and unknown? Students review the content of 

the problem; the teacher should guide them based on their request and teach them how to use 

and apply mathematical definitions. Students need to evaluate problem situations to provide 

meaningful, simple models for problem-solving. 

Second three weeks of the course: Students were taught to draw a problem-solving map using 

tables, figures, diagrams, and data, so they could figure out a correct way to solve it. 

Third three weeks of the course: The students were taught to apply all their guesses and plans 

until they felt that they might not solve the problem, so they could prepare and execute a new 
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project. 

Final three weeks of the course: The student was finally taught to review all the steps taken, 

re-examine their arguments and answers, and analyse the correctness of their solution. 

Notice that throughout the courses, inspired by realistic mathematics, students were given the 

opportunity to create their own mathematical knowledge, invent new mathematics, and relate 

abstract mathematics to the real world. Given that each student is considered as a DMU, the 

performance of each student in the first stage was calculated with the first test score in 

October and the second test score in December EMA and in the second stage with the second 

test score in December and score the final test in June EAP. The total score of each test is 20, 

i.e. 10 questions with 2 points each. The performance of the data was calculated using the 

output-driven CCR model. At the end of the year after the calculation of final performance, 

the Malmquist Index was used to calculate data productivity evaluation. The research model 

is presented in Figure 1. 

INPUT October                            OUTPUT December     

                                                           INPUT December                          OUTPUT June 

              

 
                           Initial Evaluation                                   Final Evaluation                          productivity 
                                  Malmquist                                                   Malmquist                                     Evaluation 
                                    Model 𝜽𝒕                                                     Model 𝜽𝒕+𝟏 

Figure 1. Input & Output Model of the Malmquist Index 

3. RESULT 

In this section, considering the results of tests taken by the students, data will be described 
and the questions answered  . Table 2 briefly refers to the used terms. 

Table 2. Abbreviation Table  

Abbreviation Explanation Abbreviation Explanation 

DMU Decision Making Unit TCI Technical Change Index 

RME Realistic Mathematics Education SECI Scale Efficiency Change Index 

PS Problem Solving FGLR Fare, Grosskof, Lindgren and Roos 

EMA Efficiency October-December FGLR Malmquist Model 

EAP Efficiency December- June FPCI Factory Productivity Change Index 
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Question 1: Does teaching problem-solving techniques and applying and interpreting change 

the content contexts of problems and finding solutions, help students? 

Inputs are Class A who received math problem-solving training and the output is enhanced 

math literacy according to Table 3. The mean percent of performance in the initial test before 

problem-solving method was 23.3% and at the end of training 36.6% and the mean productivity 

with the Malmquist Index was 63.3%. At a glance, according to Table 3, it can be said that 

students' mathematical performance after receiving problem-solving, had better results for 

Class A. Although the number of students who became effective after receiving the problem-

solving instruction was not high, the math scores with the Malmquist mean score showed 

improvement in the final math test. 

Table 3. Problem-Solving Efficiency 

CLASS A               

ROW DMU E(MA) E(AP) TCI SECI FGLR FPCI 

1 DMU1 0.807 1.002 0.998 1.232 1.229 Increase 

2 DMU2 1 0.875 0.947 0.875 0.829 Decrease 

3 DMU3 0.969 0.797 1.193 0.823 0.982 Decrease 

4 DMU4 0.81 0.719 0.984 0.888 0.874 Decrease 

5 DMU5 1 1 0.074 1 0.974 Decrease 

6 DMU6 0.722 0.733 0.975 1.044 1.018 Increase 

7 DMU7 0.954 0.906 0.907 0.905 0.922 Decrease 

8 DMU8  1 1 0.939 1 0.939 Decrease 

9 DMU9  0.715 0.784 0.98 1.098 1.076 Increase 

10 DMU10 0.392 1 0.971 1.038 1.007 Increase 

11 DMU11 1 1 1.640 1 1.640 Increase 

12 DMU12 0.665 1.01 1.201 1.177 1.413 Increase 

13 DMU13 0.734 0.704 1.520 1 1.459 Increase 

14 DMU14 0 0 0 0 0 0 

15 DMU15 0.809 0.993 0.996 1.234 1.229 Increase 

16 DMU16 0.39 1 0.971 1.038 1.007 Increase 

17 DMU17 0.715 0.784 0.98 1.098 1.077 Increase 

18 DMU18 0.705 0.794 0.96 1.097 1.076 Increase 

19 DMU19 0.382 0.417 0.97 1.039 1.007 Increase 

20 DMU20 1 1 0.074 1 0.974 Decrease 

21 DMU21 0.709 0.79 0.98 1.098 1.076 Increase 

22 DMU22 1 1 0.939 1 0.939 Decrease 

23 DMU23 0.725 0.73 0.975 1.044 1.018 Increase 

24 DMU24 0.704 0.795 0.96 1.097 1.076 Increase 

25 DMU25 0.725 1 0.975 1.044 1.018 Increase 

26 DMU26 0.959 0.901 0.907 0.905 0.922 Decrease 

27 DMU27 0.49 1.03 0.971 1.038 1.007 Increase 

28 DMU28 1 0.875 0.947 0.875 0.829 Decrease 

29 DMU29 0.715 0.83 0.97 1.049 1.018 Increase 

30 DMU30 0.665 0.782 1.201 1.177 1.413 Increase 
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Question 2: Does teaching realistic mathematics help students use mathematical textbook 

problems and model simple life situations?  

Inputs are Class B who receives realistic mathematics instruction and the output is enhanced 

mathematical literacy according to Table 4. The mean percent of performance in the initial test 

before realistic mathematics test was 20% and at the end of the training period was 33.3% and 

the mean productivity with the Malmquist Index was 53.3% at a glance, according to Table 4, 

it can be said that students' mathematical performance after performing realistic mathematics 

had better results for class B. 

Table 4. RME Efficiency 

CLASS B 
              

ROW DMU E(MA) E(AP) TCI SECI FGLR FPCI 

1 DMU1 0.875 1 0.947 0.875 0.828 Decrease 

2 DMU2 0.875 1 0.947 0.875 0.829 Decrease 

3 DMU3 0.797 0.969 1.193 0.823 0.983 Decrease 

4 DMU4 0.719 0.81 0.984 0.888 0.874 Decrease 

5 DMU5 1 1 0.074 1 0.974 Decrease 

6 DMU6 0.733 0.722 0.975 1.044 1.018 Increase 

7 DMU7 0.906 0.954 0.907 0.905 0.922 Decrease 

8 DMU8  1 1 0.939 1 0.939 Decrease 

9 DMU9  0.784 0.715 0.98 1.098 1.076 Increase 

10 DMU10 0.407 0.392 0.971 1.038 1.007 Increase 

11 DMU11 1 1 1.640 1 1.640 Increase 

12 DMU12 0.87 1 0.952 0.875 0.829 Decrease 

13 DMU13 0.704 0.734 1.520 1 1.459 Increase 

14 DMU14 0.779 0.72 0.98 1.098 1.067 Increase 

15 DMU15 0.993 0.809 0.996 1.234 1.227 Increase 

16 DMU16 0.409 0.39 0.971 1.038 1.008 Increase 

17 DMU17 0.784 0.715 0.98 1.098 1.077 Increase 

18 DMU18 1 1 0.939 1 0.939 Decrease 

19 DMU19 0.417 0.382 0.97 1.039 1.009 Increase 

20 DMU20 1 1 0.074 1 0.974 Decrease 

21 DMU21 0.79 0.709 0.98 1.098 1.076 Increase 

22 DMU22 1 1 0.939 1 0.939 Decrease 

23 DMU23 0.721 0.79 0.984 0.888 0.874 Decrease 

24 DMU24 0.795 0.704 0.96 1.097 1.076 Increase 

25 DMU25 0.73 0.725 0.975 1.044 1.018 Increase 

26 DMU26 0.901 0.959 0.907 0.905 0.923 Decrease 

27 DMU27 0.399 0.49 0.971 1.038 1.007 Increase 

28 DMU28 0.875 1 0.947 0.875 0.829 Decrease 

29 DMU29 0.83 0.715 0.97 1.049 1.018 Increase 

30 DMU30 0.812 0.635 1.201 1.177 1.412 Increase 
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Question 3: Are Malmquist and GAMS effective tools in evaluating the performance of 9th 

grade students in mathematics literacy test?  

Inputs are Class C who receives realistic mathematics instruction and problem-solving method 

and the output is enhanced mathematical literacy according to Table 5. The mean percent of 

performance in the initial test before realistic mathematics test was 13.3% and at the end of the 

training period was 46.6% and the mean productivity with the Malmquist Index was 80%. At a 

glance, according to Table 5, it can be said that students' mathematical performance after 

performing realistic mathematics and problem-solving had better results for Class C. 

Table 5. Both Educational Methods Efficiency  

CLASS C               

ROW DMU E(MA) E(AP) TCI SECI FGLR FPCI 

1 DMU1 0.722 0.733 0.975 1.044 1.018 Increase 

2 DMU2 1 0.875 0.947 0.875 0.829 Decrease 

3 DMU3 0.715 1.002 0.97 1.049 1.019 Increase 

4 DMU4 0.633 1 1.201 1.177 1.413 Increase 

5 DMU5 0.715 1.01 0.98 1.098 1.075 Increase 

6 DMU6 0.722 1.05 0.975 1.044 1.018 Increase 

7 DMU7 0.954 0.906 0.907 0.905 0.922 Decrease 

8 DMU8  1 1.004 0.947 0.875 0.829 Decrease 

9 DMU9  0.715 0.784 0.98 1.098 1.076 Increase 

10 DMU10 0.392 0.407 0.97 1.035 1.002 Increase 

11 DMU11 0.49 0.399 0.971 1.038 1.007 Increase 

12 DMU12 0.725 1.002 0.98 1.098 1.077 Increase 

13 DMU13 0.665 0.782 1.201 1.177 1.413 Increase 

14 DMU14 0.72 0.779 0.98 1.098 1.067 Increase 

15 DMU15 0.799 1.2 0.996 1.234 1.227 Increase 

16 DMU16 0.39 1.03 0.971 1.038 1.018 Increase 

17 DMU17 0.715 0.784 0.98 1.098 1.075 Increase 

18 DMU18 0.704 1.01 0.96 1.097 1.076 Increase 

19 DMU19 1 1 1.640 1 1.640 Increase 

20 DMU20 0.725 0.73 0.975 1.044 1.018 Increase 

21 DMU21 0.709 1.11 0.98 1.098 1.076 Increase 

22 DMU22 1 0.999 0.939 1 0.969 Decrease 

23 DMU23 0.79 0.721 0.984 0.888 0.874 Decrease 

24 DMU24 0.704 0.795 0.96 1.097 1.076 Increase 

25 DMU25 0.725 0.73 0.975 1.044 1.018 Increase 

26 DMU26 0.959 0.901 0.907 0.905 0.913 Decrease 

27 DMU27 0.49 0.399 0.971 1.038 1.007 Increase 

28 DMU28 0.807 1.22 0.998 1.232 1.229 Increase 

29 DMU29 0.715 1.1 0.97 1.049 1.018 Increase 

30 DMU30 0.625 1.03 1.201 1.177 1.410 Increase 

 

Class D participated in the tests without any training. According to Table 6, the mean percent 

of performance in the initial test was 33.3% and at the end of the first three month of 

experimental group was 20% and the total mean productivity with the Malmquist Index was 

20%. At a glance, according to Table 6, it can be said that students' mathematical performance 

without receiving realistic mathematics methods and problem-solving, had unfavourable results 

compared to the beginning of the academic year for Class D. 
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According to the Tables, the use of the Malmquist Index facilitates the achievement of students 

in various time periods in the academic year. The Malmquist and the GAMS are used to assess 

the quality of learning performances of 9th grade. 

Table 6. Without Educational Method Efficiency 

CLASSD               

ROW DMU E(MA) E(AP) TCI SECI FGLR FPCI 

1 DMU1 1 0.875 0.947 0.875 0.829 Decrease 

2 DMU2 0.715 0.784 0.98 1.098 1.077 Increase 

3 DMU3 1 1 0.939 1 0.939 Decrease 

4 DMU4 0.382 0.417 0.97 1.039 1.009 Increase 

5 DMU5 0.969 0.797 1.193 0.823 0.982 Decrease 

6 DMU6 0.81 0.719 0.984 0.888 0.874 Decrease 

7 DMU7 1 1 0.939 1 0.939 Decrease 

8 DMU8  0.79 0.721 0.984 0.888 0.874 Decrease 

9 DMU9  0.969 0.797 1.193 0.823 0.983 Decrease 

10 DMU10 0.725 0.73 0.975 1.044 1.018 Increase 

11 DMU11 0.959 0.901 0.907 0.905 0.923 Decrease 

12 DMU12 0.49 0.399 0.971 1.038 1.007 Increase 

13 DMU13 1 0.875 0.947 0.875 0.829 Decrease 

14 DMU14 0.969 0.797 1.193 0.823 0.982 Decrease 

15 DMU15 0.81 0.719 0.984 0.888 0.874 Decrease 

16 DMU16 0.797 0.969 1.193 0.823 0.983 Decrease 

17 DMU17 0.719 0.81 0.984 0.888 0.874 Decrease 

18 DMU18 0.969 0.797 1.193 0.823 0.983 Decrease 

19 DMU19 0.81 0.719 0.984 0.888 0.874 Decrease 

20 DMU20 1 1 0.074 1 0.974 Decrease 

21 DMU21 0.959 0.901 0.907 0.905 0.922 Decrease 

22 DMU22 0.954 0.906 0.907 0.905 0.922 Decrease 

23 DMU23 1 1 0.939 1 0.939 Decrease 

24 DMU24 0.715 0.784 0.98 1.098 1.076 Increase 

25 DMU25 1 0.999 0.939 1 0.969 Decrease 

26 DMU26 1 1 1.640 1 1.640 Increase 

27 DMU27 1 0.87 0.952 0.875 0.829 Decrease 

28 DMU28 0.959 0.901 0.907 0.905 0.913 Decrease 

29 DMU29 0.81 0.719 0.984 0.888 0.874 Decrease 

30 DMU30 1 1 0.074 1 0.974 Decrease 

Question 4: Is it possible to evaluate and compare students' performance using the Malmquist 

Index and Data Envelopment Analysis?  

In this study, data envelopment analysis method and the Malmquist Index were used instead of 

using statistical methods, t-student test, etc., which reduced the computational volume and the 

execution of the model using Gams software, facilitated data analysis The final results, 

according to Table 7 in this study show the feasibility of using data envelopment analysis to 

compare the performance of students and classes and the Malmquist productivity evaluation 

Index to determine productivity growth and performance improvement over specified time 

periods, It can be used as a useful management tool for schools. All tangible and intangible 

factors are included and consider all factors, especially those that are intangible, according to 
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their usability. For example, if only performance calculations were considered for students 

(tangible factors), in Class A, EMA = 23.3% and EAP = 36.6% were considered, as intangible 

factors were also considered. Class A productivity evaluation with the Malmquist Index was 

63.3%, which can be attributed to increased student math literacy and Class A math progress. 

Table 7. Class Evaluation Ranking 
CLASS Averag E(MA) Averag E(AP) Average(FGLR) Rank(AP) PIS 

class A 23.30% 36.60% 63.30% 2  

class B 20% 33.30% 53.30% 3  

class C 13.30% 46.60% 80% 1  

class D 33.30% 20% 20% 4  

4. DISCUSSION and CONCLUSION 

4.1. Conclusion 

This paper deals with the integrated approach of data envelopment analysis method and the 

Malmquist Productivity Index to evaluate the performance of 9th grade high school students in 

different time intervals to enhance mathematical literacy. In this paper, the students' relative 

performance has been evaluated using data envelopment analysis and the Malmquist Index, and 

the rate of productivity and performance improvement has been determined in two different 

time intervals. According to the results, mathematics education can be successful when students 

have the ability to solve everyday real-world challenges based on mathematical facts, methods 

and concepts (Sumirattana et al., 2017). In solving a problem, the process of applying involves 

using mathematical knowledge directly. It is a process done in the mathematical world. 

Therefore, students who have done well in the world of mathematics do not have good results 

in the real world. Accordingly, students should be familiar with and skilled in mathematical 

processes such as problem-solving and applying problem-solving strategies and modelling (The 

national curriculum in, 2014).  

On the other hand, a process happening in the math world can improve students' math 

performance in making connections in the real world. Therefore, it can be concluded that the 

combination of the two methods of problem-solving and realistic mathematics is effective in 

promoting mathematical literacy, given that mathematical skills and knowledge defined within 

the content of the mathematical curriculum are not intended in the use of the word “literacy”. 

Its objective is to evaluate that part of mathematical knowledge that is used in many fields 

diversely, thoughtfully and insightfully. Mathematical literacy is not limited to mathematical 

technology knowledge, facts and mathematical calculations (Del Río, Sanz, & Búcari, 2019) . 

In fact, we mean a wide, continuous and multi-dimensional spectrum from concepts to very 

high degrees. One of the most important competencies that are implicitly understood by the 

concept of mathematical literacy is the ability to design, formulate and solve internal and 

external mathematical problems in different domains (Alvarez, 2018). Some of the productivity 

indices in this research are easy understanding, access to information, easy calculation, and 

access to information to calculate such simple indicators and, if used in conjunction with the 

total productivity Index, are good tools for identifying weaknesses in the desired field. 

The Malmquist Index and the GAMS can be used as a proper model to assess and rank the 

students in education system by resolving the deficiencies and limitations and by better 

identification of inputs and outputs since it is able to have a relatively fair evaluation of one 

way analyzes by examining the inputs and outputs simultaneously. 
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4.2. Discussion 

One of the limitations of the Malmquist productivity indices is that they are very misleading if 

used alone and can be relatively difficult to obtain data needed for comparative purposes, so it 

is better to calculate them along with other models of data envelopment analysis. Despite the 

benefits of this Index to its limitations, it is recommended to use it when there are multiple 

inputs and outputs. 

Because this Index provides a quantitative way to link everything from quality to process timing 

and dozens of other important performance indicators to profitability, it can be effective in the 

productivity evaluation of industry, agriculture and educational institutions. GAMS Software 

can be introduced as a good instrument for evaluating students' grades with different 

mathematical models in several time frames (Kalvelagen, n.d.), (Pintér, 2007). 
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6. APPENDIX 

Score INPUT & OUTPUT Any Qestion  

An example of the problem based on realistic mathematics education and PISA problem-

solving (2015):  

A pizza seller sells two types of pizza with the same thickness in a small size with a diameter 

of 30 cm, and a price of 30$, in a large size with a diameter of 40 cm, at a price of 40 $, 

Which pizza is worth buying? 

DAPIC Math Problem-solving 

1. Define: definition of the problem with the student experiences, What do I want to do 

(Pizza shape, definition of the circle) 0.25 

2. Assess: Separation of keywords in the problem, assuming data as hypotheses. (Definition 

of the area and perimeter of the circle, smaller and larger) 0.25 

3. Plan: Guessing the operation, designing and determining the program. (Which approach 

is appropriate) 0.25 

4. Implement: implementation of plans and guesses, make changes as needed. (Find the 

perimeter and area and the appropriate ratio) 0.25 

5. Communicate: assessing and analyzing the result, reviewing the problem back. (Review 

and analysis of the solution) 0.25 

Realistic Mathematics Education (RME) 

1. Guided reinvention: a hypothesis to create knowledge and innovation (innovation and 

communication with the real world) 0.25 

2. Didactical phenomenology: Creating a comprehensive description of an experienced 

daily and real life phenomenon (the real experience of buying pizza) 0.25 

3. Self-developed model: The model is developed by the student himself from an informal 

to formal math. (Communication of Reality with Math) 0.25 
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GAMS Software with the Malmquist Index 
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Abstract: Progress Test (PT) is a form of assessment that simultaneously 

measures ability levels of all students in a certain educational program and their 

progress over time by providing them with same questions and repeating the 

process at regular intervals with parallel tests. Our objective was to generate 

an item bank for the PT and to examine the possible fit of CAT for PT 

application. This study is a descriptive study. 1206 medical students 

participated. During the analysis of the psychometric properties of PT item 

bank, “the Rasch model for dichotomous items was used”. Several CAT 

simulations were performed by applying various stopping rules of different 

standard errors. CAT simulation estimates were compared with the estimates 

generated from the original calibration of the Rasch model where all items 

were included. After Rasch analysis, a unidimensional PT item bank consisting 

of 103 items was obtained. The item bank reliability was calculated as 0.77 

with Person Separation Index (PSI) and Kuder-Richardson Formula 20 (KR-

20). A high correlation between θ estimations obtained from paper-and-pencil 

(θRM) and CAT applications (θCAT) was detected for simulation conditions 

([N(0,1)] and [N(0,3)]) at the end of our analysis. In CAT, estimation can be 

made with an average of 14 questions (reduced 86,4%) and 17 questions 

(reduced 83,4%) [for N(0,1) and [N(0,3) respectively] with reliability of 0,75. 

This study reveals that it is possible to develop an appropriate item bank for 

the PT, and the difficulty of administering large number of items in PT can be 

scaled down by incorporating CAT application. 

1. INTRODUCTION 

A Progress Test (PT) is a type of assessment that simultaneously measures the ability levels of 

all students in a certain educational program and their progress over time during that program 

by providing them with the same questions and repeating the process at regular intervals with 

parallel tests (Freeman, 2010). Following a blueprint geared toward the cognitive learning 

objectives anticipated at the end of the curriculum, a question sample that is representative of 
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all the disciplines and content areas is used in the PT. Due to its contributions to education, PT 

is used in medical education worldwide, however it has numerous drawbacks as it demands lots 

of manual effort from the human resources based on the time needed for its preparation, the 

implementation itself, and evaluation of the results. It also consists of numerous questions, 

making it a less attractive method for students as it results in their exhaustion (Wrigley. 2012). 

Implementing PT with the Computerized Adaptive Testing (CAT) method would cut down on 

the time and human effort needed in the evaluation of medical knowledge as it helps limit the 

number of items. This also reduces the bulkiness of the process and in turn the negative feelings 

associated with it.  

Purpose of the study; this study aims to develop an item bank for the PT used by the Ankara 

University School of Medicine (AUSM) and to investigate the capability of CAT for evaluating 

the medical knowledge in AUSM students 

2. METHOD 

Sample/Working Group/Participants 

This study is a descriptive study. PT is a component of the evaluation system in AUSM. 

Participants volunteered for PT and received bonus points on their final examinations. The data 

used for this study was obtained from the results of a PT taken in the 2010-2011 academic year. 

One thousand two hundred six medical students participated in the PT in grades 1-5 at the 

AUSM (89.7% of the total) in 2011.  

 Data Collection Instruments/Data Collection Methods/Data Collection Techniques 

The study was divided into two phases: (i) the development of an item bank using a 

dichotomous Rasch model; (ii) a simulation study to investigate the performance of CAT 

application with stopping rules of various standard errors or reliability values; and examination 

of agreement between ability estimates derived from simulated CAT (θCAT) application and 

ability estimates from the Rasch model (θRM) derived from all the items included in the original 

calibration. 

2.1.1. Development of item bank 

The PT consisted of “200 multiple-choice questions in single best answer format”. Items within 

each test were classified and matched to the blueprint. The most important component of a CAT 

is an Item Response Theory (IRT)-based unidimensional and calibrated item bank (Abberger, 

2013; Wright & Bell, 1984). To develop an item bank, all 200 items in the chosen PT were 

considered as candidate items. The first stage of the study, an IRT model, was constructed while 

examination of the psychometric characteristics of the item bank. 

2.1.2. IRT model selection  

One of the main models of IRT, the Rasch model, produces two different estimates; “the latent 

trait person estimates” which are independent of the population distribution, and the “item 

difficulty estimates” which are independent of the person’s ability (Andrich, 1988). 

Examination of the psychometric properties of the item bank and estimation of item parameters, 

the Rasch model for dichotomous items was performed using the RUMM 2020 software 

(Andrich, 2003). 

To determine the observed data to fit in the Rasch model, numerous statistical processes are 

used. In this respect, the Rasch analysis included the following steps in this study: 

• Distractor analysis 

• Unidimensionality and local independence 

• Item-model fit 

• Invariance of item parameters 
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• Differential item functioning (DIF)  

• Internal consistency reliability of the item bank (Person Separation Index-[PSI] and 

Kuder-Richardson 20 [KR-20]) 

2.1.3. Distractor Analysis 

A Distractor Analysis examines the distractor curves’ trend consistent with the Item 

Characteristics Curve (ICC). As the ability level of the student increases, the correct distractor 

should follow the general shape of the ICC. Students with higher ability level will likely choose 

the correct distractor, while the probability value of the other distractors will decrease. Prior to 

item calibration, item analysis was performed to identify potential item problems by Rasch for 

dichotomous data (Andrich, 2003).  

2.1.4. Unidimensionality and local independence  

Items to be entered into the item bank were also required to meet unidimensionality and local 

independence assumptions. Unidimensionality means that all items the test is composed of 

measure only a single construct. 

In this study Principle Component Analysis (PCA) of residuals obtained from the Rasch model 

was used to examine the unidimensionality assumption. In PCA analysis, if there is no 

meaningful pattern in the residuals, then it is concluded that the unidimensionality assumption 

is met. PCA of residuals comprised an item residual correlation matrix. Through this matrix, 

the correlation between the items and the first residual factor are examined to identify two 

subsets of items (the positively and negatively correlated items). Difference between the each 

person estimate obtained from these positively and negatively correlated item sets is compared 

by independent t-tests. To meet the unidimensionality assumption, the percentage of tests 

outside the range ±1.96 should not to exceed 5% of total number of tests (Elhan, 2010; Pallant 

& Tennant, 2007; Tennant & Pallant, 2006). 

2.1.5. Test of fit to the model  

“Rasch item fit” statistics showed how accurately the test data fit the Rasch measurement model 

(Linacre, 2000). Overall quality of fit for Rasch models was measured regarding the following: 

• Overall item fit statistic 

• Overall person fit statistics 

• Item-trait interaction 

Overall item and overall person fit statistics transformed to a z-score. If the items and person 

data meet the model expectation, it is anticipate that the mean will be approximately zero and 

the standard deviation will be one. 

Other fit statistic which is applies in this study is an item-trait interaction statistic. This statistic 

is reported as a chi-square and showed the characteristic of invariance across the trait. A non-

significant chi-square indicates that the hierarchical ordering of the items do not vary across the 

trait, denoting the requirement of invariance is met. 

Further to these overall summary fit statistics, individual item fit statistics and person fit 

statistics were applied by using residuals and chi-square statistics. In the individual item fit 

statistics and person fit statistics that are based on the standardized residuals, the computed 

residual value of “z” should range between ±2.5, indicating a satisfactory fit to the model. 

Consequently, the tests of the individual item/person fit were also conducted based on chi-

squares. For a given item/person, several chi-squares are computed, and then these chi-square 

values are totaled to give the overall chi-square for the item. If the p value calculated from the 

overall chi-square is less than 0.05 (or Bonferroni adjusted value), then the item is considered 

unfit for the model (Öztuna, 2008; Pallant & Tennant, 2007; Tennant & Conaghan, 2007). 

Bonferroni corrections were implemented to fit statistics (Bland & Altman,1995). 
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2.1.6. Differential item functioning  

To be entered into the item bank, items were required to be free of differential item functioning 

(DIF). The model fit is affected by item bias. DIF appears when different groups score 

differently on a specific item, given the same location value of the latent trait (Andrich & 

Hagquist, 2012; Hambleton, 1991; Teresi, 2000). In this study, a variance-based statistical 

analysis was performed to test DIF and artificial DIF by grades by using RUMM 2020 software 

(Andrich, 2003). 

2.1.7. Reliability and content validity of item bank 

Reliability was studied with the Person Separation Index (PSI) and Kuder-Richardson Formula 

20 (KR-20). PSI indicated whether the test discriminates students into groups according to their 

ability, and a PSI of 0.7 or more evidence a fit with the Rasch model KR-20 ranged between 0 

and 1, where the value of 1 indicated perfect reproducibility of person placements (Fisher, 1992; 

Nunnally & Bernstein, 1994; Tavakol & Dennick, 2012). Experts from different medical 

specialties and measurement and evaluation experts examined the content validity of the item 

bank. 

2.1.8. Simulation study to investigate the performance of CAT application and agreement 

between Rasch and simulated CAT derived estimations Computerized Adaptive Testing 

(CAT)  

After developing the calibrated item bank, the next stage of simulated CAT application was 

carried out. In CAT application, a set of questions was administered to each student according 

to their ability level by using a computer package program. For this purpose, the questions in 

the item bank with the median difficulty level were administered, and the program estimated 

the students’ ability level (θCAT) and its standard error. After this estimation, the next most 

appropriate item was selected that maximized the information for θ estimate, and then the 

program re-estimated the students’ ability level (θCAT) and its standard error. The CAT 

application program selected the questions for each student, according to his or her individual 

performance during the test. If the predefined stopping rule was fulfilled, the assessment was 

finished; if it was not fulfilled, the standard error of the given item administered and the ability 

level were re-estimated until the stopping rule was met (Bjorner, 2007; Wainer, 2001). 

2.1.9. Simulated CAT applications  

In this study item parameters obtained from the Rasch analysis were used to derive responses 

of 1000 students/simulee showing two different normal distributions with N(0:1) (mean=0, 

standard deviation=1) and N(0:3) (0 mean=0, standard deviation=3) by the RUMMss 

simulation software. These data were simulated to meet Rasch model expectations (Marais & 

Andrich, 2007). Students’ responses generated by the simulation program were used to estimate 

student ability level using all the items (θRM), while student ability levels (θCAT) were estimated 

by CAT application using the SmartCAT module (Öztuna, 2008; 2012).  

Selection of the first question: The question with the median difficulty level in the item bank 

• Ability level (θ) estimation: Expectation a Posteriori (EAP) (Wang &Vispoel, 1998) 

• Item selection: Maximum Likelihood Weight Information 

• Stopping rule: Different standard errors levels (0.50, 0.40 and 0.30) 

Estimations from the simulated CAT application (θCAT) were compared with the ability levels 

obtained from the Rasch analysis based on all items (θRM) in the item bank. In this procedure, 

Spearman correlation coefficient, Bland-Altman limits of agreement (Bland & Altman, 1986; 

1999), and Interclass Correlation Coefficient (ICC) statistics were used (Shrout & Fleiss, 1979). 
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3. RESULTS 

A total of 1206 students of AUSM answered 200 items of PT. Distractor analysis was conducted 

on these 200 items and because of the problems such as “too obvious correct answer” and 

“discordance pattern of correct answer with ICC”, 33 items were discarded from the item bank 

(Figure 1). Analyses were performed on the remaining 167 items. 

Table 1. Fit of "general medical knowledge” item bank to Rasch model (after rescoring) 

Item No B SE Individual Item Fit Residual X2 df p 

1 (i1) 0.450 0.059 2.712 4.047 9 0.908 

2 (i2) 0.666 0.059 1.835 5.951 9 0.745 

3 (i ) 0.161 0.060 -1.078 9.683 9 0.377 

4 (i5) -0.124 0.062 1.751 10.036 9 0.348 

5 (i7) -0.286 0.064 -0.627 5.949 9 0.745 

6 (m8) -0.146 0.063 0.531 3.161 9 0.958 

7 (i9) 1.242 0.062 0.439 7.917 9 0.543 

8 (i10) 0.988 0.060 1.027 14.087 9 0.119 

9 (i12) 0.883 0.059 1.377 7.983 9 0.536 

10 (i13) 1.047 0.060 1.967 10.128 9 0.340 

11 (m15) -0.271 0.064 -1.685 12.958 9 0.165 

12 (m19) 1.079 0.060 -0.913 10.384 9 0.320 

13 (i21) -2.769 0.154 -0.364 11.385 9 0.250 

14 (i22) 0.809 0.059 1.266 4.721 9 0.858 

15 (i24) -0.349 0.065 1.223 15.112 9 0.088 

16 (i25) -0.547 0.068 1.118 16.137 9 0.064 

17 (i26) -1.334 0.085 -0.578 7.916 9 0.543 

18 (i30) -0.673 0.070 0.921 14.898 9 0.094 

19 (i31) 0.201 0.060 2.894 10.344 9 0.323 

20 (i33) 0.039 0.061 -0.207 10.740 9 0.294 

21 (i35) 0.249 0.060 3.432 20.162 9 0.017 

22 (i36) 0.944 0.060 2.187 10.416 9 0.318 

23 (m37) -0.281 0.064 2.182 10.786 9 0.291 

24 (i39) 0.471 0.059 -1.055 6.963 9 0.641 

25 (i41) -0.221 0.063 0.363 9.704 9 0.375 

26 (i43) -0.747 0.071 0.290 5.509 9 0.788 

27 (i44) 0.395 0.059 2.411 13.970 9 0.123 

28 (i45) -1.465 0.089 0.094 9.199 9 0.419 

29 (i46) 0.569 0.059 1.739 7.000 9 0.637 

30 (i48) -0.194 0.063 0.568 8.184 9 0.516 

31 (i50) -0.686 0.070 -0.082 6.296 9 0.710 

32 (i52) 0.015 0.061 1.565 11.500 9 0.243 

33 (i54) 0.450 0.059 0.222 17.966 9 0.036 

34 (i55) -1.791 0.101 -0.563 11.493 9 0.243 

35 (i56) -0.389 0.065 -0.717 8.558 9 0.479 

36 (i58) 0.050 0.061 2.614 16.004 9 0.067 

37 (i59) -0.049 0.062 0.130 6.533 9 0.686 

38 (i60) -0.997 0.076 -1.006 8.024 9 0.532 

39 (i61) -1.450 0.089 -0.344 8.329 9 0.501 

40 (i62) -0.279 0.064 -1.013 12.447 9 0.189 

41 (i63) -1.157 0.080 0.307 16.995 9 0.049 
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Table 1. Continues 

42 (i65) -2.064 0.113 0.238 9.990 9 0.351 

43 (i69) -0.405 0.066 0.030 7.078 9 0.629 

44 (i70) 0.257 0.060 -0.040 11.881 9 0.220 

45 (i73) 0.204 0.060 2.389 6.662 9 0.672 

46 (i76) 1.123 0.061 1.872 10.796 9 0.290 

47 (i79) -0.311 0.064 1.186 5.011 9 0.833 

48 (i87) -0.274 0.064 -0.481 9.212 9 0.418 

49 (i88) -0.940 0.075 -0.706 9.410 9 0.400 

50 (i89) 1.415 0.063 0.721 12.853 9 0.169 

51 (m92) -0.150 0.063 -0.029 10.393 9 0.320 

52 (m102) 0.167 0.060 -1.330 10.783 9 0.291 

53 (i103) 0.725 0.059 -0.572 14.471 9 0.107 

54 (i104) 0.283 0.060 -1.840 12.909 9 0.167 

55 (i105) -1.646 0.096 -0.916 18.944 9 0.026 

56 (i106) 1.431 0.064 0.055 4.844 9 0.848 

57 (i113) -0.228 0.063 -0.738 11.141 9 0.266 

58 (i114) 0.801 0.059 0.885 5.515 9 0.787 

59 (i115) 0.167 0.060 -0.269 6.465 9 0.693 

60 (i116) 1.131 0.061 1.534 13.360 9 0.147 

61 (i117) 0.198 0.060 1.845 7.156 9 0.621 

62 (i119) 0.502 0.059 -1.374 17.268 9 0.045 

63 (i121) 0.358 0.059 0.590 5.691 9 0.770 

64 (i122) 0.322 0.059 -1.923 18.530 9 0.030 

65 (i123) -1.127 0.080 -1.039 12.310 9 0.196 

66 (i124) -1.177 0.081 -1.308 16.593 9 0.055 

67 (i125) -0.296 0.064 1.033 9.038 9 0.434 

68 (i128) -0.269 0.064 -1.051 10.836 9 0.287 

69 (i129) 0.616 0.059 2.739 12.926 9 0.166 

70 (i130) 0.561 0.059 0.957 11.488 9 0.244 

71 (i131) -0.765 0.072 -1.099 9.396 9 0.402 

72 (i133) 0.743 0.059 -1.062 10.213 9 0.334 

73 (i139) 0.191 0.060 1.022 16.195 9 0.063 

74 (i140) -1.369 0.086 -0.807 9.810 9 0.366 

75 (i141) 0.879 0.059 1.681 8.408 9 0.494 

76 (i142) 1.127 0.061 1.700 7.514 9 0.584 

77 (i145) 1.299 0.062 2.395 15.809 9 0.071 

78 (i148) 0.687 0.059 0.771 4.412 9 0.882 

79 (i151) -0.695 0.070 -0.107 5.019 9 0.833 

80 (m155) -0.103 0.062 0.011 5.553 9 0.784 

81 (i156) -0.649 0.069 -0.254 14.803 9 0.096 

82 (i157) -0.116 0.062 -0.003 5.754 9 0.764 

83 (i158) 0.139 0.060 0.490 10.426 9 0.317 

84 (i160) 0.064 0.061 0.884 6.378 9 0.702 

85 (i161) 0.718 0.059 2.828 18.111 9 0.034 

86 (i165) -0.278 0.064 0.167 7.022 9 0.635 

87 (i166) 0.718 0.059 0.650 13.473 9 0.142 

88 (m171) 0.180 0.060 0.138 11.755 9 0.227 

89 (i172) -0.672 0.070 0.355 8.026 9 0.532 

90 (i177) 0.329 0.059 1.157 6.059 9 0.734 
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Table 1. Continues 

91 (i178) 0.494 0.059 0.572 6.733 9 0.665 

92 (i180) 0.209 0.060 2.800 11.833 9 0.223 

93 (i181) 0.653 0.059 -0.988 6.108 9 0.729 

94 (i182) 0.104 0.061 0.932 8.226 9 0.512 

95 (m183) 0.376 0.059 -1.006 10.950 9 0.279 

96 (i185) 1.341 0.063 0.137 14.669 9 0.100 

97 (i188) 0.159 0.060 -0.433 10.147 9 0.339 

98 (i191) -0.068 0.062 0.280 2.790 9 0.972 

99 (i192) 0.173 0.060 1.213 11.649 9 0.234 

100 (i193) -0.370 0.065 -0.896 14.136 9 0.118 

101 (i194) -1.185 0.081 0.159 6.196 9 0.720 

102 (i195) -0.888 0.074 -0.318 7.108 9 0.626 

103 (i200) 0.696 0.059 -1.364 11.517 9 0.242 

B: Item Difficulty, SE: Standard Error, df= Degrees of Freedom 

 

 

Figure 1. Item analysis og item 18 (a) and 47 (b) 
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3.1. Development of item bank (internal construct validity) 

In order to be entered into the item bank, items were required to satisfy Rasch model 

expectations, including being free of DIF and having unidimensionality and local independence. 

Sixty-four of 167 items were omitted as not fitting the Rasch model. For the remaining 103 

items, p values from chi-square were less than Bonferroni adjustment fit level of 0,0005 

(0.05/103=0,0005). In addition, the standard residual values were within the ±2.5 range. These 

statistics indicated that the items fit the Rasch model (Table 1). 

When the overall fit statistics were tested, it was found that the overall mean item fit residual 

was 0.402 (SD 1.234) and the overall mean person fit residual was 0.008 (SD 0.893). Since 

both values met this expectation, this indicated that the items and persons fit the model. The 

“item-trait interaction” statistic reported that the chi-squared value was non-significant [chi-

squared = 1049.33 (0.003); given a Bonferroni adjustment fit level of 0,0005)], meaning that 

the hierarchical ordering of items was invariant across the trait. DIF was tested for academic 

grades of students, and it was found that all the items were DIF-free. 

When the unidimensionality of the 103-item item bank was examined by PCA, there was no 

pattern violating this assumption (t=%4.6; CI %3.4-%5.7). When the assumption of local 

independence was tested, there was no pair of items that had a residual correlation of 0.30 or 

more. For the person-item threshold distribution, person and item locations were 

logarithmically transformed and plotted on the same continuum. 

Figure 2 shows person and item locations on the x-axis. Figure 2 also demonstrates that the 

item bank was well targeted with the mean of the persons at 0.597 on the logit scale, and few 

people were outside of the operational range of the scale. As seen in the graphic, the person 

distribution (top of the figure) was well matched by the item distribution (bottom of the figure). 

 

 

Figure 2. Person-item threshold distribution (103 items) 

PSI and KR-20 of the item bank were computed as 0.77. Since the threshold of acceptance for 

PSI is 0.7, the computed value indicated that it is possible to statistically differentiate between 

two groups of respondents. This result showed that the items effectively separated the persons. 
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3.2. Content validity of item bank 

When experts from several medical specialties and measurement and evaluation experts 

examined the content validity of the item bank, they concluded that the item bank contained 

enough questions for a representative and balanced sampling of the prescribed blueprint.  

3.3. Simulation analysis  

In this study, simulated CAT application was conducted to evaluate the agreement between 

θCAT and θRM.  

3.4. Simulated CAT application [N (0,1)] 

The number of items used in CAT, which was carried out with responses derived from 1000 

individuals from the distribution of mean with 0 and variance with 1, ranges between 11 and 

45 for various standard error levels as shown in Table 2.  

Table 2. Descriptive Statistics for Number of Items Administered in CAT application and Correlation 

and Agreement between θRM and θCATestimations [N (0,1)] 

Stopping rule Mean number of items (±SD) 

[Median (min-max) ] usedin CAT 
r 

ICC 

(95% CI) 

Standard Error: 0.30 

Reliability: 0.90 
45 (±3) [44 (43-50)] 0.975** 

0.989 

 [0.988-0.990] 

Standard Error:0.40 

Reliability: 0.84 
24 (±3) [23 (23-50)] 0.940** 

0.971  

[0.967-0.974] 

Standard Error: 0.50 

Reliability: 0.75 
14 (±0.8) [14 (13-21)] 0.886** 

0.941 

 [0.933-0.948] 

Standard Error:0.548 

Reliability: 0.70 
11 (±0.53) [11 (11-16)] 0.868** 0.928 [0.919-0.937] 

SD: Standard Deviation, r: Correlation Coefficient, ICC: Intraclass Correlation Coefficient., CI: Confidence Interval,  

**: p<0.001 

In CAT applications, an estimation with a reliability of 0.75 can be made using 14 questions 

(reduced by % 86,4). When compared to paper and pencil tests (based on all items in the bank), 

CAT resulted in a 56.3-88.5% decrease in the number of items.  

The research findings illustrated that there is a high (r=0.868-0.975 and ICC=0.928-0.989, 

respectively) correlation and agreement (for standard error 0.3, 0.4, 0.5, 0.548) between θ 

estimations obtained from paper-and-pencil (θRM) and CAT applications (θCAT) and these 

findings are statistically significant. Ninety-five percent ranges of agreement between θCAT and 

θRM according to the Bland-Altman approach were -0.39 to 0.39, -0.64 to 0.65, -0.83 to 0.83, 

and -0.92 to 0.96 when the stopping rule was set to standard errors of 0.30, 0.40, 0.50, and 

0.548, respectively. In addition, 942 of 1000, 953 of 1000, 960 of 1000, and 935 of 1000 

converged estimates were within the 94-96% agreement limits for different standard error, 

respectively (Figure 3). 
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Figure 3. Bland-Altman Plot for [N (0,1)] (a) SE=0.30, (b) SE=0.40, (c) SE=0.50, (d) SE=0.54 

3.5. Simulated CAT application [N (0,3)] 

The number of items used in CAT, which was carried out with responses derived from 1000 

individuals from the distribution of mean with 0 and variance with 3, ranges between 12 and 

75 for various standard error levels (Table 3). 

Table 3. Descriptive Statistics for Number of Items Administered in CAT application and Correlation 

and Agreement between θRM and θCATestimations [N (0,3)] 

Stopping rule 

Mean number of  

items (±SD) [median 

(min-max)] usedin CAT 

r 
ICC 

(95% CI) 

Standard Error: 0.30 

Reliability: 0.90 

75 (±27) [76 (42-103)] 0.998** 0.999  

[0.999-0.999] 

Standard Error: 0.40 

Reliability: 0.84 

35 (±15) [27 (22-68)] 0.992** 0.995 

 [0.995-0.996] 

Standard Error: 0.50 

Reliability: 0.75 

17 (±3) [15 (15-23)] 0.984** 0.986  

[0.984-0.987] 
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In CAT applications, an estimation with 0.75 reliability can be made using 17 questions 

(reduced by %83.4). When compared to paper and pencil tests, CAT amounted to a reduction 

in the number of items administered by 27.6-88.3%. 

The research findings illustrated that there is a high (r=0.984-0.998 and ICC 0.928-0.989, 

respectively) correlation and agreement (for standard error values 0.3, 0.4, 0.5, 0.548) between 

θ estimations obtained from paper-and-pencil (θRM) and CAT applications (θCAT) and these 

findings are statistically significant. 

Ninety-five percent ranges of agreement between θCAT and θRM according to Bland-Altman 

approach were -0.27 to 0.28, -0.57 to 0.56, -0.96 to 0.94, and -1.21 to 1.28 when the stopping 

rule was set to standard error of 0.30, 0.40, 0.50, and 0.548, respectively. In addition, 921 of 

1000, 948 of 1000, 973 of 1000, and 978 of 1000 converged estimates were also within the 94-

96% agreement limits for different standard error, respectively (Figure 4). 

 

Figure 4. Bland-Altman Plot for [N (0,3)] (a) SE=0.30, (b) SE=0.40, (c) SE=0.50, (d) SE=0.54 

4. DISCUSSION and CONCLUSION 

This study aimed to demonstrate whether the Rasch model is an alternative to Classical Test 

Theory, in order to improve the PT in medical education. This study will provide the initiative 

to investigate the potential for applying CAT in PT. 

PT has some disadvantages; firstly, the bulkiness may cause demotivation, boredom, and 

tiredness. Furthermore, if the questions are too difficult, it could discourage students, while 
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questions that are too easy could be uninteresting for students. In addition, items that are too 

easy or too difficult do not give enough information about students’ ability. Previous research 

for CAT usage demonstrated that CAT reduces these disadvantages by shortening test length 

and providing a flexible test format. CAT application offers students a set of questions that are 

matched to their ability levels, thus providing the examinees with individualized examinations. 

The present findings showed that 103 items formed a unidimensional item bank. The ability of 

the students estimated by CAT was highly correlated with those of the full item set. The average 

number of items needed to estimate ability was only 13.6% of the full item set of PT/ paper-

pencil based PT (for ([N(0,1) and 0.75 reliability], and 14,6 % of the full item set PT (for ([N(0,3) 

and 0.75 reliability]. θCAT and θRM correlated and agreed well for both populations ([N(0,1) and 

([N(0,3)]). This study demonstrated that the test length could be shortened without decreasing 

reliability. 

The follow-up of such an approach raises developmental challenges. In this study, the number 

of items included in the item bank was less than the average for CAT standards. For CAT 

application, item banks should contain a large number of items considered important to work 

on the item bank by the CAT designer. Previous studies have been based on item numbers 

ranging from less than 100 to several thousand items. In this study, however, the number of 

items was relatively low, with student ability and item difficulty distribution mirroring each 

other (as shown in Figure 1), and items distributed across the range of the trait being measured. 

For this reason, although the item bank for this study was relatively small, the results suggested 

that CAT worked well. 

This study intended to discuss the steps required to build an item bank for PT. At the end of this 

process, a unidimensional item bank that represented “general medical knowledge” was 

developed for CAT application. However, PT builds on a blueprint that includes specific 

subdomains (such as the cardiovascular system or the discipline of anatomy) as a part of the 

overall domain. Extensive feedback and patterns of knowledge growth within specific 

subdomains could be provided to students and other stakeholders in addition to overall 

knowledge build-up. To provide detailed feedback and knowledge growth patterns, the items 

could be divided into unidimensional subsets, and several item banks could be constructed as a 

possible solution for PT CAT application. In addition, multidimensional CAT procedures based 

on multidimensional IRT (MIRT) might be another solution for PT CAT. As a result, a 

reduction of over 80% of the items in CAT format of PT could test its potential to follow 

candidates’ progress practically through educational programs.  

CAT application’s utility for medical course assessment has been demonstrated in this study. 

To the authors’ knowledge, there have been no other studies about the CAT application in PT 

for medical school. It should be emphasized that the purpose of this study was not to investigate 

whether PT CAT based on 103 items should replace the current paper-pencil based PT. This 

study aimed to discuss the steps to build an item bank and illustrated the utility of CAT 

implementation as an example. 

This study showed that it is possible to develop an appropriate item bank for the PT using the 

Rasch model, and that the difficulty administering large number of items in PT can be reduced 

by CAT application. The results of this study will encourage the implementation of CAT in 

medicine and in other disciplines. 
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Abstract: This report aims to introduce the fundamental features of the free 

Jamovi software to academics in the field of educational measurement for 

use at undergraduate and graduate level research. As such, after introducing 

the R based interface and the integrated development environment, the core 

functions of Jamovi are presented, the installation for GNU7Linux, 

Windows, and MacOS is explained and screenshots of frequently conducted 

statistical analyses are provided. Additionally, the module support of Jamovi 

is presented, along with a use case scenario on developing further 

functionality for Jamovi using modules. Specifically, conducting meta-

analysis and Bayesian statistics using modules in Jamovi are explained 

through examples. 

1. INTRODUCTION 

One of the most important stages of scientific research, data analysis, was one conducted by 

hand and then by calculators. Today, various computer software is used to assist this process. 

The public access provided to data from wide-scale tests such as the Programme for 

International Student Assessment (PISA) and Trends in International Mathematics and Science 

Study (TIMMS), along with the rapid increase in the amount of data collected in social sciences 

have made statistical software an integral part of the quantitative research process. 

Muenchen (2019) determined the market shares of statistical software, concluding that IBM’s 

SPSS Statistics program was the most preferred software in academic studies as of the end of 

2018. Meanwhile, R has been referenced half as much as IBM’s SPSS Statistics program in 

academic articles. The situation may be attributed to the ease of use of SPSS through its 

graphical user interface, it being used extensively by academics for many years, and SPSS being 

the primary software used in statistics training and education. Despite lacking the ease of use 

of SPSS, as the second most popular software in the field, R has gained new functionality 

through packages published by researchers around the world due to its open source nature. R is 

a GNU project which is similar to the S language and environment which was developed at Bell 

Laboratories (Formerly AT&T, now Lucent Technologies) by John Chambers and colleagues 
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(R Core Team, 2019a). GNU is an acronym for GNU is Not Unix, and is a free operating system 

developed by Richard Stallman in 1983 (GNU, 2019). While R is free software developed based 

on this operating system, today it is capable of running on common operating systems such as 

GNU/Linux, Microsoft Windows, and Mac OS X. Developed on the free and open software 

philosophy of GNU, anyone may download and use R, study its code, modify it and distribute 

their modifications (R Core Team, 2019a). Screenshots of IBM SPSS Statistics v.20 and R may 

be compared in Figure 1. 

  
(a) IBM SPSS Statistics v26 for OS X (b) R v.3.6.0 (Console) for Windows 

Figure 1. Screenshots for IBM SPSS Statistics and R 

(a) Source URL: https://www.ibm.com/downloads/cas/RJBNRBVB 

As can be seen in Figure 1, while R only provides the user with a console screen, IBM statistics 

allows users to conduct any analysis they want (albeit any analysis the developers allow) with 

a few mouse clicks. While R may only have a console, it can download a package developed 

by a researcher from another part of the world with a simple install.packages() function and 

conduct any analysis. The analyses users may conduct in R are ‘limited’ to the more than 15000 

packages developed for R (R Core Team, 2019b). Additionally, users can develop their own 

packages and offer them for use by other researchers around the world. In this regard, while 

SPSS is a user-friendly program with limited functionality, R appears limitless but cumbersome 

in comparison. Considering researchers, especially those in social sciences, may not be skilled 

at coding, it’s easy to understand the reasoning behind the proliferation of IBM SPSS Statistics. 

1.1. Statistical Software and Resources 

The prevalent use of SPSS by academics allows them to transfer this use to future generations, 

namely students. 11 of the results on the first page of an Amazon.com search for books on 

statistics for social science are for IBM SPSS Statistics, while only two are results pertaining 

to R (Amazon, 2019). This situation is indicative of the prevalence of SPSS in statistics 

education. Teaching the use of proprietary software to undergraduate and graduate students 

encourages future professionals and researchers to use this proprietary software. 

1.2. R and Its Graphical User Interfaces / Integrated Development Environments 

As can be seen in Figure 1, the interface of R fundamentally consists merely of a screen terminal. 

While functions such as package loading, package retrieval, and statistical analysis is possible 

through the terminal, it is clearly not user-friendly. Therefore, various interfaces and integrated 

development environments aiming to ease the use of R were developed. RKWard, RStudio, 

JASP, and Jamovi are a few of them. 

https://www.ibm.com/downloads/cas/RJBNRBVB
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RKWard is a comprehensive interface developed for R (RKWard, 2019). It provides access to 

the R terminal and allows for point-and-click analyses through its interface. The Spreadsheet 

function allows variable definition and data entry, correlation, regression and average 

comparison along with item response theory analyses. RKWard is free software and a 

screenshot is presented in Figure 2. 

 

Figure 2. Screenshot for RKWard 0.7.0b 

RStudio is an Integrated Development Environment (IDE) that has become synonymous with 

R (RStudio, 2019). The greatest advantage of RStudio is the easy access it provides to the 

objects being studied and the graphs created in R. Additionally, it simplifies working with R 

scripts. Furthermore, RStudio has simplified creating project folders and version tracking 

through git while providing the possibility of writing cleaner R code through plugins. The basic 

packages developed for data science in R are gathered under tidyverse in RStudio. The Shiny 

package, which allows the creation of a web interface for R code, is also developed by RStudio. 

A screenshot for RStudio is presented in Figure 3. 

 

Figure 3. Screenshot for RStudio 
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JASP is a simple interface software developed on R (JASP Team, 2019). JASP stands out with 

its support for Bayesian methods, allowing the user to conduct Bayesian t-tests and Bayesian 

ANOVA with a few clicks. Additionally, JASP is capable of conducting tests using a frequentist 

approach and has gained powerful functions such as network analysis, machine learning 

algorithms, meta-analysis, and structural equation modeling through current modules. JASP 

supports many data formats such as cxv, xls, and sav, and allows for data analysis but does not 

allow for data manipulation. JASP runs on GNU/Linux, Windows, and MacOS, and can also 

be used online through Rollapp. A screenshot of JASP is provided in Figure 4. 

 

 

Figure 4. Screenshot for JASP 

Another free software based on R, and the locus of this article, is Jamovi. Detailed information 

on Jamovi is provided in the sections below. 

2. JAMOVI 

2.1. Developers  

Jamovi is being developed by a team who branched off from JASP developers and started 

running their own project (The Jamovi Project, 2019a). Jonathan Love, Damian Dropmann and 

Ravi Selker are members of this team. In their own words; “we found that our goals and 

ambitions consistently went beyond their scope, and decided the best way to move forward was 

to found a new project: the jamovi project” (The jamovi project, 2019b). 

Possibly the most significant point emphasized by the developers is the community-driven 

aspect. This means that users in the community may add new features to Jamovi by adding 

modules. Thus, Jamovi does not remain limited to the initiatives taken by the developer team. 

In this regard, Jamovi adopts a policy highly suited to the free software philosophy. 

2.2. Features 

Jamovi provides core functions such as data entry and manipulation, rule based data filtering 

and variable transformation, and computing with variables. Compatible with popular data file 

formats such as csv, RData, dta, and sav, Jamovi is capable of conducting many single and 

multiple variable analyses. Among these analyses are descriptive statistics, t-tests, ANOVA, 

ANCOVA, MANCOVA, linear and logistic regression, exploratory and confirmatory factor 

analysis, and nonparametric tests. 

Additionally, the module support of Jamovi allows developers to add new functionality if the 

so please. For example, Walrus for robust statistics and MAJOR for meta-analysis are modules 

developed and added to the Jamovi library. In this regard, Jamovi presents itself as a sufficient, 
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useful, and free tool for academic research in social sciences in addition to undergraduate and 

graduate level statistics courses. 

2.3. Installation 

Once the download link on the Jamovi web site is clicked, links for two different versions of 

Jamovi are presented. One of them is solid, while the other is the current release. While the 

solid version is more stable, the current version includes the latest features of Jamovi. While 

both versions are available for Windows and macOS, only the current version is provided for 

GNU/Linux and ChromeOS. All Jamovi releases are designed for 64-bit operating systems. 

The installation steps for Jamovi on GNU/Linux, Windows, and macOS are provided below. 

As the steps taken are very similar to GNU/Linux, the instructions for ChromeOS are not 

included in this report. 

2.3.1. Installing on GNU/Linux 

Jamovi for GNU/Linux distributions may be installed through Flatpak. Flatpak is a tool for 

compiling and distributing desktop applications in GNU/Linux distributions. Multiple 

programs may be installed with a single command through Flatpak. For installation, Flatpak 

must be installed on GNU/Linux. Flatpak may be installed by following the instructions at 

https://flatpak.org/setup/. There are instructions for multiple GNU/Linux distributions at this 

address. Within this article, installation was conducted on Pop_OS! 19.10, a GNU/Linux 

distribution based on Ubuntu. 

The following terminal command is entered for the installation of Flatpak: 

sudo apt install flatpak 

Following this command, the superuser (administrator) password will be requested for the sudo 

operation. Once the password is entered, installation begins. The Flatpak installation is 

confirmed through the dialog by pressing Y and the installation of Flatpak is completed. To 

install Flatpak programs, the Flatpak repositories need to be added. This is achieved with the 

following terminal command: 

flatpak remote-add --if-not-exists flathub 

https://flathub.org/repo/flathub.flatpakrepo 

Once the computer is restarted after this, the Terminal is opened once again and the following 

command is entered: 

flatpak install flathub org.jamovi.jamovi 

The dialogs are confirmed by pressing Y, and once the necessary files for Jamovi are 

downloaded, it is installed on the computer. 

2.3.2. Installing on Windows 

Once the desired version (solid or current) is downloaded, double clicking on the installation 

file initiates the installation. Once the Install button is clicked, Jamovi is installed and 

completed by clicking the Finish button. The three screens that appear during installation are 

presented in Figure 5. 

https://flathub.org/repo/flathub.flatpakrepo
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Figure 5. Jamovi Windows Installation Screens 

2.3.3. Installing on macOS 

Similar to the Windows installation, the desired version is downloaded. Double clicking on the 

Jamovi image within the downloaded file opens the program in a new window. This process is 

presented in Figure 6. 

 

Figure 5. Jamovi macOS Installation Screens 

2.4. First Look 

Following installation, Jamovi can be run by double clicking the shortcut icon. Additionally, it 

can be run from the terminal in GNU/Linux with the flatpak run org.jamovi.jamovi 

command. The first screen to be encountered in Jamovi is presented in Figure 7. 

 

Figure 7. Jamovi Initial Screenshot 

Data Panel Results Panel 
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Jamovi has Data and Analyses tabs at the top left corner. The Data tab provides processes 

regarding variables, while the Analyses tab is used to execute data analysis processes. The 

window is divided basically into two panels. The data is presented in the left panel, while the 

analysis results are presented in the right. When data analysis is to be conducted, a menu 

regarding the analysis is presented instead of the data panel. The options in the data tab are 

presented in Figure 8. 

 

Figure 8. Jamovi Data Tab 

Within the data tab, data pasting/copying, variable definition, calculation and transformation, 

variable addition and removal, and rule-based filtering can be conducted. A detailed image of 

the menus in the Analyses tab are presented in Figure 9. 

 

Figure 9. Jamovi Analyses Tab 

In this tab, the default analyses available upon the initial installation of Jamovi are listed. New 

analyses added through modules are added to this section.  By default, Jamovi is capable of 

conducting descriptive statistics, independent samples t-test, paired samples t-test, one sample 

t-test, Mann-Whitney U test, Wilcoxon signed rank test, one way ANOVA, repeated measures 

ANOVA, ANCOVA, MANCOVA, Kruskal-Wallis H test, Friendman test, Correlation, Linear 

regression, Logistic regression, χ2 Goodness of fit, χ2 test for association, McNemar test, Log-

Linear regression, reliability analysis, Principal Component Analysis, Exploratory Factor 

Analysis and Confirmatory Factor Analysis. Additionally, the assumptions of these tests may 

be tested using Jamovi. 

2.5. Data Setup 

Prior to data entry, the data must be defined. To do this, the Setup button under the Data tab is 

clicked and the screen presented in Figure 10 appears. 
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Figure 10. Data Setup Menu 

In this screen, the name of the variable is defined in the section marked 1, while an explanation 

regarding this variable may be entered in the field marked 2 if desired. The level of 

measurement for the variable may be defined in the field marked 3. What is interesting is that 

in addition to the continuous, ordinal, and nominal options, an option labelled ID is presented. 

This feature is useful for when participants of a study are assigned ID numbers and greatly eases 

data entry. The nature of the data to be entered, whether it be integer, decimal, or text, is 

specified through field 4. The field marked 5 is used to define the levels of nominal variables. 

2.6. Statistical Analyses 

The statistical analyses that Jamovi is capable of executing by default were presented in section 

2.4 First Look. The focus of this section is on how statistical analyses are conducted in Jamovi 

in detail, along with examples for descriptive statistics, independent samples t-tests, dependent 

samples t-tests, one-way ANOVA, correlation, linear regression, and exploratory and 

confirmatory factor analysis. 

2.6.1. Descriptive Statistics 

To conduct descriptive statistics in Jamovi, the Descriptives option is selected from the 

Exploration menu. The screen presented in Figure 11 appears following these actions. 

  1 

  2 

  3 

  4 

  5 
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Figure 11. Descriptive Statistics Menu 

As can be seen, the variables and analysis options are on the left, while the analysis results are 

on the right. Additionally, a reference section is presented for researchers to refer to this 

program in the studies in the APA style. 

On this screen, once the Statistics menu is opened; N, missing value, Quartiles, standard 

deviation, variance, range, minimum, maximum, standard error, mean, median, mode, sum, 

skewness, kurtosis statistics along with the Shapiro-Wilk normality test are presented. Under 

the Plots menu, the options presented are histogram, density, Q-Q, box-plot, violin and bar plots. 

As an example, if one were to require the descriptive statistics of total score based on sex, the 

sum variable is moved to Variables, while the gender variable is moved to the split by section. 

This is then followed by selecting the histogram graph and the Shapiro-Wilk test. The results 

of this analysis are presented in figure 12. 

 

Figure 12. Descriptive Statistics 

As can be seen from the figure, the descriptive statistics are calculated and presented separately 

based on gender. 
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2.6.2. Independent Samples t Test 

Indepentent samples t-tests, which are conducted to compare the arithmetic means of two 

indepentent samples (Field, 2013) may be executed by clicking on the Independent Samples T 

Test option under the T-Tests menu. This menu is presented in Figure 13. 

 

Figure 13. Independent Samples t Test Menu 

The dependent variable is assigned to the dependent variables field, while the independent 

variable is assigned to the grouping variable field. The options for the test include a Student t-

test for equal variance, a Welch test for unequal variance, and a Mann-Whitney U test as a 

nonparametric test. Analysis results may be obtained based on two-way or one-way hypotheses, 

and tests such as the effect size, descriptive statistics, normality, and variance equality may all 

be requested under a single menu. 

For examples, to determine if there is any significant difference between the academic 

achievement of students in groups A and B, the findings of the independent samples t-test 

results are presented in Figure 14. 
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Figure 14. Independent Samples t-Test Output 

As can be seen, the assumption test, test results, and effect size for the independent samples  

t-test may be requested from the same menu and the outputs may be portrayed in the same 

section. 

2.6.3. Paired Samples t Test 

The comparison of the means of two dependent measurements are conducted using a paired 

samples t-test (Navarro & Foxcroft, 2019). To this end, under the T-Tests button in Jomavi, the 

Paired Samples T-Test path is selected. Jamovi’s menu for paired samples t-tests is shown in 

Figure 15. 



Int. J. Asst. Tools in Educ., Vol. 6, No. 4, (2019) pp. 670–692 

 681 

 

Figure 15. Paired Samples t Test Menu 

In this menu, the selection between paired samples t-test and the Wilcoxon signed-rank test as 

a nonparametric test may be done. Additionally, the assumptions to be tested may be determined 

as either one-way or two-way. Information regarding assumptions such as effect size, 

descriptive statistics and normality tests may also be requested. The results of a simple paired 

samples t-test with effect size and normality tests is presented in Figure 16. 

 

Figure 16. Paired Samples t-test Output 

As can be seen from the output, the assumption tests and paired samples t-test results are 

presented in the same section. 
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2.6.4. One Way ANOVA 

When comparing the means of more than two groups, one-way ANOVA is used (Kline, 2009). 

In Jamovi, this is done by selecting the One Way ANOVA path under the ANOVA menu and 

results in a menu such as the one presented in Figure 17. 

 

Figure 17. One Way ANOVA Menu 

Descriptive statistics, assumption tests, and post-hoc tests are accessible through the One Way 

ANOVA menu in Jamovi. However, as may be noticed, post-hoc tests such as effect size and 

Bonferroni are not present in this section. Options for these exist under the ANOVA route of the 

ANOVA menu in Jamovi. This menu tree is presented in Figure 18. 

 

Figure 18. ANOVA Menu 
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The results of the analysis conducted using the options under the ANOVA menu are presented 

in Figure 19. During these tests, the η2 and partial η2 effect size calculations were also selected, 

while the Bonferroni post-hoc test was selected to determine variance homogenity and 

normality. 

 

Figure 19. ANOVA Output 

As can be seen, the ANOVA results, effect sizes, assumption tests and post-hoc test results are 

presented in the same section. 

2.6.5. Correlation 

When the correlation coefficient is to be calculated to provide information regarding the 

direction and size of a relationship between two variables (Warner, 2008), the Regression menu 

in Jamovi is chosen and the Correlation Matrix is selected. This is followed by a menu 

presented to users as portrayed in Figure 20. 

 

Figure 20. Correlation Menu 
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Using this menu, the variables for which a correlation coefficient is to be calculated are selected, 

and either one, several, or all of the options for Pearson product-moment correlation coefficient, 

Spearman rank correlation coefficient, or Kendall’s tau-b coefficient are selected. The 

researcher selects the appropriate options of meaningful coefficients, confidence intervals, 

graphs for the correlation matrix, and the one-way or two-way nature of the hypotheses being 

tested. An example for the correlation test output is presented in Figure 21. 

 

Figure 21. Correlation Output 

As shown, a correlation matrix was created from the correlation coefficients between the three 

variables. Additionally, two types of correlation coefficients were reported with their p values 

as both Pearson and Spearman were selected. 

2.6.6. Linear Regression 

When one or more predictor variable and one dependent variable is to be estimated, linear 

regression is utilized (Navarro & Foxcroft, 2019). To execute linear regression in Jamovi, 

Linear Regression is selected under the Regression menu as shown in Figure 22. 

 

Figure 22. Regression Menu 
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In this menu, predictor and dependent variables may be defined, and from the assumption 

control section autocorrelation tests, collinearity statistics, normality tests, and residual plots 

may be requested. In addition to the R, R2, and adjusted R2 values to determine the fit of the 

regression model, RMSE, F test, AIC and BIC values may also be calculated. Furthermore, 

standardized coefficients may be retrieved from the Model Coefficients section. The output of 

a simple multiple regression analysis is provided in Figure 23. 

 

Figure 23. Linear Regression Output 

As can be seen from the output, the Durbin-Watson statistic, VIF, and Tolerance values along 

with the coefficients of the variables in the model are calculated. Additionally, if the F Test is 

selected in the Model Fit section, the meaningfulness of the model as a whole is tested. 

2.6.7. Exploratory Factor Analysis 

In order to reveal the findings of the construct validity of a measurement tool, EFA is used 

when there is no strong a priori regarding the components of the structure intended to measure 

(Henson & Roberts, 2006). PCA is also used for similar purposes to EFA when there is no 

strong a priori regarding the structure and it is thought to be equivalent to EFA; however, the 

mathematics it uses makes simple mathematical groupings instead of revealing the latent 

variable in behavioural sciences, and therefore, it is thought to give biased results (Fokkema & 

Grieff, 2017). The screen of an EFA in practice is presented in Figure 24. 
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Figure 24. Exploratory Factor Analysis Menu 

Firstly, all of the items required to be within the scope of the analysis are entered into the box 

on the right. From the Method heading in the menu, the Extraction section is used to select 

Exploratory Factor Analysis. The Rotation section right beneath contains the oblique or 

orthogonal rotation methods to be used in creating the factor structure. The Number of Factors 

section refers to the method to be used in determining the number of factors and contains the 

options for Eigenvalue or Parallel Analysis (Horn, 1965). Also in this section, the option to 

limit the number of dimensions based on an a priori is presented. On the top right of the menu, 

in the section regarding the testing of the assumptions of the analysis, the options for Bartlett’s 

test and KMO which is an analysis regarding the factorizability of items are selectable. In the 

Factor Loadings section right beneath lies a section in which the lowest factor load to be 

reported can be determined. In the Additional Output section of the analysis, options such as 

Scree plot, and Model fit measures to obtain fit indices similar to interdimensional correlation 

or structural equation modeling applications are presented. An output exemplifiying this 

practice is shown in Figure 25. 
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Figure 25. Exploratory Factor Analysis Output 

2.6.8. Confirmatory Factor Analysis 

CFA is used to determine whether or not the predicted structure is present in the dataset at hand 

in cases where a strong a priori regarding the structure is apparent to the researcher (Brown, 

2015). Therefore, it may be stated that CFA is used when a new or previously developed scale 

for a structure with theoretically sound dimensions is to be used on a different sample or adapted 

to a different culture. An example for a 5-item single dimension scale in a CFA application is 

presented in Figure 26. 
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Figure 26. Confirmatory Factor Analysis Menu 

In the top of the screen seen in Figure 26, the section in which the dimensions for the items to 

be analyzed are defined can be seen. Here, the latent variable is given a name and the items 

related to it are moved to the box below it. If there is more than one dimension in the scale, the 

“Add new factor” command is clicked and in the new box that opens, the same process for the 

first latent variable is repeated for the new factor. 

The Residual Covariances tab is used to define the covariance between the residual variances 

of the observed variable to improve the model-data fit when necessary. However, to conduct 

this operation, the Modification indices command under the Additional Output tab at the bottom 

must be selected to obtain the suggested modifications. Under the Options heading, the 

functions regarding how to deal with missing values are present under Missing Values Method 

while the latent variable scale assignment which needs to be performed before analysis in 

structural equation modeling techniques can be done through the Constraints function. In the 

Estimates tab lie the Results and Statistics sections. The z and p values and confidence intervals 

for the estimated factor loads may be requested from here. In the Model Fit tab, the reported fit 

indices regarding the model-data fit in structural equation modeling are presented. While the 

values for χ2, CFI, TLI, and RMSEA are provided as default, the values for SRMR, AIC, and 

BIC may also be selected. Lastly, the path diagram for the visualization of the model may be 

requested from the Additional Output tab mentioned previously on the subject of modification 

indices. The output obtained for this model is presented in Figure 27. 
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Figure 27. Confirmatory Factor Analysis Output 

2.6.9. Reliability 

Reliability, in a broad sense, refers to the degree to which the measurement tool is free of 

random faults (Baykul, 2000). While reliability also has other definitions and meanings, its 

most frequent use is through the Cronbach Alpha (α) coefficient as an indicator of internal 

consistency due to its applicability and interpretability (Padilla & Divers, 2016). In addition to 

Cronbach’s α, Jamovi also allows for the reporting of McDonald’s Omega (ω) coefficient, 

which has lately been included in recent research as “composite reliability”, as an indicator of 

reliability in the sense of internal consistency. 

The Reliability tab under the Factor option in Jamovi results in the screen shown in Figure 28. 

 

Figure 28. Reliability Analysis Screen 
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On the screen portrayed in Figure 28, first the items to be used in the analysis are selected and 

moved to the box on the right. In the Scale Statistics section, the options to request Cronbach’s 

α and McDonald’s ω coefficients along with the arithmetic mean and standard deviation of the 

scale are presented. Under the Item Statistics section are values regarding items. Here, the 

change in the reliability coefficient, arithmetic means of the items, and standard deviation in 

the event that any one item is removed from the scale along with the correlation of each 

individual item with the test as a whole may be requested. In the Additional Options section, 

the correlation of items with each other is presented with a heat map. The Reverse Scaled Items 

tab at the bottom aids in determining items with inverted meanings to speed up processes. The 

outputs of Reliability analyses are shown in Figure 29. 

  

Figure 29. Reliability Analysis Output 

2.6. Extending Features through Modules  

Beyond the basic analyses Jamovi provides, other analyses may be conducted through modules. 

The Modules button can be used to see, review, and load modules developed for Jamovi  

(Figure 30). 

 

Figure 30. Modules Menu 

By following the Modules and Jamovi library path, all of the modules that can be loaded can 

be listed as shown in Figure 31.  

As of the date this article was written, the Jamovi module library was home to many modules 

such as, Rj which allows R code to be run in Jamovi, jpower which allows for Power analysis, 

GAMLj for linear models, jsq for Bayesian methods, and MAJOR for meta-analysis. Jamovi 

modules continue to expand with the contributions of developers. 
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Figure 31. Jamovi Modules 

2.7. Options 

Jamovi has certain basic options regarding theming and number portrayal. Clicking on the three 

dots on the top right corner provides access to these settings. The settings menu that appears is 

shown in Figure 32. 

 

Figure 32. Jamovi Options 

From this menu, basic options such as number and p value format, showing or hiding references, 

and graphics themes can be set. 
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3. AVAILABILITY 

To download Jamovi, visit https://www.jamovi.org, and to access the source code of the jamovi 

project visit the github page at https://github.com/jamovi/. Additionally, a detailed explanation 

of Jamovi prepared by Navarro and Foxcroft (2019) is available as a free e-book from 

https://www.learnstatswithjamovi.com/. 
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Abstract: Assessments are conducted to determine the effectiveness of 

learning. One type of these assessments are formative assessment, which 

aims to fill the gap between the learner's present situation and the desired 

situation by giving feedback to learners. For this purpose, Classroom 

Response Systems can be used in large groups. Paper-based tests, Kahoot, 

Quizizz, and, Plickers were used for formative assessment. Multiple-choice 

tests can be created for students with these applications. Students can 

connect to Kahoot and Quizizz applications via any computer, tablet or 

mobile phones with an internet connection and answer the questions in the 

test. For the Plickers application, the questions are displayed by the 

instructor in an area that all students can see. Students indicate their 

responses by lifting their paper which has QR code. The instructor scans 

these QR codes with the help of a mobile device and the students' answers 

are seen directly. In this context, the perceived usefulness and behavioral 

intention of the students to use different classroom response systems were 

investigated. The research was conducted with freshman students at a state 

university and continued for four weeks. Different applications were 

presented to the students as like that a paper-based test, Kahoot, Quizizz, 

and Plickers. When the findings were examined, it was found that students 

noted Kahoot, Quizizz, and Plickers applications were statistically more 

useful than the paper-based test. Based on these results, it can be said that 

students prefer to use technology-supported classroom response systems 

instead of the paper-based test. 

1. INTRODUCTION 

Assessment is a basic component of effective learning (Bransford, Brown, & Cocking, 2000). 

there were two instructional assessments as formative and summative in the past. Nowadays 

assessment was reclassified as Assessment of Learning (AoL), Assessment for Learning (AfL) 

and Assessment as Learning (AaL). While AoL corresponds to the summative assessment (SA), 

the formative assessment (FA) is divided into two subgroups as AfL and AaL. FA aims to 

reform the learning (Bayrak & Yurdugül, 2016). One of the foundation of FA is to fill the gap 

between the desired purpose and the existing situation of the learner (Black & Wiliam, 1998). 
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Formative assessment is a process in which various tools and strategies are used to determine 

what the student knows, to improve learning and to plan future teaching (Pinchok & Brandt, 

2009). Quality feedback is the key feature of FA (Black & Wiliam, 1998). Feedback contains 

important information about students' learning. This information is important for the instructor 

(AfL) to restructure teaching, and important for students (AaL) to increase their learning 

awareness and improvelearning experiences.  

However, due to the crowded classrooms, the instructors have some problems in both preparing 

questions and giving feedback about missing concepts (Bayrak & Yurdugül, 2016). At this 

point, classroom response systems (CRS) which can be applied to large masses, helped to solve 

this problem. It is possible to give immediate and quality feedback to the students and 

instructors through CRS (Kay, 2009; Lucke, Keyssner, & Dunn, 2013; Fuller & Dawson, 2017). 

Within the scope of this research, CRSs are discussed in the context of FA because by nature 

these systems are used for formative assessment (Beatty, Gerace, Leonard, & Dufresne, 2006). 

Determination of perceived usefulness and behavioral intention are important for using the 

CRSs. These concepts are explained by acceptance and adoption theories and models. 

Perceived usefulness, ease of use, facilitating conditions and social influence factors play an 

important role in acceptance and adoption theories and models (Usluel & Mazman, 2010). And 

also, the level of perceived usefulness by the individual about innovation is directly related to 

use (Rogers, 2003). Therefore, in the context of this research, perceived usefulness and 

behavioral intention were included. Usluel and Mazman (2010) define perceived usefulness as 

the belief that individuals will increase performance by using something new. Behavioral 

intention is defined as individual readiness of display behavior (Fishbein & Ajzen, 1975). 

Within the scope of this study, perceived usefulness and behavioral intention about different 

classroom response systems were investigated.  

1.1. Classroom Response System (CRS)  

It is seen that CRS has a history of approximately 60 years. The purpose of these systems, which 

were introduced in the 1960s (called electronic response systems in the 1960s), is to give 

learners immediate feedback on multiple-choice questions and to inform teachers about the 

understanding of learners (Judson & Sawada, 2002). It is possible to determine which concepts 

are missing or misunderstood by the learners through feedback presented to the instructors. It 

also provides feedback to instructors on what subjects are needed for extra teaching and in 

which topics students are successful (Bartsch & Murphy, 2011). In addition, the instructors can 

provide information about the item difficulty and item discrimination, or information about 

distractors. And also, the systems can provide feedback to learners about individual 

shortcomings. 

CRSs are technologies which used to encourage active learning (Martyn, 2007). Through 

integrating the CRS to curriculum design, a new communication channel is provided and the 

classroom interaction between the learner and the instructor can be changed (Siau, Sheng, & 

Nah, 2006). CRSs are enjoyable and helpful systems that create a communication channel 

between learners and tutorials in very large classroom environments (Vetterick, Garbe, Dähn, 

& Cap, 2014). These systems can be used in very large masses or with small groups. CRS has 

the following features; 

 Presentation and ask questions 

 Learner response and display 

 Data management and analysis (Deal, 2007). 

Using CRS has some difficulties and researchers should pay attention to these issues. These 

difficulties are expressed by Feldman and Capobianco (2003) as follows: 
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 Create and adaptive appropriate questions 

 Create productive classroom environments 

The quality of the questions which are prepared in these systems is very important. The learning 

environment must be increased learner engagement and giving adequate time to students for 

responding to the questions (Lucke, Keyssner, & Dunn, 2013). Learning environments should 

be provided with a high level of interaction in order to provide productive classroom 

environments. In this context, two important characteristics of interaction communication and 

engagement are encountered (Sims, 2003). In other words, learning environments must be 

haven some features as increase engagement and encoure communication.  

In the literature, it’s seen that; CRSs increase learner engagement, participant, and peer 

interaction (Martyn, 2007; Lucke, Keyssner, & Dunn, 2013; Petto, 2019; Cheng & Wang, 2019; 

Yılmaz & Karaoğlan Yılmaz, 2019). Another result is that these systems contribute to learning 

outcomes by increasing their interaction with lectures, tutorials, and other learners (Bartsch & 

Murphy, 2011; Lucke, Keyssner, & Dunn, 2013; Yang et al., 2019). The literature review study 

shows that (Kay & LeSage, 2009); 

 In general, learners have a positive attitude. 

 In the classroom, these systems increased participation, attention, and engagement. 

 In the context of learning, it provides interaction and discussion environments, improves 

learning performance and quality of learning. 

 Giving feedback, formative assessment, and compare features are expressed as positive 

characteristics  

Recently, it is possible to say that CRS development and diversity have increased through the 

improvement of web technologies. As a question type in addition to multiple-choice questions, 

drag-and-drop, puzzle, and similar applications can also be developed. In addition to integrating 

the elements of gamification into the systems, more enjoyable and entertaining environments 

have been started to be developed. In the context of data management and analysis, not only 

descriptive analysis but also more advanced analysis and presentation of this information have 

become feasible.  

The aim of this study, determining perceived usefulness and behavioral intention levels of using 

different classroom response systems by students. For this purpose, the following sub-problems 

were tried to response: 

I. Are there any differences in learners’ perceived usefulness levels about different CRS? 

II. Are there any differences in learners’ behavioral intention levels about different CRS? 

2. METHOD 

In this section research design, participants, data collection tools, data analysis, implementation 

process and, CRSs used for this study are presented. 

2.1. Research Design 

This study was structured as survey research. The main purpose of survey research studies is 

to define the character in a sample (Fraenkel, Wallen, & Hyun, 2011). Within the scope of 

this research, the perceived usefulness and behavioral intention of using different classroom 

response systems by students were tried to be determined.  

2.2. Participants 

The participants of the research are junior students who are assigned Information Technologies 

course at a public university. Different applications were presented to the students as like that 

a paper-based test, Kahoot, Quizizz, and Plickers. Respectively, 61, 60, 59 and 54 students 

participated in these applications. Participants were from three different departments as 
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Preschool Education, Social Sciences Education, and Guidance and Counseling. The data 

collection tool was applied to the students at different times after each application. So there are 

four demographic information about the participants. Detailed information about the 

participants is presented in the findings section.  

2.3. Data Collection Tools 

“Computer Based Assessment Acceptance Model Scale” was used as data collection tools. The 

scale includes six factors as “perceived usefulness, perceived ease of use, computer self-efficacy, 

social impact, content, and behavioral intention”. But within the scope of this research, is 

limited to only two factors. The scale developed by Yurdugül and Bayrak (2014) was used in 

order to determine the characteristics of students' perceived usefulness and behavioral intention. 

There are three items for perceived usefulness and three items for behavioral intention factors. 

The scale form was a five-point Likert scale as “Strongly Agree (5)”, “Agree (4)”, “Undecided 

(3)”, “Disagree (2)” and “Strongly Disagree (1)”. The Cronbach Alpha reliability coefficient 

for the behavioral intention 0,89 and for the perceived usefulness 0,90 was calculated by 

Yurdugül and Bayrak (2014). Within the scope of this research, Cronbach Alpha reliability 

coefficients were calculated for each application separately. The obtained reliability 

coefficients are presented in Table 1. 

Table 1. Cronbach Alpha reliability coefficients of the factors 

Structure Paper-based test Kahoot Quizizz Plickers 

Behavioral intention 0,93 0,94 0,91 0,94 

Perceived usefulness 0,88 0,80 0,83 0,76 

According to Table 1, the reliability coefficients are between 0,76 and 0,94 for the scale 

structures. If these coefficients are greater than 0,70, the results are reliable (Nunnally & 

Bernstein, 1994; as cited in Yurdugül & Bayrak, 2014). It is possible to say that the factors are 

reliable. 

2.4. Data Analysis 

In order to determine differences in the students' perceptions of usefulness and behavioral 

intention based on the different applications, ANOVA was utilized. Prior to this analysis, 

assumptions (normal distribution and homogeneity of variances) were tested. For this purpose, 

firstly, whether there is an extreme value or not was examined. There were no extreme values 

in the dataset. After this process, in order to ensure the assumptions square transformation was 

utilized. Then, analyses were done and the findings were interpreted. 

2.5. Classroom Response Systems 

Within the scope of this research Kahoot, Quizizz and Plickers were chosen and applied as CRS. 

These CRSs were compared to each other and compared to the paper-based test. In this section, 

information about the CRSs is given. 

2.5.1. Kahoot 

The Kahoot application is available at https://kahoot.com/. In this application, multiple-choice 

tests can be created for students. The test is created by the instructor and a game pin number is 

given to the learners. Students can connect to this application with any computer, tablet or 

mobile phone with an internet connection and answer the questions in the test. Figure 1 and 

Figure 2 show screenshots of this application. 

https://kahoot.com/
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Figure 1. Kahoot application     

 

Figure 2. Pin number for Kahoot 

As seen in Figure 1, a test consisting of eight questions about the “Information Technology – 

Operating Systems” course was prepared and presented to the students and each question had 

four choices. Figure 2 shows the pin number for the students who want to join the game. The 

students entered the pin number at https://kahoot.it/ and after the test was started by the 

instructor, they answered the questions. There was a different time limit for each question as 

five, ten, twenty, and thirty seconds. While the Kahoot application was applied, the students 

saw the questions on the board via a projector and they responed the questions with their 

computers or mobile devices. Then, the details about the test results were presented to the 

students. Finally, the details of the application were introduced to the students and students 

developed a trial test in order to have an experience.  

2.5.2. Quizizz 

The Quizizz application is available at https://quizizz.com/. In this application, multiple-choice 

tests, puzzle, drag, and drop practice can be created for students. Figure 3 and Figure 4 show 

screenshots of this application. 

https://kahoot.it/
https://quizizz.com/
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Figure 3. Quizizz test 

 

Figure 4. Pin number for Quizizz 

As seen in Figure 3, a test consisting of eight questions about the “Information Technology - 

Computer Networks” course was prepared and presented to the students. Figure 4 shows the 

pin number for the students who want to join the game. In this application, the students can see 

and response the test questions on their own computer tablet or mobile phone. With the 

projection device, instant scores and performances of the learners were displayed. And the 

details about the test results were presented to the students. Then, the details of the application 

were introduced to students and they developed a trial test in order for them to have experience. 

2.5.3. Plickers 

The Plickers application is available at https://get.plickers.com/. The Plickers application is 

similar to clickers, which is another CRS. However, each student is not given a clicker to carry 

out this practice; the students are given a paper-based defined to themselves with QR code. The 

questions were displayed by the instructor in an area that all students can see. Students indicated 

their responses by lifting this paper. The instructor read these QR codes with the help of a 

mobile device and the students' responses were seen directly. Not every student needs a 

computer, phone or tablet to perform this application. 

 

https://get.plickers.com/
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2.6. Implementation Process 

The implementation period continued for four weeks. This study was conducted in 

“Information Technology” course and, about “Basic Concepts of Information Technology”, 

“Operating Systems”, “Computer Networks” and “Information Technology Ethics” subjects. 

Each week, the course subjects were explained and presented. In the next lesson, the students 

were tested in accordance with the applications. After the test, the students completed the scale 

forms online in order to determine the perceived usefulness and behavioral intention. In this 

study, the tests consisting of eight questions were prepared by the researcher. Totally four tests 

were developed, one for each subject. The aim of the development of these tests is to give the 

learners an opportunity toexperience with paper-based, Kahoot, Quizizz and Plickers 

applications. So the validity and reliability analyses were not performed. The implementation 

process is presented in Figure 5. 

 

Figure 5. Implementation process 

As it is shown in Figure 5, firstly the course subjects were explained. Then, the tests were 

applied in different types as paper-based, Kahoot, Quizizz, and Plickers app. In the next step, 

the application was introduced and students developed a practice at these applications. In the 

last stage, scale forms were applied to get the students' opinions about these practices. Detailed 

information about the findings is given in the findings section. 

3. FINDINGS 

This section contains detailed information about data analyses and findings. Firstly, descriptive 

information about the students who participated in the research are presented. Then, the findings 

obtained in the form of sub-problems is presented. Within the scope of this research, a four-

week implementation was conducted with the students. Information about students who 

participated in each practice is presented in Table 2. 

Table 2. Descriptive information about the students who participated in each practice 

Division Paper-based test Kahoot Quizizz Plickers 

Preschool Education 26 25 19 20 

Guidance and Counseling 6 12 11 8 

Social Sciences Education 29 23 29 26 

Total 61 60 59 54 
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As it is shown in Table 2, 61 students participated in the paper-based test, 60 students 

participated in Kahoot, 59 students participated in Quizizz and 54 students participated in 

Plickers practices. The analyses were executed based on these students’ responses. The findings 

are presented as sub-problems. 

3.1. Findings about Perceived Usefulness 

The first one of the hypotheses included in this study is to examine the perceived usefulness of 

the applications used. In order to examine this, one-way analysis of variance was performed. 

Before the analysis, normal distribution and homogeneity of variances were tested. The results 

of these analyses are presented in Table 3. 

Table 3. Results of the normal distribution and homogeneity of variances perceived usefulness  

Descriptive statistics for normal distribution Homogenity of variance 

Skewness -0,88 Levene statistic 5,28 

Skewness std. error 0,14 Sig. 0,00* 

Skewness/std error -6,29   

Kurtosis 1,41   

Kurtosis std. error 0,28   

Kurtosis/std error 5,03   

*(p<0,05) 

According to Table 3, it is seen that the assumptions required for performing one-way ANOVA 

(normal distribution and homogeneity of variance) are not ensured. In order to ensure these 

assumptions, Levene test results should be statistically insignificant and skewness/std. error and 

kurtosis/std. error values should be between +1,96 and -1,96 (Field, 2005). Transformations 

must be executed in order to provide the assumptions (Tabachnick, Fidell & Ullman, 2007). As 

a result of the analyses, it was seen that the assumptions were not provided and the square 

transformation was performed. Results about normal distribution and homogeneity of variances 

after transformation are presented in Table 4. 

Table 4. Results of the normal distribution and homogeneity of variances after transformation for 

perceived usefulness  

Descriptive statistics for normal distribution Homogenity of variance 

Skewness -0,08 Levene statistic 2,28 

Skewness std. error 0,14 Sig. 0,60 

Skewness/std error -0,57   

Kurtosis 0,27   

Kurtosis std. error 0,28   

Kurtosis/std error 0,95   

p<0,05 

As it is shown in Table 4, after the transformations, both normal distribution and homogeneity 

of variances were obtained. After this stage, one-way ANOVA was performed. Descriptive 

statistics were presented based on raw data. Square values were utilized for performing one-

way ANOVA. The descriptive information of the analysis is presented in Table 5. 

Table 5. The descriptive information about perceived usefulness 

Application N X̅ SD 

Paper-based test 61 10,62 2,65 

Kahoot 60 12,20 1,53 

Quizizz 59 12,00 2,01 

Plickers 54 11,11 1,90 
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As it is seen in Table 5, it can be said that the averages of different applications (paper-based 

test  X̅ =119,77; Kahoot  X̅ = 151,77; Quizizz X̅ = 148,00;  Plickers X̅ = 127,03)  are 

heuristically different. But, in order to use this expression, this situation needs to be statistically 

tested. The results of variance analysis are presented in Table 6. 

Table 6. The results of variance analysis about perceived usefulness  

 
Sum of 

squares 
df 

Mean 

Square 
F Sig. Differences 

Between 

Groups 

42614,34 3 14204,78 7,17 0,00 Kahoot>Paper-based test; 

Kahoot>Plickers 

Quizizz>Paper-based test 

Within 

Groups 

455885,05 230 1982,11    

Total 498499,39 233     
(p<0,05) 

According to Table 6, it is seen that there is a statistically significant difference in perceived 

usefulness (F(3, 230)=7,17; p<0,05) according to the applications used in the classroom. In 

order to determine the difference between the groups, the Tukey test was conducted as a Post 

Hoc test. According to the results of the Tukey test, there is statistically significance. It was 

observed that a) the students' perceived usefulness to use Kahoot (X̅ = 12,20; s = 1,53) instead 

of paper-based test (X̅ = 10,62; s=2,65); b) the students' perceived usefulness to use Kahoot (X̅ =

12,20; s = 1,53 ) instead of Plickers ( X̅ = 11,11; s = 1,90 ); and c) the students' perceived 

usefulness to use Quizizz (X̅ = 12,00; s = 2,01) instead of paper-based test (X̅ = 10,62; s=2,65) 

were statistically higher.  

3.2. Findings about Behavioral Intention 

The other hypotheses included in this study is to examine the behavioral intention of the 

applications used. In order to examine this, one-way ANOVA was performed. Before the 

analysis, normal distribution and homogeneity of variances were tested. The results of these 

analyses are presented in Table 7. 

Table 7. Results of the normal distribution and homogeneity of variances behavioral intention  

Descriptive statistics for normal distribution Homogenity of variance 

Skewness -0,73 Levene statistic 3,34 

Skewness std. error 0,14 Sig. 0,01* 

Skewness/std error -5,21   

Kurtosis 0,50   

Kurtosis std. error 0,28   

Kurtosis/std error 1,79   

*p<0,05 

According to Table 7, as a result of the analyses, it was seen that the assumptions were not 

ensured and square transformation was performed. Results about normal distribution and 

homogeneity of variances after transformation is presented in Table 8. 

As it is shown in Table 8, after the transrormations, both normal distribution and homogeneity 

of variances were obtained. After this stage, one-way ANOVA was performed. Descriptive 

statistics were presented based on raw data. Square values were utilized for performing one-

way ANOVA. The descriptive information of the analysis is presented in Table 9. 
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Table 8. Results of the normal distribution and homogeneity of variances after transformation for 

behavioral intention  

Descriptive statistics for normal distribution Homogenity of variance 

Skewness 0,06 Levene statistic 1,95 

Skewness std. error 0,14 Sig. 0,10 

Skewness/std error 0,43   

Kurtosis -0,29   

Kurtosis std. error 0,28   

Kurtosis/std error -1,04   

p<0,05 

Table 9. The descriptive information about behavioral intention 

Application N X̅ SD 

Paper-based test 61 9,86 3,37 

Kahoot 60 11,55 2,21 

Quizizz 59 11,28 2,43 

Plickers 54 10,50 2,60 

As can be seen in Table 9, it can be said that the averages of different applications (paper-based 

test  X̅ =108,59; Kahoot  X̅ = 138,22; Quizizz X̅ = 133,25;  Plickers X̅ = 116,91 ) are 

heuristically different. But, in order to use this expression, this situation needs to be statistically 

tested. The results of variance analysis are presented in Table 10. 

Table 10. The results of variance analysis about behavioral intention  

 Sum of squares df Mean Square F Sig. Differences 

Between 

Groups 

34356,66 3 11452,22 3,88 0,1 None 

 

Within 

Groups 

678522,66 230 2950,01    

Total 712879,32 233     

(p<0,05) 

According to Table 10, it is seen that there is not a statistically significant difference in 

behavioral intention (F(3, 230)=3,88; p>0,05) according to the applications used in classroom.  

4. DISCUSSION and CONCLUSION 

CRSs provide feedback to instructors on what subjects are needed for extra teaching and in 

which topics students are successful (Bartsch & Murphy, 2011).  Besides, CRSs give learners 

immediate feedback on multiple-choice questions (Judson & Sawada, 2002). This feedbacks 

provide important tips for formative assessment. In order to use these systems, in the first step 

teachers and candidate teachers should be informed about these systems or environments. In 

the second step, they should think that these systems are useful and they want to use them. So, 

in the context of this research, the students had an experience with different CRSs as Kahoot, 

Quizizz, and Plickers. And then students’ perceived usefulness and behavioral intention 

structures about the CRSs were investigated. In the literature, it is concluded that the use of 

CRS is easy to use, useful by learners, increasing interaction and engagement (Siau et al., 2006; 

Martyn, 2007; King & Robinson, 2009; Sievers et al., 2012; Keyssner & Dunn, 2013; Wu, Wu, 

& Li, 2019). CRS tools provide immediate feedback (Kay, 2009). Black and William (1998) 

stated that quality feedback is the key feature of FA. So, these tools can be utilized as a FA tool 
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in the classroom. And also, more enjoyable and competitive classroom climate can be created 

through CRS.  

This research was conducted in a computer laboratory with internet connection. So, there was 

no problem with the internet connection or physical infrastructure. CRSs are technologies that 

are used to promote active learning (Martyn, 2007). So, learning environments should be 

structured to encourage students and increase students’ engagement. And also, learners must be 

an active part of the learning process in these environments. However, it should be noted that 

the essential hardware and physical infrastructure should be provided when using these systems 

because the inability to provide productive classroom environments is one of the problems 

encountered in the effective use of these systems (Feldman & Capobianco, 2003). If the 

researcher/instructor/tutor wants to use CRS, it is important that each student must have a 

mobile device or computer with an internet connection. In addition, if the questions will be 

displayed to the students on a single screen, the screen should be positioned where all the 

students can see the questions. 

Nowadays the CRSs present much detailed information to the instructors such as a) individual 

performance, b) performance of the group, c) correct response rate on for each question, and d) 

the response time of each question. This information is very important for the application. Based 

on this information, environments or applications can be reconstructed or reorganized. And for 

these systems, one of the usage points to be considered is to give the student enough response 

time (Lucke, Keyssner, & Dunn, 2013). Otherwise, the effectiveness of the learning 

environment will be affected negatively. Besides, the addition of the elements of gamification 

as a leader board, and badges provides opportunities for the learning environment to make it 

more enjoyable and to see their status according to their peers. In addition to these, the studies 

and applications should be integrated well into the curriculum (Sims, 2003). 

Within the scope of this study, perceived usefulness and behavioral intention of using CRS 

were examined by comparing both the paper-based test and each other unlike studies in the 

literature. This research is limited to perceived usefulness and behavioral intention structures 

of the acceptance and adoption theories and models. For future research, the other structures of 

the acceptance and adoption theories and models as perceived ease of use, social impact, content 

and etc. structures could be examined. In addition to this, these structures can be tested by 

structural equation modeling. 

This study was structured as survey research.  And findings are limited to the self-report scale 

data. In this context for future research, experimental design can be constructed or organized.  

In this way, the effectiveness of CRSs systems in the context of formative assessment can be 

demonstrated more clearly. The other suggestion is to conduct this research with a higher 

number of students/participants group. Thus, it may make possible to present more clear 

findings which is generalizable to the population. 
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Abstract: The aim of this study is to develop a science attitude scale (SAS). 

For that purpose, the literature review has been done for suggestions for creating 

scales and a new draft scale developed. The draft scale was analyzed by 

specialists and a pilot study is done after its approval by experts. The SAS is 

prepared with 21 items and among these, 11 items are reverse-coded. The SAS 

consists of Likert-type items. The sample of the study consists of 154 college 

students studying at the Faculty of Education, Elementary Science Education, 

and Elementary Education departments. Principal axis factoring with 

orthogonal rotation (varimax) was used for exploratory factor analysis. Factor 

eigenvalues were checked with respect to parallel analysis and numbers of the 

factors were determined with respect to the analysis. Items that did not serve 

the purpose of the scale were omitted from the SAS. The finalized SAS’ 

Cronbach alpha value is .953. For confirmatory factor analysis data were 

collected from a different sample which consists of university students who 

were studying at elementary science education, elementary education, and 

electric electronic engineering departments. Number of sample is 201. 

Confirmatory factor analyses run through Amos 24.0 software. It is believed 

that SAS is a valuable contribution to the science education field since it has 

unidimensional structure and proved its item discrimination power, and 

alongside with an excellent internal consistency. SAS also offers opportunity to 

develop multidimensional science attitude scale. For that purpose, original SAS 

and English version of it are provided in appendixes. 

1. INTRODUCTION 

Attitude is defined as an individual’s positive or negative characteristics towards a subject 

(Serin & Mohammadzadeh, 2008). Students with positive attitudes toward science are likely to 

display more science-related attitudes and choose science-related professions. On the other 

hand, recent studies indicate that there is a trend in that science-related departments attract 

fewer students than social science-related departments (Shah & Mahmood, 2011). Therefore, 

attitudes toward science and science-related subject areas are in focus of research studies. Even 

science attitudes may be used for predicting science achievement (Adesoji, 2008). Factors 

affecting attitudes are also among the subjects to be studied. For example, gender might be 

suggested as one of the factors. Although both genders have closely similar attitude values 
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toward science, underlying factors might be different. Girls learn better in an organized 

environment and boys’ attitudes are related to cohesiveness. Other factors might be listed as 

instructional style, teaching strategies, classroom design, etc. (Bernardez, 1982). Thus, having 

knowledge of students’ attitudes and encouraging them toward science is important and 

attitudes of students must be known (Shah & Mahmood, 2011). Scales are useful for this 

purpose and in this regard, researchers try to develop their own instruments for various purposes 

or use a standardized version (Coll, Dalgety & Salter, 2002). Using standardized scales or other 

means of standardized measurements could value the purpose, letting researchers have an 

opinion on the attitudes of students and understand dimensions and their value within the 

context (Demirbaş, 2009). On the other hand, standardized scales are mostly in English and 

have different theoretical aspects, different cultural settings, psychometric properties and hence 

may lack assess the right domain of interest, not be suitable for local use due to contextual 

differences (Shah & Mahmood, 2011). Perhaps that is the reason why different researchers have 

failed to confirm the Test of Science Related Attitudes scale (TOSRA) in their sample 

population. Attitudes may be observed in different types of responses and even be affected by 

curriculum changes (Cheung, 2007). As curriculum changes are made, the need for to measure 

attitudes and to develop new scales also becomes a value of interest to observe the effect of the 

curriculum. Even instructional techniques might affect students’ attitudes whose change could 

value the future implications (Evrekli, İnel, Balım & Kesercioğlu, 2009). Since Turkey has 

already announced that changes on the curriculum are done to promote active learning (TTK, 

2017), it is important to observe the effects of curriculum changes on students’ attitudes. For 

that aim, several researchers already tried to develop attitude scales or applied existing ones. 

For example, Can and Şahin (2015) studied kindergarten teacher candidates’ attitudes toward 

science and science teaching. Analyses were done to investigate the relationships of grades and 

gender with science attitude and science teaching. Serin & Mohammadzadeh (2008) used a 

scale to determine attitude and academic success relationships. Korkmaz, Şahin and Yeşil 

(2011) tried to investigate attitude toward scientific research. For that reason, they developed a 

scale with 30 items and four dimensions. Tortop (2013) adapted a scale into Turkish for 

assessing scientific field trip attitude. The study reveals that a single attitude might have 

different dimensions. For example, another study tried to investigate the relationships between 

attitudes and science process skills (Dönmez & Azizoğlu, 2010). All these studies show that 

scales might be used for collecting data (Deshpande, 2004; Hinkin, 1998; Wong & Lian, 2003; 

Francis et. al., 2004) so that effective measures might be taken into account for this purpose 

(Hinkin, 1998; Hinkin, Tracey, Enz, 1997). Thus, the purpose of this study is to develop a 

science attitude scale (SAS). Attitudes may have different dimensions and scales may reflect 

those dimensions. However, most scales determined the number of dimensions based on 

eigenvalues through factor analysis. SAS also determined number of dimensions through 

parallel analysis which reflects more accurate number of dimensions. Moreover, SAS is a 

unidimensional scale but offers the chance for researchers to develop multidimensional scales 

based on SAS. 

2. METHOD 

2.1. Research Design  

In the method, to develop a scale, based on suggestions from the literature, the guidelines have 

been determined (Brinkman, 2009; Deshpande, 2004; Hinkin, 1998; Hinkin et. al., 1997; 

Johanson & Brooks, 2010; Ajzen, 2005b; Francis et. al., 2004; Cabrera-Nguyen, 2010; Hof, 

2012). Those guidelines are: 

a) Not to cause any bias, the items’ context must be within the students’ cultures 

(schemes).  

b) Respondents should place themselves at a position. 



Akkuş

 

 708 

c) Items must assess a single behavior or response. 

d) Items must not be interpreted in different ways. 

e) Language and expected knowledge should be familiar with the target group. 

f) Sensitive and double negative items should be avoided. 

Among Thurstone’s method of equal-appearing intervals, Likert scale, semantic differential 

scales; it is determined that a Likert type scale would be more beneficial for the purpose of the 

study to ensure easy compilation and generalization (Lovelace & Brickman, 2013; Brinkman, 

2009; Johanson & Brooks, 2010; Hof, 2012). To ensure content adequacy and avoid fatigue, a 

maximum number of items is determined so that respondents will respond within attention time. 

For this purpose, the sentences “Strongly agree” or “Strongly disagree” are given at the 

beginning of the scale as information. By placing five levels of response for an item, it is 

ensured that internal consistency is increased and sufficient variances are obtained (Hinkin, 

1998; Lovelace & Brickman, 2013; Brinkman, 2009; Hinkin et al., 1997; Ajzen, 2005b; Francis 

et al., 2004).  Since there might be respondents tending to choose options at the edges or in the 

same direction, reversed coded sentences are appropriately used to trigger their vigilance 

(Hinkin, 1998; Francis et al., 2004; Hof, 2012)  

The process of developing the science attitude scale (SAS): The item sentences were finalized 

after determining SAS’ scope, content, items and their numbers. After that specialist views were 

taken account. The draft science attitude scale (SAS) consisted of 31 items. However, items 25 

and 27 were removed from the SAS since they were the same as items 6 and 5. Initial internal 

reliability analysis was carried out and Cronbach’s α value was found as .861 (good according 

to Kalaycı, 2010). The draft scale’s content and scope were analyzed by instructors who have 

the experience of teaching and researches on related issues since specialists could value the 

prepared scale on the content domain. Specialists work in the education faculty at science 

education department (Hinkin et al., 1997). Specialists’ views’ on sentences and corrected item-

total correlation values of the items were cross-checked, and the items regarded as problematic 

were excluded from the scale. Item of 1 and 9 contradicted guideline f “Sensitive and double 

negative items should be avoided”, items of 8, 11, 14, and 26 contradicted guideline c “Items 

must assess a single behavior or response” and guideline d “Items must not be interpreted in 

different ways”. Thus, those items were excluded from the SAS immediately for further 

analysis; thus finalized SAS Cronbach’s α reliability value is .943 and with 23 items. The 

developed SAS consists of twelve reversed questions (items) which are items 2, 5, 6, 7, 10, 16, 

17, 20, 21, 22, 23, and 31. 

2.2. The sample size and sampling method  

The SAS was applied to 154 college students at the Faculty of Education, Elementary Science 

Education, and Elementary Education departments. In order to ensure the privacy of personal 

information, (i.e. avoiding conflict of interest) only the students' gender and age information 

were demanded. 

In literature, to determine a sample size has been a controversial issue. Some researchers argue 

about arbitrary sampling which presents high communalities without cross-loadings. Thus, 

sampling may be determined by the nature of the data i.e. More acceptable view, some 

researchers claim that if data is strong enough then sample size might be small, while others 

argue on item-ratio sampling. The debate on item-ratio suggests proportion from 1:2 to 1:10 for 

item and sampling (Anthoine, Moret, Regnault, Sébille & Hardouin, 2014; Hinkin, 1998; 

Hinkin et al., 1997; Cabrera-Nguyen, 2010). Since the item respondents’ ratio of the study is 

1:7, it is believed that sampling is adequate for the study with respect to first view.  

As for arbitrary sampling, several arguments might be stated. For example, Johanson & Brooks 

(2010) suggests to social researchers that minimum participants are 100 people for sampling. 
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For a comprehensive item analysis, sample size 100 to 200 person should be conducted since 

standard errors for Cronbach’s alpha value increase as the sample size decreases. However, it 

is also noted that regardless of the number of items, the mean inter-item correlation is nominal 

between N= 30 and 200. Hinkin (1998) and Hinkin et al., (1997) suggest N=150 to obtain 

sufficient data for exploratory factor analysis as long as item inter correlations are reasonably 

strong. However, researchers also note the difference between statistical and practical 

significance because attaining statistical difference chance increases as the sample size 

increases. Larger samples are useful to detect small fluctuations. On the other hand, as sample 

size increases the practical meaning of the results may distort, so the decision on sample size 

must be made with caution. Francis et al. (2004) state that some researchers claim that N=25 

would be enough for purposive sampling and sample size could be increased until it is believed 

that data saturation has been achieved. Yet, researchers claim a sample size N=80 would 

generally be enough. Cabrera-Nguyen (2010), while stating similar statements, also indicates 

that some researchers argue on sampling size and claim sample size depends on the gathered 

data, and adequacy of sampling is determined after analyzing the gathered data. In the same 

paper, the researcher embraces a mixed approach based on communalities value. Hof (2012) 

suggests 10-15 respondents per item, yet states a KMO value already signals whether the 

sample size is enough or not. Based on the suggestions above, it is again regarded that the 

sample of the study will be enough for the purpose. 

3. RESULT 

3.1. Reliability Analysis 

The data analyzed with respect to internal consistency, communalities, and factor loadings. 

Analyses were carried out together for better judgment of retaining factors. Corrected item-total 

correlation values of the items were analyzed. It was observed that items 12 (.004) and 16’s 

(.126) corrected item-total correlation values were below the desired value of .200 (Johnson & 

Morgan, 2016), hence; these items were excluded from the scale. After this process the scale’s 

Cronbach’s α value was found as .953 and “excellent” for the final version of SAS. 

3.2. Exploratory Analysis 

Exploratory Factor Analysis: A principal axis was conducted on the 21 items with orthogonal 

rotation (varimax) through the SPSS program to reveal the factors within the developed scale 

since it is suggested for more reliable scale evaluation (Field, 2013; Hof, 2012). The Kaiser-

Meyer-Olkin (KMO) measure verified the sampling adequacy as “marvelous” (Kalaycı, 2010). 

The KMO value is .951 and above the acceptable limit of .5 (Field, 2013). Bartlett’s test of 

sphericity was found significant (X2(210) = 2392.067, p= .00 < .05). Hence, the KMO value 

already signaled that the sample size might be enough, the analysis of each SAS item was 

initiated. An initial analysis was run to obtain eigenvalues for each factor in the data. Three 

factors emerged having eigenvalue over Kaiser’s criterion of 1 and in combination 

explained %58,778 of the variance. Eigenvalue of the factors were 11,301; 1,340 and 1,017 

respectively for factor 1, factor 2 and factor 3. 

The parallel analysis offers a good interpretation of the number of retaining factors (Field, 2013; 

Johnson & Morgan, 2016) thus; a Monte Carlo PCA for parallel analysis with 1000 replications 

was run to confirm the eigenvalues (Watkins, 2000). Eigenvalues obtained were 1,7259; 1,5915 

and 1,4902 for that reason, it was concluded that only the first eigenvalue was acceptable since 

the second and third factor’s eigenvalue was not significant. Therefore, an EFA was rerun with 

a one-factor solution. The variance shared by the factor was 51,937. The scree plot (Figure 1) 

was obtained and it was decided that the scale has one factor with respect to the convergence 
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of the scree plot and Kaiser’s criterion on this value. Table 1 shows the factor loadings after 

rotation and extracted communalities. 

 

Figure 1. Scree Plot 

 

Table 1. extracted communalities and factor loadings 

Item   h2 Factor  

SAS2 ,215 ,464 

SAS3 ,602 ,776 

SAS4 ,568 ,754 

SAS5 ,422 ,650 

SAS6 ,474 ,689 

SAS7 ,259 ,509 

SAS10 ,174 ,417 

SAS13 ,494 ,703 

SAS15 ,787 ,887 

SAS17 ,621 ,788 

SAS18 ,295 ,543 

SAS19 ,826 ,909 

SAS20 ,773 ,879 

SAS21 ,549 ,741 

SAS22 ,671 ,819 

SAS23 ,721 ,849 

SAS24 ,624 ,790 

SAS28 ,207 ,455 

SAS29 ,817 ,904 

SAS30 ,617 ,785 

SAS31 ,190 ,435 

 

Since none of the items’ factor loadings were below .400 (Table 1) validation of scale’s internal 

consistency reliability coefficient was made as suggested (Field, 2013; Francis et. al., 2004). 

Cronbach’s α value was found as =.953 and it means “excellent” (Kalaycı, 2010). For a detailed 

analysis of items on discrimination value, an independent samples t-test was run for each item. 

Lower and upper %27 of the samples (N=42) were compared through independent samples t-

test. This analysis shows items’ discrimination value of individuals between lower and 
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upper %27 of the sample and is used by many scientists in scale developments (Moore & Foy, 

1997). Reliability analysis of item-total correlation and tup-down(%27) results and items’ codes are 

shown in Table 2. 

Table 2. Item-total correlation and tup-down(%27) results 

Item Mean  
Standard 

Deviation 

Corrected-item 

total correlation 
tup-down(%27) 

SAS1 2,92 1,603 ,456 5,767* 

SAS2 3,14 1,500 ,757 12,781* 

SAS3 3,05 1,522 ,738 12,796* 

SAS4 3,14 1,650 ,643 9,729* 

SAS5 3,18 1,602 ,677 14,399* 

SAS6 3,23 1,475 ,506 6,588* 

SAS7 3,06 1,423 ,412 4,944* 

SAS8 3,07 1,417 ,680 9,175* 

SAS9 3,31 1,619 ,863 26,213* 

SAS10 3,20 1,479 ,765 12,029* 

SAS11 3,06 1,538 ,520 7,381* 

SAS12 3,19 1,555 ,889 22,715* 

SAS13 3,38 1,500 ,862 23,059* 

SAS14 3,03 1,434 ,722 13,191* 

SAS15 3,17 1,564 ,801 16,176* 

SAS16 3,26 1,385 ,829 17,507* 

SAS17 3,22 1,515 ,771 13,456* 

SAS18 3,16 1,380 ,444 5,343* 

SAS19 3,19 1,443 ,887 20,686* 

SAS20 3,08 1,412 ,764 14,565* 

SAS21 3,01 1,186 ,414 6,093* 
* p < .05  

The finalized SAS consists of 21 items and 11 items are reverse coded items. The reversed 

coded items are 1, 4, 5, 6, 7, 10, 13, 14, 15, 16 and 21 (Table A1).  For international readers, an 

English translation of SAS is given in Table A2. Translation was done by the researcher and to 

ensure translation was done correctly and comprehension of the scale is easy, SAS was 

presented to a professor to take account of specialist’s opinion. That professor was working at 

university and had a formal education in English language. After that a retranslation and 

crosscheck were done by another professor who also had a formal education in English 

language and working at Education faculty.  

3.3. Confirmatory Factor Analysis 

For confirmatory factor analysis data were collected from a different sample. The sample 

consists of university students who were studying at elementary science education, elementary 

education, and electric electronic engineering departments. The number of sample is 201 in 

total. Confirmatory factor analyses run through Amos 24.0 software. Initial analysis results 

revealed that χ2/DF ratio is 2,635 RMSEA value is .09; GFI value is .802; CFI value is .627; 

SRMR value is .0852; NFI value is .520; AGFI value is .758. RMSEA, GFI, AGFI values 

showed model did not show a good fit with respect to indices values. However, it is noteworthy 

that they are close to the desired value. CFI and NFI values did not fall into the categories of 

well fit. Thus, in the review of the literature it is decided to examine the error terms and decide 

whether some items correlate together or not for a better comprehension of the model. Decisions 

to covariate items based on the rule of thumbs. First, covariated items should exhibit similar set 

of idea/pattern/mindset in phrases. Second, number of covariated items should be restricted up 
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to 7. Third, each time a covariate is done then, the results would be checked to see if model fit 

indices were changed dramatically or not. Fourth, covariances between the items should not be 

lower than 10. Covariated items are 13 and 14; 9 and 11; 12 and 17; 18 and 19. Final data 

analyses results revealed that χ2/DF ratio is 1.893; RMSEA value is .067; SRMR value is .0746; 

IFI value is 0.806; GFI value is .852; CFI value is .800; NFI value is .662; PNFI value is 0.583; 

NNFI (TLI) value is 0.773; AGFI value is .815. The confirmatory factor analysis result is shown 

in Figure 2.  

 

Figure 2. Confirmatory Analysis Result  

χ2/DF ratio is 1.893 and it is regarded that a model has a good fit if Chi-square (χ2)/degree of 

freedom (df) ratio is < 2. RMSEA value is .067 and model has a good fit since RMSEA ≤ 0.1. 

IFI value is 0.806 and CFI value is .800 and it is accepted model has a good fit since CFI ≥ 0.8 

and IFI ≥ 0.8. (Browne and Cudeck, 1993; Garson, 2006 as cited in Chinda, Techapreechawong 

& Teeraprasert, 2012).  

Many recommendations are being done on value of Root Mean Square Error of Approximation 

(RMSEA). For example, Pedroso et. al. (2016) state if RMSEA is ≤ 0.05 then, it indicates good 

fit and if RMSEA is ≤ 0.08 it indicates good fit with reasonable errors. Other recommendations 

generally advise that if RMSEA ≤ 0.08 then a model has good fit and, if 0.08 < RMSEA ≤ 0.1 
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then it indicates adequate fit (Carlback & Wong, 2018; Shadfar & Malekmohammadi, 2013). 

The confirmatory analysis revealed that RMSEA value is .067 so SAS has good fit of model. 

Since RMR has bias, SRMR used instead of RMR. SRMR value of the confirmatory factor 

analysis result is 0.0746. SRMR value below ≤ 0.08 indicates good fit (Carlback & Wong, 

2018; Kline, 2011 as cited in; Kaya & Altinkurt, 2018; Vassallo & Saba, 2015).  

Kline (2011) mentions that most used fit indices (GFI, AGFI, NFI, NNFI, CFI and IFI) should 

be ≥ 0.85 (cited in; Kaya & Altinkurt, 2018; Vassallo & Saba, 2015). Other researchers indicate 

AGFI, GFI and CFI values should be ≥ 0.80 (Byrne & Campbell, 1999 as cited in Nayir, 2013). 

However, GFI is affected by sample size and for that reason, AGFI is developed. GFI ≥ 0.85 

and AGFI ≥ 0.80 is accepted as good fit (Sica & Ghisi, 2007). On the other hand, AGFI also is 

sensitive to sample size. For that reason, it is advised by researchers to disregard them. Yet 

papers still indicate both values. Reason for that is not for their importance but historical values. 

TLI ≥ 0.85 indicates good fit and > 0.8 mediocre fit (Carlback & Wong, 2018; Shadfar & 

Malekmohammadi, 2013).  The confirmatory analysis revealed that IFI value is 0.806; GFI 

value is .852; CFI value is .800; NNFI (TLI) value is 0.773; AGFI value is .815 so SAS has 

good fit of model. 

4. DISCUSSION and CONCLUSION 

SAS item discrimination values show that it might be used to measure the attitude toward 

science of college students since all the items yielded significant results between up-down%27. 

On the other hand, a detailed analysis of t-test values might reveal the facts lying beneath. For 

example, the highest t value (26,213) of item9 implies that students who have high positive 

attitudes enjoy the experiments, however; the value of items11 and 21 (7,381 and 6,093) imply 

students wait for confirmation on their experiment results or expect more guidance during 

experiments. Fin (2012) states perceived learning increases as students get feedback from 

instructors, thus; the expectation of students is meaningful and expected in this context. Similar 

reports indicate that instructor confirmation has a positive effect on cognitive learning (Schrodt, 

Witt, Turman, Myers, Barton & Jernberg, 2009). Therefore, instructors need to interact with 

students and help them in cognitive development.  

Students have a tendency of thinking that feelings might assist a scientist. Low t value (4,944) 

of item 7 already implies that both upper-lower (%27) students think that facts may have 

subjective aspects. Perhaps, students think that scientific facts may change, and some 

unscientific factors act as catalysts for that change. In fact, t value (5,767) of SAS1 already 

hints that both upper-lower (%27) students have a tendency of the idea that facts might be 

subjective. From a different aspect, that approach might be seen through t value (6,588) of 

SAS6. That item indicates faith plays an important role in students’ ideas about science’s role. 

Conflicts between the dimensions may create gaps for the students on the nature of science. As 

a result, students struggle between scientific facts and faith. Since faith requires believing in 

what is being told without question, it may also create a barrier toward scientific approach and 

hence, students may close themselves to new ideas. Students who have high positive attitudes 

toward science are also open to new ideas and t value (22,715) of SAS12 already reveals this. 

One of the purposes of science courses is learning how to distinguish faith from science and 

instructors should make students aware that; two concepts actually are not related. In fact, faith 

and science have different roles and do not need to cut out each other’s way. For instance, a 

high value of SAS19 (t =20,686) clarifies that students who have higher positive attitudes also 

acknowledge that scientific knowledge is essential as it is related to life itself. Embracing this 

idea might eventually increase positive attitudes toward science. Similarly, Nuhoglu (2008) 

who developed a science attitude scale in Turkey mentions that one of the factors is “new 

knowledge and using it” and Ajzen (2005a) points out that changing the attitudes and behaviors 

may be achieved through changing beliefs. 
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For a cross-cultural analysis, Scientific Attitude Inventory II (SAI-II) was also analyzed since 

some statements are similar to the statements in SAI-II. However, researchers did not provide 

an item t%27up-down values thus a comparison could not be made (Moore & Foy, 1997). 

Similarly, another well-known scientific attitude scale TOSRA, which has seven dimensions, 

also did not provide such an approach. On the other hand, the author states that having a low 

score on one of the dimensions should not concern instructors because this information might 

be valuable in facilitating to identify profiles and creating solutions. One of the most important 

aims of science education is considered to develop a positive attitude towards science (Fraser, 

1981).  

Motivation towards science has a long-term effect on science learning and it is affected by 

different things such as curriculum structures. For that reason, Foley & McPhee (2008) 

investigated the effect of different curriculum approaches on their study and argued that 

students’ experiences might be affected by different curriculum structures. Kurnaz and Yigit 

(2010) report that Turkish students have tended to develop a negative attitude towards science 

since 2005. Thus, it is important to assess the changes of attitudes caused by curriculum changes 

in Turkey (TTK, 2017). Although this research was done on local scale, it might be said that 

science attitude affects the scientific approach and the scientific approach is the same all around 

the world. Moreover, attitudes might be affected by a similar insight context whose effect may 

yield similar results. Perhaps through such studies, identifying and creating solutions will be 

possible. Researchers and teachers might use the developed scale and observe their students’, 

attitudes, use interventions and may offer solutions. Then, perhaps understanding students’ 

attitudes on different dimensions may also offer solutions for long term aims. 

An advantage of this study is seen as using parallel analysis to confirm eigenvalues in 

identifying dimensions. Since the traditional factor analysis determination procedure is based 

on eigenvalue of 1 then, the obtained number of factors may not be accurate. It is believed 

through such analysis such cases are avoided and true factor structures are determined in 

creating the SAS (Hayton, Allen & Scarpello, 2004). Developing science attitude scales is 

important, even restudying the existing ones may provide useful information. For that reason, 

researchers either create their own scales or develop the existing ones (Moore & Foy, 1997). 

Having an excellent internal consistency (α=.953) and a consisted structure (one factor 

structure) measuring the related domain, it is believed that SAS is a valuable contribution to the 

science education field.  

Validity must be considered each time when an instrument is used since the instrument was 

validated for a sample or population but was not validated for another sample or population i.e. 

structure may show varying results from a sample to another. Validity is not property of a scale 

but it means as an instrument of interpretation. There are arguments on cut off values of fit 

indices since they may lead the decision of an acceptable model to be rejected. Thus, it is 

important for researchers to conduct the analyses and use their own judgments with respect to 

obtained values. Values of fit indices help to understand the structure of a model and thinking 

all the fit values together will provide a better decision. In other words, fit indices will help to 

understand relationships of the items among each other and within the model structure. Fit 

indices should confirm the model but it should not be used for championing the model in every 

possible indices which will cause an artificially approved model. It is advised that once items 

and factors make sense in the theoretical aspect of the researcher then, the decision will be 

based on that (Knekta, Runyon & Eddy, 2019). Hu & Bentler (1995) argue decisions based on 

fit indices and reminds that strictly depending on fit indices values may result in rejecting true 

models, especially for small sample sizes such as 250 or 500. GFI and AGFI tend to increase 

when sample size increase same thing could be also said for RMR and RHO (Anderson & 

Gerbing, 1984). NFI results could be problematic if sample size is < 200 thus usage of NNFI 

(TLI) is recommended. However, it is also noted that even NNFI could still indicate poor fit if 
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sample size is not enough. Similar arguments are proposed for TLI since it could report poor fit 

due to similar reasons. For that reason, suggestions for TLI could be as low as 0.80 and, for 

parsimony fit indices (PNFI) values ≥ 0.5 indicates good fitness (Hooper, Coughlan & Mullen, 

2008). The confirmatory analysis revealed that PNFI value is .583 so SAS has good fit of model. 

Although there are other authors who conclude that with sample size N=200 a reasonable 

estimate could be obtained for CFI and TLI, still researchers are warned since decisions strictly 

based on CFI could also cause wrong decisions because it also depends on sample size and 

hence rejection of fit model. For example, a correct model simulated with a sample N=200 and 

CFI value turned out to be .611 (poorly fitting model). It is noted that even with a relatively 

large sample size (N=500) a conventional cut off value of TLI may cause a correct model to be 

rejected (Shi, Lee, Maydeu-Olivares, 2018). Hu & Bentler (1999) notes sample size ≤ 250 could 

cause problems in Maximum Likelihood (ML) analysis. Thus, warns researchers to be 

cautionary on evaluation on model fit evaluation. Questions (items) assessing the same target 

or different items having nearly same meaning with different words may be the cause of 

correlated errors which in fact, may cause the correlate error terms (Meyer, n.d.). Since SAS 

has correlated error terms, this also concludes the idea that model could provide a 

multidimensional aspect if provided with enough number of items targeting the domain of 

interest. Be that as it may, Ellis (2017) states that if p value is < 0.05 and 0.05 < RMSEA < 0.08 

then, null hypothesis is not exactly true but model has acceptable fit. Although generally 

accepted indice values are ≥ 0.80 for fit indices, a proposed common guideline for indice values 

follows as; very good fit ≥ 0.90; adequate but marginal fit ≥ 0.80-0.89; poor fit ≥ 0.60-0.79; 

very poor fit > 0.60 (Planing, 2014).  

As a final thought, it is believed that the developed SAS might be used in different regions/states 

to compare the results and validate its purpose. For that reason, SAS with different samples is 

welcome. With this aim, both the created SAS in the original language and an English version 

of SAS are given in the appendixes. 
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6. APPENDIX 

Table A1. Bilimsel Tutum Ölçeği 
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1 Bilimsel gerçekler değişmez 1 2 3 4 5 

2 Bilim adamları gerçeğin/fikirlerin değişebileceğine 

inanırlar/kabul ederler 
1 2 3 4 5 

3 Bilim adamları sorularının cevaplarını her zaman bulamazlar 1 2 3 4 5 

4 Bilim adamları birbirlerinin çalışmalarını eleştirmemelidirler 1 2 3 4 5 

5 Bilimsel çalışmalar bilim adamları içindir 1 2 3 4 5 

6 Dinle çatışan konular çalışılmamalı/önemsenmemeli 1 2 3 4 5 

7 Bir bilim adamının sahip olduğu en önemli araç hisleridir 1 2 3 4 5 

8 Bilimsel gelişmeler daha sağlıklı yaşam sürmemizi sağlar 1 2 3 4 5 

9 Deney yapmak derslerden daha zevklidir 1 2 3 4 5 

10 Bilimsel keşifler faydadan çok zarar veriyor 1 2 3 4 5 

11 Hocanın anlatmasındansa deney yaparak gerçekleri bulmayı 

tercih ederim 
1 2 3 4 5 

12 Farklı fikirleri hoş karşılarım 1 2 3 4 5 

13 Fen dersleri zaman kaybıdır 1 2 3 4 5 

14 Fen konuları zevksizdir 1 2 3 4 5 

15 Deney yapmaktansa teorik bilgiler daha faydalıdır 1 2 3 4 5 

16 Fen deneylerine daha az vakit verilmeli 1 2 3 4 5 

17 Deneyler grup çalışmasıyla daha zevkli geçer/geçiyor 1 2 3 4 5 

18 Bilimin temel amaçlarından biri yeni ilaçlar ve tedaviler 

bulmaktır 
1 2 3 4 5 

19 Yaşamı etkilediğinden İnsanlar bilimsel gerçekleri anlamalı 1 2 3 4 5 

20 Bilim bir şeyin nasıl olduğunu açıklamaya çalışmaktır 1 2 3 4 5 

21 Bilimsel çalışma bana zor gelir 1 2 3 4 5 
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Table A2. Scientific Attitude Scale 

 

Item 

Scientific Attitude 
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1 Scientific facts do not change 1 2 3 4 5 

2 Scientists acknowledge/accept that facts may change 1 2 3 4 5 

3 Scientists cannot always find the answers 1 2 3 4 5 

4 Scientists should not criticize each other’s work  1 2 3 4 5 

5 Scientific works are for scientists  1 2 3 4 5 

6 Topics contradicting with religion should not be 

studied/cared 
1 2 3 4 5 

7 The most important tool for a scientist is her/his feelings 1 2 3 4 5 

8 Scientific progress helps us to have more healthy life 1 2 3 4 5 

9 Doing experiments is more fun than having lectures 1 2 3 4 5 

10 Scientific progress outputs harm more than good 1 2 3 4 5 

11 I prefer to find facts rather than told by the instructor 1 2 3 4 5 

12 I welcome different ideas 1 2 3 4 5 

13 Science courses are waste of time 1 2 3 4 5 

14 Science courses are tasteless 1 2 3 4 5 

15 Theoretical knowledge is more helpful than experimenting  1 2 3 4 5 

16 Science course hours must be reduced 1 2 3 4 5 

17 Experiments are more fun with group works 1 2 3 4 5 

18 One of the main aims of science is to find new cures 1 2 3 4 5 

19 People should understand scientific facts since it affects life 1 2 3 4 5 

20 Science is trying to explain things 1 2 3 4 5 

21 Scientific works are baffling for me  1 2 3 4 5 
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