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Performances of MIMIC and Logistic Regression Procedures in
Detecting DIF *

Secil UGURLU ** Burcu ATAR ***

Abstract

In this study, differential item functioning (DIF) detection performances of multiple indicators, multiple causes
(MIMIC) and logistic regression (LR) methods for dichotomous data were investigated. Performances of these
two methods were compared by calculating the Type | error rates and power for each simulation condition.
Conditions covered in the study were: sample size (2000 and 4000 respondents), ability distribution of focal
group [N(O, 1) and N(-0.5, 1)], and the percentage of items with DIF (10% and 20%). Ability distributions of the
respondents in the reference group [N(0, 1)], ratio of focal group to reference group (1:1), test length (30 items),
and variation in difficulty parameters between groups for the items that contain DIF (0.6) were the conditions
that were held constant. When the two methods were compared according to their Type | error rates, it was
concluded that the change in sample size was more effective for MIMIC method. On the other hand, the change
in the percentage of items with DIF was more effective for LR. When the two methods were compared according
to their power, the most effective variable for both methods was the sample size.

Key Words: Differential item functioning, MIMIC model, Logistic regression, Uniform DIF, Type | error rate
and power.

INTRODUCTION

Test items may be biased since they may contain constructs that are undesired to be measured along
with the desired ones. Any item may also be in relation with a second or more factors other than the
one which is of interest. Those factors that are irrelevant to the construct being measured may affect
the performances of individuals. This issue is known as test bias. While test bias focuses on test scores
and is interested in fairness of a test, item bias focuses on the relationship between answering an item
correctly and group membership. And hence, item bias is related to a specific item. Differential item
functioning (DIF), which is a statistical method used in item bias analysis, has been the subject of a
vast majority of recent studies (Zumbo, 1999).

DIF occurs when respondents who are at the same ability level but from different groups have different
item response probabilities on a specific item (Crane, Belle & Larson, 2004; Mazor, Kanjee & Clauser,
1995). In other words, the expression of DIF is that an item displays different statistical properties in
different groups for individuals who are at the same ability levels (Holland & Wainer, 1993). Many
methods have been developed for detecting test items with DIF. Some DIF detection methods used for
dichotomously scored items are; chi-square test based on item response theory (Lord, 1980),
standardization (Dorans & Kulick, 1986), Mantel-Haenszel (MH) (Holland & Thayer, 1988), item
response theory likelihood ratio test (IRT-LRT) (Thissen, Steinberg & Wainer, 1988), logistic
regression (LR) (Swaminathan & Rogers, 1990), simultaneous item bias test (SIBTEST) (Shealy &
Stout, 1993), and multiple indicators, multiple causes (MIMIC) model (Finch, 2005; Oort, 1998).

Fleishman, Spector, and Altman (2002) mentioned in their study that when there are more than two
groups, methods get very complicated for testing DIF in IRT framework. As they mentioned in their
study, the MIMIC model has an advantage of including multiple exogenous variables to the analysis
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simultaneously. Because of allowing a simultaneous analysis of several groups in a single framework,
MIMIC model seems to be very useful (Muthen, 1988). This method has become an interesting
research subject when its advantages on DIF researches are considered. MIMIC method is quite new
with respect to the other methods mentioned above, and especially regarding dichotomous data, there
are few studies in the literature involving MIMIC method (see Finch, 2005). Some recent studies on
this method were conducted by Fleishman et al. (2002), Woods (2009), Wang, Shih, and Yang, (2009),
Woods, Oltmanns and Turkheimer (2009), and Wang and Shih, (2010). Considering these studies, it
is reasonable to investigate that under which circumstances MIMIC method is more effective in DIF
detection. The aim of the current study is to compare the performance of MIMIC method with LR
method - a commonly used method - in detecting items with DIF and interpret the results of these two
methods. The DIF detection methods used in this study was explained in detail in the following
sections:

Logistic Regression DIF Detection Method

As specified by Swaminathan and Rogers (1990), in detection of differential item functioning, LR
model for the two groups of interest can be expressed as:

o(Boj Byjor;)

P(u.:=1106:. )= s 1:1, ceey 1N, | = 11 2. 1
(1=1164) 1+ elPoiP1y®1;) ] W

u;;: response of ith individual in jth group to the item,
Boj: intercept parameter for jth group,

Blj: slope parameter for jth group,

0;: ability of ith individual in jth group.

In Equation 1, if logistic regression curves are the same for the two groups, i.e., B, = B, and B,, =
B,,, no DIF is present. However, if B, = B,, and B, # B,, since the LR curves are parallel, it can be
concluded that uniform DIF exists. If B, = B, and B,,# B,,, since the curves are not parallel, it can
be concluded that nonuniform DIF exists (Swaminathan & Rogers, 1990).

MIMIC DIF Detection Method

MIMIC method, which is newer than LR, is based on confirmatory factor analysis (CFA) (Finch,
2005). As outlined by Finch (2005), in DIF context, MIMIC model is as Equation 2:

;= At Bzt & (2)

where yi* is the latent response variable for ith item (when y;" >1;,y; isequal to 1, otherwise y. is equal
to 0; t; is the threshold parameter and is related to item difficulty for ith item), 1 is latent trait variable
that is aimed to be measured by the test, A, is the factor loading, ; is random error, z, is grouping
variable that indicates the group membership and B, is the slope that relates z; with y;" (Finch, 2005;
Wang et al., 2009).

MIMIC is a method that allows conducting DIF analyses with multiple grouping variables, and the z
symbol in Figure 1 is defined as a vector of the aforementioned multiple grouping variables. The z
vector may have continuous or categorical values. Thus, it can be said that MIMIC method is more
flexible than traditional DIF detection methods (MH, SIBTEST, IRT-LRT, etc.) that use just only one
categorical grouping variable (Wang et al., 2009).
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B1

Figure 1. Detecting Differential Item Functioning in Item Y1 with the MIMIC Method. Adapted from
“The MIMIC Method with Scale Purification for Detecting Differential Item Functioning” by W. C.
Wang, C. L. Shih and C. C. Yang, 2009, Educational and Psychological Measurement, 69(5), p. 717.
Copyright 2009 by SAGE Publications.

The underlying base method for DIF detection by MIMIC method involves evaluation of both direct
and indirect effects for a grouping variable. By investigating the indirect effect of the grouping variable
(z) on item responses through the latent trait (n)), it is indicated whether the mean of this latent variable
differs across the groups or not; thus, computations are carried out for group differences on the latent
trait. By investigating the direct effect of the grouping variable (z) on item responses (Y1), i.e. B1 # 0,
it is indicated whether any difference in response probabilities exists across the groups or not. This
relation, after checking the differences in the mean of latent trait for groups, is the test of uniform DIF
(Finch, 2005).

DIF detection models to be used in bias studies must be appropriate for the test used and for the
properties of the groups to which the test is applied. This study used different conditions for
dichotomous data to investigate the circumstances under which the MIMIC method produces more
accurate results in DIF detection. The conditions used in the current study differ from previous studies
in terms of the levels of these three conditions: sample size, ability distribution across groups, and
percentage of items with DIF. It is an important question whether the MIMIC method works similarly
in cases with different sample sizes (Wang & Shih, 2010). Therefore, different sample sizes in the
study were compared. The data used in the study were produced according to the three-parameter
logistic model (3PLM), and the test length was taken as 30 items to show similarity with actual
applications. In addition, the focus of this study was on the assessment of uniform DIF.

In this study, the MIMIC method was compared to the LR method, which is a relatively more
traditional method. This study compared how Type | error rates and power of MIMIC and LR DIF
detection methods changed according to sample size, ability distributions of the groups, and percentage
of items with DIF. In summary, the goal of this study was to investigate the performances of MIMIC
and LR methods under various conditions according to their type | error rates and power when
detecting DIF items on dichotomous tests. The research questions were as the following:

1. How do Type | error rates and power of MIMIC and LR DIF detection methods differ
according to sample size?

2. How do Type | error rates and power of MIMIC and LR DIF detection methods differ
according to ability distributions of the groups?

3. How do Type | error rates and power of MIMIC and LR DIF detection methods differ
according to percentage of items with DIF?
METHOD

Simulation Conditions and Data Generation

This study is a DIF detection research using MIMIC and logistic regression methods for dichotomous
data based on various simulation conditions. In this simulation study, conditions different from those
of previous studies in which the MIMIC model was used were investigated.

ISSN: 1309 - 6575 Egitimde ve Psikolojide Olcme ve Degerlendirme Dergisi 3
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The conditions that were kept constant throughout the study

For all conditions, the ability parameters of the individuals in the reference group were generated based
on the standard normal distribution, N(O, 1). Furthermore, 30 dichotomously scored (either O or 1)
responses for each individual were produced. The change in the item difficulty parameters between
the groups for the items with DIF was set to a constant value as 0.6 units against the focal group to
form medium DIF. The ratio of the focal group to the reference group (1:1) is another condition that
was kept constant.

The conditions that were varied throughout the study

One of the conditions that was varied in this study was the sample size. Two levels of large sample
size were used: 2000 (R: 1000, F: 1000) and 4000 (R: 2000, F: 2000). Finch (2005) found in his study
that MIMIC method produces type | error rates higher than .05 nominal alpha level for a shorter test
(i.e., 20 items) responded by a sample of 1000 (R: 500, F: 500) individuals under 3PL model. Based
on the findings of Finch (2005), for a test with 30 items under 3PL model considered in this study,
larger sample sizes were taken into account. In addition to sample size, ability distribution of the focal
group was also a condition that was varied. Two levels of ability distribution of focal group were used:
N(0O, 1) and N(-0.5, 1). For the first level of the ability distribution of focal group condition, the cases
where the distribution of the reference group and the focal group is the same were considered. For the
second level of the ability distribution of focal group condition, the cases where the distribution of the
focal group is lower than the reference group were considered Another condition that was varied in
this study was the percentages of items with DIF. Two levels were used for this condition: 10% (3
items) and 20% (6 items). Items with DIF were kept the same throughout the test. In 10% of items
with DIF condition, DIF was formed for items 4, 15, and 27 and in 20% of items with DIF condition,
it was formed for items 1, 4, 15, 18, 26, and 27. By crossing the levels of each condition, total of 8
simulation conditions were created.

For each simulation condition, the data were derived for dichotomously scored (0/1) items using a
3PLM via R 3.0.2 program (R Core Team, 2013). The derivation of the data was performed 100 times
for each condition. The item parameters used in this study were selected randomly from the item
parameters used in Finch’s (2005) study. The selected parameters are shown in Table 1.

Data Analysis Procedures and Evaluation Criteria

In the DIF analyses of the data, Mplus 6.12 (Muthén & Muthén, 1998, 2010) program was used for
the MIMIC method and SAS 9.1.3 (SAS Institute, 2007) program was used for the logistic regression
method. The DIF analyses were conducted using a pairwise approach in which the groups are
compared with each other (i.e., focal group compared with reference group) (Sari & Huggins, 2014).

In the study, the effects of sample size, ability distribution of focal group, and the percentage of items
with DIF on Type I error rates and power were investigated. The level of significance (o level) was
assumed to be .05 in detecting items with DIF. Type | error is defined as a misclassification of an item
without DIF as an item with DIF. Under 10% of items with DIF condition, there were 27 non-DIF
items whereas under 20% of items with DIF condition, there were 24 non-DIF items. The percentage
of non-DIF items that were falsely detected as DIF items was calculated for Type | error rate. The
concept of power, on the other hand, is correct classification of an item with DIF as an item with DIF.
Under 10% of items with DIF condition, there were 3 DIF items whereas under 20% of items with
DIF condition, there were 6 DIF items. The percentage of DIF items that were correctly detected as
DIF items was calculated for power. Both Type | error and power are equally important for DIF
researches (Vaughn & Wang, 2010). According to Cohen and Cohen (1983) when investigators need
to set the power, it is reasonable for them to choose a value in the .70 - .90 range. In the current study,
the desired value for power rate was considered as .70 and above.
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Table 1. Item Parameter Values Used in Generation of Simulated Data
Reference Group

Item a; bl' Ci
1 1.10 -0.70 .20
2 0.70 -0.60 .20
3 1.40 0.10 .20
4 0.40 0.80 .20
5 1.40 -0.40 .20
6 1.60 -0.10 .16
7 1.20 0.50 .20
8 1.20 1.40 A1
9 1.80 1.40 12
10 2.00 1.60 .16
11 1.00 1.60 A3
12 1.50 1.70 .09
13 0.70 -0.50 .20
14 1.20 -0.30 .20
15 0.90 0.20 .20
16 0.70 -0.40 .20
17 1.00 0.70 15
18 1.60 1.10 12
19 1.10 2.00 .06
20 1.10 2.40 .09
21 1.70 1.30 A7
22 0.90 1.00 A5
23 0.50 -0.60 .20
24 1.30 0.40 .18
25 1.30 1.40 .06
26 1.10 1.20 .05
27 0.90 0.80 .20
28 0.40 -0.40 .20
29 0.80 -0.70 .20
30 1.00 1.10 A3
RESULTS

Type | Error Rate

Type | error rates are calculated for each condition, namely sample size, ability distribution of focal
group, and percentage of items with DIF and given in Table 2.

Table 2. Type | Error Rates According to Sample Size, Ability Distribution of Focal Group, and
Percentage of Items with DIF

DIF % Sample Size Ability Distributions R/F MIMIC LR
10 2000 0,070 121 069
(0,1) 7 (-0.5.1) 120 068

(0,1)/(0,1) 065 087

4000 (0.1)/(-05.1) 090 097

20 2000 0,1)/(0) 129 122
(0,1)/(-05.1) 128 129

(0,1)/(0,1) 076 244

4000 (0,1)/(-05.1) 078 189

Note. DIF % refers to the percentage of items with DIF; LR = Logistic Regression; MIMIC = Multiple Indicators, Multiple
Causes Model.

The main finding of this study was that the sample size was an important factor in DIF analyses
conducted with MIMIC and LR methods. As the sample size increased from 2000 to 4000, the type |
error rates decreased for MIMIC method but increased for the LR method when other conditions of
the study were equal. For the MIMIC method, while the lowest rate was calculated under the condition
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where the sample size was 4000, percentage of items with DIF was 10%, and the ability distribution
of both groups showed a standard normal distribution N(O, 1), the highest rate was calculated under
the condition where the sample size was 2000, percentage of items with DIF was 20%, and the ability
distribution of both groups showed a standard normal distribution N(O, 1). On the other hand for the
LR method, while the lowest rate was calculated under the condition where the sample size was 2000,
percentage of items with DIF was 10%, and ability distribution of the focal group was N(-0.5, 1), the
highest rate was calculated under the condition where the sample size was 4000, percentage of items
with DIF was 20%, and the ability distribution of both groups showed a standard normal distribution
N(O, 1).

The second important finding was that the percentage of DIF items was an important factor that
effected the type | error rates. As the percentage of DIF items increased from 10% to 20%, type | error
rates were very similar in MIMIC method, however, increased in LR method when other conditions
of the study were equal. According to the study results, in terms of type | error rates, the percentage of
DIF items was more effective factor for the LR method.

The third finding was that the change in the ability distribution of focal group did not have an important
effect on type | error rates for both methods.

Power

Table 3 presents the power values for the two DIF detection methods for all conditions included in the
study. The acceptable power rate for this study was .70 and above. In general, both methods had power
rates above acceptable levels for all conditions.

The power rate of the MIMIC method was quite high for conditions with a sample size of 4000
respondents. The power rate of the LR method, on the other hand, was quite high for conditions
wherein the sample size was large and the ability distribution of both groups showed a standard normal
distribution N(0, 1). The standard definition of power at a specified level of alpha is not meaningful in
cases where Type | error rates are high (Finch, 2005). However, all power results were included in this
study for comparison purposes. The power rates were shown in italics for cases where Type | error
rate was higher than .10. Considering all conditions, both methods had power high enough and these
results reached a higher value when sample size increased.

Table 3. Power Rates According to Sample Size, Ability Distributions, and Percentage of Items with
DIF

DIF % Sample Sizes Ability Distributions R/F MIMIC LR
10 2000 0,1) (0,1) 770 .800
0,1) (-0.5,1) .750 .700

4000 0,1) (0,1) .933 .910

0,1) (-05,1) .910 .817

20 2000 0,1) (0,1) .852 .827
0,1) (-05,1) .780 772

4000 0,1) (0,1) 977 .935

(0,1) (051 .943 .872

Note. DIF % refers to the percentage of items with DIF; LR = Logistic Regression; MIMIC = Multiple Indicators, Multiple
Causes Model.

The condition in which the power was closest to perfect for the MIMIC method was the one in which
the sample size was 4000 respondents, ability distributions of the reference and focal groups showed
a standard normal distribution, and percentage of items with DIF was 20%. The power results of the
MIMIC method were larger than those of the LR method, except for a single condition. This condition
was the one in which the sample comprised 2000 respondents, ability distributions of the reference
and focal groups showed a standard normal distribution, and percentage of items with DIF was 10%.
The differentiation of the ability distributions for the focal group affected the power of the LR method
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more than the power of the MIMIC method for almost all conditions. In addition, the change in the
percentages of items with DIF did not substantially change the power of both methods.

DISCUSSION and CONCLUSION

In this study, the performances of MIMIC and LR methods were compared according to their type |
error rate and power. It can be concluded in this study that the MIMIC method produced lower Type
I error rates than the LR method in conditions where the sample size was larger (4000 respondents);
the LR method produced lower Type | error rates than the MIMIC method in conditions where the
percentage of items with DIF was lower (10%) with smaller sample size (2000 respondents). In
general, the Type I error rates of the MIMIC method were observed to be lower than those of the LR
method. However, for both methods, Type I error rates exceeded acceptable alpha level (o = .05) in
all conditions. Specifically, while the increase in the sample size substantially reduced the Type I error
rate of the MIMIC method for all conditions, its effect on the type | error rate of the LR method
changed according to the percentage of items with DIF. While the change in the sample size had a
very small effect on the Type | error rate of the LR method for 10% DIF items conditions, it caused a
substantial increase in the Type | error rate of this method for 20% DIF items conditions. In the study
conducted by Finch and French (2007), Type | error rates of the LR and CFA methods in detecting
items with nonuniform DIF were not substantially affected by the increase in the sample size. Based
on this results, it can be concluded that similar results obtained from current study for the LR method
with only the 10% DIF items conditions. As can be understood from this current research, in the
conditions where the percentage of items with DIF is high the LR method is more sensitive to the
sample size condition. But the MIMIC method is affected by the sample size in the same manner for
all conditions. The difference based on CFA between current and Finch and French’s (2007) study can
be attributed to the type of DIF. In their study they focused on nonuniform DIF and emphasized the
guestion of the usefulness of CFA method for identifying this type of DIF. MIMIC method is also
based on CFA and it is capable of detecting uniform DIF as also stated by Woods (2009), and Woods
et al. (2009).

On the other hand, in the current study the increase in the percentage of items with DIF did not affect
the Type | error rate of the MIMIC method importantly but increased that of the LR method. It can be
seen in Finch’s (2005) results that for the MIMIC method, in the bigger test length condition the effect
of percentage of items with DIF was reduced for both sample size conditions, 600 and 1000
respondents. In the current study for both sample size (2000 and 4000 examinees) the effect of
percentage of items with DIF was already quite low but still the type one error rates were not small
enough as they were desired. By combining the result of these two studies it can be concluded for the
MIMIC method that, big sample sizes or relatively small sample sizes with bigger test lengths are
needed to reduce the effect of percentage of items with DIF.

The other result obtained from this study is that, the difference in the ability distribution of the focal
group did not substantially affect the Type | error rates of both methods. In conclusion, when these
two methods were compared in terms of Type | error rates, the change in the sample sizes was more
effective for the MIMIC method while the change in the percentages of items with DIF was more
effective for the LR method.

When the results were examined in general, the power of both methods for all conditions was above
the acceptable level (.70). For conditions where the sample size was higher, the power results of the
MIMIC method were quite high. The power of the LR method, on the other hand, was quite high for
conditions where the sample size was large and the ability distribution of both groups showed a
standard normal distribution. The power results of the MIMIC method were higher than those of the
LR method, except for a single condition. This condition was the one in which the sample comprised
2000 respondents, the ability distributions of the reference and focal groups showed a standard normal
distribution, and the percentage of items with DIF was 10%.

The increase in the sample size increased the power for both methods. The fact that the ability
distribution of the focal group differed from the ability distribution of the reference group decreased
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the power of both methods. The amount of reduction that this change in the ability distribution caused
was more for the LR method for almost every condition. The increase in the percentage of items with
DIF increased the power of both methods to a small extent. As a result, considering the change in the
power, the sample size was the most effective variable for both methods.

Specifically, the change in the sample size was very effective in changing the power of the MIMIC
method. The power of the MIMIC method increased as the sample size increased. Finch (2005)
concluded in his study that the power results of the MIMIC method for 2PLM were generally as high
as the power results of the classical methods or even in some conditions higher than those of the
SIBTEST and MH methods. Similar results were obtained in this study for 3PLM, the power results
of the MIMIC method were higher than those of the LR method for almost all conditions.

In the study conducted by Finch and French (2007), the power results of the LR and CFA methods in
detecting items with nonuniform DIF were below .70 for all conditions. In current study, the power
results were over .70 for both methods for all conditions. Finch and French (2007) reported in their
study that the power of the LR method increased as the sample size increased. But, according to their
results the power of the CFA method decreased or stayed the same while the sample size increased. In
current study, as the sample size increased, the power of both LR and MIMIC methods increased.
These two studies support each other in terms of the increase in power of the LR method according to
the sample size condition. However, the results differed in terms of the change in the power of the
MIMIC method, which is a method based on CFA. As mentioned before this difference between two
studies can be attributed to the difference of the type of DIF (uniform or nonuniform) used in these
studies.

In this study, three main conditions and eight sub-conditions were considered, with two different
sample sizes, two different ability distributions for the focal group, and two different percentages of
items with DIF. The number of items in the test was kept constant for all conditions. In future studies,
the number of items in the test can be increased to see how the results are affected in long tests. As
seen in the comparison of recent and previous research, test length may have an important effect on
MIMIC method.

It is an important issue how the MIMIC method performs in terms of DIF at different sample sizes.
Two different sample sizes, 2000 and 4000 individuals, were used in the study. However, the desired
Type | error rates could not be achieved even with a sample size of 4000 individuals. This points out
an important issue. And hence, future studies can be conducted on larger sample sizes to investigate
the ideal sample size for the MIMIC method.

In the study, the ratio between the reference and focal group sizes was taken as 1:1. However, during
the actual examinations, there can be different situations regarding the proportions of sample size of
these two groups. Therefore, studies can be done using different ratios. Furthermore, the study was
conducted with 3PL model-based data. Similar work can be conducted with 2PL model-based data,
and comparisons can be made between these studies.

It is thought that this study will be a reference to the studies on DIF detection through the MIMIC
method and that it will make it easy for researchers to decide the appropriate DIF detection method
according to sample size and ability distributions in the analysis of the actual test results.

The aim of this study is to provide a reliable source to researchers in selecting DIF detection techniques
that are appropriate for the test to be used and the properties of the test group. Thus, with the help of
more reliable DIF detection techniques, tests can be made fairer.

Based on the results obtained from this research, it can be suggested to choose the LR method in DIF
analysis studies performed on small samples such as the one comprising 2000 respondents and with
small amount of DIF items such as 10% of test items; and the MIMIC method in DIF analysis studies
performed on samples as large as approximately 4000 respondents and higher. Subsequent to the
detection of items with DIF using these methods, it is advisable to refer to expert’s opinion to conduct
a study to detect bias in these items.
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MIMIC ve Lojistik Regresyon Yontemlerinin DMF Belirleme
Performanslari

Girig

DMF (Degisen Madde Fonksiyonu), esit yetenek diizeyinde ancak farkli gruplarda yer alan bireylerin
belirli bir maddeye verdikleri cevaplarin dogru olma olasiliginin birbirinden farkli olmasi1 durumunda
ortaya cikar (Crane, Belle & Larson, 2004; Mazor, Kanjee & Clauser, 1995). DMF’li maddeleri tespit
etmek iizere ¢ok sayida DMF belirleme yontemi gelistirilmistir. Bu ¢ok sayidaki yontem arasindan
MIMIC (Multiple Indicators, Multiple Causes) yontem oldukca yenidir ve ozellikle iki kategorili
puanlanan test maddelerinde MIMIC yontemin kullanildigi arastirma sayisinin eksikligi goze
carpmaktadir (Finch, 2005). Bu nedenle, MIMIC yontemin DMF belirlemedeki performansinin
aragtirilmasi gerekli goriilmektedir.

Hem siirekli hem de kategorik birden c¢ok sayida gruplama degiskeni ile kullanilabilen MIMIC
yontemin, sadece tek bir kategorik degiskenle analiz yapmaya izin veren yontemlere kiyasla daha
esnek oldugunu ifade etmek miimkiindiir (Wang, Shih & Yang, 2009). IRT (Item Response Theory)
kapsaminda ele alinan DMF testlerinde ikiden fazla grup s6z konusu oldugunda yontemlerin oldukc¢a
karmasiklastig1 goriilmekte iken MIMIC yontemin ayni anda ¢ok sayida degiskeni analize ekleyebilme
avantaji s0z konusudur (Fleishman, Spector & Altman, 2002). Birden fazla grubun eszamanli olarak
tek bir agsamada analizine olanak sagladigi icin MIMIC yontemi oldukca kullanigh bulunmaktadir
(Muthen, 1988). DMF arastirmalarindaki avantajlar1 géz oniine alindiginda bu yontem oldukga ilgi
cekici bir arastirma konusu haline gelmektedir.

Yanlilik arastirmalarinda kullanilan DMF belirleme yontemleri kullanilan teste ve testin uygulandig
grubun ozelliklerine uygun olmalidir. Bu amagla, bu arastirmada MIMIC yontemin hangi kosullar
altinda daha dogru sonuglar verdigi ortaya ¢ikarilmak istenmis ve arastirma iki kategorili verilerle
cesitli kosullar kullanilarak yiiriitiilmiistiir. Calismada etkisi incelenen kosullar érneklem biiyiikligii,
DMF’li madde ylizdesi ve gruplar arasi yetenek dagilimlaridir. Ayrica, bu arastirmada tek bigimli
(uniform) DMF’nin belirlenmesi iizerine odaklanilmistir. Ozetle bu arastirmada MIMIC ve LR
(Logistic Regression) yontemleri farkli 6rneklem biiyiikliigii, gruplarin yetenek dagilim farkliliklar:
ve DMF’li madde yiizdesinin degistigi kosullarda Tip 1 hata ve giiglerine dayali olarak
kargilagtirilmigtir. Buna bagli olarak aragtirmanin problem ciimlesine asagida yer verilmistir:

MIMIC ve LR DMF belirleme yontemlerinin Tip 1 hata ve giicleri 6rneklem biiyiikliigl, gruplarin
yetenek dagilimlari ve DMF’li madde yiizdesine gore nasil degismektedir?

Yontem

Bu calisma iki kategorili puanlanan veriler i¢in yiiriitiilmiis, simiilasyona dayali bir DMF belirleme
caligmasidir. Calismada kullanilan DMF belirleme yontemleri MIMIC ve LR’dir. Caligmanin
verilerini {iretmek {izere R 3.0.2, DMF belirleme analizleri icinse MPlus 6.12 ve SAS 9.3.1
programlarindan yararlanilmigtir. Analizler her bir kosula ait veri setleri {lizerinde 100 kez
tekrarlanmuistir. Ayrica arastirmanin verileri 3 parametreli lojistik modele (3PLM) uygun olacak
sekilde iretilmistir.

Caligmada sabit tutulan kosullar su sekildedir: referans grupta yer alan bireylerin yetenek
parametrelerine ait dagilim [N(0,1)], test uzunlugu (30 madde), DMF’li maddeler i¢in gruplara ait
giicliik parametreleri farki (0.6 birim), odak gruptaki bireylerin sayisinin referans gruptakilere orani
(1:1). Calismanin degisen kosullar ise su sekildedir: 6rneklem biiytikliigii (2000, 4000), odak grupta
yer alan bireylere ait yetenek dagilimlari [N(0,1), N(-0.5, 1)] ve DMF’li madde yiizdesi (%10, %20).
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Sonuc ve Tartisma

Ozetle bu arastirmada drneklem biiyiikliigii, yetenek dagilimi ve DMF’li madde yiizdesinin MIMIC
ve LR yontemlerine ait Tip 1 hata ve gii¢ iizerindeki etkileri incelenmistir. Genel olarak bakildiginda
MIMIC yoéntemine ait Tip 1 hatanin LR yontemininkilere gore daha diisiik oldugu goze carpmustir.
Ancak her iki yontem igin de tiim kosullarda Tip 1 hatalarinin kabul edilebilir alfa diizeyinden (a =
.05) yliksek ¢iktig1 goriilmiistiir. Kosullar detayli olarak incelenecek olursa, drneklem biiyiikliigiindeki
artis tim kosullar icin MIMIC yontemin Tip 1 hatasini 6nemli 6lgiide diisiirmiistiir. Ancak LR
yontemin Tip 1 hatasindaki degisim DMF’li madde yiizdesine bagli olarak degismistir. %10 DMF
iceren kosullarda Tip 1 hata 6nemli 6l¢iide degisiklik gostermezken %20 DMEF’li madde kosulunda
hata 6nemli 6l¢iide artmistir. Demek oluyor ki LR yontemi DMF’li madde yiizdesi arttikga 6rneklem
biiyiikliigline duyarli hale gelmistir. Daha 6nce benzer sekilde LR ve DFA (Dogrulayici Faktor
Analizi) yontemleri ile yiiriitiilen Finch ve French’in (2007) ¢alisma bulgular ise neredeyse her iki
yontem i¢in de bu arastirmanin sonuglarindan farklilik gostermektedir ve bu farklilik MIMIC yontem
icin daha belirgin ¢ikmustir. Finch ve French’in (2007) bulgulari LR ve DFA yo6ntemlerinin Tip 1
hatalarinin 6rneklem biiyiikliigiinden 6nemli derecede etkilenmediklerini isaret etmistir. MIMIC
yontemi DFA’ya dayali bir yontemdir. Bu iki ¢alismanin sonuglar1 arasindaki farkliligin sebebinin bu
acidan disiiniildiigiinde DMF tiirii olabilecegi sdylenebilir. Ciinkii DFA yonteminin tek bigimli
olmayan DMF’yi belirlemedeki kullaniglihigindan siiphe duyuldugu Finch ve French’in (2007)
aragtirma sonuglar arasindadir. Ayrica DFA’ya dayanan MIMIC yonteminin de tek bigimli DMF’yi
belirleyebildigi, tek bigimli olmayan DMF’yi belirlemede yetersiz oldugu Woods (2009), Woods,
Oltmanns ve Turkheimer’in (2009) arastirmalarinda agikga belirtilmistir.

Caligmanin bir bagka sonucuna gore, hem 2000 hem de 4000 kisilik 6rneklem biiyiikliiklerinde DMF’li
madde yiizdesindeki artisin MIMIC y6ntemin Tip 1 hatasina etki etmedigi ancak LR ydntemininkini
arttirdig1 goriilmiistiir. Finch’in (2005) yiiriittiigli arastirmada 600 ve 1000 6rneklem biiytikliiklerinde
test uzunlugunun artmasi ile DMF’1li madde yiizdesinin MIMIC yontem tizerindeki etkisinin azaldig
goriilmistiir. Bu iki arastirmanin sonuglar1 birlikte diisliniildiiglinde DMF’li madde yiizdesinin
MIMIC yontem fizerindeki etkisini azaltmak igin 2000 ve 4000 gibi daha biiyliik 6rneklem
biiyiikliiklerine ya da 600 veya 1000 gibi nispeten daha kii¢iik drneklem biiyiikliikleri ile birlikte daha
biiyiik test uzunluklarina ihtiya¢ duyulmaktadir.

Arastirmanin bir baska sonucu ise odak grubun yetenek dagilimindaki farkliligin her iki yontemin de
Tip 1 hatalarim etkilemedigi y&niindedir. Ozetle, iki yontem Tip 1 hatalari bakimindan
karsilagtirildiginda MIMIC yontem i¢in orneklem biytkligindeki degisim daha etkili iken, LR
yontem i¢in DMF’li madde yiizdesindeki degisim daha etkili olmustur.

Arastirma sonuglar1 yontemlerin gligleri bakimindan incelendiginde, her iki yontemin gii¢ degerlerinin
tim kosullar i¢in kabul edilebilir degerin (.70) iizerinde oldugu gozlemlenmistir. Arastirma
sonuglarina gore her iki yontem i¢in de gii¢ degerleri agisindan, 6rneklem biiyiikliigli en etkili degisken
olmustur. Ayrica sonuglar neredeyse tiim kosullarda MIMIC yontemin gii¢ degerlerinin LR
yontemininkilerden daha yiiksek oldugunu isaret etmistir. Benzer bir sonuca Finch’in (2005)
aragtirmasinda rastlanmistir. Bu arastirmada da MIMIC yontemin gii¢ degerlerinin klasik
yontemlerinki kadar yiiksek oldugu vurgulanmigs ve hatta bazi kosullarda SIBTEST ve MH
yontemlerine gore daha yiiksek gii¢c degerlerine sahip oldugu belirtilmistir.

Bu aragtirmada her iki yonteme ait gii¢ degerlerinin tiim kosullar i¢in .70 ve iizeri degerler verdigi
tespit edilmistir. Finch ve French’in (2007) arastirma sonuglarina gére ise LR ve DFA yontemlerinin
giic degerlerinin neredeyse tiim kosullarda .70 degerinin altinda oldugu goriilmiistiir. Ayrica, 6rneklem
biiyiikliigii arttikga LR yonteminin gii¢ degerinin arttig1 ancak, DFA yonteminin gii¢c degerinin azaldig
ya da ayni1 kaldig1 belirtilmistir. Bu arastirmanin sonuglarina gore ise drneklem biiytikliigii arttikga LR
ve MIMIC yontemlerin giic degerlerinin arttif1 gézlenmistir. Bu bakimdan iki ¢alisma LR ydntemi
sonuclarina dayali olarak birbirini destekler nitelikte iken MIMIC ve DFA yontemleri sonuglari
bakimindan birbirini desteklememektedir. Daha dnce de belirtildigi {izere MIMIC yontem DFA’ya
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dayal1 bir yontemdir ve bu iki arastirma sonucundaki farkliligin sebebinin DMF tiiriine (tek bigimli ve
tek bigimli olmayan) dayandig1 s6ylenebilir.

Bu aragtirmada test uzunlugu sabit tutulmusgtur. Ancak test uzunlugunun MIMIC y&ntem {izerindeki
etkisinin daha net ortaya konabilmesi i¢in ileriki aragtirmalarda arastirmacilara daha biiyiik test
uzunluklarin1 kullanarak arastirmalar yiiritmeleri Onerilebilir. Ayrica, MIMIC yo6ntemin farkl
orneklem biiyiikliiklerinde nasil sonuglar verdigi 6nemli bir aragtirma sorusudur. Bu arastirmada 2000
ve 4000 olmak {iizere iki farkli 6rneklem biiyiikliigl ele alinmistir. Ancak, 4000 kisilik 6rneklem
biiyiikliiglinde dahi istenen Tip 1 hata oranina ulasilamamistir. Bu nokta 6nemli bir soruna isaret
etmektedir. ileriki arastirmalarda daha yiiksek 6rneklem biiyiikliikleri kullanilarak MIMIC yéntemin
yaklasik hangi 6rneklem biiyiikligiinde ideal sonuglar verdigi tartigiimalidir.

Bu aragtirma ile, MIMIC yontemin kullanilarak DMF’li maddelerin belirlenmeye calisildigi
arastirmalara bir referans olmasi amaglanmistir. Boylece, kullanilan teste ve testi alan grubun
ozelliklerine uygun DMF belirleme yontemlerinin segiminde arastirmacilara giivenilir bir kaynak
saglanmas1 umulmaktadir. Bununla birlikte, gergek test sonuglarinin analizinde 6reklem biiyiikligii
ve yetenek dagilimlarina bagli olarak uygun DMF belirleme yonteminin secilmesinde arastirmacilara
yardimc1 olmak istenmistir. Daha giivenilir yontemlerin yardimiyla testler daha adil hale getirilebilir.

Bu arastirmadan elde edilen sonuglara dayanilarak 2000 gibi kiigiik 6rneklem biiyiikliikleri ve %10
gibi kiiciik oranda DMF’li madde iceren ¢aligmalarda LR ydnteminin, yaklasik 4000 ya da daha
yiiksek orneklem biiyiikliikleri ile yiiriitiilen calismalarda ise MIMIC ydntemin tercih edilmesi
onerilebilir. DMF’1li maddelerin belirlenmesinin ardindan, bu maddelere yonelik yanlilik ¢alismasi
yapmak iizere uzman kanisina bagvurulmasi da 6nerilmektedir.
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Abstract

In this study, probabilities of preservice middle school mathematics teachers’ possession of four fundamental
cognitive skills required for learning and teaching statistics and probability topics were examined by using the
log-linear cognitive diagnostic model, which is one of the cognitive diagnostic models. Moreover, the
probabilities of preservice teachers’ possession of these skills were investigated according to gender, university
ranking, and grade level variables. Hence, it was examined whether there was a significant relationship between
the probabilities of having each skill and these variables. A Statistical Reasoning Test, which was developed by
Avrican and Kuzu in 2019, measured preservice teachers’ possession of four critical skills was used in collecting
the data. These four skills included representing and interpreting data, drawing inferences about populations
based on samples, selecting and using appropriate statistical methods to analyze data, and understanding and
applying basic concepts of probability. In the 2016-2017 academic year, the test was applied to 456 preservice
teachers selected from four different universities in Turkey, and probabilities of their possession of each attribute
were calculated. Later, the relationship between the preservice teachers’ test scores and gender was examined
by using the Mann-Whitney U test, and the relationship between their test scores and ranking of the attended
university and grade level were examined using the Kruskal Wallis-H test. Although probabilities of the
preservice teachers’ possession of these four skills did not significantly differ according to gender, some
significant differences were detected for university ranking and grade level variables.

Key Words: Cognitive diagnostic models, gender, grade level, preservice middle school mathematics teachers,
statistics and probability, university ranking.

INTRODUCTION

Statistics, which is defined as a branch of science, consists of techniques and methods related to data
collection, analysis, and interpretation of results (Saragbasi & Kutsal, 1987). Statistics, which is based
on the principles such as determining the relationship between variables, making generalizations
according to the results obtained from samples, and making predictions for the future, have become
the focus of interest in many countries and have taken place in mathematics education programs of
many countries (Ardig, Yilmaz & Demir, 2012; Makar & Rubin, 2009; Shaughnessy, 2007; Watson,
2006). When the constantly developing and renewing mathematics curricula are examined, statistical
competencies such as reading data, representing data, using central tendency and spread measures,
making predictions and inferences from data, and calculating probability are given more attention in
different class levels than previous years (Ministry of Education-MEB, 2013, 2018).

Statistics is based on calculations of probability and enables mathematical treatment of random events
and making inferences from data. Statistics and probability, which interact with real-life problems and
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other disciplines (e.g., economics, physical education, etc.), have been the focus of mathematics
education from the past to the present day and have been included in the learning standards of the
leading international educational institutions (e.g., National Council of Teachers of Mathematics-
NCTM; National Assessment of Educational Progress-NAEP) (Batanero & Diaz, 2010; Franklin et
al., 2007; Jones, 2005). Although the topics of statistics and probability have such importance, teachers
and students face various difficulties in teaching and learning these topics (Batanero & Diaz, 2012).
For example, Giirbiiz, Toprak, Yapici, and Dogan (2011) found that teachers stated probability as one
of the most difficult subjects in Turkish secondary school mathematics curriculum. Moreover,
Boyacioglu, Erduran, and Alkan (1996) found that while 91% of the students stated probability as one
of the most difficult subjects to understand, 84% of the teachers stated probability as one of the most
difficult subjects to teach. In addition to these findings, students’ difficulties with statistics and
probability are also reported in international studies. When the eighth grade mathematics results of the
Trends in International Mathematics and Science Study (TIMSS) were investigated, which included
numbers, algebra, geometry, and data and chance domains, 22 out of 39 participating countries,
including Turkey, obtained average scores in the data and chance domain that were lower than the
TIMSS median-score of 500 (Mullis, Martin, Foy & Hooper, 2016). Furthermore, in the data and
chance domain Turkey was ranked 12th among 13 European countries with an average score of 466
points. Although among the four domains, Turkish students obtained the highest average score from
the data and chance domain, it was the only domain in which the average score of students decreased
when compared with the TIMSS 2011 results (Mullis, Martin, Foy & Arora, 2012).

In addition to studies that have been conducted for identifying the difficulties encountered in teaching
and learning of statistics and probability, there are also studies aimed at comparing the mathematics
achievement of male and female students. The relationship between academic achievement and gender
is an issue that has been discussed for many years (Eitle, 2005). When the studies on students’
mathematics performances are examined, although there are many studies indicating that boys are
more successful than girls (e.g., Felson & Trudeau, 1991; Fryer & Levitt, 2010; Stoet & Geary, 2013),
there are also studies emphasizing girls are more successful than boys (e.g., Chambers & Schreiber,
2004; Farooq, Chaudhry, Shafig & Berhanu, 2011). On the other hand, it is possible to find studies
indicating that there is no difference between mathematics achievement of girls and boys (e.g., Chiesi
& Primi, 2015; Duckworth & Seligman, 2006; Else-Quest, Hyde & Linn, 2010; Lindberg, Hyde,
Petersen & Linn, 2010). When the effect of gender on mathematics performance is analyzed in terms
of statistics, boys and girls do not differ in terms of their mathematics ability; however, in comparison
to male students, female students have more negative attitudes towards statistics and have less
confidence in their abilities (Chiesi & Primi, 2015). Bulut, Yetkin, and Kazak (2002) examined
preservice mathematics teachers’ (PSTs) achievements on probability and found that male students
were more successful in probability than female students. Furthermore, in the same study, Bulut et al.
(2002) also examined PSTs’ attitudes towards the mathematics course and probability subject and
found that girls reflected more positive attitudes towards the mathematics course, but there was no
significant difference between the two groups in terms of their attitudes towards probability subject.
When the TIMSS 2015 eighth grade mathematics results were examined, female students were more
successful in mathematics than male students in seven countries; male students were more successful
in six countries, and no significant difference was found between male and female students in 26
countries. In terms of data and chance domain, the mean scores of female and male students were very
close to each other (Female: 475; Male: 472). When the data and chance mean scores of Turkish
students were analyzed according to their gender, female students obtained slightly better mean score
than male students (Female: 470; Male: 464).

When the studies on statistics and probability were examined, it was recognized that these two subjects
were among the least investigated subjects in mathematics. On the other hand, the studies conducted
on these two subjects generally aimed to understand students’ performance, strengths, and weaknesses
(Ulutas & Ubuz, 2008). Some studies (e.g., Batanero & Diaz, 2012; Batanero, Godino & Roa, 2004;
Franklin & Mewborn, 2006) emphasized that the difficulties faced by teachers and PSTs on statistics
and probability were originated from the inadequately developed statistics and probability curriculum
in universities. In addition, teachers who had little opportunity to obtain accurate information about
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the principles and concepts of underlying practices of data analysis had difficulty in forming statistical
knowledge (Franklin et al., 2007). Overall, relying on the Classical Test Theories (CTT), the studies
conducted on statistics and probability (e.g., Olpak, Baltaci & Arican, 2018; Tsakiridou & Vavyla,
2015; Zhang & Maas, 2019) more often used total score-based evaluation systems. In these studies,
the students’ performances were evaluated in terms of the average scores that they obtained.
Assessment approaches that use a single score (e.g., average score) have been criticized for not
providing very detailed information on students’ performances (Leighton & Gierl, 2007; Nichols,
Chipman & Brennan, 2012), and alternatively, cognitive diagnostic models (CDMs) have been
developed for obtaining more detailed assessments (Rupp, Templin & Henson, 2010). In CDMs, rather
than calculating the total scores, the probability of each student’s possession of the desired skill is
determined, and diagnostic feedback is provided on their strengths and weaknesses. For instance, in a
single score-based assessment system, a student with a score of 59 can be assessed as unsuccessful in
a test with an average score of 60, whereas in CDMs, assessments are provided in terms of students’
possession of the required skills rather than their scores. Thus, CDMs offer a more effective assessment
of students’ performances than CTTs.

Cognitive Diagnostic Models

Cognitive diagnostic models, also known as diagnostic classification models (DCMs), are a family of
psychometric models that provide diagnostic assessments of participants’ expertise on skills, which
are referred as attributes, that the test aims to measure by calculating the likelihood that they have
these skills based on their responses to the test items. CDMs provide participants with cognitive
feedback about the skills to be measured and offer more detailed information about their cognitive
strengths and weaknesses. One of the strengths of CDMs is that they provide more reliable estimates
than CTTs, even if a small number of test items are used (Templin & Bradshaw, 2013). In recent years,
researchers have used CDMs to provide diagnostic assessment on the results that students (e.g., Choi,
Lee & Park, 2015; Dogan & Tatsuoka, 2008; Im & Park, 2010; Lee, Park & Taylan, 2011; Sen &
Avrican, 2015), teachers (e.g., Bradshaw, Izsak, Templin & Jacobson, 2014), and PSTs (e.g., Arican &
Kuzu, 2019) obtained from several subjects of mathematics.

CDMs classified into three categories: compensatory models, non-compensatory models, and general
models (Ravand & Robitzsch, 2015). Deterministic input, noisy-or-gate model (DINO) (Templin &
Henson, 2006), and compensatory reparameterized unified model (C-RUM) (Hartz, 2002) are the
examples of compensatory models. Deterministic input, noisy-and-gate model (DINA) (Junker &
Sijtsma, 2001) and non-compensatory reparameterized unified model (NC-RUM) (DiBello, Stout &
Roussos, 1995; Hartz, 2002) can be given as the examples of non-compensatory models. Finally, the
general diagnostic model (GDM) (von Davier, 2005), the log-linear cognitive diagnostic model
(LCDM) (Henson, Templin & Willse, 2009), and generalized deterministic input, noisy-and-gate
model (G-DINA) (de la Torre, 2011) are the examples of general models that allow both compensatory
and non-compensatory relationships.

This study was conducted using LCDM, which is one of the general models. LCDM places
participants’ responses to items in latent classes and thus helps researchers to determine their attributes
(Bradshaw et al., 2014). Depending on the size and direction of the item parameters, LCDM can model
attribute effects on each item response in a compensatory or non-compensatory manner, which gives
researchers greater flexibility (Bradshaw et al., 2014). Therefore, LCDM was used to analyze the
present data because of this flexibility.

The Purpose of the Study

In order to overcome the problems encountered in the learning and teaching of statistics and
probability, it has been given importance recently to develop students’ statistical skills in the Turkish
education system and to equip students with these necessary skills (MEB, 2013, 2018). Moreover, as
mentioned above, students’ inadequacy in statistics and probability subjects raised questions about
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how well preservice mathematics teachers graduated from higher education programs were educated
in these subjects. The fact that students, teachers, and PSTs encounter some difficulties in statistics
and probability suggests that they may have deficiencies in terms of the skills required in teaching and
learning of these subjects. Therefore, providing diagnostic feedback on these deficiencies will
contribute to educators to address the difficulties encountered.

Using the four fundamental cognitive skills required for preservice middle school mathematics
teachers in statistics and probability, this study examined whether the PSTs’ possesions of these skills
differ according to their gender, ranking of the attended university, and grade level. Therefore, the
following research questions were investigated in this study:

1. Do preservice middle school mathematics teachers’ possession of skills differ according to
their gender?

2.Do preservice middle school mathematics teachers’ possession of skills differ according to
the base scores of the universities they study?

3. Do preservice middle school mathematics teachers’ possession of skills differ according to
their grade level?

METHOD

In this quantitative study, the descriptive survey model was used to determine whether the PSTs’
possession of attributes differ according to their gender, ranking of the attended university, and grade
levels. The descriptive survey model is a research method that aims to describe a situation, views,
interests, and competencies, which happened in the past or still exists, as it is (Karasar, 2005).

Sample

The sample of the study was composed of 456 PSTs (315 females, 108 males; 33 unspecified) studying
in four different universities. In 2016, 67 universities had middle school mathematics teacher
programs. These universities were ranked from the highest to the lowest by taking into account the
average of the university entrance scores of the relevant program in the last five years. Four universities
were randomly selected by using a stratified sampling method, which is one of the probability-based
sampling techniques. Using the interquartile range, which is a descriptive statistical measure, 1 high
from the first 17 universities (66 PSTs), 2 medium between 18 and 50 (224 PSTs), and 1 low from the
last 17 universities (166 PSTs) were selected. The universities were located in three different regions
of Turkey (1 Western Anatolia, 2 Central Anatolia, and 1 Eastern Anatolia), and the descriptive
information on the PSTs was presented in Table 1.

Table 1. The Distribution of the Sample

Grade

1 5 3 7 Total

Gender Female 75 108 110 22 315
Male 27 30 32 19 108

Unspecified 4 12 16 1 33

Total 106 150 158 42 456

Data Collection Instruments

The Statistical Reasoning Test developed by Arican and Kuzu (2019) was used in this study. The test
measured four attributes: Al: Representing and interpreting data; A2: Drawing inferences about
populations based on samples; A3: Selecting and using appropriate statistical methods to analyze data;
and A4: Understanding and applying basic concepts of probability. While determining these four
attributes, national (MEB secondary school mathematics curriculum) and international (NCTM and
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Common Core State Standards-CCSS) standards were examined. The test consisted of 20 items (15
multiple-choice and five open-ended), and when preparing these items, questions included in the
national and international (TIMSS and The Programme for International Student Assessment-PISA)
large-scale tests were taken into account. In order to determine which attribute or attributes each item
measures, three academicians specialized in mathematics education and two mathematics teachers
independently coded the test items in terms of the attributes they measure (1: if the items measure the
attributes; O: if the items do not measure the intended attributes). If at least three experts agreed that
the item measures an intended attribute, then it was included in the Q-matrix. The Q-matrix was
presented in Table 2.

Table 2. The Q-Matrix

Attribute/ltem 1 2 3 45 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 Total
Al 1 00100100 1 1 1 1 0 O0 1 1 0 0 O 9
A2 1 00001100 1 1 1 1 1 0 0 1 0 0 1 10
A3 oo0o0o001000 1 1 1 0 1 0 1 0 0 1 1 8
A4 111110111 0 0 O O O0O 1 0 0 1 0 O 10

f

Table received from “Diagnosing Preservice Teachers’ Understanding of Statistics and Probability: Developing a Test for
Cognitive Assessment” by M. Arican and O. Kuzu, 2019, International Journal of Science and Mathematics Education, pp.
1-20. All rights reserved to Springer Nature.

In CDMs, the degree to which an item distinguishes between masters and nonmasters of an attribute
is calculated by the item-attribute indices. Although there is no critical cut-off score stated for the
removal of test items, de la Torre (2008) reported .31 as low. Accordingly, as seen in Table 3, item-
attribute indices were low only in Items 6, 15, and 18.

Table 3. Item-Attribute Discrimination Indices

Items Al A2 A3 Ad
Item 1 .55 .63 .39
Item 2 .69
Item 3 .78
Item 4 .61 .56
Item 5 .86
Item 6 27 .23

Item 7 .58 .45 73
Item 8 .65
Item 9 73
Item 10 .52 .45 A1

Item 11 .45 43 .35

Item 12 .53 .55 .38

Item 13 41 .38

Item 14 .75 .59

Item 15 21
Item 16 51 54

Item 17 44 42

Item 18 .22
Item 19 .68

Item 20 .50 .63

Table received from “Diagnosing Preservice Teachers’ Understanding of Statistics and Probability: Developing a Test for
Cognitive Assessment” by M. Arican and O. Kuzu, 2019, International Journal of Science and Mathematics Education, pp.
1-20. All rights reserved to Springer Nature.

The item difficulty index ranges from O to 1 and represents the proportion of students who correctly
answered an item. In this study, the item difficulty index ranged between .13 and .86 and had an
average of .49 (Table 4). The average item difficulty index of a test is recommended to be around .50
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(Cepni, et al., 2008). Therefore, there was a good balance among the items in terms of their difficulty
indices.

Table 4. Item Difficulty Indices

Items Index Items Index
Item 1 .50 Item 11 .75
Item 2 43 Item 12 .68
Item 3 .46 Item 13 .82
Item 4 57 Item 14 .52
Item 5 44 Item 15 .23
Item 6 .86 Item 16 .56
Item 7 .33 Item 17 .53
Item 8 .67 Item 18 13
Item 9 31 Item 19 .29
Item 10 24 Item 20 42

Table received from “Diagnosing Preservice Teachers’ Understanding of Statistics and Probability: Developing a Test for
Cognitive Assessment” by M. Arican and O. Kuzu, 2019, International Journal of Science and Mathematics Education, pp.
1-20. All rights reserved to Springer Nature.

Data Analysis

Arican and Kuzu (2019) examined cognitive skills that PSTs required to have for teaching statistics
and probability topics and determined four fundamental skills (i.e., attributes), and the results are
presented in Table 5. When Table 5 is examined, the probability of the PSTs’ possession of Attribute
1 was .647, and this value was higher than the probability of having the remaining three attributes.
Although the lowest probability was obtained for Attribute 2, in general, the PSTs were less likely to
have Attributes 2, 3, and 4. Using the reliability criterion developed by Templin and Bradshaw (2013),
Arican and Kuzu (2019) stated that the test measures each attribute with .89, .82, .83, and .90
reliability, respectively. Moreover, with the help of the Mplus program, Arican and Kuzu (2019)
eliminated classification problems by removing non-meaningful one-way and two-way interaction
effects that did not contribute to the calculation of the PSTs’ probabilities for having attributes. In
addition, calculating the bivariate model fit information, item pairs indicating misfit were determined
which consisted of only 7% of the total item pairs. Therefore, the test items and Q-matrix used were
found to be appropriate for calculating the probabilities of desired attributes.

Table 5. The Probabilities of the PSTs’ Possessions of Attributes

Attributes Probability Sd
Al Representing and interpreting data .647 .396
A2 Drawing inferences about populations based on samples .286 .347
A3 Selecting and using appropriate statistical methods to analyze data 476 .396
A4 Understanding and applying basic concepts of probability 427 410

Table received from “Diagnosing Preservice Teachers’ Understanding of Statistics and Probability: Developing a Test for
Cognitive Assessment” by M. Arican and O. Kuzu, 2019, International Journal of Science and Mathematics Education, pp.
1-20. All rights reserved to Springer Nature.

This study examined whether the probabilities of the PSTs’ possession of four attributes (see Table 5)
differed according to gender, ranking of the attended university, and grade levels. For this purpose, the
PSTs’ answers to the test items were coded as 0 (wrong answer), 1 (correct answer), and 9 (incomplete
answer). Then, the coded answers were transferred into the Mplus 6.12 program (Muthen & Muthen,
2011) together with the Q-matrix in Table 2, and with the help of LCDM, the individual probabilities
of each PST’s possession of the attributes were calculated. The PSTs’ answers were not transferred
directly to the SPSS program, and the total and average scores of them for each attribute were not
calculated. The reason for doing this was that the total or average scores that the PSTs obtain from the
test items do not give clear information about whether the PSTs have that attribute or not. For instance,
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as presented in Table 6, a PST with a high total or average score may be less likely to have that
attribute.

Table 6. Distribution of Four PSTs’ Scores for Each Attribute

PST/Attribute Al A2 A3 A4

T M P T M P T M P T M P
PST 17 5 556 929 5 500 .064 4 500 579 1 .100 .119
PST 51 6 667  .727 6 .600 .230 4 500 .743 3 .300 .049
PST 268 5 556 .004 5 500 .000 3 375 997 3 .300 .000
PST 376 5 556 .885 7 .700  .050 4 500 .456 2 200 .701

Note. T: Total item score; M: Mean item score; P: Probability of attribute possession

As shown in Table 2, the total maximum scores that the PSTs can receive from the items that measure
Al, A2, A3, and A4 are 9, 10, 8, and 10, respectively. When Table 6 is examined, PST 17 received a
total of 5 points from items measuring A1 (mean: .556); PST 51 received a total of 6 points for this
attribute (mean: .667). Although, in terms of CTT, it is thought that PST 51 has more chance for
mastering Al, LCDM analysis shows us that PST 17 has a higher probability of having this attribute
than PST 51 (.727 < .929). Similarly, PST 268 obtained a total of 3 points for A4 (mean: .300).
Although PST 376 received 2 points from A4 (mean: .200), PST 376 has more chance of having A4
than PST 268 (.000 < .701). PST 268’s probability of having A4 is .00, and her probability of having
A3 is .99. Moreover, although the points obtained by PST 17, PST 51, and PST 376 from the items
measuring A3 are the same, they all have different probabilities for having this attribute. PST 51 has
more chance for mastering A3 than the remaining PSTs, and PST 376 has less chance of having this
attribute. The reason for the difference between the CTT and LCDM results in Table 6 can be explained
by the fact that LCDM takes into account the possibility of nonmasters of any attribute answering
these items correctly presumably by guessing, and attributes having different effects in obtaining
correct answers. A PST who correctly answers an item may not necessarily have all the attributes
associated with that item with the same probability. Furthermore, the PSTs’ answers to the items
measuring a specific attribute, as well as their answers to the items not measuring this attribute affect
the calculation of probabilities.

After calculating the probability of each attribute, the responses were transferred into the SPSS
program with their information about gender, ranking of the attended university, and grade levels.
Next, the data were checked for normality by considering the skewness and kurtosis coefficients,
Kolmogorov-Smirnov test, and graphs. It is expected that if the number obtained by dividing the
skewness and kurtosis coefficients by their standard errors is between -1.96 and +1.96, the distribution
of data does not differ significantly from the normal distribution (Kim, 2013). These values calculated
respectively as -5.47 and -5.90 for Al; 7.48 and -3.88 for A2; 0.73 and -7.48 for A3; 2.84 and -7.24
for A4. As a result of conducting the Kolmogorov-Smirnov test, the p-value was found to be less than
.05. Moreover, Histogram, Q-Q plot, and Box plot graphs were not satisfying normal distribution
assumptions. Hence, it was concluded that the distribution of data was not normal. In addition,
homogeneity of variance was examined by the Levene Test. Because the p-value was less than .05, the
homogeneity of variance was not satisfied. Therefore, we determined that the data were not satisfying
parametric test assumptions and so we used Mann-Whitney U test to investigate the effect of gender
on the PSTs’ possession of attributes and Kruskal Wallis-H test to investigate the effects of the ranking
of the attended university and grade level on their possession of these attributes.

RESULTS

In this section, the findings of the PSTs’ competencies in statistics and probability are reported in
agreement with the sub-problems of the study.
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Examining the PSTs’ Competencies in Statistics and Probability According to Gender Variable

Mann-Whitney U test was used to investigate whether the probabilities of the PSTs’ possessions of
attributes differed according to their gender. The test results are presented in Table 7. According to
Table 7, since the p-value for each attribute is greater than .05, the probabilities of the PSTs’
possessions of attributes did not statistically differ according to their gender. The distribution of
probabilities for each attribute according to the gender was presented in Table 8.

Table 7. Mann-Whitney U Test Results

Gender Mean Rank Sum of Ranks U z
o K/?:r: ¢ gig:gg gggéi:gg 16551.50° -418
& EAe:r: ¢ 3(1)‘31:;1 g;ggggg 16136.50° -798
a E:;T: i ﬁigi ggégg:gg 17007.50° -.003
o E/Tgr: ° 223;12 ggggi:gg 16312.50° -637

a.p>.05

Table 8. The Distribution of Probabilities According to Gender

Attributes Gender Probability
Al Representing and interpreting data Female .663
Male .667
A2 Drawing inferences about populations based on samples Female .288
Male 271
A3 Selecting and using appropriate statistical methods to analyze data Female 462
Male 461
A4 Understanding and applying basic concepts of probability Female 423
Male 484

Examining the PSTs’ Competencies in Statistics and Probability According to the Ranking of the
Attended University

Kruskal Wallis-H test was used to investigate whether the probabilities of the PSTs’ possessions of
attributes statistically differed according to the ranking of the attended university. Next, the Mann-
Whitney U test was applied to determine differences among high, middle, and low-ranking groups.
The findings were presented in Table 9.

Table 9. The Probabilities of the PSTs’ Possessions of Attributes According to the Ranking of the
Attended University

Group N Mean Rank df x? Difference
Al High 66 312.02 2 87.497™ High>Middle
Middle 224 257.55 High>Low
Low 166 156.10 Middle>Low
A2 High 66 208.96
Middle 224 222.94 2 4.091 -
Low 166 243.78
A3 High 66 156.67 2 97.445™ Low>Middle
Middle 224 191.07 Low>High
Low 166 307.57 Middle>High
A4 High 66 307.51 2 64.932™ High>Middle
Middle 224 250.16 High>Low
Low 166 167.86 Middle>Low

**p < 01
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When Table 9 was examined, the p-value for A1 was found to be significant, p < .01. Table 9 showed
that there was a statistically significant difference among all groups, and this difference was in favor
of the university with a high base entrance score. The PSTs studying at the university with high base
entrance scores were found to be more likely to have Al than remaining PSTs. Moreover, the findings
suggested that the higher the base entrance score of the university, the higher the probability of having
Al. In terms of A2, the p-value was calculated as p > .05, and so we concluded that the PSTs’
possessions of attributes did not statistically differ according to the ranking of the attended university.
Although the mean likelihoods of having A2 were similar in each grade level, in general, each mean
score was very low. For A3, the p-value was calculated as p < .01, and so we decided that there was a
statistically significant difference between all groups. This difference was found to be in favor of
universities with low base scores. The PSTs studying in a university with a low base score were more
likely to have A3 than PSTs studying at a university with medium and high base scores. Furthermore,
the PSTs attending a university with a high base score were less likely to have A3 than the PSTs
studying at other universities. In addition, p was calculated as p < .01 for A4. There was a statistically
significant difference among all groups in favor of the university with high base score. Therefore, the
PSTs attending to the university with high base score were more likely to have A4 than the PSTs
attending at the remaining universities. Thus, the higher the university ranking was, the higher the
probability of the PSTs having A4.

When the above findings were considered, the PSTs had the most difficulty in having A2. There was
a great chance of the PSTs attending at the university with a high base score for having A1 and A4 in
comparison to the PSTs attending universities with medium or low base scores. Although the PSTs
attending at the universities with low base scores were stronger in A3, they were weak in Al and A4.
Moreover, the probabilities of the PSTs’ possessions of A2 did not differ statistically in terms of the
ranking of the attended university, and each mean score was quite low. The distribution of the
probabilities according to the ranking of the attended university was presented in Table 10.

Table 10. The Distribution of Probabilities According to Ranking of the Attended University

Attributes Success Level Probability
Al Representing and interpreting data High .833
Middle 744
Low 441
A2 Drawing inferences about populations based on samples High 216
Middle 273
Low .332
A3 Selecting and using appropriate statistical methods to analyze data  High 278
Middle .361
Low 710
A4 Understanding and applying basic concepts of probability High .653
Middle A74
Low 275

Examining the PSTs’ Competencies in Statistics and Probability According to Grade Levels

Kruskal Wallis-H test was used to determine whether the PSTs’ competencies in statistics and
probability statistically differed according to their grade levels. The Mann-Whitney U test was used to
determine which groups differed, and the findings were presented in Table 11.

When Table 11 is examined, the p-value for A1 was calculated as p <.01 which indicated a statistically
significant difference among the groups. There was a significant difference between the PSTs
attending to the first grade and second grade and between first grade and fourth grade, in favor of the
first grade. Similarly, there was a significant difference between the PSTs attending to the third grade
and second grade and between the third grade and fourth grade, in favor of the third grade. Moreover,
the PSTs attending in the third grade had a higher probability of having Al than the PSTs in remaining
grades.
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Table 11. The Probabilities of the PSTs’ Possessions of Attributes According to Grade Levels

Grade N Mean Rank df x> Difference
Al 1 106 240.41 3 15.235™ 1>2
2 150 204.47 1>4
3 158 253.63 3>2
4 42 189.73 3>4
A2 1 106 227.30 3 5.546 -
2 150 247.62
3 158 212.63
4 42 222.94
A3 1 106 214.94 3 10.128" 2>1
2 150 247.13 2>3
3 158 210.47 4>1
4 42 264.01 4>3
A4 1 106 243.97 3 24.357™ 1>2
2 150 196.31 1>4
3 158 260.39 3>2
4 42 184.44 3>4

*p<.05**p<.01

On the other hand, the PSTs attending the fourth grade had the lowest probability of having Al. For
A2, the p-value was calculated as p > .05, and this finding showed that the PSTs’ probabilities of
having A2 did not significantly differ according to the grade levels. While the PSTs in the second
grade had the highest probability of having A2, the third grade PSTs had the lowest probability of
having A2. In terms of A3, the p-value was calculated as p < .05, and this finding suggested that there
was a statistically significant difference among the groups. The difference was found to be significant
between the PSTSs attending to the second grade and first grade and between the second grade and third
grade, in favor of the second grade. By the same token, there was a significant difference between the
PSTs attending to the fourth grade and first grade and between the fourth grade and third grade, in
favor of the fourth grade. Furthermore, while the fourth grade PSTs were more likely to have A3, the
third grade PSTs were less likely to have A3. Regarding A4, the p-value was calculated as p < .01 that
indicated a statistically significant difference among the groups. There was a significant difference
between the PSTs attending to the first grade and second grade and between the first grade and fourth
grade, in favor of the first grade. Similarly, there was a significant difference between the PSTs
attending in the third grade and second and fourth grades in favor of the third grade. In addition, while
the PSTs attending in the third grade were more likely to have A4, fourth grade PSTs were less likely
to have A4. Overall, each grade level was found to be quite strong in mastering A1, but all levels were
found to be quite weak in mastering A2. Finally, the PSTs attending in the second and fourth grades
were quite strong in mastering A3, the PSTs attending in the third grade were strong in mastering A4.
The relationship between the PSTs’ probabilities of having each attribute and grade levels was
presented in Table 12.

Table 12. Distribution of Probability of Having Attributes of PSTs According to Grade Levels
Attributes Grade Probability
Al Representing and interpreting data .702

574

716

528

292

342

242

272

432

532

420

597

453

332

528

326

A2 Drawing inferences about populations based on samples

A3 Selecting and using appropriate statistical methods to analyze data

A4 Understanding and applying basic concepts of probability
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DISCUSSION and CONCLUSION

This study investigated whether the PSTs’ possession of four fundamental skills in statistics and
probability differed according to gender, university entrance base score, and grade level variables by
using their responses to the Statistical Reasoning Test developed by Arican and Kuzu (2019). The test
measured four key skills, which are referred as attributes: Representing and interpreting data (A1),
Drawing inferences about populations based on samples (A2) Selecting and using appropriate
statistical methods to analyze data (A3), and Understanding and applying the basic concepts of
probability (A4). The PSTs’ responses were analyzed in the Mplus program using LCDM, one of the
cognitive diagnostic models, and the probabilities of having attributes for each PST were calculated.
Subsequently, these probabilities were examined in terms of gender, ranking of the attended university,
and grade level variables.

The findings showed that the PSTs’ possessions four key attributes in statistics and probability did not
significantly differ according to gender. This result supports studies (e.g., Chiesi & Primi, 2015;
Duckworth & Seligman, 2006; Else-Quest et al., 2010; Lindberg et al., 2010) indicating that the
achievement gap in mathematics between female and male students is decreasing or ending. In terms
of statistics and probability, this result is also consistent with the finding that eight grade female and
male students obtained very close mean scores in the data and chance domain in TIMSS 2015 study
(Mullis et al., 2016). On the other hand, this result differs from studies (e.g., Bulut et al., 2002) that
emphasize that males are more successful in probability than females. While the probabilities of male
and female PSTs’ possession of Attribute 1 and Attribute 3 were very close to each other, male PSTs
obtained a higher probability for the possession of Attribute 4, whereas female PSTs obtained higher
probability for the possession of Attribute 2. This finding showed that female PSTs were more
successful in making predictions and drawing inferences from data than male PSTs. Furthermore, male
PSTs were more successful in understanding and applying the basic concepts of probability than
female PSTs.

When the PSTs’ possession of four attributes in statistics and probability are examined in terms of the
attended universities’ base entrance score levels (i.e., high, medium, low), there was a significant
difference between all groups for A1, A3, and A4, and there was no statistically significant difference
for A2. The analysis showed that the PSTs who were attending the university with a higher base
entrance score were more successful in Al and A4 than the other two groups. In their study with first-
year students (i.e., freshman), Atuahene and Russell (2016) found that the students’ university entrance
scores made an extraordinary contribution to their performance in mathematics courses at the
university level. Therefore, this result supports our finding that the PSTs attending the university with
a higher base entrance score were more successful in Al and A4 than the PSTs who were attending
the remaining universities with lower scores. On the other hand, compared to the other two groups, the
PSTs who were attending universities with lower base entrance scores were more successful in A3. In
order for the PSTs to use appropriate statistical methods, they have to know rules and formulas learning
which require mechanical and rote methods such as memorizing. For this reason, the PSTs attending
universities with low base scores may possess this attribute more likely than the other two groups.

This study also examined whether the PSTs’ possession of attributes in statistics and probability
differed according to their grade levels. The findings showed that the PSTs’ possession of attributes
differed statistically for A1, A3, and A4, and no significant difference was found for A2. In terms of
the probabilities of having Al and A4, a significant difference was found among the PSTs attending
first grade and second and fourth grades in favor of the first grade, and there was a significant
difference among the PSTs attending to the third grade and second grade and between the third grade
and fourth grade, in favor of the third grade. This result may be due to the fact that first-year PSTs had
studied statistics and probability topics during the preparation process of university exams. Similarly,
the success of the third year PSTs in having these attributes can be explained by the fact that statistics
and probability courses are provided in the third year in mathematics education programs. Therefore,
the PSTs’ past experiences on statistics and probability made a positive effect on their possession of
Attribute 1 and Attribute 4. It is noteworthy that except Attribute 3, the probabilities of fourth grade
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PSTs’ possessions of attributes were lower than the other grade levels. Although the PSTs are expected
to be well prepared for teaching statistics and probability topics in their last year of the program, this
finding revealed an opposite condition. Therefore, as stated by Batanero and Diaz (2012), Batanero et
al., (2004), and Franklin and Mewborn (2006), the fourth grade PSTs’ lack of three fundamental
attributes pointed to the shortcomings of higher education programs in terms of teaching statistics and
probability topics.

Suggestions

In this study, although the PSTs’ probabilities of having four attributes varied according to the ranking
of the attended university and grade levels, their probabilities of having Attribute 1 were generally
high for these two variables. However, their probabilities of having the remaining three attributes,
especially Attribute 2, were quite low. Therefore, this result suggests that teacher education programs
should be planned more effectively for teaching statistics and probability topics. For this purpose, real-
life activities should be prepared in order to increase the PSTs’ cognitive competence and to generate
their meaningful learning of statistics and probability topics. These activities should be included in
secondary and higher education programs and associated with the standards existed in curricula. In
addition, although little known about CDMs in comparison to CTTs, which is one of the limitations of
this study, it is important that they provide a different perspective on the field. For this reason, the
inclusion of CDMs in mathematics education studies will allow educators providing diagnostic
evaluations and solution suggestions for the problems encountered.
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Item Parameter Estimation for Dichotomous Items Based on Item
Response Theory: Comparison of BILOG-MG, Mplus and R (Itm)*
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Abstract

The aim of this study is twofold. The first one is to investigate the effect of sample size and test length on the
estimation of item parameters and their standard errors for the two parameter item response theory (IRT). Another
is to provide information about the performance of Mplus, BILOG-MG and R (Itm) programs in terms of parameter
estimation under the conditions which were mentioned above. The simulated data were used in this study. The
examinee responses were generated by using the open-source program R. After obtaining the data sets, the
parameters were estimated in BILOG-MG, Mplus and R (Itm). The accuracy of the item parameters and ability
estimates were evaluated under six conditions that differed in the numbers of items and examinees. After looking
at the resulting bias and root mean square error (RMSE) values, it can be concluded that Mplus is an unbiased
program when compared to BILOG-MG and R (Itm). BILOG-MG can estimate parameters and standard errors
close to the true values, when compared to Mplus and R (Itm).

Key Words: IRT, parameter estimation, Mplus, BILOG-MG, Itm

INTRODUCTION

In recent years, especially in the fields of education and psychology, item response theory (IRT) has
been popular (Foley, 2010). Provision of the opportunity of modelling the relationship between
examinees’ ability and their response to an item, makes IRT models more preferable than classical test
theory models (CTT) (de Ayala, 2009; Hambleton, Swaminathan, & Rogers, 1991; Yen & Fitzpatrick,
2006). CTT focuses on the number of correct answers given by the examinee in the test. In other words,
two examinees with the same number of correct answers get the same score in terms of the measured
property, regardless of whether the item is difficult or easy (Proctor, Teo, Hou & Hsieh, 2005).
Moreover, the major advantage of CTT is that it is easy to meet the assumptions in real test data (Fan,
1998; Hambleton & Jones, 1993). On the other hand, IRT requires stronger assumptions than CTT
(Crocker & Algina, 1986). IRT is based on the probability of an examinee’s ability to perform on any
item according to his or her ability. IRT models are functions of items, characterized by item parameters,
and the ability of the examinees. As its name implies, IRT models test the behavior at the item level.
IRT models can be unidimensional or multidimensional. In this study, we considered only
unidimensional IRT models. There are three item parameters used in unidimensional IRT models. These
are difficulty, b; discrimination, a; and pseudo-guessing, ¢ parameters (Hambleton, Swaminathan &
Rogers, 1991; Van Der Linden & Hambleton, 1997).

Unidimensional IRT models vary in the number of item parameters that are used. The one parameter
logistic (1PL) model assumed that all items have an equal discrimination index and the probability of
guessing an item correctly is zero. In the three parameter logistic (3PL) model all three item parameters
vary across items. And in the two parameter logistic (2PL) model only the item difficulty and
discrimination indices vary across items (Lord, 1980). The item response function for the two parameter
logistic (2PL) model is defined as follows:
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eDai(G—bi)

Pi(0) = T paesy  (51,2,...0) (1)

where P;(8) is the probability that a randomly selected examinee with ability 8 answers item i correctly.
The parameter b; is referred to as index to item difficulty or threshold parameter and describes the point
on the ability scale at which an examinee has a 50 percent probability of answering item i correctly. The
discrimination parameter a; is propotional to the slope of P;(6) at point & = b;. The constant D is a
scaling factor that places the scale of the latent ability approximately on the standard normal metric
when set to 1.7 (Hambleton & Swaminathan, 1985).

One of the advantages of IRT is that item parameters can be estimated independent of the group and
ability parameters can be estimated independent of the item (Hambleton, Swaminathan & Rogers, 1991).
For this reason, IRT provides an appealing conceptual framework for test development (Hambleton,
1989) and IRT-based item and ability estimations are frequently mentioned in test development studies.
The aim of test development studies is to present the models which can estimate the most accurate and
stable item and ability parameters. The estimation of parameters is important because the examinees’
reported score based on these parameters can affect any decision about examinees. For this reason,
researchers aim to reveal the most accurate model to estimate the parameters in various conditions
(Rahman & Chajewski, 2014).

In the literature, the effect of sample size and test length on parameter estimation is frequently
investigated in IRT based test development studies. In these studies (Lim & Drasgow, 1990; Lord, 1968;
Oztiirk-Giibes, Paek & Yao, 2018; Patsula & Gessroli, 1995; Sahin & Anil, 2017; Yen, 1987; Yoes,
1995) although the minimum number of sample size and the exact length of the test cannot be certainly
specified (Foley, 2010), the optimal number of sample size and test length which should be reached
under various conditions can be revealed. The common point of these studies is that the number of
sample size and test length should be particularly large in complex models and IRT models require large
sample size to make accurate parameter estimations (Hambleton, 1989; Hulin, Lissak & Drasgow,
1982).

Lord (1968) stated that, at least 50 items and 1000 sample sizes were required to estimate the
discriminant parameter (a parameter) accurately for the 3PL model. Swaminathan and Gifford (1983)
investigated the effect of sample size, test length, and the ability distribution on the estimation of item
and ability parameters using the 3-PL model. Their results showed that the condition in which sample
size was 1000 and test length was 20 produced more accurate estimates of the difficulty and guessing
parameters, and fairly good estimates of the item discrimination parameters than the conditions in which
sample size was 50 and test lengths were 10 or 15 and sample size was 200 and test lengths were 10 and
15. Hulin et al. (1982) suggested that at least 500 samples and 30 items were needed for the 2PL model.
They also suggested that the number of sample size should be 1000 and the number of items should be
60 for the 3PL model or when sample size was 2000, test length should be 30. Also, for the 2PL model,
Lim & Drasgow (1990) suggested 750 as the sample size for 20 items; Sahin and Anil (2017) suggested
500 as the sample size for 20 items and Giibes, Pack and Yao (2018) pointed out that when the sample
size was 500 or greater, estimation methods produced same and appropriate results with the test lengths
of 11 (small) , 22 (medium) or 44 (large).

In many test applications, it is not always possible to increase the sample size or test length. Therefore,
in recent times researchers focus on the use of the most accurate model and computer program according
to the sample size or test length. Baker (1987) stated that the parameter estimation and the computer
program that is used constitute an inseparable whole. And the characteristics of the obtained parameters
will be affected by the underlying mathematics of the program. For this reason, many computer
programs are available at various times depending on the possibilities offered by technology. BILOG-
MG (Zimowski et al., 2003) has been widely used for parameter estimation in dichotomous items and
has a long history (Baker, 1990; Lim & Drasgow, 1990; Swaminathan & Gifford, 1983). Recently, IRT
analyses have been conducted using the libraries (e.g. package Itm, irtoys) in the open source program
R (Rizopoulos, 2006, 2013; Bulut & Zopluoglu, 2013; Pan, 2012). Mplus (Muthén & Muthén, 1998-
2012) is another program that is preferred in analyzing latent models. Although there are a lot of
programs for parameter estimation, they are questionable in terms of making accurate estimates.
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Therefore, simulation studies can be effective to evaluate the accuracy of estimations. Such studies
allow researchers to compare the estimation results with the true values in various test conditions (Sahin
& Colvin, 2015).

Yen (1987), compared the performance of BILOG and LOGIST in terms of parameter estimates and
item characteristic functions for the three-parameter logistic model. They used 1000 sample size with
10, 20 and 40 test lengths. They indicated that BILOG always produced more accurate estimates of item
parameters especially in short tests. But they pointed out that two programs performed equally for the
20 and 40 item tests. Mislevy & Stocking (1989) recommended using BILOG in short tests and/or small
examinee samples, while LOGIST might be preferred in longer tests.

Sahin and Colvin (2015) investigated the accuracy of the item and ability parameters which were
obtained from “Itm” R package. They compared item and ability estimates with the true parameters
when test lengths were 20 and 40 and sample sizes were 250, 1000 and 2000. They considered bias,
mean absolute deviation (MAD), and root mean square error (RMSE) for the evaluation of accuracy of
“Itm package” in terms of parameter estimation. According to their findings, it can be concluded that
accurate estimates with the 1PL, 2PL, and 3PL can be provided by using Itm. Especially to estimate b
parameters, Itm produced more accurate results. Their findings showed that while Itm estimated
difficulty and ability parameters accurately there were some problems in guessing parameter (c)
estimates. Results obtained from all the conditions showed that the accuracy of parameter estimation
with Itm increased in all the three models as the number of examinees increased.

Rahman and Chahewski (2014) investigated the calibration results of 2PL and 3PL IRT models with
100 items and 1000 examinees in BILOG-MG, PARSCALE, IRTPPRO, flexMIRT, and R (Itm). They
mentioned that Itm is the only software with a negative bias for the discrimination and guessing
parameters while estimating the 3PL model. Their findings indicated that BILOG and PARSCALE
underestimate item difficulties and latent traits, whereas IRTPRO and flexMIRT mostly overestimate
them for 2PL models. And, R package Itm also showed negligible bias for item difficulty in 2 PL
models. The package Itm is unable to perform with the other software programs in 3 PL models, but its
recovery is precise for the latent trait using the 2PL model. Although there is some research about
comparing performance of computer programs in IRT model parameter estimates, it is still necessary to
conduct more research to compare the performance of different programs in parameter estimating.

The aim of this study is to investigate the effect of sample size and test length on the estimation of item
parameters and their standard errors in 2PL models. Another aim of this study is to compare the
performance of Mplus, BILOG-MG and R (Itm) in terms of parameter estimation in different sample
sizes and test lengths. This study will contribute to the discussions about sufficient sample size or test
length when studies are conducted based on IRT. On the other hand, the researchers will be able to get
information about which of the programs they need to access in accordance with the available data or
the parameters to be estimated. This research is original as it includes standart error comparison of
parameters. The data which was simulated based on the parameters of a real test was used in the current
study.

The basic problem investigated in the current study was “How do the parameters and their standard error
estimates change in the BILOG-MG, Mplus and R (Itm) programs when the test length and sample size
change?

METHOD

This research is a simulation based study examined the performance of different programs in terms of
parameter estimation under specific conditions.
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Data Generation

The simulated data were used in this study. To mimic a real test situation, examinee responses were
generated based on TIMSS 2015 mathematic test item parameters. The mean and standard deviation of
item parameters which were used in data generation were given in Table 1.

Table 1. Item Parameters Means and Standard Deviations Obtained from TIMSS 2015 Application

Test length = 30 Test length = 60
a se (a) b se (b) a se (a) b se (b)
Mean 1.22 0.09 0.70 0.05 1.24 0.09 0.66 0.05
Std. dv. 0.35 0.04 0.54 0.04 0.37 0.05 0.54 0.03

Std. dv: Standart deviation

Furthermore, the ability parameters are drawn from a standard normal distribution which has mean zero
and standard deviation one, N~(0,1). For the response of the ith item and nth examinee; firstly, item
response function was calculated based on 2PL model (see equation 1) then uniform random numbers
were sampled from (0, 1). If the uniform random number was equal or less than the probability of
correctly answering item, item was scored as 1 (correct). Otherwise, item i was scored as O (incorrect).

In data simulation, test length and sample size were varied: sample sizes were 500, 1000 and 2000; test
lengths were 30 and 60. In the current study, 3 sample sizes and 2 test lengths conditions yielded to
generate six different data conditions. For each condition, 50 data sets were generated, which resulted
in 300 generated response sets. Six simulation conditions are given in Table 2.

Table 2. Simulation Conditions

Condition Sample Size Number of Items
1 500 30
2 1000 30
3 2000 30
4 500 60
5 1000 60
6 2000 60

Data Analysis

In the first step of the data analysis, item parameters were estimated by using the Maximum Likelihood
Estimation (MLE) method according to 2PL model for each condition of test length and sample size.
Parameters were estimated in BILOG-MG, Mplus and R (Itm). In all the programs, default settings were
used.

Mplus is a statistical modeling program which has a flexible modeling capacity. Mplus allows
researchers to do factor analysis, mixture modeling and structural equation modeling. In Mplus,
categorical and continuous data that have single-level or multi-level structure can be analyzed. In
addition, Mplus has extensive facilities for Monte Carlo simulation studies. Normally, non-normally
distributed, missing or clustering data can be generated by using Mplus (Muthén & Muthén, 1998, 2002,
2012).

BILOG-MG is a software program that is designed for analysis, scoring and maintenance of
measurement instruments within the framework of IRT. The program is appropriate for the binary items
scored right, wrong, omitted- or non-presented. The program is concerned with estimating the
parameters of an item and the position of examinees on the underlying latent trait (Zimowski et al.,
2003).
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Latent trait models which is shortly abbreviated as “ltm” is an open-source R software package. Itm can
do analysis of univariate and multivariate dichotomous and polytomous data using latent trait models
under the IRT. The package includes IRT models of Rasch, 2PL, 3PL, graded response and generalized
partial credit (Rizopoulos, 2006). In the current study, analyses based on latent trait models were run
under another R package, irtoys . The irtoys is a package which combined some useful IRT programs.
These programs are ICL, BILOG-MG and Itm. In the installing process of irtoys the Itm package is also
automatically loaded (Partchev, 2017).

In the second step of the data analysis, the accuracy of item parameters was investigated by computing
discrepancy between the estimate and true value of the parameter. In order to evaluate the recovery of
item parameters and their standard errors, bias and root mean square error (RMSE) were calculated.
Bias is defined as the average difference between true and estimated parameters. It is a measure of any
systematic error in estimation. To obtain the average bias value, bias was calculated for each replication
of each condition, and then an average bias for each condition was calculated. Bias can take both positive
and negative values. When the bias value is zero and close to zero, it can be decided that the parameter
estimation is unbiased. RMSE is a measure of precision that, like standard deviation, provides
information about the average magnitude of parameter variation around the true parameter. RMSE
always yields positive values and the minimum value of RMSE is zero. If the RMSE value obtained in
the relevant condition is close to zero, it is decided that the estimation stability is high. As the RMSE
value moves away from zero it is interpreted as low estimation stability. For a given parameter, bias and
RMSE indexes were calculated as in equations 2 and 3:

Bias = (3)Sfad,—0 @

RMSE = \JTR_(¢, — 9)*/R (3

where ¢ is the parameter of interest and r is the replication number index (r = 1, 2, ..., R). In the item
parameter recovery investigation, each of the data generating parameters is ¢. These indices were
averaged across all items to compute summary indices for a given condition.

RESULTS

The averages of RMSE and bias value for the estimated parameters in Mplus, BILOG-MG and R (with
Itm) programs across the 50 runs are given in Table 3.

Table 3. RMSE and Bias Averages for Item Parameters and Standard Errors

RMSE Bias
b se (b) a se () b Se (b) a se (a)
Mplus 0,092 0,054 0,112 0,051 0,001 0,046 0,004 0,030
BILOG-MG 0,093 0,046 0,111 0,042 0,006 0,036 -0,012 0,018
R (Itm) 0,109 0,056 0,121 0,044 0,023 0,047 -0,037 0,019

As seen in Table 1, while the b parameter estimates of Mplus have the smallest average of RMSE values
(0.092), R (Itm) estimates have the largest average (0.109). On the other hand, the standard error of b
parameter estimates of BILOG-MG program has the smallest RMSE average (0.046), and again R (Itm)
estimates have the largest RMSE average (0.056). The slope (a) parameter estimates of BILOG-MG
have the smallest RMSE average (0.111) and R (ltm) estimates have the largest value (0.121). Similarly,
BILOG-MG program has the smallest RMSE average (0.042) for the standard error of a parameter but
Mplus estimates have the largest values (0.051).
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Considering the bias values in Table 3, it can be said that the Mplus program has the smallest bias values
for a (0.004) and b parameters (0.001); BILOG-MG has the smallest bias values for the se(b) (0.036)
and se(a) (0.018) parameters. While, the R (Itm) has the largest mean of bias values for the b (0.023),
se(b) (0.047) and a (-0.037) parameters; Mplus program has the largest bias values for the se(a) (0.030)
parameter.

For each of the six conditions, the average of RMSE and bias values for the “b” parameter over 50
replications are plotted in Figure 1.
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Figure 1. The Graphics for b Parameter Based on RMSE and Bias

As seen in Figure 1a and Figure 1b where test lengths were 30 and 60, as sample size increased the RMSE
values of b parameter estimates decreased in all programs. When test length was 30 and sample size was
500, while BILOG-MG b parameter estimates had the smallest RMSE values, Mplus had the largest
ones. When sample size was 1000, the b parameter estimates of R and BILOG-MG programs had similar
and smaller RMSE values than Mplus. When the sample size was 2000, although BILOG-MG and R
(Itm) had similar and smaller RMSE values than Mplus, Mplus got very close RMSE values to other
two programs (see Figure 1a).

When we consider RMSE values for the b parameter at test length 60 in Figure 1b, we can say that
BILOG-MG had the smallest and R (Itm) had the largest values. On the other hand, at the test length
1000, while Mplus had the smallest RMSE values, again R (Itm) had the largest values. When sample
size was 2000, Mplus and BILOG-MG programs had similar and smaller RMSE values than R (Itm).
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We can say that in all sample sizes at the test length 60, based on RMSE index, R (Itm) performed
worse than other programs in terms of estimating b parameter.

The graphic in Figure 1c showed that at the test length 30, the smallest bias values for the b parameter
were obtained by Mplus and the largest ones were obtained by BILOG-MG program. However, at the
sample size 1000, R (Itm) had the smallest bias values and again BILOG-MG had the largest RMSE
values. At the sample size 2000, while Mplus had the smallest bias values, again BILOG-MG had very
close but larger bias than R (Itm). Also, when sample size increased from 500 to 1000, bias values of b
parameter estimates from all programs increased but as sample size increased from 1000 to 2000, bias
values decreased (see Figure 1c).

If we consider bias values for the b parameter at the test length of 60 and sample sizes of 500 and 1000,
while the smallest bias values were obtained by Mplus, the largest ones got from R program. At the
sample size of” 2000, bias values for b parameter estimates of R program were larger than other
programs but BILOG-MG estimates had very close bias values to Mplus program (see Figure 1d).

For each of six conditions, the average of RMSE and bias values for the “se(b)” parameter over 50
replications were plotted in Figure 2.
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Figure 2. RMSE and Bias Values for se(b) Parameter

As seen in Figure 2, at the two test lengths as sample size increased, bias and RMSE values decreased
for the se(b) estimates from all the programs. Considering the test length of 30 in Figure 2a and 2d, the
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smallest RMSE and bias values for the se(b) parameter were obtained from BILOG-MG estimates at all
the sample sizes. And Mplus and R (Itm) had similar but larger RMSE and bias values than BILOG-
MG. According to results, we can say that at all sample sizes, BILOG-MG program performed best in
estimating se(b) parameter. Similarly, at the test length of 60 and sample size of 500, again BILOG-MG
had the smallest and R (Itm) had the largest RMSE and bias values for the se(b) parameter (see Figure
2b). At the sample size of 1000 and 2000, Mplus and R (Itm) had similar but larger RMSE and bias
values than BILOG-MG program. However, at the sample size of 2000, the performance of three
programs got very close to each other, BILOG-MG still estimated smaller RMSE and bias values for
the se(b) parameter. In other words, we can say that BILOG-MG performed best in terms of estimating
se(b) parameter at all the test lengths and sample sizes.

For each of six conditions, the average of RMSE and bias values for the “a” parameter over 50
replications are plotted in Figure 3.
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Figure 3. RMSE and Bias Values for a Parameter

As shown in Figure 3a and 3b, when test lengths were 30 and 60, RMSE values of a parameter decreased
as the sample size increased. This drop was sharper for Mplus and BILOG-MG programs when the
number of item was 60. When test length was 30 and sample sizes were 500 and 1000, although BILOG-
MG program had smaller RMSE values than other programs, at the test length of 2000, all of the three
programs had similar RMSE values (see Figure 3a). We can say that while BILOG-MG had the best
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performance at the sample size of 500 and 1000, at the sample size of 2000, all the programs performed
similar in terms of estimating a parameter.

When test length increased to 60, programs performance changed due to sample size. For example, at
the sample size of 500, Mplus and R (Itm) performed similar but they had larger RMSE values than
BILOG-MG estimates. Under the condition where the sample size was 1000, the Mplus program had
smallest and the R (Itm) had the largest RMSE values. At the sample size of 2000, while Mplus and
BILOG-MG performed best, R (Itm) performed worst (see Figure 3b).

As shown in Figure 3c, for the test length 30, as sample sizes increased, bias values decreased in all
programs except for Mplus. Also, Mplus had the smallest bias values and BILOG-MG was the largest
bias values at all sample sizes. At the test length of 60, although BILOG-MG performed as well as
Mplus program, generally Mplus had the smallest and R (Itm) had the largest bias values at all the
sample sizes.

In Figure 4, the average of RMSE and bias values for the “se(a)” parameter over 50 replications are
plotted.
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Figure 4. RMSE and Bias Values for se(a) Parameter

As seen in Figure 4a, in all the programs, as sample size increased, RMSE values of se(a) parameter
decreased in test length 30 conditions. At the sample size of 500, while BILOG-MG had the smallest
RMSE values and it had the best performance, Mplus and R (Itm) had similar but larger RMSE values.
When the sample size increased from 500 to 1000, RMSE values for se(a) were sharply decreased in all
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the programs and although BILOG-MG estimates of se(a) had the smallest RMSE values, we can say
that all of the three programs showed similar performance. And especially at the sample size of 2000,
the performance of three programs is the same (see Figure 4a).

In conditions where test length was 60 and samples sizes were 500 and 1000, R (Itm) and BILOG-MG
had smillar and smaller RMSE values than Mplus, but at the sample size of 2000, all the programs had
similar RMSE values (see Figure 4b). Also we can say that as sample size increased from 500 to 1000,
the RMSE values decreased in all programs. When sample size increased from1000 to 2000, RMSE
values decreased for Mplus, but for BILOG-MG and R (Itm), RMSE values increased (see Figure 4b).

When we looked at the bias values in Figures 4c and 4d, we can see that at the test lengths of 30 and 60,
as sample size increased, bias values for se(a) decreased in all the programs. At the test length of 30
and sample sizes of 500 and 1000, Mplus and R (Itm) programs had similar but larger bias values than
BILOG-MG program but at the test length of 60 still Mplus had the largest bias values, BILOG-MG
and R (Itm) had similar and smaller values than Mplus. On the other hand, at the sample size of 2000,
for both of test lengths, we can say that all the programs had similar bias values for se(a) estimates.

According to Table 3 and Figure 4, when the number of items was 30, the RMSE values of se (a)
decreased as the sample size increased in all the programs. When the sample size was 500, the smallest
RMSE values were obtained by BILOG. All the programs showed similar performance when the sample
size was 2000. When the number of item was 60, RMSE values of se (a) tended to decrease as the
sample size increased. But when the sample size was 2000, the RMSE value of se (a) increased in
BILOG and R (Itm) programs. The smallest RMSE values for se (a) were obtained in BILOG-MG and
R (Itm). In all the three programs, while the number of items were 30 and 60, the bias values of se (a)
decreased as the sample size increased. When test length was 30, the smallest bias values were obtained
by BILOG-MG. When the number of items was 60, BILOG-MG and R (Itm) showed better and similar
performance compared to Mplus.

DISCUSSION and CONCLUSION

The aim of this study was to investigate the effects of sample size and test length on parameter estimates
and to compare the performance of Mplus, BILOG-MG and R (Itm) in terms of parameter estimation
accuracy. The conclusions based on results can be listed as follows:

According overall results based on RMSE index, we can say that while Mplus was the best program in
estimating b parameter, it was the worst program in estimating se (a) parameter. BILOG-MG was the
best and R (Itm) was the less effective in estimating se(b), a and se(a) parameters. This result is
consistent with the findings of Rahman and Chajewski (2014). The researchers compared the RMSE
values for the parameter estimates obtained by BILOG, PARSCALE, IRTPRO, flexMIRT and Itm
package in R software. They found that although the estimation results were within acceptable ranges,
the R (Itm) showed the most erroneous estimation. With regard to bias index, Mplus was the best in
estimating b and a parameters but it was the worst program in estimating se(a) parameter. On the other
hand BILOG-MG was the best in estimating se(a) and se(b) parameters. Lastly, R (Itm) was the worst
in estimating, b, se(b) and a parameters. Besides, Muthén (1999) noted that small differences between
BILOG-MG and Mplus estimates can be ignored, because both programs use the ML estimation but
BILOG uses the logit function (D=1.7) instead of the probit function.

In all test the lengths, as sample sizes increased, RMSE values decreased for all the parameter estimates.
This finding supports the conclusion that the increasing sample size minimizes RMSE values for
parameter estimation in the literature (Sahin & Anil, 2017; Sahin & Colvin, 2015; Lord,1968; Ree &
Jensen,1980). The consistency of the estimator increases as the sample size increases, and estimated
parameters tend to approach to the true values (Thissen & Wainer, 1982). In addition, as the sample
size increases, the standard errors of the sample decrease, therefore, RMSE values for parameter
estimations can be reduced (Stone, 1992). As stated by Edelen and Reeve (2007), the standard errors of
parameter estimations are also reduced as the sample size increases.
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Based on RMSE index, at the test length of 30 and sample size of 500, BILOG-MG was the best
performing program in estimating b parameter but as sample size increased to 1000 or to 2000, R (Itm)
performed as well as BILOG-MG. According to Sahin & Colvin (2015), especially b parameters can be
estimated most accurately by Itm for 1 PL, 2 PL and 3PL models. In our study, although the performance
of Mplus was found to be closer to the other programs at sample size of 2000, generally it was the worst
performing program in estimating b parameter. When test length increased to 60, at all of the sample
sizes, R (Itm) was the less effective program in estimating b parameter and the performance of BILOG-
MG and Mplus program was affected by the sample sizes. For example, while BILOG-MG performed
better than Mplus at the sample size 500, Mplus performed better at sample size 1000 and both programs
performed similar at the sample size of 2000.

In terms of bias index at the test length of 30, while Mplus was the best performing at sample sizes of
500 and 2000, R (Itm) was the best at sample size of 1000 and BILOG-MG was the low performing
program in estimating b parameter. When test length was increased to 60, although the performance of
BILOG-MG got very close to that of Mplus program at the sample size of 2000, Mplus was the best and
R (Itm) was the worst performing program in estimating b parameter.

Another conclusion that can be drawn from this study according to RMSE and bias index for se (b) is
that, BILOG-MG was the best performing program at all the test lengths and sample sizes. Although at
the test length of 60, Mplus performed better than R (Itm) in some cases (i.e.at sample size 500),
generally Mplus and R (Itm) showed similar performance. And another result is that as sample size
increased, bias in estimating se(b) parameter decreased in all the programs. According to Toland (2008),
the accuracy of the estimated se(b) in BILOG- MG is related to sample size for 2 PL model. He found
that for sample size of 4000, consistent estimation of se(b) can be found throughout the range of
difficulty parameters. But when sample size was 500, accuracy of se(b) decreased for larger b parameters
in BILOG-MG. So he suggests that researchers can use BILOG-MG confidently for se (b) estimations
in other applications with large sample sizes.

If we consider RMSE values for the a parameter, especially at the smallest sample sizes and for both
test lengths, BILOG-MG was the best performing program. For the test length 30, at the sample sizes of
1000 and 2000, the performance of three the programs was very similar. At the test length of 60, although
Mplus was the best performing program at sample size of 1000, BILOG-MG caught Mplus at sample
size of 2000. Lastly, we can say that R (Itm) was the low performing program for test length 60.

In terms of bias values for a parameter, results showed that at the test length 30, Mplus was the best and
BILOG-MG was the worst performed. At the test length 60, although BILOG-MG performed as well as
Mplus program, generally Mplus performed best and R (Itm) performed the worst.

For se(a) parameter, based on RMSE index, at the test length 30, although R (Itm) and Mplus programs
caught BILOG-MG’s performance at sample sizes 1000 and 2000, generally BILOG-MG was the best.
On the other hand, for the test length 60, although the three programs performed similar at the biggest
sample size, BILOG-MG and R (Itm) performed similar and better than Mplus. According to Toland
(2008), users of BILOG-MG can get reasonably accurate estimates of se(a) under the 2PL model for
smaller values of a parameters (i.e., a < 1.4). These findings concur with the findings of the current
study. This may be due to the fact that the true values of a parameter are less than 1.4 for only 4 items
within 30 items and less than 1.4 for 13 items within 60 items.

In the previous studies, it is seen that RMSE values obtained for a parameter were between 0.11 and
0.15 and between 0.10 to 0.14 for b parameter. In this study, the RMSE values obtained from Mplus,
BILOG-MG and R (Itm) were consistent with the previous studies, because they are in the same range
as those obtained in previous studies (Gao & Chen, 2005; Kim, 2006; Yen, 1987). Therefore, it can be
said that all the three programs can be used to estimate a and b parameters, because they predict a and
b parameters close to their true values.
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iki Kategorili Puanlanan Maddelerde Madde Tepki Kuramina
Dayah Parametre Kestirimi: BILOG-MG, Mplus and R (Itm)
Karsilastirmasi

Giris

Son yillarda 6zellikle egitim ve psikoloji alanlarinda madde tepki kurami (MTK) modellerinin kullanimi
popiilarite kazanmistir (Foley, 2010). MTK’nin bireyin yetenegi ile maddeye verdigi yanit arasindaki
iligkiyi modelleyebilme avantaji sunmasi klasik test kurami (KTK) modellerine gore daha ¢ok tercih
edilmesini saglamigtir (de Ayala, 2009; Hambleton, Swaminathan & Rogers, 1991; Yen & Fitzpatrick,
2006). KTK, bireyin testte verdigi dogru cevap sayisina odaklanmaktadir. Yani dogru cevap sayis1 ayni
olan iki birey sorunun zor ya da kolay olmas1 dikkate alinmadan 6lgiilen 6zellik bakimindan ayni puana
sahip olmaktadir (Proctor, Teo, Hou & Hsieh, 2005 ). Oysa MTK, bireyin yetenegine gore herhangi bir
madde iizerinde gosterecegi performansin olasiligi iizerine temellenmektedir ve madde parametrelerini
gruptan bagimsiz, yetenek parametrelerini ise maddeden bagimsiz olarak kestirmektedir (Hambleton,
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Swaminathan & Rogers, 1991). Bu nedenle MTK’ ya dayali madde ya da yetenek kestirimleri 6zellikle
test gelistirme ¢alismalarinda adindan siklikla s6z ettirmektedir.

Test gelistirme ¢alismalarinda madde ve yetenek parametrelerini en dogru ve stabil sekilde kestirebilen
modellerin ortaya konulmasi amag¢lanmaktadir. Ciinkii bireyin rapor edilen puani, hakkinda alinabilecek
herhangi bir karar1 etkileyebilmektedir. Bu nedenle arastirmacilar cesitli kosullarda en dogru kestirim
yapan modeli ortaya koymay1 amaglamaktadir (Rahman & Chajewski, 2014). Alan yazinda MTK’ ya
dayali test gelistirme ¢alismalarinda 6rneklem biiyiikliigl ve test uzunlugunun parametre kestirimlerine
olan etkisi siklikla arastirilan konu olarak ele alinmaktadir. MTK modelleri dogru parametre kestirimleri
yapabilmek i¢in biiyiik 6rneklemlere ihtiya¢ duymaktadir (Hambleton, 1989; Hulin, Lissak & Drasgow,
1982). Her ne kadar minimum 6rneklem sayisi ve test uzunlugunun ne olmasi gerektigi konusunda kesin
kurallar koyulamasa da (Foley, 2010) yapilan ¢aligmalar gesitli kosullarda ulagilmasi gereken 6rneklem
sayisini ortaya koymaya yoneliktir (Lord, 1980; Patsula & Gessaroli, 1995; Yen, 1987; Yoes, 1995).
Calismalarin ortak noktasi aslinda 6rneklem sayist ve test uzunlugunun 6zellikle karmasik modellerde
biiyiik olmasi gerektigi yoniindedir.

Lord (1968) giicliik, ayirt edicilik ve sans parametrelerinin kestirildigi 3 parametreli lojistik modelde
ayirt edicilik parametresini dogru kestirebilmek i¢in en az 50 madde ve 1000 6rneklem biiytikligi
gerektigini belirtmistir. Hulin ve digerleri (1982) 200, 500, 1000 ve 2000 6rneklem sayilar ile 15, 30
ve 60 sayida maddeden olusan test uzunluklarin1 dikkate alarak 2PL ve 3PL modele gore kestirimler
yapmustir. iki parametreli lojistik model icin en az 500 Orneklem ve 30 madde ayisina ihtiyag
duyulacagini belirtmistir. Ayrica 3PL model i¢in 6rneklem sayisinin 1000, madde sayisinin ise 60
olmasini Snermistir. Ancak 6rneklem sayis1 2000, madde sayis1 30 oldugunda da ¢ok benzer kestirim
sonugclari elde etmistir. Bu nedenle 6rneklem sayisinin arttirtlamadigi durumda madde sayisini artirmak
bir yol olarak tercih edilebilmektedir.

Ancak, bir¢ok test uygulamasinda 6rneklem biiyiikliiglinii ya da test uzunlugunu arttirmak ¢ok miimkiin
degildir. Bu nedenle galigmalar artik 6rneklem biiylkliigii ya da test uzunluguna gore en dogru modelin
ve bilgisayar programinin kullanimina yogunlasmaktadir. Baker (1987), parametre kestirimi ve
kullanilan bilgisayar programinin ayrilmaz bir biitiin olusturdugunu ve elde edilen madde parametre
karakteristiklerinin programin altinda yatan matematikten etkilenecegini belirtmistir. Bu nedenle ¢esitli
zamanlarda teknolojinin sundugu imkanlara bagli olarak bir¢ok bilgisayar programi kullanima
sunulmustur. BILOG-MG (Zimowski, Muraki, Mislevy & Bock, 2003) iki kategorili maddelerde
parametre kestirimi igin yaygin bir sekilde kullanilan ve uzun ge¢mise sahip olan programdir (Baker,
1990; Lim & Drasgow, 1990; Swaminathan & Gifford, 1983). Son zamanlarda MTK analizlerinin, agik
kaynakli program olan R programi (Rizopoulos, 2006, 2013) igerisindeki paketler (e.g. package Itm,
irtoys) kullanilarak yiiriitiildiigiine rastlanmaktadir (Bulut & Zopluoglu, 2013; Pan, 2012). R programi
ticretsiz oldugu i¢in yaygin sekilde kullanilmaktadir. Yine bir¢ok analizi yapma imkan1 sunan ve licretli
bir program olan Mplus (Muthén & Muthén, 1998-2012) son zamanlarda adindan siklikla s6z
ettirmektedir ve ortiikk modelleri ortaya koymada tercih edilmektedir.

Bu bilgiler dikkate alindiginda test uzunlugu ve Orneklem biiyiikliigiine iliskin arastirmalara yer
verilmesi gerektigi ve program tiirlerine gore elde edilen sonuglarinin karsilastirilmasina ihtiyag oldugu
diisiiniilmektedir. Bu ¢alisma s6zii gegen drneklem biiyiikliigii ve test uzunlugu faktorlerinin MTK nin
2PL modellerinde madde parametreleri ve madde kestirimlerine ait standart hata degerleri {izerine
etkisinin arastirilmasi amacini tagimaktadir. Arasgtirmanin bir diger amaci ise bu kosullar altinda,
alanyazinda bu ti¢iliniin karsilastirilmasina rastlanmadigi i¢in, Mplus, BILOG ve R (Itm) programlarinin
parametre kestirimindeki performanslarini karsilagtirmaktir. Bu yoniiyle ilgili aragtirma MTK temel
alinarak yapilan ¢aligmalarda yeterli 6rneklem biiyiikliigliniin ya da madde sayisinin ne olmas1 gerektigi
konusundaki tartismalara énemli katkilar1 olacag: diisiiniilmektedir. Ote yandan arastirmacilara eldeki
verilere ya da kestirilecek parametrelere uygun olarak programlardan hangilerine ulagsmalar1 gerektigi
konusunda fikir verebilecektir. Arastirma, parametrelere iliskin standart hatalar1 da karsilagtirmaya dahil
etmesi bakimindan orijinallik 6zelligini saglamaktadir. Arastirmada simiilasyon verileri kullanilmig
ancak, veriler gercek bir sinavdan kestirilen parametrelere uygun olarak Uretilmistir. Bu nedenle
simiilasyon sonuglar dnceki ¢aligmalarla kiyaslanabilecek niteliktedir (Hulin ve digerleri, 1982; Yen,
1987; Baker, 1998; Gao & Chen, 2005; Thissen & Wainer, 1982).
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Tim bunlar dikkate alindiginda arastirmada ele alinan temel problem test uzunlugu ve orneklem

biytikligi degistiginde parametre ve bunlara ait standart hata kestirimleri BILOG, Mplus ve R (Iltm)
programlarinda nasil degismektedir? seklinde belirlenmistir.

Yontem

Bu calismada kullanilan veriler R programinda yetenek parametreleri aritmetik ortalamasi 0, standart
sapmasi 1 olan standart normal dagilim gosterecek sekilde iiretilmisgtir. TIMSS 2015 matematik
uygulamasindan hesaplanan madde parametreleri bu ¢calismada verileri iiretmek amaciyla kullanilmistir.

Calismada 6rneklem biiyiikliigii ve test uzunlugu simiilasyon kosullari olarak ele alimmstir. Orneklem
biiyiikliigii 500, 1000 ve 2000 test uzunlugu ise 30 ve 60 olacak sekilde 6 farkli kosul 50 tekrar yapilarak
karsilastirilmigtir. Bu ¢alismada madde parametreleri 2 PL modele gore En Cok Olabilirlik Yontemi
(Maximum Likelihood Estimation-MLE ) kestirim yontemi kullanilarak elde edilmistir. Veriler BILOG-
MG, Mplus programlarinda ve R programinda irtoys paketinde Itm ile kestirilmistir. Giigliik ve egim
(ayirt edicilik) parametreleri ve bunlara ait standart hatalar1 (sh) karsilastirmak amaciyla RMSE ve
yanlilik indeksleri hesaplanmistir.

Sonug ve Tartisma

Bu arastirmanin amaci 6rneklem biiyiikligii ve test uzunlugunun parametre kestirimi tizerindeki etkisini
incelemek ve Mplus, BILOG-MG ve R (Itm) programlarinin parametre kestirimindeki performanslarini
karsilastirmaktir,

Arastirmadan elde edilen RMSE indeksleri dikkate alindiginda Mplus programimin b parametresini
kestirmede en iyi, sh (a) parametresini kestirmede en diisiik performansi sergiledigi goriilmistiir.
BILOG-MG sh(b), a ve sh(a) parametrelerini en iyi kestiren program iken R (Itm) bu parametreleri
kestirmede en diisiik performansi sergilemistir. Bu sonu¢ Rahman & Chajewski (2014)’iin bulgularyla
tutarlilik gostermektedir. Arastirmacilar BILOG, PARSCALE, IRTPRO, flexMIRT ve Itm (R) ile
kestirdikleri parametrelere iliskin RMSE degerlerini karsilastirdiklarinda kabul edilebilir derecede olsa
da en hatali kestirimin Itm programinda oldugunu géstermislerdir. Yanlilik indekslerine bakildiginda b
Ve a parametrelerini en yansiz kestiren programin Mplus oldugu goériilmiistiir. Ancak bu program sh (a)
parametresini en yanli kestiren programdir. BILOG-MG programi sh(a) ve sh(b) parametresini en yansiz
kestiren program olmustur. R (Itm) ise b, sh(b) ve a parametresini en yanli kestiren programdir.
Muthén’e (1999) gore, BILOG ve Mplus kestirimleri arasindaki kii¢iik farklar goz ardi edilebilmektedir,
ciinkii her iki program da ML kestirim yontemini, ancak BILOG programi probit fonksiyon yerine logit
fonksiyonu (D=1.7) kullanmaktadir.

Arastirma bulgular1 tim programlarda 6rneklem biyiikligi arttikca a ve b parametreleri ile bu
parametrelerin standart hatalarma iligkin kestirilen RMSE degerlerinin genel olarak diistiigiinii
gostermistir. Bu bulgu alan yazinda orneklem biiyiikligiiniin parametre kestirimine iliskin RMSE
degerlerini kiigiilttiigli sonucunu destekler niteliktedir (Sahin & Anil, 2017; Sahin & Colvin, 2015;
Lord,1968; Ree & Jensen,1980). Orneklem biiyiikliigii arttikca, kestiricinin tutarlilig1 artmakta ve gergek
parametre degerine daha yakin kestirimler elde edilmektedir (Thissen & Wainer, 1982). Ayrica,
orneklem biyiikligi arttikca Orneklem dagilimina iliskin standart hatalar azalmakta dolayisiyla
parametre Kestirimlerine iliskin RMSE degerleri azalmaktadir (Stone, 1992). Edelen & Reeve
(2007)’nin de belirttigi gibi 6rneklem biiytikligi arttikca parametre kestirimlerine ait standart hatalar da
kiigiilmektedir.

RMSE indekslerine gore test uzunlugu 30 ve orneklem biyiikligi 500 oldugunda BILOG-MG
programinin b parametresini en iyi kestirdigi, ancak drneklem biiyiikliigii 1000 ve 2000 oldugunda R
(Itm) ile BILOG-MG’den daha iyi kestirimler elde edildigi goriilmiistiir. Sahin & Colvin (2015) de 1
PL, 2PL ve 3PL modellerde Itm paketinin b parametresini en dogru kestirdigini belirtmistir.

ISSN: 1309 - 6575 Egitimde ve Psikolojide Olcme ve Degerlendirme Dergisi 11
Journal of Measurement and Evaluation in Education and Psychology



Journal of Measurement and Evaluation in Education and Psychology

Bu caligmada Mplus programinin 2000 6rneklem biiyiikliigiinde b parametresi igin diger programlara
yakin kestirim sonuglar1 elde ettigi goriilse de genel olarak b parametresini 30 madde sayis1 ve 2000
orneklem biiyiikliigiinde en kotii kestirdigi sonucuna varilmistir. Test uzunlugu 60 oldugunda tiim
orneklem biiyiikliklerinde R(Itm) b parametresini kestirmede en diisiik performasi sergilemistir.
BILOG-MG programi 500 6rneklem biiytikligiinde Mplus’a gore b parametresini kestirmede daha iyi
iken, 1000 orneklem biiyiikliigiinde Mplus programi BILOG-MG’ye gore daha iyidir. Orneklem
biiytikligii 2000 iken BILOG-MG ve Mplus benzer performans sergilemistir.

Arastirmadan ¢ikan bir diger sonug¢ sh(b) parametresini en iyi kestiren programin tim orneklem
biiyiikliigii ve test uzunluklarinda BILOG-MG oldugu yoniindedir. Ote yandan &rneklem biiyiikliigii
arttikga sh(b) parametresine yonelik yanlilik indekslerinin tiim programlarda diistiigii gorilmiistiir.
Toland (2008), sh (b) parametresinin BILOG-MG programinda kestirim dogrulugunun 2 PL model i¢in
orneklem biiyiikliigiine bagli oldugunu belirtmistir. Orneklem biiyiikliigii 4000 oldugunda sh(b) icin
tutarli sonuglar elde ettigini, ancak Orneklem biiyiikligii 500 iken biiyiik b degerlerinde sh(b)
parametresinin kestirim dogrulugunun azaldigini ifade etmistir.

RMSE degerleri dikkate alinarak a parametresi incelendiginde dzellikle, kiiciik drneklemlerde 30 ve 60
madde sayisi kosullarinda BILOG-MG programinin en iyi performans sergiledigi goriilmiistiir. Madde
sayist 30, drneklem biiyiikliikleri 1000 ve 2000 iken tiim programlarin perfromansi benzerdir. Madde
say1s1 60 iken, 6rneklem biiyiikliigii 1000 oldugunda Mplus en iyi kestirimi yaparken, 2000 6rneklem
biytikligiinde BILOG-MG ve Mplus benzer performans gostermistir. R (Itm) ise test uzunlugu 60
oldugunda en diisiik performansi sergilemistir.

a parametresi i¢in yanlilik degerlerine bakildiginda test uzunlugu 30 oldugunda Mplus programinin en
iyi, BILOG-MG programinin kestirim dogrulugunun en kotii oldugu goriilmiistiir. Ancak madde sayisi
60’a ¢ikarildiginda BILOG-MG, Mplus kadar iyi yansiz kestirim yapabilmektedir. R (Itm) ise en yanlt
kestirim sonuglarina sahiptir. sh (a) parametresi icin RMSE degerlerine bakildiginda test uzunlugu 30,
orneklem biiyiikliikleri 1000 ve 2000 iken BILOG-MG en iyi performans: gosterirken, Mplus ve
R(ltm)’nin performanslari BILOG-MG’ye yakindir. Ote yandan test uzunlugu 60 ve drneklem sayisi
biiyiik oldugunda BILOG-MG ve R (Itm) hem benzer hem de Mplus’tan daha dogru kestirim
yapmaktadir. Toland (2008), BILOG-MG kullanicilarinin 2 PL modelde a parametresinin kiigiik
degerleri (a<1.4) i¢in sh(a)’nin kestirimine giivenebileceklerini belirtmistir. Bu ¢alismada elde ettigimiz
sonucun ilgili caligma ile tutarh olmasi, ¢aligmamizda a parametresinin ger¢ek degerlerinin genel olarak
30 madde igerisinde yalnizca 4 tanesinde ve 60 madde igerisinde 13 tanesinde 1.4 degerinden kii¢iik

olmasindan kaynaklaniyor olabilecegini akla getirmektedir.
Daha once yapilmis ¢aligmalarda (Gao & Chen, 2005; Kim, 2006; Yen, 1987), a parametresi igin elde
edilen RMSE degerlerinin 0.11 ile 0.15 arasinda, b parametresi igin 0.10 ile 0.14 arasinda degistigi
belirtilmistir. Bu ¢alismada Mplus, BILOG-MG ve R (Itm) ile elde edilen RMSE degerleri yapilan
caligmalarla benzer araliktadir. Dolayisiyla her ii¢ programin da a ve b parametrelerini gergek degere
yakin kestirebilmesi nedeni ile kullanilabilecegi onerilebilir.
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The Importance of Sample Weights and Plausible Values in
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Abstract

International large-scale assessments such as PISA (The Programme for International Student Assessment),
PIAAC (The Programme for the International Assessment of Adult Competencies) and TIMSS (Trends in
International Mathematics Science Study), play a key role in determining educational policies besides their
primary objectives of measuring, evaluating and monitoring the educational process. Therefore, it is critical to
analyze the data gathered from the large scale assessments using scientifically accurate statistical methods as the
results have the potential to influence millions of stakeholders through major policy changes. Analysis of these
data that consists of hundreds of different genuine variables requires expertise and using specific methods. This
study illustrates issues to be considered while analyzing PISA, PIAAC and TIMSS data by presenting relevant
syntax and exemplifying the possible incorrect results that might be encountered. In Turkey, there are very
limited courses that focus on large scale data analysis. Workshops are also very limited to reach major groups.
The aim of this study is to raise awareness related to sample weights and plausible values. Comparative findings
of the study showed that without using sample weights and plausible values there is a high probability to get
incorrect results. In this study, t-test and multiple regression analyses conducted by IDB Analyzer and multilevel
regression analysis by Mplus were exemplified.

Keywords: Sample weights, plausible values, large scale assessment, IDB Analyzer, Mplus

INTRODUCTION

International large-scale assessments such as PISA (The Programme for International Student
Assessment), PIAAC (The Programme for the International Assessment of Adult Competencies) and
TIMSS (Trends in International Mathematics Science Study), play a key role in determining
educational policies besides their primary objectives of measuring, evaluating and monitoring the
educational process (Bialecki, Jakubowski, & Wisniewski, 2017; Figazzolo 2009; Novoa & Yariv-
Mashal, 2003; Steiner-Khamsi & Waldow, 2018). In the early periods of these assessments, the
developers highly emphasized that the aim of the assessment was mainly monitoring the process rather
than cross-country comparisons (Landahl, 2018). Yet, in the following periods, cross-country
comparisons raised the interest of both local and international media, which led the test results to be
used as also for indicators of economic growth and rationales for policy reforms. Moreover, Addey,
Sellar, Steiner-Khamsi, Lingard and Verger (2017) explained the reasons for participation of the
countries to these tests as follows: to provide data-based information for policies, technical capacity-
infrastructure building, to provide financial support and assistance, prominence in international
relations, decision making in domestic politics, economic reasons, reforms to curriculum and teaching
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approaches. In addition to those, international organizations such as OECD (Organisation for
Economic Co-operation and Development), UNESCO, World Bank utilize these assessment results to
monitor educational policy reforms in countries and to determine for further investments/grants for
developing countries (Addey & Sellar, 2018; Aydin, Selvitopu, & Kaya, 2018). In summary, to date,
large-scale assessment data provide crucial information for the efficiency of countries’ educational
system elements and comparable data about the current student, teacher, and administrator profiles.

Regarding the main reason for the participation of the countries to large scale assessments (Adler,
2017), it is known that in recent years the data-driven results gathered from PISA, PIAAC, and TIMSS
have been used for some major and minor educational policy reforms in different countries. In some
cases, these major reforms include curricular changes, orientation and the integration of disadvantaged
groups; whereas minor reforms include changes in textbooks, educational materials, integration of
educational hardware-software and local school cultures. Specifically, it is known that France
(Carvalho & Costa, 2015; Michel, 2017), Portugal (Carvalho & Costa, 2015), Poland (Bialecki et al.,
2017), Hungary (Carvalho & Costa, 2015), Germany (Ertl, 2006), Sweden (Landahl, 2018), Israel
(Pizmony-Levy, 2018) and Spain (Tiana Ferrer, 2017) utilized these source of data to legitimize recent
radical policy reforms or curricular changes that were carried out by the different governmental
institutions (Wiseman, 2013). Similarly, in Turkey major curricular reforms and changes on the
national high-stakes exams have been made since the beginning of the 2000s. Especially in the
curriculum changes of 2013 and 2018, the importance of providing learning environments and
opportunities that promote higher cognitive skill development, such as analyzing, reasoning, and
evaluating has been highly emphasized as an influence of PISA and TIMSS. In line with these policy
changes, high-stake central exams were also affected by these major structural changes. For instance,
High School Entrance Exam (LGS) has started to measure higher-order thinking skills along with
subject matter knowledge (MEB, 2018). Indeed, the so-called national version of PISA administration,
namely ABIDE, which aims to measure higher-order thinking skills such as critical thinking, problem-
solving and interpretation could also be considered as one of the exemplary initiatives for recent
reforms regarding PISA & TIMSS alignment.

Factors such as increased number of large scale assessments-related publications on local and
international media (Martens & Niemann, 2010) and elicited media perception related to PISA
(Michel, 2017) led the raised awareness on the public (Froese-Germain, 2010; Giir, Celik & Ozoglu,
2012; Steiner-Khamsi & Waldow, 2018). In line with these factors, easy accessibility of the data,
serving as a promising field to use the contemporary analysis methods, and providing opportunities for
cross-cultural and cross-country comparisons also led the educators and researchers to study on this
matter profoundly, which grounded for many national and international publications. In this vein, it is
clear that data obtained from large scale assessments have a crucial mission to affect further
educational policies. Considering crucial role and mission of large scale assessments, it is critical to
analyze these data using accurate statistical methods. Analysis of these data that consists of hundreds
of different genuine variables requires expertise. This study illustrates issues to be considered while
analyzing PISA, PIAAC and TIMSS data by presenting relevant syntax and exemplifies the possible
incorrect results that might be encountered when these issues are not taken into account. In this way, it
is aimed to guide researchers studying large scale assessment data to use proper methods.

Large-Scale Tests

There are variety of large-scale assessments and the most widely used ones are PISA, PIAAC, and
TIMSS. In the following sections, these assessments are briefly introduced.
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Programme for international student assessment (PI1SA)

PISA is a program organized by the OECD in every three years since 2000 to measure 15-year-old
students’ performance on mathematics, science, and reading. PISA aims to reveal to what extent
students have knowledge and skills needed for modern societies after they complete compulsory
education (MEB, 2016a; OECD, 2018). There are three main subject areas in PISA: reading,
mathematical literacy, and scientific literacy. PISA measures the degree to which students make use of
their learning in these areas in different contexts. While PISA examined reading ability in more detail
in 2000, 2009 and 2018, it focused on mathematics literacy in 2003 and 2012, and scientific literacy in
2006 and 2015. In addition, the program collects data from students, teachers, principals, and parents
via questionnaires. In the latest PISA carried out in 2018, there were 76 member or nonmember
countries. Turkey has been participating in PISA consistently since 2000.

Programme for the international assessment of adult competencies (PIAAC)

PIAAC aims to evaluate the key information processing skills needed for individuals aged 16-65 to
participate in social life. The Survey of Adult Skills, as a product of the programme, aims to assess the
adults’ proficiency by focusing on three key information processing skills: literacy, numeracy, and
problem-solving. It is assumed that adults who are proficient in those skills will be able to get benefit
from the opportunities generated by technological and structural changes in modern societies (OECD,
2016). In addition to the survey of adult skills, PIAAC includes a comprehensive survey of
participants’ information related to socio-demographic characteristics. PIAAC was first implemented
in 2011-2012 with the participation of 24 countries and on the second round in 2014-2015 with the
participation of 9 more countries, the total number of participant countries had reached to 33. Turkey
was among those 9 countries that participated on the second round of the study. According to the
results of the report Skills Matter: Further Results from the Survey of Adult Skills published in 2016,
Turkey was significantly below the OECD average (OECD, 2016; TEDMEM, 2016).

Trends in international mathematics science study (TIMSS)

TIMSS is an international study to evaluate the skills and knowledge gained in mathematics and
science fields for the 4™ and 8™ grade students (MEB, 2016b; Mullis & Martin, 2017). TIMSS has
been co-developed and administrated by Boston College and International Association for the
Evaluation of Educational Achievement (IEA). Since its inauguration in 1995, the test was
administrated in 1999, 2003, 2007, 2011, 2015 and 2019 consecutively every 4 years, with the
increased number of participating countries in every year. Moreover, the expected number of countries
for 2019 administration is likely to be 70 (Mullis & Martin, 2017). Turkey has been included in the
TIMSS study in 1999, 2007, 2011, 2015 and 2019 (MEB, 2016b).

TIMSS generally focuses on curricular objective frameworks to evaluate the skills and knowledge
gained in mathematics and science fields. Thus, TIMSS curriculum framework is basically three
folded as follows: intended curriculum in national, social and educational contexts, implemented
curriculum at home, school, teacher and classroom contexts; attained curriculum in student
achievement and attitudes contexts. Within these contexts, the TIMSS evaluation framework basically
consists of subject matter dimension, that focuses on the subject matter knowledge level and cognitive
dimension that focuses on thinking processes. By providing detailed data among countries’
mathematics and science curricula, TIMSS presents the opportunity to make cross-country
comparisons as well as local comparisons (MEB, 2016b)
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The Important Features of Large Scale Assessment Datasets

There are two important features of large scale assessment (LSA) datasets. The first one is the sample
weights which are related to the sampling design of LSA’s. The second one is the plausible values
related to rotated test design used in the test administration (Rutkowski, Gonzalez, Joncas, & von
Davier, 2010). The following section explains these concepts.

Sampling weights

Large scale assessments aim to choose the most representative sample generalizable to the population
since it is not possible to use the entire population due to financial inadequacy and time limitations.
The sample is useful the extent to which it estimates the characteristics of the population. The most
common technique for clarifying the issue of differences between the distribution of characteristics in
the sample and in the population is using sampling weights (Rust, 2013). In PISA 2015 technical
report, the necessity of using sampling weights was highlighted as to ensure each student in the sample
was represented with the correct number of students in the population (OECD, 2017). Sampling
weights are used in studies that TUIK (Turkey Statistics Institution) conducted at the national level
and international large scale tests (PISA, TIMSS, & PIAAC, etc.).

In PISA and TIMSS, multistage sampling design is used for sample selection. The use of a multistage
design has a significant impact on the precision of resulting estimates (Rust, 2013). In the first stage,
schools are selected proportional to their size; and in the second stage classes and/or students are
randomly selected from the selected school (LaRoche & Foy, 2016; OECD, 2017). The size of the
school is determined by the number of students eligible to participate in the study. For instance, the
number of students aged 15 in PISA and the number of students enrolled in 4™ or 8" grade in TIMSS
are considered to calculate the school size. In PIAAC, all non-institutionalized adults between the ages
of 16 and 65 are considered.

Random sampling design is implemented in order to ensure that the sample selection is not biased and
that each individual has an equal chance to be selected. Non-random sample designs may cause the
bias, whether intentionally or unintentionally. In random sampling also, each individual’s chance for
selection may not always be equal in the population. In this case, sample weights are used to avoid the
bias and to ensure the representativeness of all individuals in the population. A sample unit is
determined according to the probability of selection of each individual in the sample. Sample weights
are defined as the inverse of the probability of selection for the unit. In other words, if a group has a
very low chance to be selected to the sample, the sample unit for the individual representing that group
will be higher than the sample unit for the individual coming from the group having high chance to be
selected (OECD, 2017). In the analysis, when the sample weights are taken into account for the mean
scores of groups, the representation of the population is guaranteed and the estimations are precise.
While analyzing the sample data, if the sample weights are used then the contribution of each student
to statistical estimations will be proportional to the number of students represented in the population
(Gonzales, 2012). Suppose that each individual has an equal chance to be selected among 300. Then,
the probability of being selected among 30 individuals will be 1/10 and the weight of each individual
will be 10. In this example, since the chance to be selected for each individual is equal, weights for
each are also equal. The weights of 30 individuals add up to 300, the total number of individuals in the
population. In this case, the weighted mean and the unweighted mean will be equal. For instance,
suppose that a sample of 6 students is chosen from a population of 15 girls and 30 boys in a 45-student
class. 3 boys and 3 girls are chosen for the sample. While boys are represented more than girls in the
population, they are equally represented in the sample. The probability of selection of each 3 girls
among 15 girls will be 3/15 = 0.2 and the probability of selection of 3 boys among 30 boys will be
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3/30 = 0.1. According to this situation, the weight of each girl in the sample is 5 and the weight of
each boy in the sample is 10. Let assume that girls took 8, 7, 7 points from the exam over 10 and boys
took 5, 5, 4 points. In this case, while unweighted mean of the sampleis[(8+7+7) + (5+ 5+ 4)]/6 =
6, the weighted mean of the sample which is [(8x5 + 7x5 + 7x5) + (5x10 + 5x10 + 4x10)]/45 = 5.56.
Therefore, the weighted mean is 7 % lower than the unweighted mean. In the simplest way, as it is
shown in the example, analysis without considering weights would mislead the estimations related to
the population.

In multistage sample selection design, in an application that firstly schools are selected and then
students are chosen from that school, school weight, within school weight and student weight are
determined separately. For example, let the probability of selecting school j to be p; and the

probability of selecting students i at school j (under the condition of school j was selected) to be p;;.
Then the within school weight is w;;= 1/p;; and the school weight is w;= 1/p;. In a population of

400 students from 10 different schools having 40 students, firstly 4 schools are randomly selected.
Then, 10 students are chosen from each of those schools. The total number of students in the sample is
40. In this case, the probability of selection for each school (4 schools are selected from 10) is p;=

4/10 = 0.4 and so the school weight is w;= 2.5. The probability of selection for each student among 4
selected schools (10 students are chosen among 40 in each school) is »;;= 10/40 = 0.25 and within
school weight is w;;= 4. Finally, in the case that firstly school is selected and the students are chosen
within the school, the probability of selection for a student is g #;;= p;x p;;= 0.4 X 0.25 = 0.10 and the
student weight is w #;;= 10.

Since the data gathered from large scale assessments like PISA, PIAAC and TIMSS used multistage
sampling, the methods and software that take into account sample weights must be used for all data
analysis. The student weights in these data sets are W_FSTUWT (Final trimmed nonresponse adjusted
student weight) in PISA, SPFWTO (Final full sample weight) in PIAAC and TOTWGT (Total student
weight) in TIMSS. In multilevel analysis, it is necessary to decompose these weights (Rutkowski et
al., 2010). It is important to be aware that the results obtained without considering sample weights will
be inaccurate (LaRoche & Foy, 2016; OECD, 2017; Rutkowski et al., 2010). Rutkowski et al. (2010)
calculated that the mathematics mean score of Bulgaria as 463.63 when the sample weights were
accurately used and 481.38 when sample weights were not used.

Plausible values

The large scale assessments like PISA and TIMSS aim to estimate the performance of population or
subgroups in the populations instead of assessing the scores of individuals (Monseur & Adams, 2009;
Von Davier, Gonzalez, & Mislevy, 2009). Calculating consistent and valid scores for individuals is not
the purpose of large scale assessments. Therefore, the aim is to minimize the errors in population-level
estimations (OECD, 2017). Furthermore, the rotated booklet design is used in order to minimize the
test burden on individuals (Rutkowski et al., 2010). Students answer only certain parts of the test.
However, as a group, student groups answer all of the questions. Therefore, student performance on
large scale assessments is reported as plausible values (PVs).

Plausible value method accepts student ability as missing values (Rutkowski et al., 2010). The student
ability distributions are estimated through Rubin’s (1987) multiple imputation method. Within the
distributions, random selections are made and these multiple assigned values are called plausible
values (Rutkowski et al., 2010). Plausible values are precedent values for unobservable latent values
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(Wu, 2005). Each student has an unobservable latent ability variable and multiple values are assigned
to the variable (Laukaityte & Wiberg, 2017; Wu, 2005). OECD (2017) defines plausible values as
randomly assigned numbers for individuals from the distribution of scores. The distribution is called
marginal posterior distribution. Plausible values including random error variance components should
not be considered as test scores, they should be used as defining population performance (OECD,
2017). In short, multiple values are assigned to each individual in order to minimize measurement
error (Laukaityte & Wiberg, 2017). If the measurement error is small, multiple values assigned to an
individual would be close to each other. On the contrary, if measurement error is large, multiple values
assigned to an individual would be far from each other (Wu, 2005). Inferences from large scale
assessments become more valid thanks to assigned plausible values and the results of the assessments
contribute to the practice more productively (Laukaityte & Wiberg, 2017).

Five plausible values are used in many large scale assessment databases like PISA and TIMSS
(OECD, 2017; Laukaityte & Wiberg, 2017). PISA started to report 10 plausible values since 2015. In
PIAAC, 10 plausible values are reported. In the National Assessment of Educational Assessment
(NAEP) database, 20 plausible values are used. The simulation studies conducted by Laukaityte and
Wiberg (2017) showed that using multiple plausible values increases the accuracy of the estimation
and decreases measurement error.

It is necessary to use methods and software that take into account plausible values in large scale
assessments like PISA, PIAAC, and TIMSS. The researchers should be aware that the outcomes
ignoring plausible values would be erroneous (LaRoche & Foy, 2015; OECD, 2017, Rutkowski et al.,
2010).

Incorrect Data Analysis Approaches related to Large Scale Assessment Analysis

Rutkowski et al. (2010) listed two common incorrect data analysis approaches when LSA data is used.
The first incorrect approach is to use only one of the plausible values. The second one is to take the
average of all plausible values. For example, for TIMSS dataset, using only PV1 or averaging PV1 to
PV5 are among these common incorrect data analysis approaches. Rutkowski et al. (2010) also added
that taking the averages of plausible values creates more severe problems than taking only one
plausible value. Therefore, they warned researchers not to use averages of plausible values. In the use
of both incorrect approaches, standard errors will be estimated erroneously and p values will be
affected. In addition to these aforementioned incorrect approaches, using plausible values as an
indicator of a latent variable (such as math performance) in a structural equation model is another
incorrect approach. In Turkey, there are studies that used correct approaches as well as incorrect
approaches.

Present Study

The main purpose of this study is to raise awareness about LSA data analysis by explaining the
structure and showing exemplary analysis. To fulfil this purpose 3 main research questions including
group comparison with t-test, multiple linear regression, and multilevel regression were selected. The
syntaxes of each analysis related to research questions were also provided in the appendices A-D. The
research questions (RQs) of the study are as follows:

1) What are the effects of not taking into account the sample weights and plausible values in
group comparison?

2) What are the effects of not taking into account the sample weights and plausible values in
multiple regression?
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3) Which procedures are used to take into account the sample weights and plausible values in
multilevel regression?

To answer these research questions, the following sub-research questions were generated. For the
RQ1, “Is there a statistically significant difference between mean TIMSS 2015 mathematics scores of
boys and girls in Turkey?” and “Is there a statistically significant difference between mean PIAAC
2015 reading scores of adults who looked for a job last month and who did not look for a job last
month in Turkey?”; for the RQ2, “Do disciplinary climate in science classes, epistemological beliefs,
index of economic, social and cultural status, inquiry-based science teaching and learning practices,
instrumental motivation, enjoyment of science, science self-efficacy, teacher-directed science
instruction, teacher support in science classes predict PISA 2015 science performance of students in
Turkey?”; for the RQ3 “Do student-level variables, parents make sure that time is allocated for the
homework, parents check if the homework is completed, time spent on the homework; and teacher
level variables, correcting assignments and giving feedback, letting students to correct their own
homework, discussing homework in the classroom, monitoring completeness of the homework, using
homework for grading predict TIMSS 2011 reasoning score of students in Turkey?” were used.

METHOD

Sample

In this study, PISA, PIAAC, and TIMSS datasets were used to introduce different LSA data. The
sample used in the study is described in this section. In PISA 2015 dataset, there were 5895 students
located in 187 schools from Turkey. The majority of students were 10" graders (MEB, 2016a). In
PIAAC 2015 Turkey dataset, there were 5227 adults ranging from 16 to 65 years old (OECD, 2016).
In TIMSS 2015 dataset, there were 6928 8" grade students located in 239 schools from Turkey (MEB,
2014). In TIMSS 2015 dataset, there were 6079 8" grade students located in 238 schools from Turkey
(MEB, 2016b).

Instrument

PISA, PIAAC, and TIMSS have both tests to measure achievement or performance level and
questionnaires to collect demographic and attitudinal data of participants. The first research question
had two sub-research questions. The first sub-research question was related to the TIMSS 2015
dataset. Mathematics achievement in TIMSS was reported with 5 plausible values (BSMMATO01-
BSMMATO05). Mathematics achievement was estimated using item response theory (IRT). The other
variable of the research question, gender was taken from the questionnaire data (BSBGO1). In the
second sub-research question, PIAAC 2015 reading scores of the adults and whether they looked for a
paid job was used as variables. Reading scores of adults were reported with 10 plausible values
(PVLIT1- PVLIT10). The reading ability of the adults was estimated using IRT. The status of looking
for paid job information (yes or no) was gathered from the adult questionnaire (C_Q02b).

In the second research question, the independent variables used in the model were disciplinary climate
in science classes, epistemological beliefs, index of economic, social and cultural status, inquiry-based
science teaching and learning practices, instrumental motivation, enjoyment of science, science self-
efficacy, teacher-directed science instruction, teacher support in a science classes of PISA 2015
(DISCLISCI, EPIST, ESCS, IBTEACH, INSTSCIE, JOYSCIE, SCIEEFF, TDTEACH, TEACHSUP).
These student-level independent variables are index scores of related questionnaire items. The science
performance score was reported as 10 plausible values estimated by IRT (PV1SCIE-PV10SCIE).
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In the last research question, TIMSS 2011 variables that were in the hierarchical structure, students
nested in the classrooms, were used. Student level variables were parents make sure that time is
allocated for the homework, parents check if the homework is completed, time spent on the homework
(BSBG11C, BSBG11D, BSBM20B); and teacher level variables were correcting assignments and
giving feedback, letting students to correct their own homework, discussing homework in the
classroom, monitoring completeness of the homework and using homework for grading (BTBM25CA,
BTBM25CB, BTBM25CC, BTBM25CD, BTBM25CE). The dependent variable, reasoning ability of
the students, were estimated using IRT with 5 plausible values (BSMREAO01-BSMREAOQ5).

Data Analysis

In this section, how the analyses were performed and important concepts related to LSA data analysis
were explained. The first research question was group comparison analysis. In both sub-research
questions t-test was conducted as the grouping variables contained two categories. As explained in the
introduction, LSA data analysis requires taking into account sample weights and plausible values.
IEA’s IDB Analyzer can conduct t-test by taking into account sample weights and plausible values
(IEA, 2019). IDB Analyzer is an interphase program that can read SPSS files. In the first step,
necessary variables including plausible values are selected. In the next step, the sample weight is
selected. After these steps, IDB Analyzer produces an SPSS syntax and running the syntax produces
the output. IDB Analyzer output does not give significance value (p-value), however, it reports t
values. Using t value and the degrees of freedom, statistical significance can be decided. All of these
values are reported in “* sig.sav” output files. In the research question related to TIMSS, Total
Student Weight (TOTWGT) was used. In the research question related to PIAAC, Final Full Sample
Weight (SPFWTO0) was used.

In the second research question, multiple linear regression was used as there were more than one
independent variable to predict one dependent variable. IDB Analyzer also can conduct multiple
regression by taking into account sample weights and plausible values. In PISA 2015, FINAL
TRIMMED NONRESPONSE ADJUSTED STUDENT WEIGHT (W_FSTUWT) was used as a
sample weight.

In the last research question, multilevel regression analysis was conducted as the research question
contained student-level variables, as well as teacher-level variables. Mplus program was used as
Mplus not only can take into account sample weights and plausible values but also multilevel structure
of the variables (Muthen & Muthen, 2015). In order to take into account the sample weights, sample
weights should be defined in the Mplus syntax. As Rutkowski et al. (2010) advised for multilevel
analysis, sample weights were decomposed manually. For level 1 sample weights, the product of
WGTADJ2*WGTFAC2*WGTADJ3*WGTFAC3 was used (CLASS WEIGHT ADJUSTMENT*
CLASS WEIGHT FACTOR* STUDENT WEIGHT ADJUSTMENT* STUDENT WEIGHT
FACTOR). For level 2 sample weights, the product of WGTADJ1* WGTFAC1 (SCHOOL WEIGHT
ADJUSTMENT* SCHOOL WEIGHT FACTOR) was used. The product of levell and level2 sample
weights is equal to TOTAL STUDENT WEIGHT. Mplus requires creating separate text files that
include one of the plausible values and the rest of the variables. For instance, if there are 5 plausible
values, 5 text files that include one of the plausible values as one column and the rest of the variables
in the other columns need to be created. Then the names of these text files are listed in a different text
file which is the main input file and it is defined in MPLUS syntax (FILE = dataimputedlist.dat;).
Also, the data structure should be stated in the syntax (TYPE = IMPUTATION;). Then, the
relationships among variables should be defined.
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RESULTS

This study aims to compare LSA data analysis with and without taking into account sample weights
and plausible values. Also, it is aimed to guide researchers by showing LSA data analysis by providing
syntaxes. The results of four main research questions were reported in the following sections
comparatively.

Group Comparison Studies

In this section, two sub-research questions were analyzed. The first one is “Is there a statistically
significant difference between mean TIMSS 2015 mathematics scores of boys and girls in Turkey?”. t-
test was conducted as the grouping variable, gender, contained two categories, boys and girls. With
and without taking into account sample weights and plausible values were reported in Table 1.

When sample weights and plausible values were used, it was concluded that there was no statistically
significant difference between mean TIMSS 2015 mathematics scores of boys and girls in Turkey
(t=1.79, p>.05). This result is also the same as the TIMSS 2015 National Mathematics and Science
Pre-Report (MEB, 2016b).

Table 1 also includes the results when each plausible value or the average of the plausible values were
used. In all cases, there were statistically significant differences between mean TIMSS 2015
mathematics scores of boys and girls in Turkey. These findings totally contradict with the previous
finding. Therefore, when sample weights and plausible values are not used, it is highly probable to
obtain incorrect results.

Table 1. Comparison of Mathematics Scores of Girls and Boys

Method Girls Boys Mean Difference t
(SE) (SE) (SE)

IDB Analyzer PV1-PV5 461.14 454.73 6.40 1.79
(4.80) (5.31) (3.57)

SPSS PV1 459.23 452.77 6.46 2.43*
(1.90) (1.86) (2.66)

SPSS PV2 460.50 452.87 7.63 2.85**
(1.91) (1.87) (2.67)

SPSS PV3 460.26 451.33 8.93 3.31**
(1.91) (1.91) (2.70)

SPSS PV4 458.04 449.01 9.03 3.26**
(1.97) (1.94) (2.77)

SPSS PV5 459.37 453.84 5.53 2.04*
(1.94) (1.90) (2.72)

SPSS PVmean 459.48 451.97 7.51 2.87**
(1.87) (1.83) (2.62)

*p < .05. **p < 01. ***p < .001. SE: Standard Error

In the second sub-research question, PIAAC dataset was used. The research question is “Is there a
statistically significant difference between mean PIAAC 2015 reading scores of adults who looked for
a job last month and who did not look for a job last month in Turkey?”

When sample weights and plausible values were used, it was concluded that there was no statistically
significant difference between mean PIAAC 2015 reading scores of adults who looked for a job last
month and who did not look for a job last month in Turkey (t=1.16, p>.05).
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Table 2 also includes the results when each plausible value or the average of the plausible values was
used. Among 11 cases, there were contradictory results. In 3 of these results, significant differences
were found and in 8 of them, no difference was found. As similar to the first sub-research question,
when sample weights and plausible values are not used, it is probable to obtain incorrect results.

In both sub-research questions, the difference in findings stems from standard errors. The standard
errors were higher when sample weights and plausible values were taken into consideration than when
they were not used. The change in the standard error directly affects the t value and the ultimate
decision.

Tablo 2. Comparison of Reading Scores of Adults Who Looked For a Job and Not

Method Looked for a Did not look for a Mean difference t
job job (SE)
(SE) (SE)

IDB Analyzer PV1-PV10 226.11 221.05 5.06 1.16
(4.16) (1.45) (4.36)

SPSS PV1 229.06 223.90 5.16 1.89
(2.51) (.83) (2.73)

SPSS PV2 229.40 223.23 6.17 2.25%
(2.59) (.83) (2.75)

SPSS PV3 227.01 224.33 2.67 .98
(2.57) (.83) (2.73)

SPSS PV4 226.87 224.12 2.76 1.01
(2.45) (.84) (2.74)

SPSS PV5 226.52 222.94 3.58 1.32
(2.55) (.83) (2.71)

SPSS PV6 231.42 224.81 6.61 2.40*
(2.58) (.84) (2.75)

SPSS PV7 226.62 223.93 2.70 1.00
(2.55) (.82) (2.71)

SPSS PV8 226.73 223.70 3.03 1.11
(2.56) (.83) (2.72)

SPSS PV9 227.88 222.49 5.39 1.95
(2.51) (.84) (2.76)

SPSS PV10 231.14 222.82 8.32 3.02**
(2.63) (.84) (2.75)

SPSS PVmean 228.27 223.63 4.64 1.85
(2.34) (.76) (2.51)

*p <.05. **p < .01. ***p < .001. SE: Standard Error.

Single-Level Regression Study

In this section “Do disciplinary climate in science classes, epistemological beliefs, index of economic,
social and cultural status, inquiry-based science teaching and learning practices, instrumental
motivation, enjoyment of science, science self-efficacy, teacher-directed science instruction, teacher
support in a science classes predict PISA 2015 science performance in Turkey?”” sub-research question
was investigated. The results were given in Table 3.

When sample weights and plausible values were taken into account instrumental motivation and
teacher support in science classes could not predict the science performance of students. The
disciplinary climate in science classes, epistemological beliefs, index of economic, social and cultural
status, inquiry-based science teaching and learning practices, enjoyment of science, science self-
efficacy, teacher-directed science instruction could predict science performance.

When sample weights and plausible values were not used, among 11 cases, 8 of them produced
incorrect results. The main problem was that more variables were found to be significantly related to

ISSN: 1309 - 6575 Egitimde ve Psikolojide Olgme ve Degerlendirme Dergisi
Journal of Measurement and Evaluation in Education and Psychology

52



Arikan, S., Ozer, F., Seker, V., Ertas, G. / The importance of sample weights and plausible values in large-scale
assessment

the dependent variable which was also related to incorrect standard error estimation. Both using only
PV1 or PVmean produced incorrect results. On general R square values were not changed
dramatically however, R? of PVmean was higher. This example also illustrates that plausible values
and sample weights should be used.

Tablo 3. Factors Predicting Science Performance

Method discipline  beliefs  SES Inquiry b. motivat enjoy Self- Teacher- support R?
science ion efficacy  directed

IDB Analyzer .09*** AOFxER kxR QR .03 Q9***  Q8*** .04* .03 .20
PV1-PV10

SPSS PV1 .08*** AOF*E pF xR 18Fk* .03* Q9***  Q8*** .Q5*** .03* .19
SPSS PV2 Q7*** 20%F*  26%F*F L 18%** .03* 1x** 08*F*F* .04** .02 .20
SPSS PV3 09*** 20%FF 27 FFR QR .03* 09***  08*** .05*** .02 .20
SPSS PV4 09*** JgExx 2fxxx L 1gEax .02 1% Q7F** Q5%+ .02 .20
SPSS PV5 09*** JgExx Q7xxx 1 gEax .03 09***  Q7*** .04 .02 .20
SPSS PV6 10%** JgExx 2fxxx - 18Fxx .03 09***  Q7*** .05%** .02 19
SPSS PV7 09*** A9F**R pF R L 20* K .03* 09***  Q8*** .Q5*** .03 .20
SPSS PV8 .08*** JgEEx 2fxxx L 18%w* .03* 10%** Q7*** .05%** .03 19
SPSS PV9 10%** 9%k 25FER L DOk .02 1x** 08*F** .04%** .03* .20
SPSS PV10 09*** J9FRR 27 HAR 19k .03* 09***  08*** .04%** .01 .20
SPSS PVort 09*** 20%**  28***  -20*%** .03* 10*** 08*** .05*** .02 22

*p < .05. **p < .0L. ***p < .001.

Multilevel Prediction Study

The last sub-research question is “Do student-level variables, parents make sure that time is allocated
for the homework, parents check if the homework is completed, time spent on the homework; and
teacher level variables, correcting assignments and giving feedback, letting students correct their own
homework, discussing homework in the classroom, monitoring completeness of the homework, using
homework for grading predict TIMSS 2015 reasoning score in Turkey?”. As both student level and
teacher level variables were included in the model, multilevel regression was used. The results were
given in Table 4.

The intraclass correlation was calculated as 0.32. This value represented that student scores were not
independent and scores of the students in the same classrooms were related. Therefore, a multilevel
regression analysis was necessary. Also, 32% of the total variance came from between classroom
variance and 68% of the total variance came from within classroom variance. The variables of this
research question could explain 4% of the variance in student level and 7% of the variance in teacher
level. These explained variances were small which implied that the model was not a good one.

The results showed that among student-level variables, parents make sure that time is allocated for the
homework and parents check if the homework is completed could predict reasoning scores of students.
There was a positive relationship between parents make sure that time is allocated for the homework
and reasoning scores. However, there was a negative relationship between parents check if the
homework is completed and reasoning scores. Among teacher-level variables, there was a positive
relationship between monitoring completeness of the homework and reasoning scores.
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Table 4. Standard Coefficients of Multilevel Regression

Variables Coefficient
Level-1
time is allocated for the homework L7
parents check if the homework is completed - 19***
time spent on the homework -.03
Level-2
correcting assignments -.04
letting students correct homework -.05
discussing homework .10
monitoring completeness of the homework .16*
grading .08
Between-class explained variance %7
Within-class explained variance %4

*p < .05. **p < .01, ***p < 001

DISCUSSION & CONCLUSION

It is known that large-scale assessment results are critical in determining educational policies,
curriculum reforms and decision-making processes in the use of contemporary innovative practices in
education (Hamilton, 2003). The large-scale assessment results also allow cross-country comparisons
of various sizes and provide detailed information about the various elements included in the countries'
own education system. As a result of its’ crucial role in policymaking and the possible influence
involving millions of stakeholders, it is required to analyze the data obtained from these tests properly.
As it was seen in the cases of examples known as PISA shock phenomenon (Wiseman, 2013),
misinterpretation of large-scale data sets through primitive and descriptive inferences led irrelevant
and radical policy changes in some countries in the past. For instance, Germany’s radical policy
changes right after their inauguration of PISA 2000 results that were below the OECD average
(Waldow, 2009) or Japan’s sharp policy changes following the decreased performances in PISA 2000-
2003 literacy and maths performance on PISA 2003-2006 could be examples for those
misinterpretations (Wiseman, 2013). These instances support the argument that the analysis of the
large-scale data sets requires the use of relevant techniques to be embraced (Wiseman, 2013).

As seen in the research questions, in the case of not using sample weights and plausible values
appropriately may lead to incorrect results. For instance, as shown in research question 1, in the case
of using proper methods of analysis with TIMSS 2015 data led no statistically significant differences
between boys’ and girls’ math performance of Turkey sample. However, statistically significant
difference between the groups could be found when the appropriate analysis was not conducted.
Similarly, in the second research question, it was shown that multiple regression analysis results could
be wrong in the case of not using sample weights and plausible values appropriately. Without taking
into consideration of sample weights and plausible values led to 8 incorrect results out of 11 datasets.
As Von Davier et al. (2009) and Rutkowski et al. (2010) emphasized within the context of Bulgaria’s
TIMSS 2007 performance instances, it is vital to use sample weights and plausible values to perform
large-scale data set analysis.

Yet, it is seen from the relevant literature regarding the large scale assessment analysis, the awareness
regarding embrace these accurate techniques is not as intended. Moreover, the undergraduate or
graduate courses offered as well as workshops organized by either researchers or institutions that
emphasize how to analyze these LSA data are rare in the national context. As a result of these, even
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though there are some studies considering these features of LSA, there are also some studies that use
inaccurately only one plausible value or the average of plausible values without using sample weights.
In order to overcome these obstacles, this study exemplifies the importance of using sample weights
and plausible values by providing the syntaxes. It is recommended for readers of large scale
assessments to critically assess whether appropriate techniques are used or not before relying on the
research findings. Also, researchers are required to carefully investigate the features of the software
embraced in the analysis and to examine the technical reports in the literature for appropriate sample
weight use as various sample weights are used in different data sets.
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Appendix A. Syntax of The First Research Question-A
Include file =
"C:\Users\exper\AppData\Roaming\IEA\IDBAnalyzerV4\bin\Data\Templates\SPSS_Macros\JB_PV.i
easps".

JB_PV infile="D:\idb\TIMSS_2015.sav"/
cvar=IDCNTRY BSBGO01 /
almvars=/
rootpy=BSMMATO /
tailpv=/
npv=5/
wgt=TOTWGT/
nrwgt=150 /
rwgt=/
jkz=JKZONE/
jkr=JKREP/
jk2type=FULL/
nomiss=Y/
method=JRR/
kfac=0/
shrtcut=N/
viewcod=N/
ndec=2/
clean =Y/
strctry = N/
intavg = Y/
graphs=Y/
selcrit =/
selvar =/
outdir="D:\idb"/
outfile="PVMath_gender".
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Appendix B. Syntax of The First Research Question-B
Include file =
"C:\Users\exper\AppData\Roaming\IEA\IDBAnalyzerV4\bin\Data\Templates\SPSS_Macros\JB_PV.i
easps".

JB_PV infile=" D:\idb\prgturpl.sav"/
cvar=CNTRYID C_Q02A /
almvars=/
rootpv=PVLIT /
tailpv=/
npv=10/
wgt=SPFWTO0/
nrwgt=80 /
rwgt=SPFWT/
jkz=/
jkr=/
jk2type=HALF/
nomiss=Y/
method=PIAAC/
kfac=0/
shrtcut=N/
viewcod=N/
ndec=2/
clean =Y/
strctry = N/
intavg = Y/
graphs=Y/
selcrit =/
selvar =/
outdir=" D:\idb"/
outfile="paidjoblook".

ISSN: 1309 - 6575 Egitimde ve Psikolojide Olgme ve Degerlendirme Dergisi
Journal of Measurement and Evaluation in Education and Psychology

58



Arikan, S., Ozer, F., Seker, V., Ertas, G. / The importance of sample weights and plausible values in large-scale
assessment

Appendix C. Syntax of The Second Research Question
include file =
"C:\Users\Toshibanb\AppData\Roaming\IEA\IDBAnalyzerV4\bin\Data\Templates\SPSS_Macros\JB_
RegGP.ieasps".

JB_RegGP infile="C:\idb\PISA_TUR2015.sav"/
cvar=CNTRYID /
convar=DISCLISCI EPIST ESCS IBTEACH INSTSCIE JOYSCIE SCIEEFF TDTEACH

TEACHSUP /
catvar=/
codings=/
refcats=/
ncats=/

PVRoots=/
PVTails=/

dvar0=/
rootpv=PV /
tailpv=SCIE /
npv=10/
wgt=W_FSTUWT/
nrwgt=80 /
rwgt=W_FSTURWT/
jkz=/

jkr=/

jk2type=/
nomiss=Y/
method=BRR/
missing=listwise/
kfac=0.5/
shrtcut=N/
viewcod=N/
ndec=2/

clean=Y/

strctry = N/
viewprgs=Y/
viewlbl=Y/
gestats=Y/
newout=Y/

intavg = Y/

selcrit =/

selvar =/
outdir="C:\idb"/
outfile="regression".

Appendix D. Syntax of The Third Research Question
TITLE: this is an example of a two-level
regression analysis
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DATA: FILE = dataimputedlist.dat;
ICreate a file list;

TYPE = IMPUTATION;
IDefine that your data has multiple imputation;

VARIABLE:

NAMES = IDSCHOOL IDSTUD BSBG11C BSBG11D BSBM20B
BTBM25CA BTBM25CB BTBM25CC BTBM25CD BTBM25CE
REAPV WGTADJIWGTFAC1 WGTADJ2WGTFAC2WGTADJ3WGTFACS;

USEVARIABLES ARE IDSCHOOL BSBG11C BSBG11D BSBM20B
BTBM25CA BTBM25CB BTBM25CC BTBM25CD BTBM25CE
REAPV WGTADJIWGTFAC1 WGTADJ2WGTFAC2WGTADJ3WGTFACS;

CLUSTER = IDSCHOOL;
IDefine Cluster Variable here;

MISSING = ALL (9999);

WEIGHT = WGTADJIWGTFACL,;
BWEIGHT = WGTADJ2WGTFAC2WGTADJ3WGTFACS;
IDefine Sample Weights Here;

WITHIN = BSBG11C BSBG11D BSBM20B;
IDefine Levell variables here;

BETWEEN = BTBM25CA BTBM25CB BTBM25CC BTBM25CD BTBM25CE;
IDefine Level2 variables here;

ANALYSIS: TYPE = TWOLEVEL;
IDefine number of level here;

MODEL:

%WITHIN%

REAPV on BSBG11C BSBG11D BSBMZ20B;
IDefine Levell relationships here;

%BETWEEN%
REAPV on BTBM25CA BTBM25CB BTBM25CC BTBM25CD BTBM25CE;
IDefine Level?2 relationships here;

OUTPUT: STANDARDIZED:;
IFor standardized coefficients;
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Simultaneous Estimation of Overall Score and Subscores Using
MIRT, HO-IRT and Bi-factor Model on TIMSS Data

Aysenur ERDEMIR * Hakan Yavuz ATAR **

Abstract

In educational testing, there is an increasing interest in the simultaneous estimation of the overall scores and
subscores. This study aims to compare the reliability and precision of the simultaneous estimation of overall scores
and sub-scores using MIRT, HO-IRT and Bi-factor models. TIMSS 2015 mathematics scores have been used as a
data set in this study. The TIMSS 2015 mathematics test consists of 35 items, four of which are polytomously
scored (0-1-2), and the rest of the items are dichotomously scored (0-1). The four content domains include number
(14 items), algebra (9 items), geometry (6 items), and data and change (6 items). Ability parameters were estimated
using the BMIRT software. The results showed that the MIRT and HO-IRT methods performed similarly in terms
of precision and reliability for subscore estimates. The MIRT maximum information method had the smallest
standard error of measurement for the overall score estimates. All three methods performed similarly in terms of
the overall score reliability. The findings suggest that among the three methods compared, HO-IRT appears to be
a better choice in the simultaneous estimation of the overall score and subscores for the data from TIMSS 2015.
Recommendations for the testing practices and future research are provided.

Key Words: TIMSS, subscores, multidimensional item response theory, higher-order item response theory, bi-
factor model.

INTRODUCTION

Many tests in educational and psychological testing generally measure more than one ability, which
makes them multidimensional inherently (Reckase, 1985; 1997). Tests may be inherently
multidimensional due to the intended content or construct structure of the tests (Ackerman, Gierl, &
Walker, 2003). Tests consisting of different content domains often measure a primary ability and
additional abilities; thus, each item measures the primary ability and one additional secondary ability.
Content categories can be considered as the source of secondary abilities. That is, while the primary
ability is the estimated overall score, subscores for content categories are considered secondary abilities
(DeMars, 2005). Subscores estimated from secondary abilities have been of substantial importance
recently (DeMars, 2005; Reckase & Xu, 2015; Sinharay, Haberman, & Wainer, 2011; Wedman &
Lyren, 2015). It is because of the potential diagnostic value of the subscores in future remedial work in
which students have a chance to know their weaknesses and strengths in different content domains that
the test measures (Haberman & Sinharay, 2010). Haberman (2008) and Sinharay (2010) focused on the
added value of subscores over the total score by using Classical Test Theory methods. Brennan (2012)
suggested the utility index similar to Haberman’s method. Besides, the subscore augmentation method
developed by Wainer, Sheehan, and Wang (2000) is used to examine whether getting information from
other portions of the test (augmented subscore) estimates the subscore more accurately.
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The psychometric quality of subscores is also of importance when they are utilized by policymakers,
test takers, and educators for the purpose of diagnosis and admission (Haberman, 2008; Monaghan,
2006). According to the Standard 1.14 of the Standards of Educational and Psychological Testing (2014,
p.27), “When a test provides more than one score, the distinctiveness and reliability of the separate
scores should be demonstrated.” Over the years, researchers have examined the methods arguing the
psychometric quality of subscores (de la Torre & Patz, 2005; DeMars, 2005; Fan, 2016; Haberman,
2008; Haberman & Sinharay, 2010; Longabach, 2015; Md Desa, 2012; Shin, 2007; Sinharay, 2010;
Stone, Ye, Zhu & Lane, 2010; Wang, Chen, & Cheng, 2004; Yao, 2014; Yao & Boughton, 2007).

In multidimensional tests, when the overall score is reported, it shows the test-takers' achievement levels
concerning the overall construct of the test subject. Subscores, on the other hand, give additional
information about the strengths and weaknesses of test-takers in the domain abilities while the overall
score presents a general profile of the test-takers. For example, the TOEFL test, which is the English-
language test, has four content domains (reading, listening, speaking, and writing). For this test, test-
takers receive four subscores related to each skill and a total score as a representative of general English-
language ability. Since many tests have a multidimensional structure, the interest in estimating and
reporting overall scores and subscores simultaneously has increased (Liu & Liu, 2017). Simultaneous
estimation of those scores provides test takers and educators with more detailed information about the
primary and secondary ability levels of students (Yao, 2010). More clearly, as opposed to the separate
estimation of the primary and secondary abilities, simultaneous estimation means one can have the
information on those abilities with one single analysis.

There are studies discussing the methods estimating the overall score and subscores simultaneously (de
la Torre & Song, 2009; de la Torre & Song, 2010; Liu, Li, & Liu, 2018; Soysal & Kelecioglu, 2018;
Yao, 2010). In all these studies, it is emphasized that the reliability of scores is very important when the
overall scores and subscores need to be reported. Yao (2010) states that the simple averaging method is
the most commonly used method to obtain the overall score by averaging the domain scores. She also
indicates that simply averaging the domain scores ignores (a) different maximum raw score points of
different domains, (b) correlation between the domain abilities, and (c) the possibility of having a
different relationship between overall scores and domain scores at different score points. In order to
overcome these problems, Yao (2010) proposed using the Multidimensional Item Response Theory
(MIRT) maximum information method for the overall score instead of the simple averaging method.
The proposed method does not assume any linear relationship between the overall score and domain
scores. In the study, subscores were estimated by using MIRT, and the overall scores were estimated by
using the MIRT maximum information method. Estimated overall and subscores were compared to
those obtained from the Higher-Order Item Response Theory (HO-IRT), Bi-factor, and unidimensional
IRT methods. It is found that the MIRT method provides reliable subscores similar to the HO-IRT
method and also reliable overall score. The MIRT maximum information method produced overall
scores with the smallest standard error of measurement (Yao, 2010).

de la Torre and Song (2009) also proposed using Higher-order Item Response Theory approach for
simultaneous estimation of overall and domain abilities. The HO-IRT method assumes a linear
relationship between the overall score and the domain score, unlike the MIRT method. In the study, the
HO-IRT method was compared with the unidimensional IRT (UIRT) in which the overall ability is
estimated using all items ignoring the multidimensional structure of the data, and the domain abilities
are estimated using corresponding subsets of items, separately. The findings of the study show that the
overall and domain abilities can be estimated more efficiently by using the HO-IRT method.
Additionally, in the HO-IRT framework, it is possible to obtain efficient overall and domain ability
estimates with small sample sizes and small number of items (de la Torre & Song, 2010).

To estimate the overall score and domain scores based on the bi-factor model, Liu et al. (2018)
introduced six methods in the framework of the bi-factor model and compared them with the MIRT
method. The weights of the general and domain factors were calculated in different ways in those six
bi-factor methods. It is found that the most accurate and reliable overall and domain scores in most
conditions were obtained using Bi-factor-M4 and Bi-factor-M6 methods, weights of which were
computed using discrimination parameters for a specific domain. In the bi-factor methods, the domain-

ISSN: 1309 - 6575 Egitimde ve Psikolojide Olcme ve Degerlendirme Dergisi
Journal of Measurement and Evaluation in Education and Psychology 62



Erdemir, A., Atar, H. Y./ Simultaneous Estimation of Overall Score and Subscores Using MIRT, HO-IRT and
Bi-Factor Model on TIMSS Data

specific factors are orthogonal to the general factor and each other, unlike the MIRT and HO-IRT
methods.

Related research regarding simultaneous estimation of the overall and subscores seems to be few in
number (de la Torre & Song, 2010; Liu et al., 2018; Soysal & Kelecioglu, 2018; Yao, 2010). The present
study aims to contribute to the related research. The purpose of the study is to investigate by using which
method simultaneous estimation of the overall score and subscores yields more accurate and reliable
ability estimates. For this purpose, MIRT, HO-IRT, and bi-factor general model, the most suggested
methods in literature, were used in the study. This study also differs from earlier research in that it runs
the analysis on mixed-format data, including both dichotomously and polytomously scored items,
whereas all other studies used data consisting only dichotomously or polytomously scored items. At this
point, using mixed-format data is thought to be important since tests containing a mixture of multiple-
choice and constructed-response items are used in many testing situations (Lane, 2005; Yao & Schwarz,
2006).

Ability Estimation with Multiple Dimensions
Multidimensional Item Response Theory

Multidimensional Item Response Theory is a method that provides “a reasonably accurate representation
of the relationship between persons’ locations in a multidimensional space and the probabilities of their
responses to a test item” (Reckase, 2009, p. 53) with a particular mathematical expression. An essential
distinction between MIRT models related to the structure of the data is whether the probability of
responses to any test item is influenced by one latent dimension or not. If this is the case, the structure
of the data is defined as between-item dimensionality (simple-structure). If responses to one item are
affected by more than one ability, then, it is denoted as within-item dimensionality (complex structure;
Adams, Wilson, & Wang, 1997). In this study, the data were assumed to follow a simple structure
because each item was modeled as depending on one specific ability dimension.

Additionally, there are several models within MIRT varying basically in terms of the number of possible
score points for the items: MIRT models for dichotomously scored items and MIRT models for
polytomously scored items. All of the MIRT models can be considered as generalizations of
unidimensional IRT models (Reckase, 1997). However, many tests contain both dichotomously and
polytomously scored items on the same test form, which creates a need to use different item response
models together (Yao & Schwarz, 2006). TIMSS mathematics achievement test also contains mixed
item types. Therefore, in the present study, the TIMSS data were examined using the multidimensional
three-parameter logistic (M-3PL) model for dichotomously scored items and the multidimensional two-
parameter partial credit model (M-2PPC) applied to polytomously scored items as suggested in the study
of Yao & Schwarz (2006). For a dichotomous item j, the probability of a correct response to item j for

an examinee with ability 6; = (6i, 6, ..., Oio) for the M-3PL model (Reckase, 1997) is

- — 1—B .
Pij; = P(x;; = 1] 6i, Bj) = B3; + 1 1)

1+ eCB2jO8] +B1p) "
where
x;j = the response of examinee i to item j
B; = the parameters for the j™ item (EZ jr Baji B3j)
Ezj = a vector of dimension D of item discrimination parameters (551, ..., B2jp)
1 = the scale difficulty parameter

5 = the scale guessing parameter

Ezi ® 67 = a dot product of two vectors.
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For a polytomous item j, the probability of a response k—1 to item j for an examinee with ability 6 for
the M-2PPC model (Yao & Schwarz, 2006) is

I
S k-DB2Oi-TE; Bs,

Pijk:P(xij:k_llﬁian):

00 ’ e
where
x;j = the response of examinee i to item j (0, ..., K; — 1)

E,— = the parameters for the j" item (§2i, Bs,js -+ Bng i)

l_izi = a vector of dimension D of item discrimination parameters (551, ..., B2p)
Bs, j = the threshold parameters fork= 1,2, ..., K;; B1; = 0 and K; = the number of response categories
for the j™ item.

Higher-Order Item Response Theory

de la Torre and Song (2009) proposed a higher-order multidimensional IRT approach in which overall
and domain abilities can be specified simultaneously. In this model, the first order describes domain-
specific abilities, while the second-order can be viewed as the overall ability. It is considered that each
domain is unidimensional; the second-order ability contains all the domain abilities, so the overall ability
is also viewed as unidimensional. de la Torre and Hong (2010) stated that a test is deemed multi-
unidimensional in the HO-IRT framework.

The HO-IRT method uses a hierarchical Bayesian framework (de la Torre et al., 2011), and the domain
abilities are considered as linear functions of the overall ability, expressed as

0\Y = 1@Dg; + &, 3)

where

0; = the overall ability,

Qi(d) = the domain-specific abilities,d =1, 2, ..., D,

A@ = the latent coefficient in regressing the ability d on the overall ability,

&4 = the error term following a normal distribution with a mean of zero and variance of 1 — A(®2, and
D] <1,

The latent regression coefficient, (9, also means the correlation between the overall and domain
abilities. Mathematically, A(© can have negative values, but it is generally expected to be positive since
domain abilities are typically related to the overall ability.

Focusing on estimating abilities of test-takers (Equation 3), the model parameters that need to be
estimated are the overall ability, domain abilities, and the latent regression parameters A9, 1), ..., A(®),
With a hierarchical Bayesian framework, the model formulation is expressed as follows (de la Torre &
Song, 2009):

8; ~N(0,1), 4)
2@ ~ U(-1.0,1.0), ®)
and

6\ 16,2 ~ N(2 @D, 1 — 1@D2), (6)

The model parameters are estimated by using MCMC sampling procedure. First, the overall ability 8;
is sampled from a normal distribution (Equation 4), and the regression coefficient is sampled from a
uniform distribution (Equation 5). Then, based on the estimated overall ability and the regression
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coefficients, the MCMC procedure samples the domain abilities with the sixth equation (de la Torre &
Hong, 2010; de la Torre & Song, 2009).

Bi-factor General Model

The bi-factor model (Gibbons & Hedeker, 1992) defines a general factor on which all the items load and
domain-specific factors on which the items related to that dimension load. The domain-specific factors
are orthogonal to the general factor. The method provides estimates of the overall ability and domain
abilities at the same time. It is considered that the domain factors are nuisance traits within the Bi-factor
framework, which yields a more meaningful overall ability (DeMars, 2013; Yao, 2010).

Cai, Yang, and Hansen (2011) demonstrated the factor pattern of the standard item bi-factor

measurement structure as
ap a1 O
azo az; O

asp az; 0
o 0 ay,

\aso 0 as;
ago 0 ae

As seen in the pattern, there are six items, one general and two domain-specific factors. The as are the
indicators of item discrimination parameters, which are similar to the factor loadings. The first factor is
the general factor, and the last two columns refer to the domain factors (Cai et al., 2011).

As defined in Liu et al.’s (2018) study, in the vector of item discrimination parameters, only the one for
the general factor (B8,;) and one discrimination parameter of st subscale (Bsj) have values other than
zero. The ability vector of each examinee includes one overall ability for the general factor (6;,) and
domain-specific abilities for S specific factors (6;4, ..., O;s, ..., B;s).

Based on the Bi-factor model, estimation of the overall score and domain scores can be expressed as
follows:

Boveratt = W1abia + Zgzl w1505 (7)
and

edomain_s = Woqbig + Wosbis, (8)
where

w;, = weight of the general factor for the overall score
w; s = weight of the domain factors for the overall score
w,, = weight of the general factor for the domain scores
w, = weight of the domain factors for the domain scores.

Thus, the overall score (Equation 7)) is a weighted composite of the general factor (6;,) and all domain
factors ((8;4, .., O;s, ..., B;5), While the domain score (Equation 8) for the s factor is a weighted
composite of the general factor (8;,) and the relevant domain-specific factor (6;,). In the current study,
the Bi-factor general model was employed by using 1 and 0 as the weights, as in the study of Yao (2010):
Wi, = 1L, wis = 0and w,, = 0,w,s = 1. In this method, the general factor represents the overall score,
while the domain-specific factors represent subscores.
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METHOD
Data Description

Eighth graders’ responses to the mathematics test in Trends in International Mathematics and Science
Study (TIMSS) 2015 were used in this study. Each country’s data from the 1% booklet of mathematics
achievement test were merged into a whole data set. The reason behind choosing 1% booklet is that it is
the booklet that has the largest number of polytomously-scores items (four items). For handling missing
data, the listwise deletion method was utilized because the researchers aimed to analyze the data
consisting of the subjects who answered all of the items The final version of the data consists of 5732
students from all the countries who were administered the 1 assessment booklet in TIMSS 2015. Table
1 shows the distribution of scoring types and contents for the chosen test form for the current study.

Table 1. Scoring Types and Content Distribution for The Data

Content domain Scoring types Number of items

Number Dichotomously-scored 11
Polytomously-scored 3

Algebra Dichotomously-scored 9

Geometry Dichotomously-scored 5
Polytomously-scored 1

Data and Chance Dichotomously-scored 6

As shown in Table 1, the test has four content domains, which are number (14 items), algebra (9 items),
geometry (6 items), and data and change (6 items). The total number of items is 35, four of which are
polytomously scored (0-1-2), and the rest of the items are dichotomously scored (0-1).

Data Analysis
Dimensionality analysis

In order to improve interpretations and uses of scores, the dimensional structure of the data is essential
to get evidence of validity (Reckase & Xu, 2015). Dimensionality shows the relationship between a test
and response patterns, which gives clues about the latent structure measured by the test. Wainer and
Thissen (1996) mention the fixed and random forms of dimensionality. While random dimensionality is
a concept explaining the possibility of encountering some ‘“unexpected” dimensions, fixed
dimensionality is a somewhat “expected” situation. In particular, it is usual to see multidimensionality
in scores when the test has multiple content domains. It can be assumed that the data have a
multidimensional structure when the test has content domains. Under this circumstance, it is said that it
might be more reasonable and effective to use confirmatory dimensionality assessment (Zhang, 2016).
Therefore, confirmatory methods were used to assess the dimensionality structure of the data in this
study. Confirmatory Factor Analysis (CFA) and content-based confirmatory mode of Poly-DETECT
(Zhang & Stout, 1999a, 1999b; Zhang, 2007) were the methods utilized as dimensionality analysis in
the current study.

The poly-DETECT analysis was done through the sirt package (Robitzsch, 2018). The result of the
analysis gives the indices DETECT, ASSI and RATIO. The information about the evaluation of these
indices is presented in Table 2 (Jang & Roussos, 2007; Zhang, 2007):
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Table 2. Dimensionality Indices of the Poly-DETECT Analysis and Their Evaluation

Index Critical Values Explanation

DETECT DETECT > 1.00 Strong multidimensionality
40 <DETECT < 1.00 Moderate multidimensionality
.20 < DETECT < .40 Weak multidimensionality
DETECT < .20 Essential unidimensionality

ASSI ASSI=1 Maximum value under simple structure
ASSI > .25 Essential deviation from unidimensionality
ASSI < .25 Essential unidimensionality

RATIO RATIO=1 Maximum value under simple structure
RATIO > .36 Essential deviation from unidimensionality
RATIO < .36 Essential unidimensionality

The DETECT index shows the amount of multidimensionality on a test. The DETECT value of 1 or
more indicates strong multidimensionality; values of 0.4 to 1 indicate moderate to large
multidimensionality; values below 0.4 indicate moderate to weak multidimensionality, and values below
0.2 indicate unidimensionality. For ASSI and RATIO indices, the critical values are 0.25 and 0.36,
respectively. ASSI and RATIO values smaller than those critical values indicate that the data is
essentially unidimensional. On the other hand, the data that has the ASSI and RATIO values higher than
the critical values are considered to be multidimensional.

MPlus software program was used to conduct the Confirmatory Factor Analysis. Comparative Fit Index
(CFI), Tucker-Lewis Index (TLI), and RMSEA (Root Mean Square Error of Approximation) are the fit
indices used to test model fit. It is reported that the model fits quite well with the data when CFI and
TLI have values more than 0.95, and RMSEA has a value lower than 0.05 (Hu & Bentler, 1999;
Tabachnick & Fidell, 2013, p.720-723).

Estimating overall score and subscores

Three estimation methods (MIRT, HO-IRT, and Bi-factor) were used to obtain the overall score
(mathematics achievement) and subscores (hnumber, algebra, geometry, and data and chance) for 5732
test takers who were administered the first booklet of TIMSS 2015. Ability parameters for the methods
were estimated using the BMIRT software (Yao, 2003; Yao, 2013; Yao, Lewis, & Zhang, 2008). In the
present study, the data were analyzed using the M-3PL model for dichotomously-scored items, and the
M-2PPC applied to polytomously-scored items for all of the estimation methods. The following are brief
explanations of the estimation methods and what they estimate in the context of the current data:

- MIRT: the simple structure MIRT analysis was used to estimate abilities based on four content
domains. It gives four thetas (8), each of which represents single subscore. The overall score
was obtained by domain scores using maximum information method as in Yao (2010).

- HO-IRT: Itis assumed that there is a linear relationship between the overall score and subscores,
so the parameters for the overall ability and domain abilities were estimated simultaneously.

- Bi-factor: The Bi-factor general model estimated five abilities. The first one was the general
dimension, and the other four abilities were content-specific dimensions, respectively. In the bi-
factor model, content-specific dimensions are orthogonal to each other and the general
dimension, and there is no correlation between dimensions.

The default priors of BMIRT software were used for the analyses in this study. The mean and variance
of the ability prior distribution were 0.0 and 1.0, respectively. The priors were taken to be lognormal for
the discrimination parameters with a mean of 1.5 and variance of 1.5. For the difficulty or threshold
parameters, a standard normal distribution with a mean of 0.0 and variance of 1.5 was used. Guessing
parameter ¢ had prior beta (o, B) distribution, in which a. = 100 and  =400.

ISSN: 1309 - 6575 Egitimde ve Psikolojide Olcme ve Degerlendirme Dergisi 67
Journal of Measurement and Evaluation in Education and Psychology



Journal of Measurement and Evaluation in Education and Psychology

Evaluation criteria

The conditional standard error of measurement (cCSEM) was used to evaluate the accuracy of overall
scores and subscores. The BMIRT program calculated the cSEM values for each student’s ability
parameters under studied methods estimating the overall and domain scores simultaneously. Then, the
analysis of variance (ANOVA) on repeated-measures data for the cSEM was conducted to examine
whether there is a significant difference among the mean errors calculated by estimation methods.

The other criterion for the evaluation of methods is reliability. A method proposed by de la Torre & Patz
(2005) called Bayesian marginal ability or empirical reliability (Brown & Croudace, 2015) was applied
for this study. The reliability of test d can be obtained from

var (64)

9)

The observed (Equation 10) and marginal posterior (Equation 11) variance of the overall or domain
ability estimates are computed from the estimated ability scores 8 and their standard errors (SE) in a
sample of N test takers:

Pa =

" var (8q)+Pvar (@d)'

~ ~ = 2
var (8) = ~ T, (6, - 9) (10)
Pvar (0y) = ~ T, SE? (8;). (11)

For this study, reliability measures for one overall score and four subscores were obtained from the
equations above for each studied methods. Higher marginal reliability indicates higher reliability of
scores from the methods tested (Md Desa, 2012).

RESULTS
Dimensionality Analysis

Poly-DETECT (confirmatory mode) and Confirmatory Factor Analysis were conducted in order to
examine the multidimensionality due to the content domains for mixed-format TIMSS data used in this
study. Table 3 shows the results of the content-based Poly-DETECT analysis.

Table 3. The Results of the Poly-DETECT Analysis

Index Value Corresponding Classification

DETECT 0.406 Moderate multidimensionality 40 <DETECT < 1.00
ASSI 0.459 . - - Lo

RATIO 0522 Essential deviation from unidimensionality ASSI > .25 RATIO > .36

As seen in Table 3, the results yielded an essential deviation from unidimensionality in which ASSI =
459 and RATIO = 0.522. DETECT index, which is .406, means moderate multidimensionality. The
values of indices obtained from the Poly-DETECT analysis provide evidence of multidimensionality for
the current data.

A four-factor model was tested through CFA. The content domains with related items were taken as
factors, and the model fit was evaluated. Fit indices for the data and the associated criteria are presented
in Table 4.

Table 4. CFA Model Fit Indices and Associated Criteria

Index Value Good Fit

TLI 0.974 TLI = 0.95
CFI 0.975 CFI =0.95
RMSEA 0.037 RMSEA <0.05
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CFl and TLI indicated that the model fits the data well (= 0.95). Likewise, the RMSEA value (< 0.05)
showed a good fit (Table 4). According to the results of CFA, the four-factor model had a good fit with
the present data, which supported content-based multidimensionality. After providing evidence of the
content-based multidimensionality of the data, the overall and domain abilities were obtained with the
aforementioned methods.

Precision of Estimates

The selected three methods (MIRT, HO-IRT, and Bi-factor) for the current study were used through
running the BMIRT program to estimate the overall and subscores simultaneously. BMIRT also
provided standard errors for the estimated scores. The means for standard errors for the overall and
domain ability estimates under each estimation method are summarized in Table 5.

Table 5. The Means and Standard Deviations for the Standard Errors for the Overall and Domain
Abilities

Domain
Number Algebra Geometry Data and Chance
Method (14 items) (9 items) (6 items) (6items) Overall
MIRT 0.376 (0.125) 0.511 (0.130) 0.545 (0.142) 0.586 (0.149) 0.295 (0.124)
HO-IRT 0.332(0.103) 0.410 (0.120) 0.422 (0.133) 0.443 (0.140) 0.474 (0.050)
Bi-factor 0.670 (0.164) 0.820 (0.163) 0.849 (0.168) 0.898 (0.178) 0.322 (0.135)

Table 5 shows the means and standard deviations for the standard errors for each ability. Generally,
MIRT and HO-IRT yielded similar results, but the HO-IRT estimation method performed slightly better
than MIRT for domain abilities. The Bi-factor model gave the worst standard errors for the domain
abilities among all the methods and similar to the MIRT for the overall ability. The repeated-measures
ANOVA results whether the difference between standard errors are statistically significant are presented
in Table 6.

Table 6. The Repeated-measures ANOVA results for the Standard Errors

Ability Source Sum of df Mean F Pirt'a' Pairwise comparison
Squares Square n

Number Methods 386.536 1.726 223.918 15465.323* .730 All pairwise

Error 143.239 9893.087 .014 HOIRT<MIRT<BF
Algebra Methods 521.582 1.885 276.701 15288.071* 727 All pairwise

Error 195.524 10802.949 .018 HOIRT<MIRT<BF
Geometry Methods 552.440 1.909 289.387 14196.309* 712 All pairwise

Error 223.018 10940.494 .020 HOIRT<MIRT<BF
Data and Methods 621.124 1.925 322.731 13418.317* 701 All pairwise
chance Error 265.284 11029.804 .024 HOIRT<MIRT<BF
Overall Methods 105.937 1.692 62.613 8162.767* .588 All pairwise

Error 74.377 9696.490 .008 MIRT<BF<HOIRT
*p <.001

The repeated-measures ANOVA with a Greenhouse-Geisser correction determined that mean standard
errors differed statistically significantly when the estimation method was changed for the domain ability
estimates (F(1_726, 9893.087) number — 15465.323, p < .05, partial 1’]2 = .73; F(1,885, 10802.949) algebra — 15288.071, p
< .05, partial n? = .727; F.000, 10040.494) geometry = 14196.309, p < .05, partial n? = .712; F(1925, 11020.804) data
and chance = 13418.317, p < .05, partial n? = .701). Post hoc tests using the Bonferroni correction revealed
that all pairwise comparisons were statistically significantly different from each other. According to the
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results in Table 4, the HO-IRT method had the lowest standard errors for all domain abilities, and MIRT
had the second-lowest standard errors. Domain abilities from the Bi-factor model were not as accurate
as the other two methods.

Therefore, it can be concluded that HO-IRT elicited a statistically significant reduction in standard errors
of domain ability estimates. Likewise, the overall ability results showed that the standard errors were
significantly affected by the type of estimation method (F(1.692, 9696.490) overail = 8162.767, p < .05, partial
n? = .588). Post hoc tests using the Bonferroni correction revealed that all pairwise comparisons were
significantly different from each other. The HO-IRT had the highest mean for standard errors. The MIRT
and Bi-factor model had low and similar standard errors for the overall ability. In general, the three
estimation methods were significantly different for all the abilities, including the overall and domain
abilities.

Reliability of Scores

The overall and four domain ability estimates from the studied methods were compared in terms of
marginal reliability. Estimated reliability coefficients are presented in Table 7.

Table 7. Marginal Reliability Coefficients

Domain
Number Algebra Geometry Data and Chance
Method (14 items) (9 items) (6 items) (6items) Overall
MIRT 0.847 0.722 0.682 0.635 0.816
HO-IRT 0.894 0.838 0.824 0.809 0.815
Bi-factor 0.539 0.301 0.253 0.161 0.876

Table 7 presents the Bayesian marginal reliability of the overall score and subscores based on four
content domains. In general, MIRT and HO-IRT had substantially higher reliability across all content
domains compared to the reliability of the Bi-factor model. The reliability of the Bi-factor model was
extremely low for the domain scores, especially for geometry (i.e., 0.253) and data and chance (i.e.
0.161). In addition, the reliability of domains varied slightly between domains for MIRT and HO-IRT.
The reliability coefficient of HO-IRT subscores was for number, 0.894; for algebra, 0.838; for geometry,
0.824, and for data and chance, .809. It can be concluded that HO-IRT was the most reliable method of
estimating subscores, followed by MIRT, for all content domains for the data used in the current study.
Furthermore, the reliabilities of all methods decreased as the number of items in the domains decreased.
The reliability of the overall score was for MIRT, 0.816; for HO-IRT, 0.815, and for Bi-factor, 0.876.
Unlike the subscores, the Bi-factor model was the most reliable method for the overall score estimation.
The other two methods (MIRT and HO-IRT) also estimated the overall score with high reliability.

DISCUSSION and CONCLUSION

When the overall and domain abilities are reported to the test takers and used by the authorities, it is
important to obtain accurate and reliable estimates of the overall score and subscores. The overall scores
are useful in reporting the test-takers’ general achievement and taking important decisions such as rank-
ordering the test takers. On the other hand, the subscores provide test takers, teachers, or policymakers
with more diagnostic information such as strengths and weaknesses in each domain. The simultaneous
estimation of those scores can be another solution to both of the needs.

This study examined three methods of estimating the overall score and subscores simultaneously in the
same model, including MIRT, HO-IRT, and Bi-factor, and compared the reliability and precision of
these methods across the overall and domain ability estimates. For this purpose, the real data of mixed
item types from TIMSS 2015 were used. The results of Poly-DETECT and CFA provided evidence for
the content-based multidimensional structure of the data.
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The study showed that the MIRT and HO-IRT methods performed similarly in terms of precision and
reliability for subscore estimates. However, HO-IRT had slightly lower standard errors and higher
reliability than MIRT. Likewise, de la Torre and Song (2009) stated that domain ability estimates can
be more efficient by using the HO-IRT model. In addition, Yao (2010) found that MIRT and HO-IRT
were quite similar in terms of estimating subscores. The precise ability estimation and reliable scores by
using HO-IRT also supported the use of subscores for reporting for the current data. The Bi-factor
general model had the highest standard errors and lowest reliability estimates for the domain scores. Liu
et al. (2018) also did not recommend the Bi-factor, the original factor method, for reporting scores. They
proposed six other methods of reporting overall and subscores as weighted composite scores of the
overall and domain-specific factors in a bi-factor model.

For the overall ability estimation, the MIRT maximum information method and Bi-factor model
outperformed the HO-IRT method with regard to standard errors. The MIRT maximum information
method had the smallest standard error of measurement for the overall score estimates, as in the study
of Yao (2010). While all three methods performed similarly and relatively good in terms of the overall
score reliability, the reliability of Bi-factor model was a bit higher than the other two methods.

The analyses of the current study suggested that overall, HO-IRT seems the best solution for the
simultaneous estimation of the overall and subscores for the data from TIMSS 2015. Soysal and
Kelecioglu (2018) also recommended the use of HO-IRT in estimation of overall and subscores in their
study.

In the present study, only real data were used to examine the relative performance of the three methods,
since the true model for the data was not known. Therefore, it is quite possible to get different results
for other samples. It is suggested that future research can be done by using other real data. It is also
advisable that when the simultaneous estimation of the overall and domain abilities must be done in
testing practices, the relative performance of the estimation methods should be checked before reporting
the scores to test takers.
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Cok Boyutlu MTK, Ikinci-diizey MTK ve Bifaktor Modelleri ile
TIMSS Verisi icin Toplam ve Alt Puanlarin Birlikte Kestirilmesi

Giris

Egitimde 6l¢me islemi gerceklestirilirken bir testin farkli yetenekleri 6lgmesi yaygin bir durumdur. Bir
testin alt testlerden olustugu durumlarda halihazirda birgok boyutluluk s6z konusudur (Ackerman, Gierl,
& Walker, 2003). Bu durumlarda test hem genel yetenegi hem de alt alanlar ile ilgili yetenekleri 6lger.
Toplam puana ek olarak alt puanlarin da raporlanmasina iligkin artan bir ilgi vardir. Toplam puan genele
iligkin bilgi verirken alt puanlar yanitlayicilara giiclii ve zayif yonlerini detayli bir sekilde verebilmesi
agisindan tanilayici bir degere sahiptir (Haberman & Sinharay, 2010).

Testlerin ¢gogunun ¢ok boyutlu bir yapiya sahip olmasi ve alt alanlardan olugmasi, yanitlayicilara ve
egitimcilere daha dogru bilgi saglayan toplam puan ve alt puanlarin birlikte kestirimine olan ilgiyi
arttrmistir (Liu & Liu, 2017). Az sayida ¢alisma toplam puan ve alt puanlarin birlikte kestirildigi
yontemleri ele almistir (de la Torre & Song, 2009; Liu, Li, & Liu, 2018; Soysal & Kelecioglu, 2018;
Yao, 2010). De la Torre ve Song (2009) bu puanlarin birlikte kestiriminin saglandig1 ikinci-diizey madde
tepki kurami (MTK) yontemini 6nermisglerdir. Yao (2010) calismasinda toplam puan ve alt puanlarin
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birlikte raporlanabildigi dort yontemi (tek boyutlu MTK, ¢ok boyutlu MTK, ikinci-diizey MTK ve
Bifaktor model) karsilastirmistir. Liu ve digerleri (2018) 6 yeni bifaktdr model 6nermis ve bunlari gok
boyutlu MTK ydntemi ile karsilastirmistir.

Bu ¢alismanin amaci, daha dogru ve giivenilir kestirimler elde etmek amaciyla toplam puan ve alt
puanlarin birlikte kestirildigi yontemlerin incelenmesidir. Bu kapsamda ele alinan ydntemler, ¢ok
boyutlu MTK, ikinci-diizey MTK ve Bifaktér modeldir. Bu ¢aligmanin az sayida ¢alisma bulunan Alana
katki saglayacag diistiniilmektedir. Ayrica yapilan ¢alismalardan farkli olarak ikili ve ¢oklu puanlanan
maddelerin bir arada kullanildigi karma-format bir test lizerinden analizlerin gerg¢eklestirilmis olmasi
onemli goriilmektedir.

Yontem

Sekizinci smiflara uygulanan TIMSS 2015 matematik basari testi birinci kitap¢iginda yer alan 35
maddeye verilen yanitlar ¢alisma verisi olarak kullanilmistir. Kayip veri ile bas etme yontemi olarak
liste bazinda silme kullanilmis ve kalan 5732 6grenci verisi analize alinmistir. TIMSS matematik basari
testi konu temelli dort alt alandan olusmaktadir: sayilar (14 madde), cebir (9 madde), geometri (6
madde) ve veri ve olasilik (6 madde). Testi olusturan 35 maddeden doérdii ¢oklu puanlanirken geri kalan
31 madde ikili puanlanmaktadir.

Veri analizi igin Oncelikle boyutluluk analizi yapilmistir. Bu amagla Poly-DETECT ve dogrulayici
faktor analizleri gerceklestirilmistir. {lgili veri i¢in toplam puan ve alt puan kestirimleri ve bunlara iliskin
hatalar, BMIRT programi kullanilarak elde edilmistir. Yontemlerin degerlendirilmesi i¢in kriter olarak
ele alinan indeksler yetenek kestirimlerine iligkin standart hatalar ve giivenirlik degerleridir. Standart
hata ortalamalar1 arasindaki fark tekrarli 6l¢iimler icin ANOVA ile degerlendirilirken toplam puan ve
alt puanlar i¢in giivenirlik kestirimi marjinal giivenirlik indeksi ile hesaplanmig ve yorumlanmustir.

Sonug ve Tartisma

Calisma verisinin boyut yapisinin incelenmesi amaciyla yapilan Poly-DETECT analizi sonuglar tek
boyutluluktan sapma oldugunu gostermektedir (DETECT>.40; ASSI>.25; RATIO>.36). Dort alt testin
her birinin bir faktor olarak ele alindig1 modelin test edildigi dogrulayici faktor analizi sonuglart modelin
veri ile uyumlu oldugunu gostermektedir (CFI1>.95; TLI>.95; RMSEA<.05). Bu bulgular alt alan
bazinda ¢ok boyutlulugun oldugunu kanitlamaktadir.

Alt puan bazinda yetenek parametrelerine iligkin hatalarin ortalamasina bakildiginda ¢ok boyutlu MTK
yontemi ile elde edilen yeteneklerin en diisiik hata ile kestirildigi, en yliksek hata ortalamalarinin
Bifaktor model altinda elde edildigi goriilmektedir. Toplam puan i¢in ise ¢ok boyutlu MTK ve Bifaktor
yontemlerinin birbirine yakin ve diisiik hata ortalamasina sahip oldugu ve ikinci-diizey MTK
yonteminin diger iki kestirim yonteminden az miktarda daha fazla hata ortalamasi degerine sahip oldugu
sonucuna ulagilmigtir. Tekrarhi Ol¢iimler icin ANOVA sonuglar alt puanlar i¢in elde edilen hata
ortalamalarinin kestirim yontemine gore birbirinden anlamli olarak farklilagtigini gostermektedir
estimates (F(],726, 9893.087) sayilar — 15465.323, p< .05, kismi 1]2 =.73; F (1885, 10802.949) cebir = 15288.071, p<
.05, kasmin2 = .727; F(1.909, 10940.494) geometri = 14196.309, p < .05, kzsmin2 = .712; F(1.925, 11029.804) very ve olasilik
= 13418.317, p < .05, kismi n2 = .701). Daha sonra yapilan ikili karsilagtirmalar, biitiin ikili
karsilastirmalar istatistiksel olarak anlamli oldugu bulunmustur. Bu bulgu, alt puanlar i¢in hata
ortalamalar1 dikkate alindiginda, ikinci-diizey MTK yonteminin anlamli olarak diger yontemlerden daha
az hata ile yetenek kestirimi yaptigini gostermektedir. Caligma verisi i¢in Bifaktor model ile kestirilen
alt puanlar ise diger iki yontem kadar dogru degildir. Benzer sekilde, toplam puan bazinda ise yetenek
parametrelerine iligkin hatalarin ortalamalar1 yontemlere gore birbirinden anlamli olarak
farklilasmaktadir (F 692, 9696.490) toplam = 8162.767, p < .05, kismi n? = .588). Analiz sonrasinda yapilan
ikili karsilagtirmalar biitiin ¢iftlerin birbirinden anlamli olarak farklilastigin1 gostermektedir. Calisma
verisi i¢in standart hata ortalamasi en yiiksek olan yontem ikinci-diizey MTK dir. Cok boyutlu MTK ve
Bifaktor modele iliskin standart hata ortalamalar: birbirine yakin ve gorece diistiktiir.
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Bir diger degerlendirme kriteri olan giivenirlik i¢in ¢alismada ele alinan biitiin yontemlere gore elde
edilen toplam puan ve alt puanlar i¢in marjinal gilivenirlik katsayis1 hesaplanmistir. Genel olarak
bakildiginda, biitiin alt alanlar i¢in ¢ok boyutlu MTK ve ikinci-diizey MTK yo6ntemleri ile elde edilen
puanlara iligskin giivenirlik degerleri, Bifaktor model ile elde edilen puanlara iligkin giivenirlik
degerlerinden yiiksektir. ikinci-diizey MTK ile kestirilen alt puanlara iliskin giivenirlik kestirimleri
digerlerinden daha yiiksek ve hepsi 0,80’den yiiksektir. Toplam puanlar i¢in giivenirlik kestirimleri ise
cok boyutlu MTK i¢in 0,816, ikinci-diizey MTK i¢in 0.815 ve Bifaktor model i¢in 0.876 olup her ii¢ii
icin de gorece yliksek ve birbirine yakindir. Bifaktér model ile kestirilen giivenirlik ise digerlerinden
biraz daha ytiksektir.

Sonuglar genel olarak ele alindiginda, ¢ok boyutlu MTK ve ikinci-diizey MTK yontemleri, alt puanlarin
kestirim dogrulugu ve giivenirlik acisindan benzer 6zellikler gostermektedir. Fakat ikinci-diizey MTK
yontemi, ¢ok boyutlu MTK yonteminden nispeten daha diisiik standart hata ortalamalarina ve daha
yiiksek giivenirlik kestirimlerine sahiptir. Benzer sekilde, de la Torre ve Song (2009) da calismalarinda,
ikinci-diizey MTK kullanildiginda alt puan kestirimlerinin daha etkili oldugunu belirtmislerdir. Yao
(2010) da ¢ok boyutlu MTK ve ikinci-diizey MTK yontemlerinin birbirine benzer sonuglar iirettigini
bulmustur. Bu ¢alisma kapsaminda Bifaktor genel model, alt puan kestirimleri i¢in en yiiksek hataya ve
en disiik giivenirlige sahiptir. Liu ve digerleri (2018) de elde ettigi sonuglar ile puanlarin
raporlanmasinda orijinal faktér yontemi olan Bifaktér modelin kullanilmasimi tavsiye etmedigini
belirtmektedir. Toplam puan kestirimi i¢in ise ¢alismada ele alinan ii¢ yontemin de birbirine yakin
degerler vermesine ragmen en diisilk hata ile yapilan kestirimin ¢ok boyutlu MTK’ye ait oldugu
goriilmektedir. Giivenirlik degerleri incelendiginde ise ilgili {i¢ yontemin de yiiksek giivenirlige sahip
olmakla birlikte en yiiksek giivenirlik kestiriminin Bifaktér model ile elde edildigi bulunmustur.

Ozetle, bu ¢alisma kapsaminda gerceklestirilen analizler, TIMSS 2015 verisi i¢in toplam puan ve alt
puanlarin birlikte kestirildigi yontemlerden ikinci-diizey MTK yonteminin kullanilmasini 6nermektedir.
Soysal ve Kelecioglu (2018) da ¢aligmalarmin bulgular1 dogrultusunda genis 6lcekli testlerde toplam
puan ve alt puanlarin birlikte kestirilmesi igin ikinci-diizey MTK nin kullanilabilecegini 6nermektedir.

Bu calismada, verilere iliskin gercek model bilinmediginden, ii¢ yontemin goreceli performansini
incelemek icin yalnizca gergek veriler kullanilmigtir. Bu nedenle, diger drneklemler i¢in farkli sonuglar
elde edilmesi olas1 goriinmektedir. Bagka gergek veriler kullanilarak aragtirmanin tekrarlanabilecegi
onerilmektedir. Ayrica, test uygulamalarinda toplam ve alt puanlarin eszamanli olarak kestirilmesi
gerektiginde, puanlar1 yanitlayicilara bildirmeden once ilgili yontemlerin gdreceli performanslarinin
kontrol edilmesi 6nerilmektedir.
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Abstract

The assessment of students' academic achievement via international monitoring studies provides important insights
to participating countries. Besides the cognitive performance of students, educational equity is one of the
emphasized topics within the scope of Programme for International Student Assessment (PISA) study. Results
regarding educational equity are quite important in Turkey because academic achievement differences among
school types are relatively high in Turkey. Although a wide range of studies is conducted to examine the
performance differences between school types in Turkey, it is observed that most studies focus on mean scores of
school types. The aim of this study is to examine the change in student ratios at a basic- and advanced level of
proficiency by school types in PISA applications between 2003 and 2018. Results show that approximately all
students in science high schools and social sciences high schools have basic proficiency in all literacy fields and
throughout PISA 2003 and PISA 2018. The ratio of students with basic proficiency in Anatolian high schools and
Anatolian imam hatip high schools tends to be increased. However, the ratio of students with advance proficiency
seems to be low in all school types in Turkey except science high schools. Steps to decrease the achievement
differences between school types in Turkey within the scope of findings are suggested.

Keywords: Academic achievement, educational equity, PISA proficiency, school types, school tracking

INTRODUCTION

The assessment of students' academic achievement and literacy levels through international monitoring
studies provides important feedback to the participating countries about their educational processes.
These monitoring studies allow participating countries to assess the status of their students in cognitive
and affective areas within the framework of international criteria. Today, the Programme for
International Student Assessment (PISA), Trends in International Mathematics and Science Study
(TIMSS), Progress in International Reading Literacy Study (PIRLS) and International Computer and
Information Literacy Study (ICILS) focusing on students' academic skills and Study on Social and
Emotional Skills, and International Civic and Citizenship Education Study (ICCS) focusing on their
cognitive skills are examples of these monitoring efforts (Australian Council for Educational Research-
ACER, 2014; Hopfenbeck et al., 2018; International Association for the Evaluation of Educational
Achievement-1EA, 2010; Rutkowski, Rutkowski and von Davier, 2014; Thomson, 2019).

Today, one of the most important goals of education is to provide students with the ability to use the
knowledge and skills they have acquired at school in their daily lives and apply them in the situations
they are unfamiliar with (Malik, 2018). In this way, the knowledge and skills acquired by the students
are transferred from the theoretical context to real life, and it makes it easier for students to internalize
these skills (Organization for Economic Cooperation and Development-OECD, 2019a). These skills,
which are defined as literacy, include students going beyond theoretical knowledge, making decisions,
and solving problems in various situations (Darling-Hammond, 2014; Hopfenbeck et al., 2018). Literacy
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is also considered important for students to be successful in business life in the long term and to
participate actively in lifelong learning processes (OECD, 2019a; OECD, 2019b; Ozer, 2019b).

PISA, which has been implemented by OECD since 2000, international monitoring study with the
highest participation in which students' literacy is assessed in mathematics, science, and reading (OECD,
2019a). PISA is implemented in three-year periods, and in each PISA application, one of the reading,
mathematics, and science literacy is considered as the primary area. In addition to cognitive tests,
student, teacher, and school-level surveys are conducted, and detailed information about the education
systems of the participating countries is obtained. In this way, PISA provides essential findings of the
literacy performance of students as well as the relationship between many educational variables, such
as school characteristics, family, and student characteristics, with student performance (National
Economic and Social Council-NESC, 2012). In the selected major area, detailed analyses are carried out
in terms of student performance and various educational and economic indicators.

One of the main topics focused on PISA study is equality in education. In this context, the relationship
between various socioeconomic and demographic information obtained through questionnaires and
literacy performance of students is examined (OECD, 2019a; OECD, 2019b). Equality in education is
evaluated academically under two main titles: access to education and quality of education (Ferreira,
Gignoux and Aran, 2010; Onder and Giiglii, 2014). Equality in access to education is generally analysed
with basic statistics in the field of education such as schooling rates, attendance and dropout rates,
distribution of student and school types. Academic achievement studies conducted at the national and
international scale provide important findings to measure the impact of school-level characteristics
(Hanushek and WoBmann, 2007; Scheerens, 1992).

Achievement differences within- and between schools and the performance of students in different
gender groups and socioeconomic levels presented in PISA results are reported in detail (OECD, 2016;
OECD, 2019). Therefore, PISA results provide valuable feedback to the participating countries about
the educational equality of opportunity as well as the literacy of the students.

The differences arising from school-related factors in terms of literacy evaluated within the scope of
PISA are the indicators taken into consideration in terms of equality in education (Egitimde Reform
Girigimi-ERG, 2009; Levin, 2003). Acquiring basic literacy to students regardless of the type of school
has vital importance in ensuring educational equality. The fact that school characteristics have a stronger
effect on students' academic outcomes than many variables (Greenwald, Hedges and Laine, 1996; Wang,
Haertel and Walberg, 1993) requires determining the level of explanation of student performances
within- and between-school differences, and detailed studies in which these results are interpreted
(OECD, 2007). Results of within- and between-school differences are evaluated in the context of
educational equality of opportunities (Inter-American Development Bank, 2012; OECD, 2014).
Countries both conduct detailed studies on differences between proficiency levels and focus on the
reflections of these differences to school types in literacy areas.

Turkey have participated in PISA regularly since 2003. The fact that the academic achievement
differences existed for a long time at the levels of both secondary school and high school is a common
finding of national and international studies. Studies which focus on PISA results of Turkey is mostly
dependent on mean scores of school types (Albayrak, 2009; Atas and Karadag, 2017; Berberoglu and
Kalender, 2005; Ciftgi, 2006; Erdogan, 2018). However, this is the first comparative study which
focuses on the distribution of students to proficiency levels by school types in Turkey. Accordingly, the
variation between the student distributions to proficiency levels in PISA applications by school types is
examined in this study. Besides mean scores, interpretation of the student distribution to proficiency
levels becomes important due to the fact that students at both ends of Turkey's performance scale are
high. Therefore, this study is critical because it focuses on literacy performance changes of Turkish
students in PISA applications and examines this change on the distribution of students' level of
proficiency. The study findings will provide detailed feedback on the change of student ratios with basic
and advanced qualifications by years and school types. Findings of the study provide detailed insights
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about the variation of student ratios at basic- and advanced level of proficiency by school types and
years.

The Achievement Differences between School Types in Turkey

Academic studies have been performed for a long time to identify school-related factors which affect
students' academic skills. It has been empirically demonstrated that various factors and family
characteristics of schools have had a significant impact on student achievement since the 1960s. In the
Coleman report (1966), which is the first example frequently emphasized in this regard, school
characteristics were shown to be related to student achievement. Although the advanced statistical and
methodological methods commonly used today are not used, the results obtained in the Coleman report
have also been confirmed in the studies performed after (Coleman, Hoffer and Kilgore, 1982; Coleman
and Hoffer, 1987; Mortimore et al., 1988; Rosenholtz, 1985; Scheerens and Creemers, 1989).

The main reason for simultaneous examining the effects of school and family characteristics on student
achievement is that these variables are related. According to Bourdieu (1986), factors such as the
condition of the family in the social structure, the resources it has, and the educational level of the family
members determine the academic achievement of the students to a considerable extent. The fact that
students from more rooted, wealthier and more educated families are also more successful academically,
is explained by the concept of social reproduction (Bourdieu, 1986; Bourdieu and Passeron, 2010; Ozer
and Perc, 2020). The characteristics of the families can also be effective in the selection of schools where
students will continue their education. Therefore, if there are significant differences in academic
achievement among these school types, it is possible that the distribution of students to school types is
related to family characteristics.

The fact that there are considerable differences between the academic skills of students in different types
of schools is shown by academic studies in Turkey for a long time. The results of PISA 2003, which
Turkey participated in PISA for the first time, showed that Turkey is the country where the between-
school differences explain the student performance ratio at maximum level (OECD, 2007). Ciftgi (2006)
showed in PISA 2003 that one of the factors that have a significant effect on Turkish students'
mathematical literacy performance is school type. It has been found that students in science high schools,
Anatolian high schools and private high schools perform significantly better in mathematics compared
to other students. Berberoglu and Kalender (2005) aimed to determine the academic achievement
differences between school types by using the Student Selection Exam (OSS) results and PISA results.
The findings of the study showed that there were significant and considerable achievement differences
between school types in both the OSS and PISA context. Alacaci and Erbas (2010) aimed to determine
the effects of school-related and student characteristics on student performance by controlling the family
characteristics and demographic characteristics of Turkish students in PISA 2006. The results showed
that even when the family and demographic characteristics are controlled, 55% of the variance in student
performance is explained by school characteristics. Yalgin and Tavsancil (2014) analysed the data in
three PISA applications between 2003 and 2009 by data envelopment method and examined the school
effect on student achievement. In the study, it was determined that the significant performance
differences between the school types continued at a similar level in all three applications, the most
effective school type among the secondary education institutions was science high schools and the
lowest effective school type was the vocational high schools. Albayrak (2009) aimed to determine the
variables that affect the science performance of Turkish students in PISA 2006. Findings of the study
showed that one of the effective factors on students' literacy performance is the type of school. The
science literacy scores of students in science high schools and Anatolian high schools, which accept
students with high placement scores, were found to be significantly higher than students in other schools.
Ozdemir (2016) examined the effect of socioeconomic variables on students' mathematics literacy
scores in order to examine the status of the Turkish education system on equality. With PISA 2012
Turkey sample data, results show that type of school is the factor that leads to biggest difference on
student performance in mathematics. Erdogan (2018) and Atas and Karadag (2017) analysed PISA 2015
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data for Turkey with hierarchical linear modelling and showed that school type has a significant effect
on the reading literacy of the students.

The findings on academic achievement differences between school types in Turkey is not limited to
international monitoring studies. It is also possible to observe considerable achievement differences
between the school types in the monitoring studies performed to assess the academic performances of
students and the results of the stage-transition examinations. In High School Entrance Examination
(LGS), itis found that the performance of students differentiated significantly by secondary school types
and high school types they are placed (Ministry of National Education-Milli Egitim Bakanligi-MEB,
2018a). One of the obvious examples of the difference between the academic performances of students
in different high schools can be seen in the results of the 2018 University Entrance Examination (Olgme,
Se¢me ve Yerlestirme Merkezi-OSYM, 2018). It can be seen in the results of earlier versions of
University Entrance Examination (OSS and OYS), which were conducted in 1995 that academic
achievement differences have remained in existence for a long time between high school types (Kose,
1999). In the 8th grade application carried out in 2016 within the scope of the Monitoring and Evaluation
of Academic Skills (ABIDE) project, it was emphasized that there are significant and considerable
differences in all areas between the performances of students in different secondary school types (MEB,
2016). Literacy differences between school types between schools are examined via proficiency
distributions of students in PISA rather than mean scores in contrast to other studies.

Proficiency Levels in PISA Studies

In PISA, mean scores, rankings, status according to the OECD average and distribution of students at
proficiency levels are used to assess the status of the participating countries in terms of literacy. All of
these statistics provide information from different perspectives in terms of students' literacy. However,
the distribution of students in their level of proficiency provides more detailed information about the
current status of students in terms of literacy compared to other statistics (OECD, 2019a). In countries
where there is no significant difference between their mean scores, the distribution of students by their
level of proficiency and their mean scores by socioeconomic levels can differ significantly. This
situation creates the possibility of ignoring detailed educational indicators only if the focus is on ranking
or mean score of countries (Giir, Celik and Ozoglu, 2012; Ozer, 2020; Woessman, 2016).

Proficiency levels provide a concrete relationship between the scores of students in each literacy field
and their cognitive skills in this field (OECD, 2017; OECD, 2019a). According to the scores of students
in mathematics, science, and reading, it is determined which level of proficiency they are and what
cognitive skills they have in these fields (OECD, 2017). Establishing proficiency levels is an important
step in PISA test development processes. Student performances in literacy are assessed on a continuous
scale in the fields of mathematics, science, and reading. In addition, creating cut-off points and
proficiency levels to define student skills provides concrete feedback to participating countries. Each
proficiency level defines the capabilities and skills that students can do in the relevant literacy field. As
the proficiency levels are defined to cover a certain score range, it is natural to expect a partial difference
between the skills of the students at the lower limit and the upper limit of this range. Despite this, the
proficiency levels allow valid predictions about the capabilities and skills of all students at that level
(OECD, 2017). As of PISA 2009, six proficiency levels are used in the fields of mathematics, science,
and reading literacy (NESC, 2012; OECD, 2019a).

In PISA applications, the second proficiency level is considered to be the minimum level expected to be
achieved in order to demonstrate basic skills in the related field (OECD, 2019a). OECD defines the
second level of proficiency as “the level that students should reach in order to solve practical problems
and use their capacities” (OECD, 2019a, p.89). The second level of qualification is also considered to
be the minimum qualification level that every student should achieve in the United Nations Sustainable
Development Goals at the secondary education level (OECD, 2019a). It provides important feedback to
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the participating countries in terms of the level of students who have a basic level of cognitive skills in
mathematics, science, and reading literacy. In fact, the OECD lists the participating countries in PISA
reports in addition to their mean scores in terms of student ratio of having basic literacy. The fifth and
sixth proficiency levels within the framework of PISA represent the highest level of performance. In
this context, the ratio of students at the level of five and sixth proficiency provides vital feedback in
terms of the ratio of students at advanced proficiency levels (top performer) within the total.
Participating countries are also ranked according to the ratio of students at advanced proficiency levels
(OECD, 2016; OECD, 2019a).

Proficiency levels are determined in PISA applications which it is the major field (mathematics, science,
and reading) (OECD, 2017). Therefore, proficiency levels in the field of reading were determined in
2000, when the first PISA application was conducted, proficiency levels in mathematics in 2003, and
proficiency levels in science in 2006. After defining proficiency levels, they do not remain constant and
can be updated throughout PISA applications. For example, in PISA 2003 and PISA 2006 applications,
five proficiency levels have been defined in the field of reading literacy. PISA 2009 is the first
application in which six proficiency levels are defined in all fields. In PISA 2018, all updates and
comparability analyses related to proficiency levels were carried out, and how to make proficiency level
comparisons in the most appropriate way was determined again. In line with the results, comparisons
were made in the PISA 2018 report between 2003-2018 in the field of mathematics, between 2006-2018
in the field of science, and between 2009-2018 in the field of reading (OECD, 2019a).

Purpose of the Study

The aim of this study is to examine the change in student ratios at basic- and advanced level of
proficiency by school types in PISA applications between 2003 and 2018. For this purpose, answers to
the following questions were sought:

1. Is there any significant difference between students with basic proficiency ratios by type of
school in Turkey in PISA applications between 2003 and 2018?
l.a. Is there any significant difference between the student ratios at second and higher
proficiency levels by school types in PISA applications between 2003 and 2018 in mathematics
literacy?
1.b. Is there any significant difference between the student ratios at second and higher
proficiency levels by school types in PISA applications between 2006 and 2018 in science
literacy?
1.c. Is there any significant difference between the student ratios at second and higher
proficiency levels by school types in PISA applications between 2009 and 2018 in reading
literacy?

2. Is there any significant difference between students with advanced proficiency ratios by type of
school in Turkey in PISA applications between 2003 and 2018?
2.a. Is there any significant difference between the student ratios at the fifth and sixth
proficiency levels by school types in PISA applications between 2003 and 2018 in mathematics
literacy?
2.b. Is there any significant difference between the student ratios at the fifth and sixth
proficiency levels by school types in PISA applications between 2006 and 2018 in science
literacy?
2.c. Is there any significant difference between the student ratios at the fifth and sixth
proficiency levels by school types in PISA applications between 2009 and 2018 in reading
literacy?
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METHOD
Research Design

This study in which the change of students’ distribution at PISA proficiency levels in PISA studies
between 2003-2018 by the school types has been performed in the correlational design. In the research,
the current situation is examined without any intervention, and this situation reveals the descriptive
structure of the study (Karasar, 2005). Comparisons between school types and years lead to the
correlational aspect of the study.

Population and Sample

The research population is constituted by students who are 15 and continuing formal education in the
years 2003, 2006, 2009, 2012, 2015, and 2018 in Turkey. In PISA applications, students are selected by
stratified sampling. Participating countries and economies are expected to identify labels that best
represent 15-year-old students (OECD, 2017). The international research centre determines the schools
to be applied through random sampling among the schools in the relevant levels. Following the
determination of the relevant schools, students studying in these schools are also selected randomly.
Schools located in different types of schools in 12 regions covered by Turkey Statistical Region Units
Classification (Turkey-IBBS 1) created by socioeconomic level similarity in Turkey are included in the
sampling process.

The data of all students in Turkey sample of PISA practices between 2003 and 2018 were used in the
research. The number of students participating in the PISA survey between 2003 and 2018 ranged from
4.855 to 6.890 in Turkey. The distribution of students by school type in Turkey sample of PISA
applications between 2003 and 2018 is shown in Table 1.

Table 1. Distribution of Students by School Type in PISA Turkey Sample between 2003 and 2008.
PISA2003 PISA2006 PISA2009 PISA2012 PISA2015 PISA 2018

School Type
f % f % f % f % f % f %

Anatolian High School 3238 66.69 2824 57.14 2659 53.22 2719 56.08 2155 36.56 3013 43.73
Anatolian Fine Arts H. School - - - - 32 0.64 - - 40 0.68 42 0.61
Anatolian imam Hatip High School - - - - - - - - 906 15.37 943 13.69
Multi Program Anatolian H. School - - 278 563 268 536 178 3.67 285 483 273 3.96
Science High School 63 130 35 071 100 2.00 35 0.72 40 068 291 4.22
\ljiogcﬁté%’r‘g'o?“d Technical Anatolian 1 455 2956 1689 34.18 1800 36.03 1693 34.92 2268 38.47 2143 31.10
Secondary School 119 245 116 235 137 274 120 248 121 2.05 22 0.32
Police College - - - - - - 68 140 - - - -
Social Sciences High School - - - - - - 3 072 80 136 163 237
Total 4855 100 4942 100 4996 100 4848 100 5895 100 6890 100

As seen in Table 1, between 2003 and 2018, the change in 15-year-old student population in Turkey has
led to changes in the distribution of students within the sample by the school types. Similar to the student
population, there were important changes in school types during this period. Despite these changes, in
order to make comparisons between school types, existing school types in 2009 and before have been
converted to current school types within the scope of the research, as shown in Table 2. The similarity
between the old school types and the current school types is taken into consideration in this
transformation.
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Table 2. Current School Types and Old School Types Before PISA 2015

Old School Type Current School Type

Anatolian Teacher High School Anatolian High School

General High School Anatolian High School

Foreign Language Weighted High School Anatolian High School

Anatolian Vocational High School Vocational and Technical Anatolian High School
Anatolian Technical High School Vocational and Technical Anatolian High School
Vocational High School Vocational and Technical Anatolian High School
Technical High School Vocational and Technical Anatolian High School

Data Collection Instruments

In the research, reading, mathematics, and science tests applied within the scope of the PISA 2003, PISA
2006, PISA 2009, PISA 2012, PISA 2015, and PISA 2018 research were used. The tests used in the
PISA research consist of open-ended, short-answer, and multiple-choice items. Each subtest contains
items developed for different proficiency levels. As an indicator of the students’ performance in the tests,
plausible values are calculated for each student (OECD, 2017). Until the PISA 2015 application, while
calculating five possible values from each of the fields of mathematics, science, and reading, the possible
values calculated on and after PISA 2015 were increased to ten. As the Turkey samples participating in
PISA between 2003 and 2008 were taken into consideration in the study, the first plausible value (1st
plausible value), which is calculated as common to all applications, was taken into account.

Data Analysis

In this study, firstly, the proficiency levels of Turkish students in six PISA applications were determined
by considering the first plausible values in each field. Then, the ratio of students who have basic
proficiency in each PISA application is calculated by adding the student ratios at second and higher
proficiency levels. A similar practice was used in the calculation of the students at the advanced
proficiency levels by summing the student ratios at the fifth and sixth proficiency levels in each PISA
application.

In successive PISA applications, the ratio of changes in the proficiency level distributions was -
examined with the z test method for independent sample ratios. The z test is a statistic that is also used
in cases where the sample sizes are not equal, and the significance of the difference between the ratios
calculated in independent samples is tested (Schumacker, 2015). The aim of the study is to compare the
type of school at the secondary level; thus the students at secondary school level in Turkey sample were
excluded from the study. Since Anatolian fine arts high school is included in the sample in PISA 2009
and not included in PISA 2012, the changes in this school type were examined only between PISA 2015
and PISA 2018.

RESULTS
Findings of The First Research Question

Is there a significant difference between students with basic proficiency ratios by type of school in
Turkey in PISA applications between 2003 and 2018?

First, findings regarding the sub-question of mathematics literacy, are presented below.

In Graph 1, the distribution of students with basic math proficiency by years and school types in Turkey
between 2003 and 2018 PISA applications is given. Table 3 shows the results of the z test regarding the
significance of the differences between the ratios given in Graphl.
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Graph 1. Distribution of Turkish Students with Basic Mathematics Proficiency in PISA Applications
by Years and School Types
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As seen in Graph 1, that ratio of students having basic proficiency in mathematical literacy in Turkey
shows significant differences from one PISA application to another. School types are categorized into
four groups as those who tend to increase according to the performance of the students over the years,
those who have a tendency to decrease, those who remain at a similar level and those who show multiple
changes.

It is seen that the students whose performance has increased over the years in terms of mathematics
literacy performance take education in Anatolian high schools and Anatolian imam hatip high schools.
The ratio of students with basic mathematical literacy showed an overall increasing trend in Anatolian
high schools between 2003 and 2018, and the ratio, which was calculated as 51.7% in 2003, reached
78.7% in 2018. Similarly, the ratio of students with basic mathematical literacy among the students
studying in Anatolian imam hatip high schools increased from 38% in 2015 to 52% in 2018. While the
ratio of students with basic mathematics literacy among the students studying in Anatolian fine arts high
schools was 22.5% in 2015, this ratio increased to 33.3% in 2018; however, it is found that the increase
was not significant.

It was determined that the mathematical literacy performances of the students in social sciences high
schools decreased significantly over the years. In PISA 2012 application, despite the fact that all students
performed on and above the basic proficiency level in mathematics literacy, the ratio of students with
this proficiency in PISA 2015 was 88.8% and in PISA 2018, it was 90.2%.

PISA mathematics literacy performances of students in vocational and technical Anatolian high school
and multi-program Anatolian high schools have reached the level in 2003 with significant increases and
decreases over the years. The ratio of vocational and technical Anatolian high school students with basic
mathematics literacy dropped to 30.9% between 2009 and 2015, then increased again in 2018 and
reached 46%. The ratio of multi-program Anatolian high school students with basic mathematical
literacy increased significantly between 2006 and 2012, but decreased significantly in 2015. In PISA
2018, it was determined that 24.5% of students studying in multi-program Anatolian high school have
basic mathematics literacy and this ratio is very close to the level of 2006.

Science high schools are the only type of school whose performance does not change significantly
between PISA 2003 and PISA 2018 applications. The ratio of students with basic mathematical literacy
in science high schools varies between 99% and 100%.
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Table 3. z-Test Results Regarding the Ratio of Students with Basic Mathematics Literacy in PISA
Applications by School Types*

School Type 2006-2003 2009-2006 2012-2009 2015-2012 2018-2015
Anatolian High School 7.400* 7.904* -2.081* 1.706 6.311*
Anatolian Imam Hatip High School - - - - 6.045*
Anatolian Fine Arts High School - - - - 1.092
Multi Program Anatolian High School - 2.607* 2.164* -4.880* 0.091
Science High School X X X X -0.645
Vocational and Technical Anatolian High School 6.903* 7.258* -1.430 -7.721* 10.346*
Sacial Sciences High School - - - -2.067* 0.035
*p<0.05

-2 School type not represented in PISA sample
x: Significance test is not performed since there is no ratio change between years.

Secondly, findings regarding the sub-question of science literacy are presented below.

In Graph 2, the distribution of students with basic science proficiency by years and school types in
Turkey between 2006 and 2018 PISA applications is given. Table 4 shows the z-test results regarding
the significance of the difference between the ratios given in Graph 2.

As seen in Graph 2, the ratios of students having basic science literacy by school types show significant
differences from one PISA application to another. The school type with the highest ratio of students
with basic science literacy in all five applications between 2006 and 2018 is science high school. Multi-
program Anatolian high school is the type of school with the lowest ratio of students reaching basic
science literacy in all applications except 2012.

The ratio of students with basic science literacy in Anatolian high schools and Anatolian imam hatip
high schools tends to increase. While the ratio of students with basic science literacy in Anatolian high
schools in 2006 was 68.6%, this ratio reached 88.3% in 2018. Similarly, the ratio of students with basic
science literacy among Anatolian imam hatip high school students was calculated as 45.5% in 2015 and
65.3% in 2018. The ratio of students with basic proficiency in Anatolian fine arts high school increased
from 45% to 54.8% in 2018, but it was determined that this increase was not significant.

Graph 2. Distribution of Turkish Students with Basic Science Proficiency in PISA Applications by
Years and School Types
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The ratio of students with basic science literacy among students studying in science high schools and
social sciences high schools does not differ significantly between PISA applications. The ratio of
students with basic science literacy in PISA practices between 2006 and 2018 ranged from 97.5% to
100% in science high schools and 96.3% to 100% in social sciences high schools. In other words, almost
all students studying in science high schools and social sciences high schools between 2006 and 2018
have basic science literacy.

The ratios of students in vocational and technical Anatolian high schools and multi-program Anatolian
high schools having basic science literacy varied in PISA applications between 2006 and 2018. The ratio
of students with basic science literacy among the students studying in vocational and technical Anatolian
high schools was calculated as 38.3% in 2006, increasing and decreasing over the years, reaching 57.6%
in 2018. In multi-program Anatolian high schools, the ratio of students with basic science literacy was
calculated as 29.9% in 2006 and reached 43.1% in 2018 after changes in different directions.

Table 4. z-Test Results Regarding the Ratio of Students with Basic Science Literacy in PISA
Applications by School Types*

School Type 2009-2006 2012-2009 2015-2012 2018-2015
Anatolian High School 10.738* -0.217 -2.917* 9.381*
Anatolian imam Hatip High School - - - 8.073*
Anatolian Fine Arts High School - - - 0.884
Multi Program Anatolian High School 5.574* 2.595* -6.807* 2.491*
Science High School -0.594 0.594 -0.942 1.650
Vocational and Technical Anatolian High School 13.365* 2.026* -17.293* 15.063*
Social Sciences High School - - 0.944 -0.485
*p<0.05

-: The school type was not represented in the PISA sample.

Lastly, findings related to the sub-question of reading literacy are presented below. The distribution of
the students having basic reading proficiency in Turkey based on years and school types between 2009
and 2018 is given in Graph 3. Table 5 shows the results of the z test regarding the significance of the
difference between the ratios given in Graph 3.

As can be seen in Chart 3, the ratio of students having basic reading literacy by school types shows
significant differences from one PISA application to another. It is the school type science high school
with the highest ratio of students with basic science literacy in all four PISA applications between 2009
and 2018. Multi-program Anatolian high school is the type of school with the lowest ratio of students
reaching basic science literacy level in all applications.

The ratio of students studying at the Anatolian imam hatip high schools tends to increase over the years.
The ratio of students with basic reading literacy in this school type was calculated as 51.2% in 2015 and
66.9% in 2018. While 52.5% of Anatolian fine arts high school students had basic literacy in 2015, this
ratio reached 64.3% in 2018; however, it is found that this increase was not significant.
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Graph 3. The Distribution of Turkish Students with Basic Reading Literacy in PISA Applications by
Years and School Types
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The ratio of students studying in science and social sciences high schools having basic reading literacy
between 2003 and 2018 varies between 96.6% and 100%. In other words, almost all students in science
high schools between 2003 and 2018 and social science high schools between 2012 and 2018 have basic
reading literacy.

The ratio of having basic reading literacy among the students in vocational and technical Anatolian high
schools and multi-program Anatolian high schools has been increasing and decreasing over the years.
In PISA 2009, the ratio of vocational and technical Anatolian high school students with basic reading
literacy has been calculated as 68.1%, this ratio has decreased to 42.7% in 2015 and reached 57.6% in
2018. While the ratio of students with basic reading literacy among multi-program Anatolian high school
students was 60.7% in 2009, this ratio was calculated as 42.3% in 2018. The ratios of multi-program
Anatolian high school students with basic reading literacy in this time interval varied considerably,
between 30.1% and 70.2%.

Unlike other fields, the ratio of having basic reading literacy among Anatolian high school students did
not increase significantly and remained close to 87.2% calculated in PISA 20009.

Table 5. z-Test Results Regarding the Ratio of Students with Basic Reading Literacy in PISA
Applications by School Types

School Type 2012-2009 2015-2012 2018-2015
Anatolian High School -2.255* -2.332* 3.585*
Anatolian fmam Hatip High School - - 5.779*
Anatolian Fine Arts High School - - 1.083
Multi Program Anatolian High School 2.111* -8.264* 2.236*
Science High School 0.594 X 0.492
Vocational and Technical Anatolian High School 2.332* -18.119* 9.878*
Sacial Sciences High School - -0.944 -0.485
*p<0.05.

-: School type not represented in PISA sample
x: Significance test is not performed since there is no ratio change between years.
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Findings of The Second Research Question

Is there any significant difference between students with advanced proficiency ratios by type of school
in Turkey in PISA applications between 2003 and 2018?

Firstly, findings related to sub-question of mathematics literacy are presented below.

In Graph 4, the distribution of students with advanced maths proficiency by years and school types in
Turkey sample between 2003 and 2018 PISA applications is given. Table 6 shows the z-test results
regarding the significance of the difference between the ratios given in Graph 4.

Graph 4. The Distribution of Turkish Students with Advanced Mathematical literacy in PISA
Applications by Years and School Types
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As seen in Graph 4, there are significant differences between school types in terms of student ratios with
advanced mathematical literacy. In addition, it has been determined that school types have significant
time-dependent changes in terms of student ratios with advanced mathematical literacy.

Anatolian fine arts high school and multi-program Anatolian high schools constitute the types of schools
in which the ratio of students with advanced mathematics literacy is below 1% in all PISA applications.
In PISA 2015 and 2018, the proficiency levels of the students in Anatolian fine arts high schools in
mathematics literacy range from the sixth level to the fourth level. As a result, it was determined that
students in Anatolian fine arts high schools could not reach advanced mathematics literacy proficiency
levels. It was determined that 0.4% of multi-program Anatolian high school students in PISA 2009 had
advanced mathematics literacy in PISA 2012 and 0.6% in PISA 2012. In PISA 2006, PISA 2015 and
PISA 2018, it is seen that students in this high school type do not reach advanced mathematics literacy
levels.

According to Graph 4, the ratio of students with advanced mathematics literacy in vocational and
technical Anatolian high schools tends to decrease over time. In vocational and technical Anatolian high
schools, the relevant ratio was calculated as 4.3% in 2003, and this ratio decreased to 0.1% in 2015 and
2018 applications. While the ratio of students with advanced literacy in mathematics literacy was 5.7%
in social sciences high schools in 2012, this ratio was calculated as 1.2% in 2015 and 2018, but it is seen
through Table 6 that this decrease is not significant.

The ratio of students with advanced mathematics literacy in Anatolian and science high schools varied
between 2003 and 2018. While the ratio of having advanced mathematics literacy among Anatolian high
school students in PISA 2013 was 3.9%, this ratio increased up to 8.5% in PISA 2012. The ratio of
having advanced mathematics literacy among Anatolian high school students decreased sharply to 1.5%
in PISA 2015 and reached 4.8% in PISA 2018 with a significant increase. The ratio of advanced
mathematics literacy among students studying in science high schools varies greatly between 35% and
97.1% in different PISA applications. The change is particularly noticeable in PISA applications
between 2012 and 2018. While 97.1% of science high school students had advanced mathematics
literacy in PISA 2012, this ratio decreased to 35% in 2015 and reached 40.2% in 2018.

In the Anatolian imam hatip high schools, which were included in the sample as a school type for the
first time in PISA 2015, students could not reach advanced mathematics literacy levels. However, the
ratio of having advanced mathematics literacy among Anatolian imam hatip high school students
reached 2.3%, with a significant increase in PISA 2018.

Table 6. z-Test Results Regarding the Ratio of Students with Advanced Mathematics Literacy in PISA
Applications by School Types

School Type 2006-2003 2009-2006 2012-2009 2015-2012 2018-2015
Anatolian High School 1.768 4.934* 0.543 -10.796* 6.438*
Anatolian Tmam Hatip High School - - - - 6.105*
Anatolian Fine Arts High School - - - - X
Multi Program Anatolian High School - 1.019 0.292 -1.267 X
Science High School -2.420* -2.170* 3.866* -5.594* 0.631
Vocational and Technical Anatolian High School -0.57 -6.860* -1.63 -0.781 0.057
Social Sciences High School - - - -1.382 0.015
*p<0.05

-: School type not represented in PISA sample
x: Significance test is not performed since there is no ratio change between years.
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Secondly, findings related to the sub-question of science literacy are presented below.

In Graph 5, the distribution of students with advanced science proficiency by years and school types in
Turkey between 2006 and 2018 PISA applications is given. Table 7 shows the z-test results of the
significance of the difference between the ratios given in Graph 5.

Graph 5. The Distribution of Turkish Students with Advanced Science Literacy in PISA Applications
by Years and School Types
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As can be seen in Graph 5, there are significant differences between the types of schools in terms of the
ratio of students with advanced science literacy. It is determined that the ratio of students with advanced
science literacy over the years within the school types changed significantly.

Students in multi-program Anatolian high schools and Anatolian fine arts high schools could not reach
advanced science proficiency levels in PISA applications between 2006 and 2018. The ratio of students
with advanced science proficiency among vocational and technical Anatolian high school students
varies between 0.1% and 0.4% in 2006 and 2012 applications. It was determined that the ratio of students
with advanced science proficiency among the students in Anatolian imam hatip high schools was 0.3%
in 2015 and 1.0% in 2018.

It was determined that the ratio of social science high school students having advanced science
proficiency tends to decrease, but the decrease in Graph 5 is not significant.

Anatolian high schools and science high schools are the types of schools where the ratio of students with
advanced science literacy differs significantly in different directions. The ratio of students with advanced
science literacy among Anatolian high school students varied between 0.6% and 2.7% in 2006 and 2018.
Significant changes have also been observed in science high schools in terms of the ratio of students
with advanced science literacy. In 2015, science high school students could not reach advanced
proficiency in the field of science, and in 2018, 19.4% of the students reached their advanced proficiency
levels.

Table 7. z-Test Results Regarding the Ratio of Students with Advanced Science Literacy in PISA
Applications by School Types

School Type 2009-2006 2012-2009 2015-2012 2018-2015
Anatolian High School 1.388 2.714* -5.743* 5.290*
Anatolian imam Hatip High School - - - 3.508*
Anatolian Fine Arts High School - - - X
Multi Program Anatolian High School X X X X
Science High School -1.221 1.587 -3.419* 2.912*
Vocational and Technical Anatolian High School -3.173* 1.037 -1.268 0.040
Social Sciences High School - - -1.382 0.034
*p<0.05

-: School type not represented in PISA sample
x: Significance test is not performed since there is no ratio change between years.

Lastly, findings related to the sub-question of reading literacy are presented below.

In Graph 6, the distribution of students with advanced reading literacy by years and school types in
Turkey between 2009 and 2018 PISA applications is given. Table 8 shows the z-test results regarding
the significance of the difference between the ratios given in Graph 6.
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Graph 6. The Distribution of Turkish Students with Advanced Reading Literacy in PISA Applications
by Years and School Types
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According to Graph 6, student ratios of advanced proficiency in PISA reading literacy change
significantly between PISA applications by school types. Similarly, there are significant changes of
ratios within school types between the PISA applications. School types are categorized into four groups
as those who do not show any significant difference from one application to another in terms of the ratio
of students with advanced proficiency in reading literacy, those with an increasing trend, those with a
decreasing trend and those with multiple changes.

As can be seen in Graph 6, students in Anatolian fine arts high schools could not reach advanced
proficiency in reading literacy between 2009 and 2018. In multi-program Anatolian high schools, only
0.6% of students have advanced reading literacy in PISA 2012.

The ratio of students with advanced proficiency in reading literacy among the students in the Anatolian
imam hatip high school was calculated as 0.2% in PISA 2015, this ratio increased significantly and
reached 2.3% in PISA 2018. In the vocational and technical Anatolian high schools, the ratio of students
with advanced reading literacy changed between 0.1% and 0.3% in four PISA applications, and the
increase in PISA 2018 was found to be significant.

There was a significant decrease in the ratio of students with advanced reading literacy in the social
sciences high schools between PISA 2012 and PISA 2018. The ratio of students having advanced
proficiency in reading has decreased from 17.1% to 7.4% in PISA 2015, and from 7.4% to 0.8% in PISA
2018.

Anatolian high schools and science high schools are the types of schools in which there are two-way
changes between PISA applications in terms of student ratios with advanced reading literacy. The ratio
of those who have advanced reading literacy among Anatolian high school students varies between 1.4%
and 6.3%. The ratio of science high school students with advanced reading literacy ranged from 2.4%
to 42.9%.

Table 8. z-Test Results Regarding the Ratio of Students with Advanced Reading Literacy in PISA
Applications by School Types

School Type 2012-2009 2015-2012 2018-2015
Anatolian High School 6.720* -8.948* 5.249*
Anatolian Imam Hatip High School - - 5.863*
Anatolian Fine Arts High School - - X
Multi Program Anatolian High School 1.228 -1.267 X
Science High School 2.799* -4.256* 3.013*
Vocational and Technical Anatolian High School 0.075 -1.305 2.204*
Social Sciences High School - -1.556 -3.016*
*p<0.05

-1 School type not represented in PISA sample
x: Significance test is not performed since there is no ratio change between applications.

DISCUSSION and CONCLUSION

Turkey participates in the PISA studies regularly since the year of 2003. It is emphasized in both national
and international reports that the performance of Turkey is on an increasing trend between PISA 2003
and PISA 2012 (MEB, 2010; MEB, 2013; MEB, 2019a, OECD, 2019a). However, the performance of
Turkey decreased dramatically in PISA 2015 in all literacy fields. It is reasonable to infer that possible
reasons for this decrease are low-representatives of PISA 2015 sample in terms of school type
distribution which can be seen in Table 1, and computer-based application of PISA in Turkey for the
first time in PISA 2015. On the other side, Turkey is one of the three country which increases its
performance significantly in all literacy fields. Also, the mean scores of Turkey reached their maximum
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levels in science and mathematics since PISA 2003. It is emphasized by OECD that the increasing trend
of performance of Turkey continues in PISA 2018, and the decrease in PISA 2015 is considered as an
“anomaly” (OECD, 2019a). Therefore, Turkey continues to improve literacy performance in PISA
despite the growing population of 15-years-olds (OECD, 2019a).

Between-school and within-school academic achievement differences are important elements evaluated
in the framework of equal opportunities in education. Regardless of the type of school in which they
are, providing the students with the necessary opportunities to gain the expected cognitive skills is an
important step taken to ensure equal opportunities in education systems (Onder and Giiglii, 2014; Turan,
Agikalin and Sisman, 2007). Huge achievement differences among schools lead to decrease in
homogeneity within schools, and thus, low-performing students cannot have academic support which
they need (Lavy, Paserman and Schlosser, 2011; Mendolia, Paloyo and Walker, 2018). So it is the ideal
that there are no huge differences between schools and students with diverse academic performance
levels take education within schools together. Educating the students with heterogenic academic
performance levels within schools also increases the contribution of peer-education to academic
achievement (Brunello, 2004; Hanushek and Woessmann, 2006; Ozer and Perc, 2020). In this case,
students can choose the type of school they will continue their education in line with their interests and
abilities rather than a career path or employment opportunities. Also, in this case, the pressure of the
examinations and methods used in determining the schools in which students will continue their
education have a low level on education systems. In the 2023 Education Vision announced in 2018, the
Ministry of National Education has determined to reduce the differences in success among schools as
one of the main goals (MEB, 2018b).

Differences in academic achievement between-schools and within-schools has long been a controversial
issue in Turkey (Alacaci and Erbas, 2010; Albayrak, 2009; Atas and Karadag, 2017; Berberoglu and
Kalender, 2005; Cifte¢i, 2006; Erdogan, 2018; Kose, 1999; Ozdemir, 2016; Yal¢in and Tavsancil, 2014).
In Turkey, by increasing the diversity and number of students in secondary schools, it has been tried
many different models in the transition to secondary school. Despite the diverse cross-level transition
systems applied, academic achievement differences between school types continue to exist significantly.
In the studies conducted, it is seen that the differences in academic achievement between school types
begin to occur at the secondary school level, and these differences continue to increase in secondary
education (MEB 2016; MEB, 2018a; OSYM, 2018). Therefore, academic achievement differences
between school types are the result of a cumulative process, not a single educational level.

In this study, changes in student performance by school types in Turkey on PISA study is examined. In
order to examine the differences in performance among school types in more detail, the distribution of
students to proficiency levels, one of the most important outputs of PISA study, was used. In this context,
the change in the PISA applications of student ratios with basic literacy level (the ratio of students in
the second and higher level of proficiency) and advanced literacy level (the ratio of the students in the
fifth and sixth level of proficiency) in each school type is examined.

The results of this study showed that in all of the applications between 2003 and 2018 when Turkey
attended PISA, there are significant differences between types of school in terms of student proficiency
levels. In all three fields, almost all science high school and social science high school students have
reached basic proficiency levels. Even in PISA 2015, where the performance decrease was observed in
other school types, there was no significant decrease in the ratio of students with basic literacy among
science high school students. Findings related to science high schools and social sciences high schools
show that almost all students in these high schools have basic literacy in all three fields, regardless of
the structure of the transition systems.

The ratio of students with basic proficiency among Anatolian high school students showed a significant
increase in mathematics and science among PISA applications and remained close to reading literacy in
2009. The findings show that after PISA 2015, when Anatolian imam hatip high school and Anatolian
fine arts high school students were included in the sample, school types were collected in two groups.
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The first group includes science high school, social sciences high school, and Anatolian high school
with more than 70% of students having basic proficiency in all three fields in PISA 2015 implementation
and afterwards. In the second group, there are vocational and technical Anatolian high schools and multi-
program high schools, where the ratio of students with basic proficiency is lower. The access of students
to basic literacy from these two school types showed significant and remarkable changes in both
directions.

Between PISA 2015 and PISA 2018 applications, of which they are included in the sample, there has
been a tendency to increase the access to the basic proficiency level of students in Anatolian imam hatip
high schools and Anatolian fine arts high schools. The increase in ratios of students with basic literacy
proficiency in mathematics and science in Anatolian imam hatip schools is remarkable (14% and 19.8%,
respectively). Additionally, it is found that the ratio of students in Anatolian imam hatip high schools
with advanced proficiency increased significantly in all literacy fields in PISA 2018. Therefore, the ratio
of students in Anatolian imam hatip high schools with both basic- and advance proficiency increased
significantly in all literacy fields in PISA 2018.

On the other hand, the increases in Anatolian fine arts high schools have not reached a significant level
yet. In the future PISA applications, the longitudinal evaluations about the performance of students in
these school types will be made after the new PISA applications.

Academic achievement differences between school types become clearer when the ratio of students at
an advanced level in terms of literacy is examined. Science high schools perform considerably higher
than other school types in terms of student ratios with advanced literacy. Although social sciences high
schools and science high schools are similar in terms of students with basic literacy proficiency, they
differ greatly in terms of students with advanced literacy proficiency. In PISA 2018, the ratio of students
with advanced literacy proficiency in Anatolian high schools is higher in all three areas compared to
social science high schools.

Among the students who are in multi-program Anatolian high school and vocational and technical
Anatolian high schools, the ratio of students with advanced proficiency is below 1% in all three fields.
It is noteworthy that the ratio of students who have advanced mathematics literacy among vocational
and technical Anatolian high school students decreased from 3.8% to 0.5% in PISA 2009 application
and then showed a downward trend. Among the types of schools which participated in the sampling of
PISA 2015, it was observed that Anatolian fine arts high school students could not reach advanced
literacy proficiency in all three areas. Another important finding is that the ratio of students with
advanced literacy proficiency among Anatolian Imam High School students increased significantly in
all three areas in PISA 2018.

It is an important finding that the ratio of students with basic proficiency in all three literacy fields is
lower than 60% in vocational and technical Anatolian high schools and multi-program Anatolian high
schools. Among the most important indicators of the achievement difference among the school types
are the fact that the student ratios at advanced proficiency levels in these school types are below 1% and
even in some PISA applications, no student can reach the advanced proficiency levels.

The huge achievement differences between science high schools, social sciences high schools, and other
high school types strengthen the opinion that these differences are directly related to student input. With
school tracking at an early age in Turkey, students are involved in a process which is quite decisive for
life and career training. In this process, students tend to be grouped in school types according to their
academic achievement levels and indirectly their socioeconomic levels (Ozdemir, 2016; Ozer and Perc,
2020). As a result of this situation, there is a very heterogeneous distribution among school types in
terms of academic achievement and student behavior. For example, high school dropout and high
absenteeism ratios in vocational and technical Anatolian high schools compared to other school types
affect student performance (Ozer, 2018; Ozer, 2019a).

In order to reduce the achievement differences between school types, it is necessary to support low
performing school types academically, socially and financially. In the current situation, it is observed
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that the opportunities transferred to schools with higher academic achievement such as science high
school and social sciences high school are higher (Ozdemir, 2016). In this sense, it is important to
support schools with lower achievements in terms of teacher quality and financial resources, and to
make positive discrimination when necessary (Ozer, 2020). Thus, the areas of development of students
can be determined in low-achieving school types and intervention can be carried out in a short time.

In the context of Turkey’s Education Vision 2023, numerous projects such as Turkish-Mathematics-
Science Student Monitoring Study (TMF-OBA) (MEB, 2019b), Supporting Program in Elementary
Schools (IYEP), and the steps to strengthen vocational and technical education (VET) in Turkey are
conducted to minimize the academic achievement differences between school types. Within the scope
of VET, increasing the collaboration between MoNE and sectors, establishing the balance of supply-
demand chain on a rational base, increasing accessibility of VET via recently established online
platforms, selecting high performing students (at 1% of achievement level) to VET institutions are some
of the examples for steps to strengthen VET by MoNE (Ozer, 2019b; Ozer and Suna, 2019; Ozer and
Suna, 2020). It is suggested to take steps that increase the academic heterogeneity within the schools
and to begin these implementations with schools with high performing students. With increasing
heterogeneity within schools, disadvantaged students can have the academic support they need, and
peer-education can increase its positive effect on these students’ learning process.
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