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AN ARTIFACT REDUCTION METHOD FOR BLOCK-BASED 

VIDEO CODING 
 

 

HAKKI ALPARSLAN ILGIN and AHMET AKBULUT 

Abstract. Most of the image/video coding standards are based on discrete 

cosine transform which is a block-based coding scheme with a disadvantage of 

blocking effect at low bit rates. In this paper, we propose a hybrid method, which 

consists of downsampling/upsampling, significance map coding and local cosine 

transform, to reduce the disadvantage of lossy compression and is also compatible 

with current standards. Experimental results show that performance of the proposed 

method is better than the conventional approaches. 

 

 

 

1. Introduction 
 

Image and video coding applications require high compression ratios for low bit rate 

applications and poor channel conditions. However, lossless compression is not 

sufficient for such cases requiring lossy compression, which causes defects in the 

reconstructed signal at low bit rates. Image/video compression algorithms and 

standards mostly consist of both lossy and lossless compression techniques. 

Furthermore, standards based on discrete cosine transform (DCT) result in blocking 

artifacts when used with lossy compression schemes at low bit rates. DCT is a block-

based transform that converts image into frequency domain coefficients. Lossy 

compression algorithms primarily neglect most of the high frequency AC 

coefficients of DCT blocks. Since most of the energy is compacted into DC and low 

frequency AC coefficients, losing some of the high frequency AC coefficients does 

not affect the quality of the reconstructed signal significantly. However, as more 

high frequency AC coefficients are flattened by quantization, reconstructed image 

gets blurrier. Losing more AC coefficients, especially low frequency ones with 

higher energy to get more compression causes severe image degradation, which 

appears as blocking artifact. In the literature, there are many methods to compensate 
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the artifacts. Some of the most frequently used methods are lapped orthogonal 

transform (LOT) [1], post-filtering [2], linear filtering [3], and subband/wavelet 

coding [4]. However, LOT is not fully compatible with the standards that include 

DCT. Post- and linear filtering may get blurry images at low bit rates. Wavelet or 

subband-based codecs are also incompatible with DCT-based standards. Deblocking 

filter, which is used in standards such as H.263 Annex J, H.264 [5] and HEVC [6], 

has its own computational complexity. Recent works with deep learning [7] have 

additional complexity at training process. In this paper, we use a combined method 

that consists of downsampling/upsampling, significance map coding (SMC) and 

local cosine transform (LCT) [8]. Coding is kept in the DCT domain to prevent extra 

operations and for compatibility with the DCT-based standards. Reducing blocking 

effects is discussed in the next section. Significance map coding and 

downsampling/upsampling scheme are applied in section 3. In the last section, 

conclusion and discussion are given. 

 

 

2. Blocking Effect Reduction 
 

Blocking effect is the most significant artifact of lossy DCT-based coding methods 

at low bit rates. Several conditions and requirements lead signals to be encoded at 

low bit rates. However, lossless compression techniques do not provide very high 

compression ratios. Therefore, lossy compression is used together with lossless 

techniques. The most common lossy compression method is quantization, which is 

used in almost all standards. When used with DCT, it causes losses in DCT 

coefficients. Increasing compression ratio requires more AC coefficients of DCT 

blocks to be neglected, namely zero. Therefore, blocking effects appear at low bit 

rate coding and become severe with decreasing bit rate. Being one of the methods 

to decrease blocking effect, LCT implements folding/unfolding and DCT operations 

[8].  At the encoder side of LCT, DCT is applied after folding operation. 

Accordingly, inverse DCT and then unfolding are applied at the decoder. Because 

of the folding operation, discontinuities across the neighboring block boundaries are 

smoothed. A bell function defined on the basis of the function for folding operation 

affects the reconstructed image quality or the compression ratio [8]. After folding 

operation is performed on all blocks, DCT of each folded block is computed. 

 

Coding with both conventional DCT and LCT are compared in terms of objective 

metrics. Two of the most frequently used metrics in image and video coding 

applications are Peak Signal-to-Noise Ratio (PSNR) and structural similarity index 

(SSIM) [9]. There are also specific MATLAB-based applications for image 

processing and image quality assessment as in [10]. Beside the objective metrics, 

subjective methods based on human perception are also used [11]. In this study, we 
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use both PSNR and SSIM objective metrics to evaluate the quality of the 

reconstructed images when compared to the original ones. PSNR is given by 

 

PSNR(𝐼, 𝑅) = 10𝑙𝑜𝑔2 (
max(𝐼)2

MSE(𝐼,𝑅)
)                                  (1) 

where  

MSE(𝐼, 𝑅) =
1

𝑚𝑛
∑ ∑ [𝐼(𝑖, 𝑗) − 𝑅(𝑖, 𝑗)]2𝑛

𝑗=1
𝑚
𝑖=1                    (2) 

 

is mean-square error between the original and reconstructed images, I and R, 

respectively, m and n are vertical and horizontal number of pixels and (i,j) is the 

coordinate of a pixel in original and reference images. The value of max(I) is 255 

for 8-bit images. SSIM is correlated with the quality perception of the human visual 

system with the highest value of 1 and given as follows [12]: 

 

𝑆𝑆𝐼𝑀(𝐼, 𝑅) =
(2𝜇𝐼𝜇𝑅+𝑐1)(2𝜎𝐼𝑅+𝑐2)

(𝜇𝐼
2+𝜇𝑅

2+𝑐1)(𝜎𝐼
2+𝜎𝑅

2+𝑐2)
                             (3) 

 

where µI and µR are the mean value and 𝜎𝐼
2 and 𝜎𝑅

2 are the variance of the original 

and reconstructed images, respectively. 𝜎𝐼𝑅
2  is the covariance of I and R. Variables 

c1 and c2 are used to stabilize the division with weak denominator and given as 

c1=(0.01max(I))2 and c2=(0.03max(I))2. If there is no correlation between the 

original and reconstructed images, the value of SSIM is 0. SSIM is higher for the 

images that are similar. SSIM is 1 when two images are the same. Comparison 

between codecs with DCT and LCT are given in Tab. 1. 

 
Table 1. DCT and LCT comparison for soccer frame #1 and bus frame #1 

QP 

Soccer Bus 

PSNR (dB) SSIM PSNR (dB) SSIM 

DCT LCT DCT LCT DCT LCT DCT LCT 

12 30.31 31.28 0.846 0.871 29.87 31.06 0.886 0.907 

15 28.93 29.71 0.808 0.834 28.16 29.31 0.853 0.879 

20 27.95 28.49 0.770 0.797 26.79 27.85 0.819 0.848 

25 27.02 27.37 0.733 0.759 25.50 26.45 0.784 0.815 

30 26.61 26.91 0.704 0.736 24.79 25.70 0.758 0.791 

35 26.08 26.33 0.678 0.711 24.00 24.78 0.730 0.766 

40 25.76 26.04 0.658 0.693 23.57 24.36 0.709 0.747 

45 25.41 25.74 0.641 0.676 23.02 23.76 0.686 0.726 

50 25.22 25.56 0.630 0.663 22.70 23.40 0.669 0.710 
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Figure 1. Reconstructed bus frame #1 from coding scheme with LCT (top) and DCT 

(bottom) with QP=50. 

 

 In Tab. 1, first frames of 8-bit grayscale soccer and bus video sequences with 

288x352 pixel resolution are encoded as intraframe with quantization parameters 

(QP) between 12 and 50, for both DCT and LCT coding schemes with 8x8 block 

size. LCT performs better than DCT for all QP values as seen in Tab. 1. As the bit 

rate decreases with increasing QP, artifacts become more visible. Comparison 

between LCT and DCT encoded bus frame #1 with QP=50 is given in Fig. 2. 

Blocking effect in the reconstructed image coded with DCT is severe as seen in Fig. 
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1. Also, DCT encoded reconstructed image has more blurry effects than the LCT 

encoded image.  

 

 
3. Improving Quality By Significance Map Coding And 

Downsampling/Upsampling 
 

Image quality degradation by lossy compression techniques for block-based 

algorithms appears block-wise at low bit rates. In the previous section, we used an 

effective method to decrease the blocking artifacts caused by high compression 

rates. In this section, we further improve image quality by applying LCT with 

significance map coding and downsampling in the coder and the corresponding 

upsampling in the decoder. Image quality is deteriorated more with higher 

compression rates. However, by using the hybrid approach, we aim to decrease the 

disadvantage of very low bit rate coding.  

 

We first implement SMC together with LCT to improve image quality. Embedded 

image zerotree coding of wavelet coefficients is an efficient example of SMC [13]. 

This method is applied for DCT beside the wavelet transform. An improved method 

is set partitioning in hierarchical trees (SPIHT), which has a better compression 

performance [14], and still being used widespread recently [15]. SPHIT is an 

iterative algorithm with threshold halved at each iteration and encodes transform 

coefficients in decreasing order with binary output. In the first part of the algorithm, 

coefficients are compared with a threshold, which is the lower value of an 

uncertainty interval, to output bits corresponding to significance of coefficients or a 

hierarchical structure. In the second part, coefficients previously found to be 

significant are given one-bit precision. Since SPIHT can be applied for DCT, we 

implement the algorithm with LCT, which has DCT partly. 

 

In the next experiments, we compare the improvement by LCT with SPIHT 

significance map coding (LCT-SMC) to DCT-SMC for video frames encoded 

intraframe. Before applying significance map coding, DCT coefficients are 

rearranged in subband structure. We use the most common grayscale CIF videos 

with 288x352 pixel resolution. Improvement of LCT-SMC is clearly seen for 

salesman and city frame #1 in terms of PSNR and SSIM in Fig. 2. At lower bit rates, 

advantage of LCT-SMC over DCT-SMC is apparent as supported by PSNR and 

SSIM. When reconstructed image is visually almost inseparable from the original 

one, increase of SSIM is much slower than PSNR. LCT is very efficient for 

intraframe at low bit rates when used with SMC, since SMC efficiently encodes 

coefficients with higher energy initially, so that the degradation caused by lower 
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energy coefficients, which are mostly related to high frequency details in the frame, 

does not distort image conspicuously. Besides SMC is applicable to DCT, since it is 

not block based algorithm, it does not have the disadvantage of blocking effect at 

low bit rates. Using SMC in conjunction with LCT achieves better results for 

reconstructed images. 

 

 
Figure 2. Comparison for intraframe coding at different bit rates 

 

We also compare interframe coding performance of LCT-SMC and DCT-SMC. 

PSNR and SSIM per frame of both methods are given for soccer, city and coastguard 

sequences for first 30 frames in Fig. 3.  
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Figure 3. Interframe coding with LCT-SMC and DCT-SMC 

 

Total bits for 30 frames for each sequence is 46881. Intraframe of each sequence is 

encoded with 10138 bits (or 0.1 bpp) and each of the 29 interframe is encoded with 

just 1267 bits (or 0.0125 bpp). 
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Interframe performance of LCT is not as efficient as its intraframe performance, 

since SMC and motion estimation/compensation help to improve the quality of the 

interframes [16]. However, performance of intraframe coding helps to improve 

coding efficiency of consecutive interframes as shown in Fig. 3, since first frame of 

each sequence gives higher PSNR with LCT-SMC than DCT-SMC, consequently 

the following interframes give high PSNR values. Since SMC is efficient for any 

cases, i.e. for DCT or LCT, its combination with either of the two achieves close 

results as seen in Fig. 3. Mean of PSNR and SSIM for 29 interframe coding in Fig. 

3 are given in Tab. 2. 

 
Table 2. Average PSNR and SSIM for Interframe Coding 

Sequence 
PSNR (dB) SSIM 

DCT-SMC LCT-SMC DCT-SMC LCT-SMC 

Soccer 26.43 26.50 0.701 0.706 

City 26.89 26.87 0.722 0.721 

Coastguard 26.10 26.19 0.663 0.666 

 

Loss in quality first appears at the details which corresponds to high frequency AC 

coefficients of DCT as bit rate decreases. Increasing compression ratio further makes 

image blurry, which is the result of degradation of more AC coefficients with lower 

frequency. When the compression requires very low bit rate, AC coefficients with 

the lowest frequencies and DC coefficient are also deteriorated. Accordingly, the 

resulting image will have blocking effects. Therefore, before losing information by 

lossy compression, we apply downsampling for each block in the frequency domain 

whose efficiency was shown in [17]. Another advantage of keeping downsampling 

in the frequency domain is that computational complexity caused by inverse DCT, 

decimation in the spatial domain and forward DCT is avoided. Thus, image quality 

is enhanced with only limited additions of computations, since proposed 

downsampling and upsampling are operated fully in the DCT domain. When 

downsampling/upsampling by 2 in the DCT domain with SMC is implemented, we 

obtain better results than the case of DCT-SMC. We further improve the results by 

using downsampling/upsampling with LCT-SMC. Results are shown in Fig. 4 for 

five video sequences. 
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Figure 4. Quality improvement by downsampling/upsampling with LCT-SCM over 

other methods 

 
4. Conclusion 

 

Lossy compression of videos is required for low bandwidth and limited storage area 

conditions when lossless compression is not sufficient. In such cases, reconstructed 

video frames may have artifacts such as blocking effects and blurred scenes and 

objects. In order to surpass the artifacts at low bit rates, we used a hybrid method 

which includes LCT, SMC and downsampling/upsampling in the compressed 

domain. We showed that the LCT is efficient for deblocking of intraframes, while, 

SMC applied as SPIHT is very efficient for both intraframe and interframes. 

Furthermore, even though LCT has being used widely after its introduction, we 

utilized LCT in conjunction with SMC to decrease artifacts more efficiently. LCT-

SMC is also compatible with most of the DCT-based standards still being used, since 

it implements DCT. Using downsampling at the coder and corresponding 

upsampling at the decoder increases coding performance because of energy 

conservation before losing DCT coefficients with high energy because of lossy 

compression. We implemented both downsampling and upsampling in the DCT 

domain with the factor of 2. It is also possible to use other factors to increase the 

coding performance at lower bit rates. 
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THE DESIGN OF STANDALONE PV SYSTEM USING P&O 

ALGORITHM FOR MAXIMUM POWER POINT TRACKING 

 

 

KENAN ÖZEL and AHMET KARAARSLAN 

 

 
Abstract. This paper presents the simulation of output power control of 

photovoltaic panel using Maximum Power Point Tracking (MPPT) controller of 

boost converter. Due to the stochastic behavior of temperature and irradiation 

condition, integrating a MPPT algorithm to DC-DC converter is important for 

extracting the maximum power from photovoltaic system. The Perturb and Observe 

(P&O) algorithm has been preferred due to its lower complexity and easy 

implementation. The main aim of this study is to track the maximum operation 

point of photovoltaic system and to control the output power with respect to the 

changing irradiation and temperature. The simulation results demonstrate that 

MPPT controller prevents the power deviation and provide to extract maximum 

possible power from solar array.  

 

 

 

1. Introduction 
 

The increasing demand for energy raises concerns about environmental pollution 

and energy crisis. The usage of alternative energy sources is considered the most 

effective solution to overcome these concerns. Recently, these energy sources have 

become increasingly important due to the depletion of fossil fuel reserves. Amongst 

them, solar energy is one of the most eminent energy sources owing to inexhaustible 

nature and free of use [1, 2]. 

 

Photovoltaic (PV) cells are devices that convert solar energy directly into electrical 

energy. However, the electrical power output of the PV cells is significantly affected 

by changing atmospheric conditions [3]. As seen in Fig. 1, the current-voltage (I-V) 

characteristics of PV cells are influenced by solar irradiance and temperature. The 

bending point of I-V characteristic curve of PV cell points out an operation point 
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called MPPT. At this point, PV cells deliver maximum power, working with highest 

efficiency [4]. Hence, it is important to track this point for extracting maximum 

possible power from PV system under various conditions. 

 

 

 
 

Figure 1. I-V characteristics of PV cell with (a) irradiation and (b) temperature 

effect. 

 

This study is generally divided into 5 sections. The first is the modeling of the PV 

cell. Section 2 relates to the operation of the boost converter to be used in the 

simulation. Section 3 presents the review of the MPPT and P&O Algorithm. In 

section 4, the simulation of the independent PV system in MATLAB / Simulink is 

given and the results are listed in section 5. 

 
2. The modeling of photovoltaic (pv) cell 

 

The equivalent circuit model of a PV cell is shown in Fig. 2. This circuit model 

called single diode model comprises two resistances which are series Rs and parallel 

Rsh. It is desirable for an ideal PV cell to have a low Rs and high Rsh value. Open 

circuit voltage (Voc), short circuit current (Isc) is related with Rsh and Rs, respectively 

[5]. 
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Figure 2. Single diode equivalent circuit model of PV cell. 

 

      

Solar modules consist of a number of solar cells connected series. Similarly, solar 

arrays are made up of solar modules connected in series and in parallel. The module 

used in this work consists of Ns=96 of series connected solar cells and array is made 

up of 5 series and 66 parallel connected modules. 

       

Generally, PV systems are classified into two main categories, which are grid-

connected and standalone mode. In our case, we have worked on standalone system. 

Fig. 3 displays the basic block diagram of a standalone solar system [6].  In this 

system, electrical power produced by solar module is fed to the load, passing through 

DC-DC converter. Conventional Perturb and Observe (P&O) MPPT algorithm can 

be applied to a DC-DC Boost converter to provide the maximum power output of 

the PV module. 

 

 
 

 

Figure 3. Block diagram of PV system with MPPT controller. 
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3. The topology of dc-dc boost converter 
 

  

Circuit diagram of a DC-DC Boost converter is shown in Fig. 4. The circuit consists 

of an input capacitor, an output capacitor, an inductor, a switching device (IGBT or 

MOSFET), a diode and a load. This type of converter is also named as boost 

converter due to the larger output than the input. [7, 13]. The output voltage is 

adjusted by switching device which is either on or off depending on the duty cycle 

D coming from MPPT controller. Output voltage is given by the following 

equations: 

 

0
* ( ) * 0

in on in off
V t V V t                                                        (1) 

 

on off s
t t t 

                                                        (2) 

  

       According to the given equations (1-2), the relation between input and output 

voltage is obtained depending on the duty cycle given as in Equation (3). 

 

                                                 

0 1

1

s

i off

V t

V t D
 


    

                  (3) 

 

 

 

 

 
Figure 4. Circuit diagram of DC-DC Boost converter 

 

 

 

Herein, D (duty cycle) is given as the ratio of the elapsed time when switch is off, 

to the total period of switching time. The dc-dc boost converter is operated in two 
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different modes depending on the switching conditions.  If the switch is on-state 

mode, two parts of the circuit can be given as in Fig. 5 (a). First part is related to the 

inductor and switch. In this condition, inductor stores energy. The other part is 

regarding to capacitor. Stored energy in the capacitor discharges through the load. 

If the switch is off-state mode, stored energy in the inductor is transferred to the 

capacitor and load via the diode. Thus, the capacitor is recharged by the inductor, 

which is shown in Fig. 5 (b). 

 

 

 
 

Figure 5. Conduction states of boost converter: (a) On-mode condition, (b) Off-

mode condition. 

 

 

4. Perturb and observe algorithm (p&o) 
 

This algorithm has been preferred due to its lower complexity and easy 

implementation [8]. This technique is based on the inserting slight perturbation to 

the system and the observation of system response [9]. In order to trace maximum 

operation point, output voltage of PV system is decreased or increased in accordance 

with the changes in power ∆P. If the power changes are positive, then we are on the 

right MPP track and maintain the perturbation in the same direction. Just for the 

opposite case, perturbation direction has to be changed [10]. Fig. 6 depicts the 

flowchart of P&O algorithm.  
      

P&O algorithm is started by perturbing the PV array’s voltage periodically. Then, 

PV output power is computed and compared with previous power values [11]. PV 

power and voltage value are increased or decreased by a perturbation step. 

According to the difference between calculated and last power/voltage value before 

perturbation, duty cycle (D) will be collected or differentiated with a finite increment 

(ΔD), to determine the next perturbation step size. This process will be executed 

continuously to attain a specific point at which maximum power can be extracted 

from PV system [12].  
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5. Simulation of the standalone pv system in 
matlab/simulink 

 

Standalone PV system is constructed with MATLAB/Simulink software. By using 

this simulation, it can be evaluated the performance of the system. In the simulation, 

perturb and observe algorithm based MPPT controller are used to generate the 

switching signal which is the input of switching device of the DC-DC Boost 

converter. Also, PV current generated by the PV array is fed to the load through DC-

DC Boost converter. The simulation model of standalone PV system built in 

MATLAB/Simulink is represented in Fig. 7. As can be understood, MPPT controller 

is the heart of the system, determining the output characteristics. Fig. 8 illustrates 

the subsystem representing the MPPT controller based on the perturb and observe 

algorithm depicted in Fig. 5. 

 

 
 

Figure 6. Flowchart of Perturb and Observation algorithm 
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Figure 7. Standalone PV system built in Matlab/Simulink 

 

 

 

 
 

Figure 8. Subsystem representing the MPPT controller 

 

 

In this study, a simulation is conducted to investigate the effect of changes in 

radiation and temperature. Time-varying input irradiation and temperature signals 
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are shown in Fig. 9. These changing inputs determine the output photoelectrical 

parameters of PV panel. Because of the non-linear properties of these inputs, it is 

required the use of the MPPT controller to obtain the maximum possible power from 

the PV panel. Fig. 10 represents the plot of switching signal assigned by the MPPT 

algorithm. This switching signal is used to determine the working condition of 

switching device. 

 

 

 
 

 

Figure 9. Time-varying input irradiation and temperature signals 

 

 

 
 

Figure 10. Plot of the switching signal 

 

Fig. 11 shows the load voltage, current and power. The initial irradiation level is of 

1000 W/m2 and starts to decrease with time. At t=2 s, it begins to fall to 800 W/m2 

and stays this level during an interval of 1s. At t=3 s, it begins to rise at the same 
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level initial condition. Considering temperature variation, initial temperature value 

is of unnecessary 19.6oC and begins to rise to 28oC at t=3 s. Then, the temperature 

is subject to variation by decreasing back towards 21.8 oC. The MPPT technique is 

used to track the maximum power point of PV array depending on the instantaneous 

current and voltage values. At any circumstances, MPPT will be tracking the MPP 

of the PV array by adjusting the duty cycle of the converter. As implied by the name, 

boost converter amplifies the output voltage of PV array. Irradiance and temperature 

inputs have opposite effect on output current. Fig. 11 displays the load voltage, 

current and power. 

 

 

 
 

Figure 11. Simulation results of the converter with Perturb and Observation 

algorithm 

 

 

Fig. 12 depicts the PV system output power in presence of irradiation and 

temperature variation. Without MPPT controller, the output power of system 

oscillates at the simulation time and it is affected with varying atmospheric 

conditions. This output power can be fixed using MPPT controller. 
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Figure 12. System power result in presence of irradiation and temperature 

variations. 

 
6. Conclusion 

 

 This paper deals with designing of a standalone PV system using P&O algorithm 

for MPPT in MATLAB/Simulink environment. The focus of this work is to 

investigate the effect of MPPT controller on the output power of PV system. As seen 

from the results, nearly stable power output was achieved by inserting perturb and 

observe algorithm to the DC-DC Boost converter. It was observed that MPPT is not 

deviated from the tracking of varying maximum power point owing to the irradiation 

and temperature variations. 
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LEARNING DENSE CONTEXTUAL FEATURES FOR SEMANTIC
SEGMENTATION

LONG ANG LIM AND HACER YALIM KELES

Abstract. Semantic segmentation, which is one of the key problems in com-
puter vision, has been applied in various application domains such as au-
tonomous driving, robot navigation, or medical imagery, to name a few. Re-
cently, deep learning, especially deep neural networks, have shown significant
performance improvements over conventional semantic segmentation methods.
In this paper, we present a novel encoder-decoder type deep neural network-
based method, namely XSeNet, that can be trained end-to-end in a supervised
manner. We adapt ResNet-50 layers as the encoder and design a cascaded
decoder that is composed of the stack of the X-Modules, which enables the
network to learn dense contextual information and have wider field-of-view.
We evaluate our method using CamVid dataset, and experimental results re-
veal that our method can segment most part of the scene accurately and even
outperforms previous state-of-the art methods.

1. Introduction

Semantic segmentation, which is the key problem in the field of computer vision
that concerned with partitioning image frames in video sequences into multiple
regions, is an active research area until these days. Consider road-scene video
sequences, where those road-scene regions are assigned any semantic categories such
as sidewalk, road, pedestrian, sky, building, and tree etc. More precisely, semantic
segmentation is a multi-class classification problem, where each pixel of an image is
associated with a class label. In this case, the representation of an image is changed
to something that is more meaningful and easier to understand. Pixel-wise semantic
segmentation is useful in various applications such as autonomous driving, medical
imagery, and robot navigation etc.
Recently, Convolutional Neural Networks (CNNs) [14] are very powerful in ex-

tracting hidden feature representations from data [28] and have been successfully
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used in many recognition tasks [14, 13, 22, 16, 12, 2, 21]. In particular, Fully Con-
volutional Networks (FCNs) that are based on transfer learning [16] have shown
significant performance improvement over traditional computer vision approaches
by large margins. In this case, the knowledge that is gained from image classifica-
tion problem is adapted to dense spatial class prediction domain where each pixel in
an image is marked with a class label. However, due to feature resolution reduction
caused by consecutive pooling and strided convolution operations in the pre-trained
models, this is a trade-off for the segmentation problem since the contextual details
or some object boundaries are lost. To recover lost information, some methods
[21, 2] used a skip-connection technique to injecting decoder features by using en-
coder features. This technique enables the network to learning and refining lost
object boundaries by using low level features in a sense of previous knowledge can
be incorporated with prior knowledge to help boosting the network learning.
Motivated by the recent success of deep neural networks, we propose a simple

yet effective encoder-decoder type network that can be trained end-to-end in a
supervised manner. The rest of this paper is organized as follows: a brief summary
about previous works is described in Section 2, our method is described in Section
3, our segmentation results are described in Section 4, and conclusion in Section 5.

Figure 1. The flow of XSeNet architecture.

2. Related Works

Motivated by significant improvement of deep neural networks, most researchers
explore the capabilities of such networks in semantic segmentation domain which
make this domain improved over times. Recently, the FCNs was proposed by au-
thors in [16] in semantic segmentation domain. The authors cast fully connected
layers of the pre-trained network; i.e. AlexNet [13], VGG-Net [22], and GoogLeNet
[23] into fully convolutional forms. The in-network upsampling and the skip archi-
tecture are introduced to refine the semantic outputs. Their method improves the
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Figure 2. The X-Module

performance on several datasets such as Pascal VOC 2011-12 [7], SIFT Flow [15]
etc. This work is considered as a milestone since the network can be trained end-
to-end by taking input images of arbitrary sizes and producing dense predictions.
Apart from this, a decoder approach is proposed by authors in [17] to mitigate the
limitation of FCNs. In this work, the deconvolution layers and unpooling layers are
embedded on top of the pre-trained classification model (VGG-16 Net) in a sym-
metric way. The network is applied to each object proposal in an input image, and
then the resultant semantic outputs from all proposals were combined to construct
the final segmentation output. This technique alleviates the limitation caused by
the fixed receptive field of FCNs.
SegNet [2] is another state-of-the-art method and it is trained with CamVid

dataset [3]. The network is composed of a decoder network embedded on top of
the pre-trained VGG-Net. The decoder network consists of convolution layers and
upsampling layers, where the max-pooling indices of the encoder network are used
to perform non-linear upsampling in the decoder part. This network outperforms
existing methods such as FCN [16] and DeconvNet [17].
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Another recent encoder-decoder network is proposed by authors in [11]. In this
work, the network is designed based on DenseNet [9] and trained from scratch with-
out using any pre-trained networks. The proposed approach improves the state-of-
the-art on CamVid and Gatech dataset [20]. Another effi cient semantic segmen-
tation method called ENet was proposed by [18]. The authors adopt the ideas of
ResNet network [8] and specifically design the model for fast inferences and hav-
ing low computational cost; yet, provides comparable results to existing methods.
Authors in [1] proposed a residual coalesced convolutional network (RCC-Net) for
video semantic segmentation problem. This encoder-decoder typed network archi-
tecture is designed based on the inspiration of ResNet model and Inception network
[23]. For computational effi ciency, the authors utilize an initial module to reducing
the dimensionality of the input images into small feature maps before passing to the
encoder network. Experimental results show that this network outperforms most of
state-of-the-art methods. Authors in [25] proposed an encoder-decoder type recur-
rent neural network-based method to exploit contextual information from images
and it provides promising results on various benchmarks.
Recently, authors in [19] proposed a two-branch network architecture which can

segment high resolution images at 123.5fps that can be suited to effi cient compu-
tation on embedded devices with low memory.
Moreover, dilated convolution or atrous convolution has been successfully used

in semantic segmentation task [26, 5, 4, 6]. The idea of dilated convolution is to
enlarge field-of-views in the network without learning extra parameters. To exploit
this nice property, we also adopt this idea in our implementation.

3. Our Method

3.1. Network Configuration.

3.1.1. The Encoder. We adapt the pre-trained ResNet-50 [8], also known as ResNet
50 layers, and design a network architecture as depicted in Fig. 1 and Fig. 2. We
utilize the first four blocks of ResNet-50 (conv1, conv2_x, conv3_x, conv4_x) and
freeze all layers of the network, except the last identity block of conv4_x where
we keep it for fine-tuning (for detailed ResNet network architecture, one may refer
to the original paper). Skip connection technique has been successfully applied in
image recognition task [8] to facilitate gradient flows through the network, and in
semantic segmentation task [21] to allow the decoder to learn relevant features that
are lost by pooling operations in the encoder part. Motivated by these ideas, we
apply the skip layers in our implementation, and we found out that it makes the
network converge faster and improves the accuracy.

3.1.2. The Decoder. Our decoder network (Fig. 2) contains four stacked modules,
namely X-Module, where each module contains exactly the same configuration,
except that the dilation rate is increased by a factor of two from the first module to
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the last module. For each module, given a set of feature map F , two convolutional
operations are operated in parallel:
(1) Firstly, a fixed receptive field 3x3-convolution with a stride of 1 is operated

on a given feature map F to produce a set of feature maps M of size H ×W × 64.
Then the feature map M is upsampled by a factor of 2 to produce a set of feature
maps M of size H ′ ×W ′ × 64.
(2) Secondly, a dilated 3x3-convolution with a dilation rate n and a stride of 1

is operated on the same feature map F to produce a set of feature maps N of size
H ×W × 64. Follow the same process, the feature map N is upsampled by a factor
of 2 to produce a set of feature maps N of size H ′ ×W ′ × 64.
(3) Thirdly, for the first, second and third module, a point-wise 1x1-convolution

projects a set of high dimensional feature map depths in the encoder part to low
dimension P of size H ′×W ′×64. Note that the skip weight-layers in conv2_x and
conv3_x of the encoder part are taken from the last identity block (we pick the
weight-layers right before BatchNormalization [10] and addition operation, from
this identity block). There is no skip layer (dash-line layer) in the fourth module.
(4) Finally, feature map M , N and P are concatenated along the depth axis

to produce H ′ ×W ′ × 192 feature maps (since 64 × 3 = 192), except the fourth
module where there is no skip layer P is used. Note that the concatenated features
are sequentially followed by BatchNormalization, ReLU, and SpatialDropout [24]
layer. Then, the resultant feature maps are passed through the next layer.
Further Analysis: a fixed receptive field of normal 3x3-convolution can be in-

terpreted as learning local features without incorporating global information into
account, where dilated 3x3-convolution enables the network to have wider receptive
fields that is significant for dense prediction by aggregating wide-ranged contex-
tual information into account. In our implementation, these types of convolutional
results are concatenated with previous knowledge in the encoder part, and then
passed through the next layer to learning dense prediction. In each module (Fig.
2), since the concatenated feature map is a result of two convolutional operations
that are operated on the same input, this concatenated feature map is expected to
be strongly correlated. In this case, to alleviate overfitting, we apply the Spatial-
Dropout right after this concatenated feature to drop correlated feature maps with
a dropout rate of 25% and we found it to be effective in our implementation.

3.2. Training Details. In this work, we utilize CamVid dataset [3], which consists
of 367 training, 101 validation, and 233 testing images at 360x480 resolution. The
CamVid challenge is to segment scenes into 11 classes such as road, building, car,
pedestrian, sidewalk, traffi c sign etc. We train our network using the same training
frames as described in [2].
We perform data augmentations to expanding the training sizes by horizontally

flipping, rotating +10/-10 degrees. To make the network paying attention to the
rare classes such as pole or traffi c light, we perform zooming and cropping (to left
and right) on the input image by focusing on those rare classes. Note that we
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zoom the images to left and right in ratios of 100% and 200%, and then crop those
images. To help the network paying attention to the rare class, we weight the
classes differently by computing the class weights from entire training examples.
We train our network using Adam optimizer with a batch size of 1, setting the

learning rate to 1e-3 and training by 15 epochs. We reduce the learning rate by a
factor of 5 when the minimum validation loss stops improving for 5 epochs. Early
stopping is applied when the minimum validation loss stops improving (min_delta
equals to 1e-4) for 10 epochs. A softmax cross entropy loss is used in our training.
Note that we resize the training images to a resolution of 352x480 in this experiment.

4. Results and Discussion

Figure 3. Our test results on CamVid dataset. First, second,
and third column show input images, ground-truths, and our test
results, respectively.

We measure the performance using three metrics followed the work in [2]; i.e.
percentage of pixels correctly classified (G), mean predicted accuracy over all classes
or class average accuracy (C), and mean intersection over all classes (mIoU).
Our test results and comparisons are depicted in Table 1. As can be seen,

our method outperforms all listed methods by some margins. We also depict our
segmentation results in Fig. 3 and Fig. 4. Most parts of the scenes are correctly
classified by our method, especially major classes such as road, building, tree or car
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Figure 4. A comparison with the top model listed in Table 1.
First, second, third, and fourth column show input images, ground-
truths, our test results, and ReSeg results [25], respectively.

etc. One remarkable thing is that it is capable of distinguishing between bicyclists
and pedestrians (Fig. 3, last row), where it is the failed case of other methods.
This improvement may cause by aggregating contextual information using dilated
convolution. However, it fails to detect rare classes, i.e. traffi c lights and poles,
where they share similar color intensities with the scene and it may be caused by
the imbalanced data problem. Similarly, in the challenging scenario (dark scene),
our method produces comparable results compared to the top listed model (Fig.
4).

Table 1. The test results on CamVid dataset and comparisons
with the state-of-the-art methods. (G: Percentage of pixels cor-
rectly classified, C: Mean predicted accuracy over all classes, mIoU:
Mean intersection over all classes.)

Methods G C m-IoU
XSeNet (ours) 90.15 74.08 62.98
ReSeg [25] 88.70 68.10 58.80
RCC-Net [1] — 71.50 53.30
ENet [18] — 68.30 51.30
SegNet [2] 88.60 65.90 50.20
DeconvNet [17] 85.60 — 48.90
SegNet-Basic [2] 84.20 56.50 47.70
FCN [16] 83.50 57.30 47.00

5. Conclusion

In this research, we propose a novel network architecture and apply some use-
ful techniques that significantly improve the segmentation results. We included
four stacked X-Modules, all of which have exactly the same architectural config-
urations, except for the increased dilation rates. This configuration increases the
receptive field size and helps better aggregating the contextual information without
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creating additional burden to the architecture. Our method produces good results
and outperforms previous state-of-the-art methods in all metrics. We believe that
our method can be improved further by increasing the layers in our network, i.e.
ResNet-101 and ResNet-152 layers, or by replacing the pre-trained architecture
(ResNet-50) with dilated residual networks [27], since this network is designed to
alleviate the problem of losing relevant information when applying pooling opera-
tions. We will investigate the optimal solution for the aforementioned problems in
our future research.
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A STUDY ON THE SEARCH POTENTIAL OF DOUBLY CHARGED 

LEPTONS AT THE SppC BASED ep COLLIDERS 
 

 

 A.  OZANSOY  and O. ALBAYRAK 

 
Abstract. We consider the single production of doubly charged leptons which 

take part in the extended weak isospin models and have exotic electric charges such 

as eQ 2  at the SppC based electron-proton (ep) colliders. We introduce the 

effective lagrangians describing the doubly charged lepton gauge interactions with 

SM leptons. We calculate the decay widths and production cross sections as a 

function of doubly charged lepton mass. We deal with the XWepe


  process 

and plot the kinematical distributions for  the final state electron both for the signal 

and corresponding background. We perform a cut-based analysis to obtain the mass 

limits and couplings of doubly charged leptons at the SppC based ep colliders with 

the center-of-mass energies of √𝑠 = 8.44 TeV and √𝑠 = 26.68 TeV. 

 

 

1. Introduction 
 

The Standard Model (SM) of particle physics has a structure with three families of 

matter particles.  Apart from their masses, these families are exact repetition of the 

first family. SM has no answer for the fermionic family replication. On the other 

hand, the large number of the fundamental particles and free parameters in the SM 

bring to mind that question: Is it really a basic theory? Currently, although SM is 

very compatible with experiments, it is not the final word for particle physics, but it 

can be considered as the low energy limit of a more fundamental theory. It is clear 

that theories beyond the SM (BSM) must be envisaged.  

Compositeness is one of the BSM theories which is a reasonable candidate to be 

capable of answering these questions. In composite models, it is considered that 

there could be one more layer of matter constituents called preons and SM fermions 

are bound states of preons [1-8]. At the scale of preon binding energies new 
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interactions among leptons and quarks may emerge. If leptons and quarks have a 

composite structure, excited states should be observed. Spin and isospin-1/2 excited 

fermions are considered as lowest radial and orbital excited states. Excited leptons 

with weak isospin states IW = 0 (singlet) and IW =1/2 (doublet) are studied widely in 

the literature [9- 25].  

If we take into account the weak isospin invariance in the framework of 

compositeness, the weak isospin values can be extended to include the IW =1 (triplet) 

and IW =3/2 (quadruplet) multiplets.  These exotic multiplets have new particles 

(excited leptonic states) with exotic charges  eQ 2  and they are called doubly 

charged leptons [26]. If a signal for the doubly charged lepton is observed in the next 

generation of colliders, this will provide us pioneering information about the SM 

family repetition and flavor structure. 

The experimental data coming from the Large Hadron Collider (LHC) is quite 

compatible with the SM and there is no new physics signal of ~ O (a few) TeV (by 

referring to the LHC energies). To go far beyond the scope of the LHC, designing 

for the installation of high energy and high luminosity colliders has become very 

important. Future Circular Collider (FCC) is a 100 TeV center-of-mass energy pp 

collider studied at CERN for the post-LHC era.  It is an international project and 

supported by European Union within the Horizon 2020 Framework for Research and 

Innovation. The FCC’s Conceptual Design Report (CDR) was completed in 2019 

and published as four volumes [27-30]. The FCC is planned to be 4 times the LHC 

in size and bigger than the LHC energy about 7 times. 

Another important post-LHC project is Super proton-proton Collider (SppC) project 

[31]. SppC is the Chinese analog of the FCC with the center-of-mass energy about 

70 TeV. The CDR of the project which has two volumes was published in 2018 [32-

33]. The first stage of the project will be an electron-positron collider called Circular 

Electron Positron Collider (CEPC) with a center-of-mass energy of 240 GeV. After 

this stage is completed, a pp collider of approximately 70 GeV in the same tunnel 

will go into operation. 

Except from the compositeness doubly charged leptonic states are encountered in 

other BSM models, (for example in Type II seesaw mechanisms, some extensions 

of supersymmetric models, string inspired models etc.), too [34-44]. In the literature 

there are phenomenological studies for the doubly charged leptons at the LHC [45-

54], at the future 

ee  and e colliders [55-58], and at the future lepton-proton 

colliders [59-61].  The first limits for the mass of doubly charged leptons in ep 

collisions obtained as like that, for  Lint >104 fb-1 
, 

 ML > 860 (1280) GeV at s =1.3 

(1.98) TeV in [59].  
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In this work, we give the effective lagrangians responsible for the gauge interactions 

of doubly charged leptons predicted by the extended weak isospin model and 

calculate the decay widths for different values of compositeness scale () in Section 

2. In Section 3, we introduce the SppC based ep colliders. We give our analysis for 

the search potential of the SppC based ep colliders in Section 4 and then we 

conclude. 

 

2. Doubly Charged Leptons In The Extended Weak  
Isospin Model 

  

Long before the experimental verification of hadronic constituents (quarks and 

gluons), the strong isospin symmetry provided important information for 

understanding the patterns and properties of the hadron resonances. By analogy, the 

structure of possible fermionic resonances can be understood using the weak isospin 

(IW) symmetry. In this way, the quantum numbers of possible excited fermionic 

states could be obtained without needing the dynamics of the preons explicitly. 

Since, right-handed SM fermions are in singlets (IW = 0), left-handed SM fermions 

are in doublets (IW = 1/2) and gauge bosons have IW = 0 (for photon and gluon) or 1 

(for W± and Z bosons); allowed weak isospin values for excited fermionic states can 

be IW  3/2.  Basic principles of extended weak isospin model are discussed in [26]. 

In the extended weak isospin model, weak isospin multiplets are extended to IW =1, 

3/2. In these exotic multiplets doubly charged leptons with electric charge Q=-2e 

appear in triplets (IW =1) and in quadruplets (IW =3/2). In Eq. 1 the form of these 

exotic multiplets are listed as 

0

1

0

3/ 2

, 1, 2

, 3 / 2, 1

W

W

L

L L I Y

L

L

L
L I Y

L

L











 
 

    
 
 

 
 
    
 
  
 

                                      (1) 

and similar for the antiparticles. Here, L can stand for any kind of lepton flavor, Y is 

the weak hypercharge. Since the weak hypercharge value for all gauge fields is Y=0, 

a given exotic multiplet couples through the gauge fields to a SM multiplet only with 

the same Y. Concerning the gauge invariance, the couplings of the doubly charged 
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leptons to SM leptons and gauge bosons have to be of anomalous magnetic moment 

type. Therefore, the only possible coupling of doubly charged leptons to SM 

fermions, including both IW =1 and IW =3/2 multiplets, takes place via W-boson. The 

effective Lagrangians describing the gauge interactions of doubly charged leptons 

with ordinary leptons are given as 

(1) 51
1

. .
2

GM

gf
i L W l h c

 






 
   

  
L                                   (2) 

(3 / 2) 3 5
1

. .
2

GM

gf
i L W l h c

 






 
   

  
L                                   (3) 

As seen in Eq. 2 (Eq. 3), IW =1 (IW =3/2) multiplet couples to SM right-handed (left-

handed) lepton, because of the fact that a certain exotic multiplet can couple via 

gauge fields to a SM multiplet with the same value of Y. In Eq. 2 and 3, g is the 

SU(2) coupling constant and it is equals to sin
e W

g g  where 4
e
g  .  f1 and f3 

are new coupling constants related to effective interactions of IW =1 and IW =3/2 

multiplets, and they are usually set to 1 in the literature. If we want to obtain their 

exact values we have to take into consideration the model for compositeness.  is 

the compositeness scale, and L and l stand for doubly charged lepton and SM lepton, 

respectively.  is an antisymmetric tensor and it is equal to

  2i           where   being the Dirac matrices.  

Since doubly charged leptons couple to the SM leptons only via the W-boson, the 

only decay mode is charged weak decay mode, so the branching ratio of the   

L l W
  
 process is equals to one (BR(%)=100, in other words). Taking into 

account  f1 = f3 = f , decay width values for the doubly charged leptons both for the 

Lagrangians 
(1)

GM
L and 

(3/ 2)

GM
L   are the same. The decay width of the doubly charged 

lepton with respect to its mass (ML) for f1 = f3 =1  is given in Table 1 for two different 

values of . 
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Table 1. Total decay width of doubly charged lepton as a function of its mass  

for =ML and =5 TeV. 

 

ML(GeV) 

 (GeV) 

=ML =5 TeV 

500 4.21 0.0042 

1000 8.68 0.35 

1500 13.10 1.17 

2000 17.49 2.79 

2500 21.89 5.47 

3000 26.68 9.45 

3500 30.66 15.02 

4000 35.05 22.43 

 

 

3. SppC Based ep Colliders 

Construction of a linear electron accelerator tangential to the proton ring can give 

the opportunity to collide the electrons and protons. It should be emphasized here 

that the electron accelerator should be linear since it will be very difficult to reach 

high energies due to the synchrotron radiation in circular electron accelerators. The 

advantages and physics potential of the linac-ring type colliders are discussed in [62-

63]. Hadron Electron Ring Accelerator (HERA), the only ep collider ever operated, 

has shown that ep colliders are competitive to pp and ee colliders and are very 

important for BSM physics research. The Large Hadron electron Collider (LHeC) 

would be the second ep collider with the center-of mass energies 1.3 and 1.98 TeV 

after the HERA [64-65]. Also FCC would have an ep option [27]. Recently, using 

the parameters of the well-known future linear electron accelerator projects, SppC-

based various ep colliders proposed in [66]. The main parameters of four different 

options of the SppC-based ep colliders are given in Table 2.  
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Table 2.  Main parameters of the SppC-based ep colliders. (These values are obtained  

from [66]). 

Ee (TeV) Ep (TeV) s (TeV) Lep (cm-2s-1) 

0.5 35.6 8.44 2.511031 

0.5 68 11.66 6.451031 

5 35.6 26.68 7.371030 

5 68 36.88 1.891031 

 

 

4. Analysis 
 

Doubly charged leptons can be produced singly through the process XLpe




at ep colliders. The Feynman diagrams representing the related subprocess 
' '

( ) ( )e q q L q q
 

 are given in Figure 1.  

 

 

Figure 1. Feynman diagrams for the subprocess 
' '

( ) ( )e q q L q q
 

 . 

 

For the sake of simplicity, we have considered only IW=1 multiplet in our analysis. 

One of the authors of this paper has showed in [61] that single production cross 

section for IW =3/2 multiplet differs slightly from IW =1 multiplet at ep colliders. We 

implemented the doubly charged lepton interaction vertices in high-energy 

simulation programme CalcHEP [67-69] and used it for our calculations both for 

signal and background.  

Total production cross section for the single production of doubly charged leptons  

( XLpe


 ) at ep colliders with center-of-mass energies 44.8s TeV and 

68.26s TeV for =ML and f1 =1 is shown in Figure 2. To obtain the total cross 

section we have used the CTEQ6L parton distribution function [70]. 
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Figure 2. Total cross section for the single production of doubly charged leptons at two 

different SppC-based ep colliders. 

 

After the decay of L
 

, we deal with the )()(
''
qqeWqeq


 subprocess. Here 

we respect the lepton family number conservation.  We apply the same generic cuts 

for the final state electron and jets as 

,
20

e j

T
p GeV                                                          (4) 

By applying the generic cuts, we get the some kinematical distributions of the final 

state electron. There is no more cut on jets. We show normalized transverse 

momentum (pT) and normalized pseudorapidity () distributions for  44.8s

TeV and 68.26s TeV in Figures 3 and 4, respectively. 
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Figure 3. Normalized pT  and distributions for the final state electron at s =8.44 TeV. 
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Figure 4. Normalized pT  and distributions for the final state electron at s =26.68 

TeV. 

 

We obtain the discovery cuts by examining these kinematical distributions. We 

search for the areas which we largely remove the background but not affect the 

signal much. These discovery cuts are presented in Table 3. 
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Table 3. Discovery cuts for the doubly charged lepton production at the SppC-based ep 

colliders. 
 

s (TeV) 
e

T
p  cut 

e cut 

8.44 320
e

T
p   GeV 3.2 0.8

e    

26.68 870
e

T
p   GeV 2.2 2

e    

 

 

We give the  signal and background cross sections before and after the discovery 

cuts in Table 4 and 5 for 44.8s TeV and 68.26s TeV, respectively; and it 

is easily seen from these values that we have reached what we want. The signal cross 

sections show almost no change after applying the obtained discovery cuts. 

 

Table 4. Signal and background cross sections before and after applying the discovery 

cuts for 44.8s TeV 

ML (TeV) S  (pb) B (pb) 

Before cuts After cuts Before cuts After cuts 

2 1.21×10-1 1.12×10-1  

15.39 

 

0.34 4 1.38×10-3 1.34×10-3 

6 6.03×10-6 5.88×10-6 

 

Table 5. Signal and background cross sections before and after applying the discovery 

cuts for 68.26s TeV 

ML (TeV) S  (pb) B (pb) 

Before cuts After cuts Before cuts After cuts 

8 4.90×10-3 4.50×10-3  

60.48 

 

0.105 16 1.32×10-5 1.29×10-5 

24 1.97×10-8 1.91×10-8 

 

 

We choose the hadronic decay mode of W-boson as 2W j .  We define the 

statistical significance (SS) of the expected signal yield as 

int

S B B

B

SS L
 






                                         (5) 
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where 
BS 

  is the cross section due to the all contributions of SM and doubly charged 

lepton, and 
B

  is the SM background cross section, respectively; Lint is the integrated 

luminosity of the collider. We obtain Lint,  by multiplying  the average instantaneous 

luminosity of the collider given in Table 1  by the factor 107  which is the operating 

time of the collider for approximately 1 year. 

In Figure 5, we show the SS - ML plots for the SppC-based ep colliders, indicating 

the 2 (exclusion), 3 (observation), and 5 (discovery) regions, respectively. In 

Table 6, we list the obtained mass limits for doubly charged leptons at the SppC-

based ep colliders for f1=1 and =ML, taking into account the criteria SS  2, SS  

3 and SS  5 which denote the 2 , 3  and 5  limits, respectively. 
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Figure 5. SS as a function of ML for the SppC-based ep colliders. 

 

Table 6. Mass limits for doubly charged leptons at the SppC based ep colliders for =ML 

and  f1=1. 

s (TeV) Lint (pb-1) 

2  

(Exclusion) 

(TeV) 

3  

(Observation) 

(TeV) 

5  

(Discovery)  

(TeV) 

8.44 2.51 102 2.19 2.00 1.75 

26.68 7.37 103 4.30 3.85 3.30 

 

By using the same discovery cuts we plot the contour plots at -ML parameter space. 

We show our contour plots in Figure 6. From these figures we deduce the 

observation (3) limits for the  as ~ 2.6 (4) )TeV for ML=1.75 (3.30) TeV at s

= 8.44 (26.68)  TeV.  
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Figure 6. Contour plots at the -ML parameter space for the SppC-based ep colliders. 

 

5. Conclusion 

Using weak isospin invariance may help us to investigate the properties of possible 

fermionic resonances. Thus, a new perspective on compositeness is developed. In 

extended weak isospin model, the usual weak isospin multiplets are extended to 

higher weak isospin multiplets namely, IW =1 (triplet) and IW =3/2 (quadruplet) 

multiplets. The doubly charged leptons are predicted in these exotic multiplets. 

SppC-based ep colliders will give an excellent environment to search for the doubly 

charged leptons. Taking into account the gauge interactions of doubly charged 

leptons with SM leptons and applying the cuts obtained from kinematical 

distributions, we have provided 2, 3 and 5 mass limits as 2.19 (4.30) TeV,  2.00 

(3.85) TeV, and 1.75 (3.30) TeV, respectively at the SppC-based ep colliders at s



A.  OZANSOY  and O. ALBAYRAK 

 
48 

= 8.44 (26.68) TeV for =ML and f1=1. Our results have showed that, SppC-based 

ep colliders can extend the limits for the doubly charged lepton mass nearly two 

times from those obtained from the pp colliders. 
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BAND REDUCTION FOR TARGET DETECTION IN 

HYPERSPECTRAL IMAGES 

 

 

MURAT ŞİMŞEK and HAKKI ALPARSLAN ILGIN 

 

 
Abstract. Due to the high spectral resolution, hyperspectral images need large data 

storage and processing time. Indeed, its high dimensional structure requires high 

computational complexity, especially for target detection. In order to overcome these 

problems, band reduction methods have been proposed. In this paper, we compare PCA and 
SNR-based band reduction methods to improve target detection performance in hyperspectral 

images. Experimental results show that band reduction methods not only reduce processing 

time, but also increase accuracy rate. 
 

 

 

1. Introduction 
 

Hyperspectral imaging collects image data simultaneously in hundreds of narrow 

and adjacent spectral bands. Owing to narrow contiguous spectral bands, 

hyperspectral images have detailed information about scene.  Because of having 

large quantity of spectral information, hyperspectral images are used in many 

applications including remote sensing, mineral identification, environmental 

studies, surveillance, object classification and target detection. Although high 

spectral information allows us to distinguish various types of materials in scene, it 

increases processing time on account of large data size. Furthermore, large number 

of spectral bands increases complexity. Since hyperspectral images contain highly 

correlated spectral bands, their unnecessary information is excessive. Thus, 

dimensionality reduction methods have been developed which reduce the number of 

bands without losing the information content and also segregate noise in the data 

[1]. Fig. 1 shows a flow diagram of the band reduction. 
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Figure 1. Band reduction flow diagram 

 

Band reduction is an effective and necessary preprocessing phase for processing 

images in order to overcome problems caused by high size in hyperspectral images. 

Our aim is to obtain high accuracy percentage and low processing time with less 

data namely hyperspectral image band in target detection. Hyperspectral image is a 

three-dimensional data and consists of spectral bands each having a two-dimensional 

spatial image. Hyperspectral data cube used in the experimental studies is shown in 

Fig. 2. 

 

 
Figure 2. HyMap Hyperspectral Data Cube 

 

Each band of hyperspectral image includes the responses of ground substances at a 

specific wavelength. Two spectral bands with different wavelengths of the 

hyperspectral image which is used in this study are shown in Fig. 3 [2]. 
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(a) 

 

 
(b) 

Figure 3. Spectral band examples of hyperspectral image (a) 15th band of hyperspectral 

image (b) 60th band of hyperspectral image 

 

In the next section, Principle Component Analysis (PCA) and Signal-to-Noise Ratio 

(SNR)-based band reduction techniques are discussed. Comparison of these 

techniques and effect on target detection are examined in section 3. In the last 

section, conclusion and discussion are given. 

 

 
2. Band reduction approaches 

 

There are several band reduction techniques for hyperspectral images each having 

different performance characteristics when combined with target detection methods. 

In this study, we consider two approaches, PCA and SNR-based band reduction 

methods, to increase target detection performance as well as to decrease processing 

time. In the following subsections PCA and SNR-based approaches are explained. 
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2.1. PCA Approach 

 

In terms of remote sensing, PCA has been used in many areas. In this paper we use 

PCA for band reduction for target detection in hyperspectral images. The first small 

number of PCA bands generally include most of the information existing in 

hyperspectral image and therefore hyperspectral image bands and noise can be 

reduced effectively [3]. 

 

PCA utilizes the correlation which exists between neighboring spectral bands that 

generally contain the same information about the same object. PCA examines band 

dependence or correlation using statistical properties between the bands of 

hyperspectral image [4].  

 

A hyperspectral image, which has P number of bands with m rows and n columns, 

namely B=mxn pixels, in each band, is defined as 

 

𝑯 = [𝒉1, 𝒉2, … , 𝒉𝐵]𝑇                                          (1) 

 

where hi is a pixel vector of the hyperspectral image at spatial point i which is given 

as 

 

𝒉𝑖 = [ℎ1, ℎ2, ℎ3, … , ℎ𝑃]𝑖
𝑇 , 𝑖 = 1, … , 𝐵                 (2) 

 

where ℎ𝑗, {j=1,…,P} are pixel values at each band. The mean vector of all pixel 

vectors is 

 

𝝁 =
1

𝐵
∑ [ℎ1, ℎ2, ℎ3, … , ℎ𝑃]𝑖

𝑇𝐵
𝑖=1 .                            (3) 

 

Covariance matrix is calculated as 

 

𝑪𝑯 =
1

𝐵
∑ (𝒉𝑖 − 𝝁)(𝒉𝑖 − 𝝁)𝑇𝐵

𝑖=1 .                          (4) 

 

PCA is based on eigenvalue decomposition of covariance. Covariance matrix can be 

written as  

 

𝑪𝑯 = 𝑨𝑫𝑨𝑇                                                         (5) 

 

where 𝑫 = diag(𝜆1, 𝜆2, 𝜆3, … , 𝜆𝑃) is the diagonal eigenvalue matrix where λj, 

{j=1,…,P} are eigenvalues and 𝑨 = (𝒂1, 𝒂2, 𝒂3, … , 𝒂𝑃) is orthonormal eigenvector 
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matrix with orthonormal vectors 𝒂𝑗, {j=1,…,P}. Each PCA pixel vector after the 

transformation can be calculated as follows [5]: 

 

𝒚𝑖 = 𝑨𝑇𝒉𝑖,      𝑖 = 1,2, … , 𝐵                                (6) 

   

Each of the transformed pixel vectors contains the compressed information of the 

entire data set. While first few PCA bands have the highest variance, last bands have 

the lowest variance. Therefore, the first PCA bands generally contain most of the 

information in the original hyperspectral images. Since PCA is used to reduce 

number of bands to be used, it enables more efficient and accurate analysis [2]. It 

also eliminates noise since last bands are mostly noisy. 

 

 

2.2. SNR-based Band Reduction Method 

 

Hyperspectral imaging is very useful for remote sensing, but hyperspectral data is 

characterized by narrow bands affected by low SNR [6]. In this paper, Minimum 

Noise Fraction (MNF) algorithm is used as SNR-based band reduction method.  

 

MNF is used to determine the dimensionality of image data, isolate noise in the data, 

and reduce computational requirements for subsequent operations [7]. MNF is based 

on separation of noise from information content in the image. MNF mainly consists 

of two steps. The first step associates and re-scales the noise in the data based on an 

estimated noise covariance matrix. Then a standard PCA is applied to the noise-

whitened data [8].  

 

Assuming that hyperspectral image matrix H consists of the sum of signal and noise; 

 

𝑯 = 𝑺 + 𝑵                                                       (7) 

 

where S and N are the uncorrelated signal and additive noise, respectively. 

Therefore, covariance matrices are referred by 

 

𝑪𝑯 = 𝑪𝑺 + 𝑪𝑵                                                   (8) 

 

where 𝑪𝑆 and 𝑪𝑁 are noise and signal covariance matrices, respectively. MNF 

results in a new uncorrelated data set which is a linear transform of the original data 

𝒀 which is given as 

 

𝒀 = 𝑽𝑇𝒁                                                           (9) 
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where V and Z are linear transformation matrix and zero-mean hyperspectral image, 

respectively. Row vectors in the zero-mean dataset Z are found by subtracting the 

row vectors of H from their means [9]. The first row vector of Y contains the signal 

components without noise. However, the other rows contain noisy signal 

components. In other words, as the number of lines increases, noisy signal 

components increase. SNR of each hyperspectral band can be written as 

 

𝑆𝑁𝑅𝑗 =
𝒗𝑗

𝑇𝑪𝑯𝒗𝑗

𝒗𝑗
𝑇𝑪𝑵𝒗𝑗

− 1, 𝑗 = 1, … , 𝑃                       (10) 

 

where 𝒗𝑗, 𝑗 = {1, … , 𝑃} are orthonormal vectors of matrix 𝑽. 

 

 

3. Comparison of pca and mnf band reduction methods with 
target detection algorithm 

 

We use Adaptive Coherence Estimator (ACE) [10] target detection method alone 

and with PCA and then MNF to compare band reduction methods in terms of 

processing time and detection accuracy. 

 

ACE is a target detection method that can be used in cases where background 

statistical parameters are not known. This method is derived from Generalized 

Likelihood Ratio (GLR) approach. Based on the assumption that the background 

covariance matrix is known, target detection criterion D is calculated for each 𝒉𝑖 

pixel vector as follows: 

 

𝐷(𝒉𝑖) =
(𝒈𝑇𝑪𝑯

−1𝒉𝑖)
2

 (𝒈𝑇𝑪𝑯
−1𝒈)(𝒉𝑖

𝑇𝑪𝑯
−1𝒉𝑖)

                           (11) 

 

where g is the target spectrum. In equation (11), ACE algorithm estimates the 

detection statistics and obtains a separation between the target and the background. 

 

For experimental studies, we use hyperspectral data set which was collected by 

HyMap sensor and supplied by Rochester Institute of Technology. Hyperspectral 

data set has 3-meter spatial resolution per pixel and 126 spectral bands. Also, data 

set includes spectral signature of red small carpet [2].  

 

For the evaluation purpose, we use PCA in conjunction with ACE called PCA-ACE 

method and then MNF with ACE, named MNF-ACE method on hyperspectral data 

set with spectral signature of 3x3 meter red carpet.  
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Experimental tests are performed on a computer with the specifications of Intel Core 

i5 2450M 2.5 GHz processor and 4GB RAM. The higher the detection accuracy, the 

greater the detection performance is. The best detection result is given with detection 

accuracy of 1. Using band reduction improves detection performance.  

The results for all methods are given in Tab. 1. As it can be seen in Tab. 1, accuracy 

and processing time are the best for ACE target detection algorithm with MNF band 

reduction method.  

 
Table 1. Comparison of band reduction methods for effect on target detection algorithm 

in terms of processing time and detection accuracy. 

Method Processing Time (second) Detection Accuracy 

ACE 6.65 0.6892 

PCA-ACE 2.55 0.6927 

MNF-ACE 2.40 0.8164 

 

In order to demonstrate the effect of band reduction methods, PCA and MNF, target 

pixel spectrum and results of target detection are shown in Fig. 4. The spectrum in 

Fig. 4 (a) is the target signature, which is also detected by ACE without band 

reduction. In Fig. 4 (b), target spectrum which is detected by ACE with PCA band 

reduction method is shown. In this method resulting number of bands is 90. Other 

spectrum with 35 bands given in Fig. 4 (c) is detected by ACE with MNF band 

reduction method. MNF reduction results in the least number of bands used in target 

detection with the highest detection accuracy. 
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(a) 

 

 
(b) 
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(c) 

Figure 4. Comparison of detected target spectra (a) Original target signature which is 

detected by ACE without any band reduction application, (b) detected target spectrum by 

ACE with PCA band reduction, (c) detected target spectrum by ACE with MNF band 

reduction  

 

4. Conclusion 
 

In this study, a comparative framework was developed for band reduction 

approaches for target detection in hyperspectral images. We specifically investigated 

PCA and MNF band reduction algorithms when used with ACE algorithm for target 

detection in hyperspectral images. ACE alone gives the worst results in terms of 

processing time and detection accuracy when used without band reduction. 

Conversely, the results demonstrate that band reduction increases target detection 

performance since noisy bands are eliminated. Particularly, MNF band reduction 

algorithm with ACE leads to better detection accuracy and processing time than 

PCA with ACE. It is possible to extent future works with other target detection and 

band reduction methods, more targets with spectral signatures and hyperspectral 

images. 
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RF ANTENNA DESIGN FOR BUTTON-TYPE BEAM POSITION 

MONITORS USING BIO-INSPIRED OPTIMIZATION METHODS 
 

 

Ayhan AYDIN and Erkan BOSTANCI 

 

 

 
Abstract. Accelerator based facilities are in a leading position for crafting many 

scientific and technical innovations for a wide range of application from aviation 

to medicine. Beam Position Monitors (BPMs) are critical diagnostics tools for such 

facilities. This study presents bio-inspired methods known as Particle Swarm 

Optimization and Evolutionary Algorithms in order to design RF antennas for 

button-type BPMs. Our results show that the antenna parameters obtained using 

this multiple objective approaches present suitable SNR and linearity values for 

signal processing. It is found that using an antenna radius of 5.5 mm and beam-

pipe radius of 17.5 mm, we can obtain SNR values around 40 dB which can be 

electronically processed.  

 

 

 

1. Introduction 
 

Although the installation and operation costs of accelerator based facilities require 

huge investments, they play a major role in the development of science and 

technology. Particle beams produced in such facilities must be continuously 

diagnosed and be subject to correction processes in order to provide protection from 

any radiation damage. Beam Position Monitors (BPM) are one of the most important 

diagnostics tools to diagnose entire system and they are used to determine position 

of beam inside the beam-pipe [1-3]. There are three important concerns in this 

process which can be listed as: (1) BPM antennas should provide adequate signal, 

i.e. signal-to-noise ratio (SNR) for signal processing, (2) beam position 

measurement should be done accurately and (3) the measurement system should be 

non-destructive to the beam. Considering these requirements, studies were carried 

out to determine the geometry of button-type BPM antennas using numerical and 
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analytical approaches [4]. In this study, we focused on optimizing the geometric 

properties of BPM antennas such as diameter, thickness and gap by using bio-

inspired optimization algorithms such as Particle Swarm Optimization (PSO) and 

Evolutionary Algorithms (EA) [5-7]. 

 
2. Bpm Antenna Design 

 

Different techniques can be used to determine of the beam position. However, these 

techniques can damage structure of the beam or they can be very expensive. 

Therefore, BPMs are widely used for all kind of accelerators due to low cost and 

robustness. The mechanical system of BPMs are generally designed as a cylindrical 

structure with 4 antennas placed on. Determination of the beam position is directly 

related to geometry of the BPM. This geometric design can affect many parameters 

such as accuracy, resolution, bandwidth, dynamic range, SNR etc. Therefore, design 

and production stages are key to achieve these requirements. In this study, 

optimization methods are applied on the following basic formulas to find geometric 

features of the BPMs for Turkish Accelerator and Radiation Laboratory in Ankara 

(TARLA) [8].  

 

The signal power depends on the geometric parameters of BPM including beam-

pipe radius, antenna diameter and thickness [9]. Once an adequate signal level is 

obtained, this signal can then be processed electronically by a front-end electronic 

system [10]. Despite the fact that the signal level can be increased by extending the 

antennas, it is known that using larger fitting elements makes it difficult to achieve 

an ultra-high vacuum level.  

 

For this reason, we optimized antenna radius along beam-pipe radius and thickness 

for admissible values considering TARLA beam parameters such as the beam-pipe 

radius between 17.5 mm and 21 mm, average beam current of 1 mA and bunch 

repetition rate of 13 MHz. 

 

In order to find optimal antenna radius a and beam-pipe radius b parameters, we 

used the following formula for finding signal power (Ps) and noise power (Pn) 

defined by Smith [2] as an objective function: 

 

Ps=
2π

2
a
4

b
2
β
2
c
2
ZAm

2
f 0
2
I avg
2

 

 

(2.1) 

and 
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Pn= kBTZB  

 

(2.2) 

Then the SNR can be calculated as: 
 

SNR=
Ps

Pn    

 

(2.3) 

 
3. Parameter Optimization 

 

 

Finding optimal design parameters for BPM is a numerically expensive problem. 

Considering the complexity of the power and signal calculations for a large number 

of candidate solutions, following a numerical or analytical optimization approaches 

may be a challenge. Furthermore, the classical approaches also tend to get stuck at 

local optimum. 

 

The literature presents bio-inspired optimization methods such as PSO and EA [11-

14] which are both stochastic computation techniques inspired by the flocking 

behavior of the birds and the basic law of survival of the fittest, respectively. Such 

optimization methods do not require prior knowledge about the solution, rather use 

a fitness function to choose among candidates that are promising to yield better 

solutions through a heuristic process. 

 

In this paper, the design problem for the BPM was modeled using both approaches 

with two optimization goals as (1) to increase Ps, (2) decrease antenna radius, gap 

and thickness subject to three constraints as having (1) SNR larger than 30 dB (2) 

resolution smaller than 20 micrometer and (3) capacitance larger than  1 pF. 

 
4. Results 

 

Results show that the electron beam  located anywhere in the beam-pipe (with radius 

17.5 mm and antenna radius of 5.5 mm) can be measured linearly in the first 10 mm 

region of by using 11 mm diameter antennas as depicted in Fig.1.  

 

Fig. 1a. and Fig. 1b. depict the extreme examples for the antenna size for 2.5 mm 

and 10 mm, respectively. It can be seen that the measurements can overlap for a 

short antenna (Fig. 1a), which means that there will be accuracy problems, i.e. 

linearity problems can be faced, in the measurement, whereas in case of using a long 

one (Fig. 1b.), more accurate readings can be achieved. The problem with using a 
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long antenna is that they are not always of practical use due to manufacturing process 

since antennas with a larger volume may counteract the vacuum permittivity 

constraints.  

 

(a) (b) 

(c) 

Figure 1.  Linearity maps for the electron beam for varying antenna lengths 

(a) 2.5 mm  (b) 10 mm (c) 5.5 mm. 

 

The optimized length of 5.5 mm (Fig. 1c.) can achieve accurate measurement in 10 

mm range of the beam-pipe.  For the non-linear part (beyond 10 mm), mathematical 

interpolation methods such as curve fitting can be applied to determine beam 

position. 

 

The beam position calculated in terms of voltages is depicted in Fig. 2 for small 

displacements from the beam-pipe center as described in [2].  
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(a) 

(b) 

(c) 

Figure 2. Sensitivities for the xy plane. Asterisks for x axis, line for y axis. 

Red line is added to compare linearity of the results. (a) 2.5 mm  (b) 10 mm (c) 

5.5 mm.  

 

Here, it can be seen that the sensitivities are consistent for both axes on the xy plane. 

Difference over sum for the signals obtained from opposite antennas. It is clear that 

the sensitivity increases with the length of the antenna, the optimized length is given 

in Fig. 2c. 

 

Fig. 3. shows the relation between SNR, beam-pipe radius and resolution for the 

solutions obtained using the bio-inspired approaches. It can be seen that as the SNR 

increases, BPM can achieve better resolution values. 
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Figure 3. Relation between SNR, beampipe radius and resolution. 

 

A comparison between EA and PSO is presented in Fig. 4. It can be seen that both 

approaches can find similar SNR values and both approaches can yield SNR values 

above 40 dB. These results are in an acceptable range for the isolation of the power 

signal from the noise signal.  

 

 

 

 

 

 

 

 

 

 
Figure 4. Comparison of EA and PSO. 

 

Table 1. shows the capacitance and SNR values for the given antenna lengths. All 

capacitance and SNR values are in a range that is appropriate for signal processing. 

 

Table 1. Relation between antenna length, capacitance and SNR 

Antenna Length (mm) Capacitance (pF) SNR (dB) 

2.5 1.22 13.957 

5.5 2.55 30.001 

10 4.55 39.720 
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The findings obtained here are for the button-type BPMs which are employed in the 

TARLA facility due to limited space available on the beam-pipe since other BPM 

types require larger space. 

 
5. Conclusion 

 

The findings for the infrared RF realm accelerators showed that the use of bio-

inspired optimization methods, namely EA and PSO for antenna and BPM geometry 

design can yield more practical solutions than analytical and FEM methods. It is 

shown that parameters such as SNR and sensitivity are in a suitable range for signal 

processing techniques.  

 

This approach can be used for all types of BPMs such as button, cavity and stripline 

as it offers a wide range of solutions while offering flexibility during design and 

production of BPMs. 
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GENERATING TURKISH LYRICS WITH LONG SHORT  

TERM MEMORY 

 

 

HAKAN ERTEN, MEHMET SERDAR GUZEL and ERKAN 

BOSTANCI 

 

 
Abstract. Long Short Term Memory (LSTM) has gained a serious achievement 

on sequential data which have been used generally videos, text and time-series. In 
this paper, we aim for generating lyrics with newly created “Turkish Lyrics” 
dataset. By this time, there have been studies for creating Turkish Lyrics with 
character-level. Unlike previous studies, we propose to Turkish Lyrics generator 
working with word-level instead on character-level.  Also, for employing LSTM, 

we can’t send the words as string and words must be vectorized. To vectorize, we 
tried two ways for encoding the words that are used in dataset and compared them. 
Firstly, we sample for generating one-hot encoding and then, secondly word-
embedding way (Word2Vec). Observational results show us that word- level 
generation with word-embedding way gives more meaningful and realistic lyrics. 
Actually, there have not been good results enough to be used for a song because of 
Turkish Grammar.  But, this study encourages authors to work on this field and we 
do believe that this study will initialize research on this area and lead researchers 

to contribute to this as well. 
 
 
 

1. Introduction 
 
Recurrent Neural Network (RNN) has appeared for solving the problems where 

sequential data will be used. It can be consecutive time or word or sentence. But, 

RNN is not an effective method of temporarily keeping long- term data and 
conventional RNN is hard to train [1]. Problems in RNN use have been solved with 

LSTM. 
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Basically, LSTM has input, output, forget gates and a memory cell which can retain 

series of data. This cell controls the flow of information. LSTM is the state-of-the-
art for many complex situations. The original formula of LSTM have been made 

many years ago [2] [3]. In this paper, we used architecture which is defined details 

in Colah et al.(2015) [4]. Figure 1 presents the design of LSTM. 

 
 

 
 

Figure 1. LSTM contains for interacting modules. 

 

The model shared by [4], the following equations are identified as follows: 
 

 

ft = σ(Wf · [ht − 1, xt] + bf ) (1) 

it = σ(Wi · [ht − 1, xt] + bi) (2) 

C̄ t  = tanh(WC · [ht − 1, xt] + bC) (3) 

Ct = ft ∗ Ct−1 + it ∗ C̄ t (4) 

ot = σ(Wo · [ht − 1, xt] + bt) (5) 

ht = ot ∗ tanh(Ct) (6) 

 
Equivalents of characters are defined below;  t : timestep,  xt : input vector at timestep 

t, ht : hidden state, W : weight matrix of associated gate, z : a vector from 

concatenation of xt  and ht−1,  b : bias term,  ft : forget gate,  it : input gate,  ot :  output 

gate,  Ct :  memory cell state, C̄ t  :  candidate state value which will be regulated 

with it,  * : the element-wise product of vectors at each side,  σ : sigmoid function, 

tanh : hyperbolic tangent function. 

 
Our work, on the other hand, provides the first Turkish Lyrics generation with word-

level and using a newly created dataset. On websites, there are some works about 

this topic. However, there are not any word-level works with Turkish Lyrics. 
Compared with character-level, because of keeping words in integrity on word-level 
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generation, there is no unclear word in results. This is the biggest advantage of word-

level usage. Besides generation, the vectorization methods have been compared 
(one-hot encoding and word2vec). Our experimental evaluations show that using 

word-level generation with word2vec embedding deduce more meaningful words 

than one-hot encoding for a Turkish song phrase. 
 

 
2. Related Works 

 
Machine learning gather lots of attention from the researchers and is applied into 

different research fields [5,6]. Text generation is one of the most popular topic for 
using RNN. In one of the recent works, Sutskever et al. [7] presented an strength of 

RNN. In this character-level work, language model is originated. In 2013, the same 

work (originating language model) has been implemented with LSTM and 
originated better language model. Graves et al. [8] 

 

Generating lyrics has been analyzed in current works. There are several works in 
various languages and types of music. Potash et al. [9] proposes not just generating 

rap lyrics, also to create a structure. In this work, authors corpus with line-by-line. 

They predict the next line in already existing lines. Malmi  et al. [10] presents a tool 

which generates online rap lyrics (deepbeat.org), offers an information-retrieval 
approach, demonstrates the rhyme density and uses line-by-line prediction. There 

are also other websites which create a song with your choices. 

 
 

3. Methodology 
 

3.1 Datasets 

 

The general Looking for a inviolate Turkish lyrics for this study, we acquired a good 
col- lection of lyrics website 1. This corpus has also been used in a blog [11], but for 

an only singer’s songs (Sezen Aksu).  Composing a corpus, We decided to join the 

songs of singers singing the same style. The all set contained 932 song lyrics in txt 

format, as well as basic meta-data including only the lyrics without any other data. 
In order to use only words, all the punctuation marks and spaces have been erased 

from the corpus. Hence, we didn’t want to punctuation marks spaces to be perceived 

as a word and desired to employ only Turkish alphabet characters. Since the two 
words in the Turkish words can have different meanings, we checked the spelling of 

all words one by one (Totally 85662 words). In order to prepare for training, there 

are several other processes. Firstly, if all the words in the corpus had been utilized, 
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a layer of tens of thousands of dimensions would have been used. To keep away 

from this large numbers, we decided to filter uncommon words (frequency = 10). If 
a word is less than 10 times in the corpus, this one is ignored. After the ignored 

words have been removed, all the remaining words have been written in a dictionary 

file. Secondly, since words can’t be applied as string, All the words in dictionary 

have been needed to put into bits and vectorized. We split the dataset 98 for training 
and 2 for testing. 

 

 

3.2 Wordembeddings (Word2vec) 

 

Word embedding is one of the most favorite model of vectorization for text files. 
This model can find structure of a word, relation and similarities with other words. 

Word embedding is a vector representation of words. Word2Vec is a style which 

learns word embedding using shallow neural network. Word2vec is one of the most 

popular methods in recent years. Word2vec can be obtained with two methods: Skip 
Gram and Common Bag of Words (CBOW).  

 

In this paper, firstly Keras Embedding Layer which is initialized with random 
weights have been used. In training, all the weights will be updated and will learn 

an embedding for all words. In our model, we have defined an embedding layer with 

our size of words and a vector space of 1024 dimensions in which words will be 
embedded. Some relational sequences have been obtained. 

 

3.3  One-hot encoding 

 
As said above, words cannot be used as string. One-hot encoding which is binary 

vector array is another way of model that can represent each integer value. It uses a 

simple binary vector. Firstly, the number equivalents of the letters are kept. Then, 
all words are expressed according to these equivalents. In this model, there are not 

any relation between words. Only the integer values of words can be used. Because 

of that, Generating lyrics with using this model, any relational results haven’t been 

taken. 

 
4. Model and Experiment 

 

4.1 Model 

 

As expressed, previous works show the power of LSTM to model language. In our 
paper, using word embedding, after embedding layer Keras Bidirectional LSTM 

layer which has 128 dimensions and dense layer with the size of words have been 
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used. Dense layer connected to a single softmax output layer. To prevent overfitting, 

dropout function have been used. We employed sparse categorical cross entropy as 
loss function and Adam function for optimizer. When using one-hot encoding, 

embedding layer have not been used predictably and as loss function employed 

categorical cross entropy. As you see, there are two differences between in two 
models. 

 

 
 

Figure 2. Sequence and next word examples. 

 

4.2 Training the network architecture  

 

For implementation, Python implementation of an LSTM from Enrique a2  have 
been used. First of all, the words of all the dataset have been splitted. 85662 words 

in text and 13539 unique words have been found. Then, to keep away from this large 

dimensionality, we calculated the frequency of the words and filtered uncommon 
words (frequency = 5). In next step, Sequences have been created and filtered. If a 

sentence contains an ignored Word, this sentence will not be used for training. After 

that, Sequences have been shuffled and splitted training set. (Training sequence 
number: 2963 and test seq. number: 61) After these steps, Model have been 

implemented and started training to learn weights. In training, our model tried to 

predict the next word at the end of the sentence. Our sentence consists of 10 words 

and the next word is the target word. The sentence and the target word compose the 
sequence. Our model works are given as follow:  
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Figure 3. Word2vec results. 

 
5. Experimental Evaluation 

 

5.1 Implementation details 

 
For Word embedding and one-hot encoding architectures, we have trained the 

models for 100 epochs with a learning rate 0.01 and batch size 32. Mostly, after 

nearly 40 iterations, Good results have been obtained. The result was a 60-word 
lyrics. The Model is trained on a 12 GB NVIDIA TitanX GPU based laptop 

computer. 

 

5.2 Results and discussion 
 

In this section, we firstly present the word embedding result. Sample Lyrics is given 

in Figure 3. Secondly, one-hot encoding results are given in Figure 4. 
 

 
 

Figure 4. One-hot encoding results. 
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As a result, 85662 words have been trained but only 1052 of them used for 

estimation. We could not use thousands of words because of appendixes. Because 
Turkish is an agglutinative language. Because of that, some sentences which is 

created are not steady. Also, the meanings of two words of the same writing can be 

separated. This event can prevent the sentences from connecting the words properly. 
Dilemmas are frequently used in Turkish. Because of that, number of dilemmas are 

more than normal words. In most of the sentences generated due to the use of 

dilemmas too much, dilemmas took place almost nearly all the words. 
 

6. Conclusion 
 
In this paper, we collected a new Turkish Lyrics dataset. The dataset is opening up 

interesting directions to explore.  In order to set the benchmarks in this dataset, we 

experimented a Turkish word-level lyrics generator. We also introduce vectorization 

methods (Word2vec and one-hot encoding). The experimental results indicates that 
the generation of lyrics with Turkish songs may be quite difficult because of the 

Turkish Grammar and sentence structure. Maybe, line-by-line generation can give 

better results for a song. Upon the publication of the paper, all the dataset will be 
made available to public. 
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STUDY OF TRANSPORTATION PROBLEM OF IRON AND STEEL 

INDUSTRY IN TURKEY BASED ON LINEAR PROGRAMMING, VAM  

AND MODI  METHODS 

 

 

Rehile ASKERBEYLİ 

 

 
Abstract. The subject of this study is the investigation of the minimization of 

the total transportation costs for finished product produced by Alter Iron and Steel 

Industry Company in its own production facilities in Karabuk. Firstly, the current 

situation in the Iron and Steel Industry in the world and Turkey are briefly 

discussed. In the second stage, the distribution to the demand point from the factory 

operating in the Iron and Steel Sector is considered as the basic problem.  The 

demand points were determined as geographical regions. We have two targets: the 

total cost to be minimized and the total amount of goods to be sent from supply 

center to the demand centers to be equal to the total demand or supply amount. The 

optimum solution of the transportation model were solved both the traditional 

transportation model methods such as Vogels Approximation Method (VAM), 

Modified Distribution (MODI) method and the linear programming method. The 

optimal solution for last model was found using the R /SIMPLEX package 

program. Obtained results by different approaches are discussed. Critical aspect of 

this problem is to use the single source transportation model, where all demand 

amounts are met from a single production center.. 

 

 

 

1. Introduction 
 

1a. Iron and Steel Industry in the World  

 

The iron and steel sector is one of the main sectors of the heavy industry sector, 

which gives majority contributes to the development of the national economy. 

Conventionally, the economic impact of an industry is measured by its contribution 

to GDP (Gross Domestic Product), i.e. gross value added from the industry - the 
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difference between the value of output and intermediate inputs. Another important 

indicator is the number of people working in the industry. These indicators help to 

describe the direct impact. The steel industry has a gross value added of US$500 

billion, which is 0.7% of global GDP and employs just over 6 million people. 

 

Steel is  a key input in the work of many other industrial sectors, which produce 

items essential to the functioning of the wider economy-including hand tools and 

complex factory machinery; lorries, trains, and aircraft; and countless items used by 

individuals in their everyday lives, from cutlery to cars and other. It also creates 

opportunities for innovative solutions in other sectors and is indispensable in 

research and development projects around the world. Given such a wide range of 

steel applications and its functions, it is not an easy and simple task to give a fair 

assessment of the economic impact of the steel industry through numbers. This is 

why in 2019 the World Steel Association commissioned Oxford Economics to 

evaluate our industry’s impact on a global scale [1]. 

 

According to this report [1] the steel industry is active in all parts of the world, 

transforming iron ore into a range of products that are sold for a total annual value 

of US $2.5 trillion. The industry employed more than six million people around the 

world in 2017, and the “added value” of its production processes totaled almost US 

$500 billion. This figure comprises the industry’s employment costs, capital costs, 

and net profits, and is the standard way of allocating global or national output GDP 

between sectors.  

 

As shown in the report [1], we also find that for every two jobs in the steel sector, 

13 more jobs are supported throughout its supply chain-meaning that, in total, some 

40 million people work within the steel industry’s global supply chain, generating 

over US $1.2 trillion of added value. This economic activity extends across multiple 

sectors and countries, far beyond the major steel-producing locations. The world 

steel study differentiates itself from the existing national studies by taking a global 

approach. Trade and the scope of impact is not limited to national borders and takes 

into consideration global supply chains and steel using sectors. It underlines the 

complexity of the role which the steel industry plays in the global economy. The 

overall impact of the steel industry is US$2.9 trillion value added, and 96 million 

jobs globally [1]. 

 

In Fig. 1, we can see how the growth in the world iron and steel sector is realized 

with the production amount; crude steel production in the world has achieved rapid 
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growth due to steady growth and increasing demand in the world economy from 

2005 until to 2008-2009 global crisis. World crude steel production, which was 1.15  

 

 

 
Figure 1. Crude (Liquid) Steel Production in the World (Billion Ton) World Steel 

 

 

million tons in 2005, reached 1.24  million tons in 2009, but in 2007, production 

decreased significantly compared to approximately 1.35 million tons. Due to the 

decreasing demand as a result of the global economic crisis, the world steel 

production, which decreased in 2008 and 2009, started to increase again in 2010 and 

the production reached 1.43 million tons. Due to the lack of demand in 2015, 

production decreased by 0.05 million tons again compared to the previous year and 

reached 1.80 million tons in 2018.  

  

According to World Steel Association (world steel)  data on February 2020, world 

crude steel production increased by 2.8% compared to the same month of the 

previous year, reaching 143 million tons and 1% increase in the first two months of 

the year, at 294 million tons. As of the first two months of the year, China's crude 
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steel production increased by 3.1% compared to the same period of 2019 achieved 

to 155 million tons, while India's second-place crude steel production decreased by 

0.8% to 18.9 million tons. Among the top 15 countries producing the most crude 

steel, Iran was the country with the highest production increase with a rate of 40.5% 

in January-February period,  Turkey increase of the production by 12.7% took 

second place. In the first 2 months, Germany's production continued to decline and 

decreased by 10.9% to 6 million tons. 

 

1b. Iron and Steel Industry in Turkey 

 

Turkish steel industry was founded in the 1930s in order to meet the steel needs of 

the defense industry. Steel production started with the installation of two sixteen-ton 

Siemens-Martin mills in Kırıkkale. With the establishment of this sector, the 

country's economy started to develop and industrialization gave its first shoots. The 

first investments related to the steel sector were made in the 1930s within the scope 

of the 1st and 2nd industrial plans and the industry developed for a long time in the 

monopoly of the public sector, with integrated facilities predominantly [2].  

 

Crude steel production in the world and in our country is carried out in Integrated 

Iron Steel (IIS) facilities using iron ore and in Induction and Electric Arc Furnace 

(EAF) facilities that produce scrap. When we view the production infrastructure of 

the sector, we see that a production infrastructure mainly based on scrap. As of 2018, 

there are 3 Integrated Iron and Steel plants producing iron ore and 31 Induction and 

Electric Arc Furnace plants producing scrap. As of 2018, 39.4 million tons of 51.8 

million tons of crude steel capacity belong to facilities producing scrap and 12.4 

million tons of iron ore. In addition, the sector has 22 Researcher centers and 3 

Design Centers along with other metal sectors [3].  

 

Karabuk Iron and Steel Manufacturer (Kardemir) is the first integrated steel mill 

which producing long products in Turkey. In the early years of the republic, 

KARDEMİR, the first integrated iron and steel plant, was established in Sümerbank 

as a public economic enterprise due to the lack of resources of the private sector. 

Then, the second integrated facility of the country Eregli Iron and Steel Factories 

(ERDEMİR) started production in 1965. The main purpose of this Manufacturer is 

to provide the demand of flat products. In order to provide the demand for the long 

and semi-finished products the third integrated facility in Turkey, Iskenderun Iron 

and Steel Factories (ISDEMIR) was opened for business. According to statistic dates 

for 2020 year,  32 facilities are operating in the sector which divided into four 

regions. There are 10 companies which operate in the Iskenderun region, 9 
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companies take place in the Marmara region, 8 companies are in the Izmir region 

and 5 companies are in the Black Sea (2020 year). 

 

Steel production capacities are following for regions: 16.7 million tons for 

Iskenderun region, 15.2 million tons for Marmara region, 11.3 million tons for Izmir 

region and 8.3 million tons for Black Sea region. The crude steel  production 

capacity for the Iron and Steel Factories in Turkey following: for 11 Factories 2 

million tons and above, the capacity of 7 Factories are 1 - 2 million tons and 6 

companies of them have a capacity from 500 thousands to 1 million tons, the 

capacity 8 companies between 50 and 500 thousand tons. 

 

On Table 1 and 2, we can see the Turkey’s Industry and Productivity directorate 

Sector Reports by years (2013-2020). 

 
Table 1. Turkey's Steel Production (Million Tons) 

 2013 2014 2015 2016 2017 2018 

Billet 26,294  24,612  23,231  23,015  25,839  24,669  

Slab 8,360  9,423  8,286  10,148  11,685  12,643  

TOTAL 34,654  34,035  31,517  33,163  37,524  37,312  

EAF 24,723  23,752  20,482  21,846  25,963  25,799  

IIS 9,931  10,283  11,035  11,317  11,561  11,513  

TOTAL 34,654  34,035  31,517  33,163  37,524  37,312  
 

 
Table 2. Turkey's Steel Production (Million Tons) 

 2019 

2months 

2020 

2months 

%difference2020-

2019 

Billet 3.176 3.725 17.3 

Slab 2.027 2.139 5.5 

TOTAL 5.203 5.865 12.7 

EAF 3.333 3.932 18 

IIS 1.870 1.933 3.4 
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January-February period of 2020, Turkey's total crude steel production increased by 

12.7%, rise from 5.2 million tons to 5.9 million tons in the same period of 2019. In 

the first two months of this year, facilities with electric arc furnaces increased by 

18% achieved to 3.9 million tons; integrated plants produced 1.9 million tons of 

crude steel, increasing by 3.4%. January-February period Turkey's billet production 

17.3% increase over last year from 3.2 million tons to 3.7 million tons in the same 

period. The slab production was increasing by 5.5% achieved value from 2 million 

tons to 2.1 million tons [4].  However, now due to the contracting effect of the 

coronavirus on the international market, has caused our exports to decline by 8.2% 

in February. On the other hand, our production was only able to increase by 8.2% 

due to the increase in imports by 31.2% despite the 68.2% increase in consumption. 

Thus, in the first 2 months of the year, imports increased by 40.4%, while the 

increase in domestic steel production was 12.7%. 

 

 
2. Problem description 

 
The subject of  this paper  is the  investigation of  the minimization of  the total 

transportation costs for finished product produced by Alter Iron and Steel Industry 

Company in its own production facilities in Karabuk. Thus, production planning 

involves decisions such as distribution of the production mix   between several plants 

according to their individual capacity, the need for totally external storage, and 

management of inventory levels for each plant. 

 

Critical aspect of this problem is using the single source transportation model, in 

which all demand amounts are met from a single production center [5]. The problem 

of minimizing the total transportation cost is generally considered as a single source 

linear transportation model in the literature. The single-source transportation 

problem was developed in  [6-8].  In this study, one-year numerical data of the 

production amount and unit transportation costs of each product of 2018 year for the 

six types of products produced by the company were used. The traditional 

transportation model methods such as VAM (Vogels Approximation Method)  [9],  

MODI (Modified Distribution methods) [10]  and Simplex methods  [11-14]  were 

used to solve the problem.  

 

The model includes a total of 6 products and 6 demand centers (provinces). As one 

can see from table1, we have 6 products and 6 demand centers (provinces). In other 

words, all demand amount are met from a single supply center. In our model, the 

products are produced in the Organized Industrial Zone of Karabuk and distribute 
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products to six cities in total, namely Kocaeli, Istanbul, Ankara, Izmir, Samsun and 

Karabuk. The solution of the transportation model can be solved both the traditional 

transportation model methods as VAM, MODI and with the help of the linear 

programming model. Data input, transportation table and mathematical form of the 

problem are as follows: 

   
    Table 3.    Transportation Model 

products 

Kocaeli  İstanbul Ankara  Izmir  Samsun Karabuk  
supply 
amount 

Steel Billet 
Products-1 

𝑋11  𝑋12  𝑋13  𝑋14  𝑋15  𝑋16  17440 

Steel Billet 
Products-2 

𝑋21  𝑋22  𝑋23  𝑋24  𝑋25  𝑋26  29057 

Steel Billet 
Products-3 

𝑋31  𝑋32  𝑋33  𝑋34  𝑋35  𝑋36  21904 

Rebar 
Products-1 

𝑋41  𝑋42  𝑋43  𝑋44  𝑋45  𝑋46  6608 

Rebar 
Products-2 

𝑋51  𝑋52  𝑋53  𝑋54  𝑋55  8000  8000 

Rebar 
Products-3 

𝑋61  𝑋62  𝑋63  𝑋64  𝑋65  𝑋66  5500 

demand 
amount 

24443 10958 9000 6000 4000 34108 88509 

65 43 85 70 17 

17 70 85 43 65 51 

51 65 43 85 70 17 

7 60 75 43 55 41 

41 55 43 75 60 7 

7 60 75 43 55 41 

51 
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Our aim is fined the optimal solution of the objective  Function which determined 

as: 

 

𝑍𝑚𝑖𝑛 = ∑ ∑ 𝐶𝑖𝑗𝑋𝑖𝑗
6
𝑗=1

6
𝑖=1           (𝑖 − 𝑝𝑟𝑜𝑑𝑢𝑐𝑡)  ,   (𝑗 − 𝑑𝑒𝑚𝑎𝑛𝑑 𝑧𝑜𝑛𝑒)                     (1) 

 

Here the variable 𝑋𝑖𝑗 is the  i-product amount from producton region to the j- 

transshipment point. 𝐶𝑖𝑗- the unit transportation cost of the i- product from producton 

region to the j- transshipment point. So, 

 

𝑍𝑚𝑖𝑛 = 51 ∗ 𝑋11 + 65 ∗ 𝑋12 + 43 ∗ 𝑋13 + 85 ∗ 𝑋14 + 70 ∗ 𝑋15 + 17 ∗ 𝑋16 + 51 ∗
𝑋21 + 65 ∗ 𝑋22 + 43 ∗ 𝑋23 + 85 ∗ 𝑋24 + 70 ∗ 𝑋25 + 17 ∗ 𝑋26 + 51 ∗ 𝑋31 + 65 ∗
𝑋32 + 43 ∗ 𝑋33 + 85 ∗ 𝑋34 + 70 ∗ 𝑋35 + 17 ∗ 𝑋36 + 41 ∗ 𝑋41 + 55 ∗ 𝑋42 + 33 ∗

𝑋43 + 75 ∗ 𝑋44 + 60 ∗ 𝑋45 + 7 ∗ 𝑋46 + 41 ∗ 𝑋51 + 55 ∗ 𝑋52 + 33 ∗ 𝑋53 + 75 ∗
𝑋54 + 60 ∗ 𝑋55 + 7 ∗ 𝑋56 + 41 ∗ 𝑋61 + 55 ∗ 𝑋62 + 33 ∗ 𝑋63 + 75 ∗ 𝑋64 + 60 ∗
𝑋65 + 7 ∗ 𝑋66                                                                                                      (2) 

 

Constraints set consist of three parts: supply, demand and the condition of being 

nonnegative. 

Constraints set of supply: 

 

∑ 𝑋𝑖𝑗
6
𝑗=1 ≤ 𝑎𝑖                                              (𝑖 − 𝑝𝑟𝑜𝑑𝑢𝑐𝑡)                            (3) 

 

Here 𝑎𝑖   is the supply amount of i-product . 

𝑋11 + 𝑋12 + 𝑋13 + 𝑋14 + 𝑋15 + 𝑋16 ≤  17443  

𝑋21 + 𝑋22 + 𝑋23 + 𝑋24 + 𝑋25 + 𝑋26 ≤  29057  

𝑋31 + 𝑋32 + 𝑋33 + 𝑋34 + 𝑋35 + 𝑋36 ≤  21904  

𝑋41 + 𝑋42 + 𝑋43 + 𝑋44 + 𝑋45 + 𝑋46 ≤  6608  

𝑋51 + 𝑋52 + 𝑋53 + 𝑋54 + 𝑋55 + 𝑋56 ≤  8000  

𝑋61 + 𝑋62 + 𝑋63 + 𝑋64 + 𝑋65 + 𝑋66 ≤  5500  

 

Constraints set of demand: 

 

∑ 𝑋𝑖𝑗
6
𝑖=1 ≥   𝑏𝑗                    (𝑗 − 𝑑𝑒𝑚𝑎𝑛𝑑 𝑧𝑜𝑛𝑒),                            (4) 

 

where 𝑏𝑖  is the demand amount of j-demand zone: 

 

𝑋11 + 𝑋21 + 𝑋31 + 𝑋41 + 𝑋51 + 𝑋61  ≥ 24443  
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𝑋12 + 𝑋22 + 𝑋32 + 𝑋42 + 𝑋52 + 𝑋62  ≥ 10958  

𝑋13 + 𝑋23 + 𝑋33 + 𝑋43 + 𝑋53 + 𝑋63  ≥ 9000  

𝑋14 + 𝑋24 + 𝑋34 + 𝑋44 + 𝑋54 + 𝑋64  ≥ 6000  

𝑋15 + 𝑋25 + 𝑋35 + 𝑋45 + 𝑋55 + 𝑋65  ≥ 4000  

𝑋16 + 𝑋26 + 𝑋36 + 𝑋46 + 𝑋56 + 𝑋66  ≥ 34108  
 

The set of constraints (3) defines the transportation limitations for i- product from 

production region to the transshipment point j. 

 

𝑋𝑖𝑗 ≥ 0      (𝑖 = 𝑡ℎ𝑒 𝑝𝑟𝑜𝑑𝑢𝑐𝑡), (𝑗 = 𝑑𝑒𝑚𝑎𝑛𝑑 𝑝𝑜𝑖𝑛𝑡)                       (5) 

 

Constraints (5) ensure that decision variable are non-negative. 

 

It is essentially that according to the data Table 3 the total supply amount of the 

company is equal to the total demand amount from the individual centers. Thus, we 

consider the balance problem and this fact can be expressed mathematically as: 

 

∑ 𝑏𝑗
𝑛
𝑗=1 = ∑ 𝑎𝑖

𝑚
𝑖=1 = 88509 𝑡𝑜𝑛                                                                                             (6) 

 
Table 4. The market prices of the produced products are as follows: 

Products 
Unit price of product (Turkish 

lira) 

Steel Billet Products-1 1445 

Steel Billet Products-2 1560 

Steel Billet Products-3 2060 

Rebar Products-1 1712 

Rebar Products-2 2030 

Rebar Products-3 2200 

 

2a. Solving the Problem by VAM Method 

 

According to the VAM method, firstly, the differences between the smallest Cij for 

each row and column and the second smallest Cij are determined for the respective 

row and column [6,9]. Here Cij represents unit transportation costs in each frame. 
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According to Table 3, the differences (penalty values) for the each row (SA) 

following: 

 

SA1=43-17=26; SA2=43-17=26;SA3=43-17=26;SA4=33-7=26;SA5=33-

7=26;SA6=33-7=26 

 

The differences (penalty values) for the each column (ST) defined as: 

 

ST1=51-41=10;ST2=65-55=10;ST3=43-33=10;ST4=85-75=10;ST5=70-

60=10;ST6=17-10=10 

 

In generally, we must select the square with maximum penalty value. But one can 

see, there is equality between the calculated penalty values. So, the smallest cost 

square in the row is optimally assigned. It ıs Cij = 7. If the assignment is made to the 

row with the smallest cost, i.e. C56 = 7, X56 = 8000 and according to the assigned 

frame, the order is filled and this row is drawn out and processed. This process is 

shown in Table 5: 

 
Table 5. VAM Transportation Model  

 

 

Kocaeli  İstanbul Ankara  Izmir  Samsun Karabuk  
supply 
amount 

Steel Billet 
Products-1 

𝑋11  𝑋12  𝑋13  𝑋14  𝑋15  𝑋16  17440 

Steel Billet 
Products-2 

𝑋21  𝑋22  𝑋23  𝑋24  𝑋25  𝑋26  29057 

Steel Billet 
Products-3 

𝑋31  𝑋32  𝑋33  𝑋34  𝑋35  𝑋36  21904 

Rebar 
Products-1 

𝑋41  𝑋42  𝑋43  𝑋44  𝑋45  𝑋46  6608 

Rebar 
Products-2 

𝑋51  𝑋52  𝑋53  𝑋54  𝑋55  8000  8000 

Rebar 
Products-3 

𝑋61  𝑋62  𝑋63  𝑋64  𝑋65  𝑋66  5500 

demand 
amount 

24443 10958 9000 6000 4000 34108 88509 

65 43 85 70 17 

17 70 85 43 65 51 

51 65 43 85 70 17 

7 60 75 43 55 41 

41 55 43 75 60 7 

7 60 75 43 55 41 

51 
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Penalty values  are recalculated for each remaining row and column. Penalty values  

for lines (SA):  

 

SA1=43-17=26 ; SA2=43-17=26; SA3=43-17=26;SA4=33-7=26; SA6=33-7=26. 

 

Penalty values for the each column (ST) defined as: 

 

ST1=51-41=10; ST2=65-55=10; ST3=43-33=10; ST4=85-75=10; ST5=70-60=10; 

ST6=17-10=10. 

 

In this stage we must take account a change was occurred in the demand of the sixth 

column due to the first operation. So, the demand amount decreases from 34108 tons 

to26108 tons. 

 

Based on the same logic new assignments are the following cells: 

 

𝑋46 =6608 

𝑋66 =5500. 

 

As the fourth and fifth lines are filled with their supply, the relevant rows are drawn 

out and removed from the operation. 

 

After second stage, Rebar-1, Rebar -2 and Rebar-3 products have been completely 

distributed and the new appearance of the table is shown below. 
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Table 6.  VAM Transportation Method  

 

On following stage, we calculate Penalty values for the remaining row and column, 

and the maximum value is placed on the smallest cost square, according to supply 

and demand constraints and the result will be the following distribution table: 

 
Table 7.  VAM the Transportation Method 

products 
Kocaeli  İstanbul Ankara  Izmir  Samsun Karabuk  

supply 
amoun
t 

Steel Billet 
Products-1 

𝑋11  𝑋12  𝑋13  𝑋14  𝑋15  𝑋16  17440 

Steel Billet 
Products-2 

𝑋21  𝑋22  𝑋23  𝑋24  𝑋25  𝑋26  29057 

Steel Billet 
Products-3 

𝑋31  𝑋32  𝑋33  𝑋34  𝑋35  𝑋36  21904 

demand 
amount 

24443 10958 9000 6000 4000 14000 88509 

  Products  

Kocaeli  İstanbul Ankara  Izmir  Samsun Karabuk  
supply 
amount 

Steel Billet 
Products-1 

2539 0 0  901  0 14000  17440 

Steel Billet 
Products-2 

0  10958  9000  5099  4000  0  29057 

Steel Billet 
Products-3 

21904  0 0 0 0 0 21904 

65 43 85 70 17 

17 70 85 43 65 51 

51 65 43 85 70 17 

65 43 85 70 17 

17 70 85 43 65 51 

51 65 43 85 70 17 

51 
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Table 8. VAM transportation Model 
variable value variable value variable value 

X11 2539 X31 21904 X51 0 

X12 0 X32 0 X52 0 

X13 0 X33 0 X53 0 

X14 901 X34 0 X54 0 

X15 0 X35 0 X55 0 

X16 14000 X36 0 X56 8000 

X21 0 X41 0 X61 0 

X22 10958 X42 0 X62 0 

X23 9000 X43 0 X63 0 

X24  5099 X44 0 X64 0 

X25  4000 X45 0 X65 0 

X26  0 X46 6608 X66 5500 

 

TOTAL COST Z=51*2539+85*901+17*14000+65*10958+43*9000+85*5099+ 

70*4000+51*21904+7*6608+7*8000+7*5500=3514619(TL)                                       (7) 

 

Rebar 
Products-1 

0 0 0 0 0 6608  6608 

Rebar 
Products-2 

0  0 0  0 0 8000  8000 

Rebar 
Products-3 

0 0 0 0 0 5500  5500 

demand 
amount 

24443 10958 9000 6000 4000 34108 88509 

7 60 75 33 55 41 

41 55 33 75 60 7 

7 60 75 33 55 41 
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Thus, the basic solution is completed with the VAM method. KH=n+m-1=6+6-1=11 

is a number of used Cells. Here n and m are the total number of the rows and the 

column correspondingly.  

 

2b. Solving the Problem by MODI Method. 

 

In this section we will investigate the optimalness of the founding solution using the 

MODI method [6,10].  If the rows of the tables are denoted by Ri and the columns 

are Kj, based on the Cij values for the filled squares, using the the formula  

 

Ri + Kj = Cij, 

 

we can calculate the coefficients Ri and Kj for each row and  column, 

correspondingly: 

 

R1=R2=R3=0,R4=R5=R6=-10,K1=51,K2=65,K3=43,K4=85,K5=70,K6=17. 

 
Table 9. MODI Transportation Method Table 
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After the Ri and Kj development coefficients stated for each rows and columns of 

the table, the 'Development index' (GIij) for all empty (unused squares) are calculated 

by the formula  

 

GIij= Cij-Ri-Kj. 

 

Now, let's calculate the Development Index (GI) for empty squares. 

 

GI12=C12-R1-K2=65-0-65=0,       GI13=C13-R1-K3=43-0-43=0,  

GI15=C15-R1-K5=70-0-70=0,        GI21=C21-R2-K1=51-0-51=0, 

GI26=C26-R2-K6=17-0-17=0,         GI32=C32-R3-K2=65-0-65=0, 

GI33=C33-R3-K3=43-0-43=0,          G34=C34-R3-K4=85-0-85=0, 

GI35=C35-R3-K5=70-0-70=0,         GI36=C36-R3-K6=17-0-17=0, 

GI41=C41-R4-K1=41+10-51=0,      GI42=C42-R4-K2=55+10-65=0, 

GI43=C43-R4-K3=33+10-43=0,      GI44=C44-R4-K4=75+10-85=0, 

GI45=C45-R4-K5=60+10-70=0,      GI51=C51-R5-K1=41+10-51=0, 

R
3

=0
 

Steel Billet 
Products-3   

0  0  0  0  0  21904 

R
4

=-
1
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=-
1
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0  0  0  0  0  
  

8000 

R
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=-
1
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0  0  0  0  0  
  

5500 

 demand 
amount 

24443 10958 9000 6000 4000 34108 88509 

51 65 43 85 70 17 

7 60 75 33 55 41 

41 55 33 75 60 7 

7 60 75 33 55 41 
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GI52=C52-R5-K2=55+10-65=0,      GI53=C53-R5-K3=33+10-43=0, 

GI54=C54-R5-K4=75+10-85=0,       GI55=C55-R5-K5=60+10-70=0, 

GI61=C61-R6-K1=41+10-51=0,      GI62=C62-R6-K2=55+10-65=0, 

GI63=C63-R6-K3=33+10-43=0,       GI64=C64-R6-K4=75+10-85=0, 

GI65=C65-R6-K5=60+10-70=0.    

 

If the Development Indices are not negative, it means that the optimal solution is 

found. 

 

2c. Solving the Problem with the Simplex Method 

 

The solution of the transportation problem can be made not only with the traditional 

transportation model methods, but also using of the linear programing method [11-

14]. Linear programming is a method to achieve the best outcome (such as maximum 

profit or lowest cost) in a mathematical model whose requirements are represented 

by linear relationships.  

 

Linear programming is a technique in which we maximize or minimize a function. 

Every linear programming problem can be written in the following standard form 

 

                                                       (8) 

subject to 

                                                                   (9) 

 

The Simplex Method developed in [14] is the earliest solution algorithm for solving 

LP problems. It is an efficient implementation of solving a series of systems of linear 

equations. By using a greedy strategy while jumping from a feasible vertex of the 

next adjacent vertex, the algorithm terminates at an optimal solution. Simplex 

method uses row operations to obtain the maximum or minimum values of function. 

The simplex method moves from one extreme point to one of its neighboring 

extreme point. Typical uses of the simplex algorithm are to find the right mix of 

ingredients at the lowest cost (the goal). If the ingredients are food, the constraints 

would be having at least so many calories, so much protein, fats, carbohydrates, 

vitamins, minerals, etc.  

 

R is a free software programming language and software environment for statistical 

computing and graphics. The R language is widely used among statisticians and data 

miners for developing statistical software and data analysis [15]. The optimal 
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solution for this application has been solved with the R / SIMPLEX package 

program  [15] and the results are shown in Table 9. 

 
Table 10. Transportation Table Simplex Solution Results 

variable value variable value variable value 

X11 0 X31 4335 X51 8000 

X12 0 X32 10958 X52 0 

X13 0 X33 6611 X53 0 

X14 0 X34 0 X54 0 

X15 0 X35 0 X55 0 

X16 17440 X36 0 X56 0 

X21 0 X41 6608 X61 5500 

X22 0 X42 0 X62 0 

X23 2389 X43 0 X63 0 

X24 6000 X44 0 X64 0 

X25 4000 X45 0 X65 0 

X26 16668 X46 0 X66 0 

 

Resulting solutions which obtained by the linear programming are as follows 

 
Table 11. The optimal solution of the transportation problem by R / SIMPLEX paket 

program 

products 

Kocaeli  İstanbul Ankara  Izmir  Samsun Karabuk  
supply 
amount 

Steel Billet 
Products-1  

0 
        

17440 

Steel Billet 
Products-2 

0 
  

2389 
     

29057 

65 43 85 70 17 

17 70 85 43 65 51 
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Thus, according to the table 10, the minimum value of the Total Transportation Cost 

is equal to: 

 

Z=17*17440+43*2389+85*6000+70*4000+ 

7*16668+51*4335+65*10958+43*6611+41*6608+41*8000+41*5500=3514619 

(TL) .                                                                                                                     (10) 

 

In comparison, the results obtained by VAM transportation Model (7) with the 

optimal solution of the transportation problem by R / SIMPLEX packaged software  

(8), we can reach this conclusion: although we have two different distribution plans, 

the optimal total transportation cost is the same in both cases and equal to 

Zmin=3514619 (TL) . 
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3. Calculation of the Dollar Exchange Rate Fluctuations 
 

The fluctuation of the dollar currency is reflected in fuel price and, consequently, 

affects on the total transportation costs. For this reason, let's examine how the total 

transportation costs change with the 5% increase and decrease in unit transportation 

costs. 

 
Table 12. The coefficients of Cij in the Objective Function by 5% Unit transport price 

increasing 

 Coefficients Cij Value Coefficients Cij Value  Coefficients Cij Value 

C11 53.55 C31 53.55 C51 43.05 

C12 68.25 C32 68.25 C52 57.75 

C13 45.15 C33 45.15 C53 34.65 

C14 89.25 C34 89.25 C54 78.75 

C15 73.50 C35 73.50 C55 63.00 

C16 17.85 C36 17.85 C56 7.35 

C21 53.55 C41 43.05 C61 43.05 

C22 68.25 C42 57.75 C62 57.75 

C23 45.15 C43 34.65 C63 34.65 

C24 89.25 C44 78.75 C64 78.75 

C25 73.50 C45 63.00 C65 63.00 

C26 17.85 C46 7.35 C66 7.35 

 

We observe that there is no change in the resulting distribution plan. But we can say 

that the total transportation cost has increased significantly. We see that the value of 

the Total transportation cost will be Zmin =3690349.95TL, i.e. an increase by 

175730.95 TL. 

 

Similarly, the decreasing of the unit transport prices lead to a decreasing of the total 

transportation cost, a namely: 

 

 
Table 13. The coefficients of Cij in the Aim Function by 5% Unit transport price decreasing 

 Coefficients Cij Value  Coefficients Cij Value  Coefficients Cij Value 

C11 48.45 C31 48.45 C51 38.95 

C12 61.75 C32 61.75 C52 52.25 

C13 40.85 C33 40.85 C53 31.35 

C14 80.75 C34 80.75 C54 71.25 

C15 66.5 C35 66.5 C55 57 
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C16 16.15 C36 16.15 C56 6.65 

C21 48.45 C41 38.95 C61 38.95 

C22 61.75 C42 52.25 C62 52.25 

C23 40.85 C43 31.35 C63 31.35 

C24 80.75 C44 71.25 C64 71.25 

C25 66.5 C45 57 C65 57 

C26 16.15 C46 6.65 C66 6.65 

 

In this case the Total transportation cost will be Zmin=3338888.05TL, i.e. the value 

of the cost will decrease by 175730.95 TL. 

 
6. Conclusion 

 

In this paper the optimum solution of the transportation model were obtained  by  

using the traditional transportation model methods such as VAM, MODI  and the 

linear programming model (using R /SIMPLEX package software). Here we 

consider the single source transportation model, namely,  all demand amounts are 

met from a single production center. Results of calculations practically coincide for 

different approaches.  
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EVALUATION OF MS-DIAL AND MZMINE2 SOFTWARES FOR 

CLINICAL LIPIDOMICS ANALYSIS 

 

 

Engin KOÇAK 
 

 
Abstract. Lipidomics covers analysis of all lipid species in an organism. Lipid 

metabolism is one of the key factors to understand cellular processes at molecular 
level. Lipidomics has been used to find diagnostic and prognostic biomarkers in 
clinical sample (plasma, serum, urine, tissue). Today mass spectroscopy based 
approach dominates lipidomics and several computational platforms have been 
developed to process raw mass spectra data. However, there is no routine procedure 
for data processing in lipidomics. In present work, two different bioinformatics 
platforms, which are MS-DIAL and MZmine2, was compared for lipidomics 
analysis of plasma sample. Peak detection, identification and quantification 

parameters were investigated to understand advantages and disadvantages. In peak 
detection process, it was observed that MZmine2 detected more peak than MS-
DIAL at same threshold level. In identification process, Lipidmaps database was 
used for identification. MZmine2 identifies more lipid than MS-DIAL. Semi-
quantification is very important to find differentially expressed lipid species and 
biomarkers in clinical studies. MS-DIAL and MZmine2 calculated normalized 
peak intensities and results were compared to understand reproducibility. Average 
relative standard deviation of all peaks was calculated and results showed that MS-

DIAL gives more reproducible results than MZmine2. In conclusion, MZmine2 
and MS-DIAL could be used in clinical lipidomics studies. 
 
 
 

1. Introduction 
 
In recent years omics technologies have been emerged as essential tools to observe 

cellular processes at molecular level [1] 

 

Genomics is the motherland of omics technologies. However, results of human 
genome project, which was ended in 2003, indicated that genome analysis is not 
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sufficient to understand cellular process [2]. Because of this fact, post-genomic 

studies have drawn attention to complete genomics.  
 

In post-genomic area, transcriptomics is the global analysis of mRNA, which is the 

product of transcription process [3]. Proteomics is another phoneme, which is the 
analysis of all gene-encoded proteins in cells and also post-translational 

modifications on protein structure [4]. Metabolomics is analysis of metabolites, 

which are side or end products of biological reactions (Figure 1) [5]. 
 

 
Figure 1.  Omics technologies.  

 

Lipidomics firstly described as a sub-discipline in metabolomics and covered 

analysis of all lipid spices in organism. Lipids play essential roles in cell structures, 

communication and trafficking [6]. In cell structure there are several thousand of 
lipid isoforms and in lipidomics each isoform structure should be evaluated in 

qualitative and quantitative analysis. In lipidomics workflow there are three steps. 

The first step is the extraction of lipids from biological specimen like cells, bacteria, 
tissue, plant, and body fluid. Currently various extraction methods are used for lipid 

isolation. Methanol/Chloroform and Methanol/terbutyl ether mixtures are most 

commonly used co-solvent systems in lipid extractions [7].  In second step, extracted 

lipid molecules are analyzed in analytical systems. Biological samples contained 
thousands of lipid molecules. Because of this biological complexity, there is a great 

demand for sensitive, reproducible analytical systems. Today liquid 

chromatography-mass spectroscopy system (LC/MS) is the most suitable combined 
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analytical system for lipidomics analysis [8-10]. Lipid species separated according 

to their polarity in LC system and analyzed in mass spectroscopy. Mass 
spectroscopy gives MS data for each lipid molecule. Commonly high sensitive 

LC/MS systems like LC/Q-TOF or LC/orbitrap system have been used in lipidomics 

analysis.  

 
The last step in lipidomics is data process of raw MS data in computational 

platforms. In a single LC/MS analysis, thousand of MS data have been recorded. 

Analysis of this huge output is one of the biggest challenges in lipidomics analysis. 
Today various computational platforms have been developed for MS data processing 

[11-14]. Reliable lipid identification and semi quantification is the main purpose in 

computational lipidomics. Workflow of lipidomics software includes peak 
detection, filtering, deconvolution, intensity calculation, gap filling, identification 

and normalization.  

 

 
 
 Figure 2. Classical LC/MS based lipidomics workflow. 

 
 

MS-DIAL, which has been developed by Hiroshi Tsugova, has been used for 

untargeted metabolomics and lipidomics studies extensively [15-17]. In MS-DIAL 
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pipeline precursor ion peaks efficiently spotted by exploring two continuous data 

axes: retention times and accurate mass. Deconvolution mode is used to find 
individual peaks. Peak intensities are calculated according to peak height and area. 

Lipid molecules are identified with mass annotation (MS1 data) or MS2 data.  

Another computational platform for metabolomics and lipidomics is Mzmine2 [18], 
which has similar workflow with MS-DIAL but it contains different peak detection, 

deconvolution and gap filling methods.  

 
In present work, lipid profile of plasma was investigated by using Mzmine2 and 

MSDIAL. Peak detection, identification and quantification parameters were 

compared and discussed to understand advantages of software for clinical 

lipidomics. 
 

2. Experimental 
 

2.1. Sample Preparation 

 

Lipidome structure of commercial plasma samples (100L)  (sigma) was analyzed 

in present work.  Lipids in plasma were extracted by traditional methanol (300L) 

/water (150L)/chloroform (300L) co solvent system. Lipids were extracted in 
chloroform phase. Chloroform was evaporated in vacuum centrifuge and lipids were 

solubilized in isopropyl alcohol and diluted mobile phase. We prepared three 
replicate for lipidomics analysis. 

2.2. LC/MS Analysis 

 
Lipids were separated in C18 column by performed Agilent 1290 HPLC system. In 

LC system, water (A) and ACN:Isopropyl alcohol (Sigma) (70:30 v/v) (B) were used 

a mobile phase. Aqueous and organic phase contained 1% 1M ammonium acetate - 

0.1% acetic acid. Flow rate was adjusted as 0.20 mL/min. Elution gradient started 
with 55% B and it was risen up linearly 75% until 3th minute, 89% until 8th minute 

and 100% until 11th minute. The ratio was kept constant till 15th minute. The organic 

phase ratio will be decreased to 55% till 20th minute and 5-minute post run will be 
applied for further injections. Column temperature was set at 60oC. After LC 

separation, lipids were analyzed in Agilent 6530 QTOF-MS system. Lipids were 

analyzed in positive mode. Scan range was 100-1700 m/z. Capillary voltage was 
3500 V.  
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2.3. Data Processing 

 
MS-DIAL workflow 

 

The raw MS data, which was in MzmL format, were converted to abf. With abf 

converter (https://www.reifycs.com/AbfConverter/) format. MS-DIAL 3.30 was 
downloaded from http://prime.psc.riken.jp/Metabolomics_Software/MS-DIAL/. In 

first step, ionization mode (positive), data type (centroid) was selected. In peak 

detection process, threshold of peak intensity was selected as 10000 amplitude. 
Linear weighted moving average method was preferred for smoothing and peak 

width was adjusted as 5.  In deconvolution process, sigma window value was 

selected as 0.5.  Retention time and mass tolerance was selected 2 min. and 10 ppm 
for gap filling process. In peak alignment process, retention time tolerance and MS1 

tolerance were set up at 0.05 min and 0.04 Da. Total peak areas were used for peak 

intensity calculation and total ion intensity was used for normalization (Figure 3). 

 
MZmine2  

 

In data process by performed MZmine2(http://mzmine.github.io/download.html), 
raw MS data in mzML format was imported. Mass detection and ADAP 

chromatogram builder was performed to detected peaks. Minimum intensity was 

selected as 10000 amplitudes as well MS-DIAL. In peak smoothing process, peak 
width was adjusted as 5 as well as MSDIAL. In deconvolution, wavelet (ADAP) 

algorithm was used to separate overlapped peaks. Retention time tolerance was 

adjusted as 2 min and mass tolerance 10 ppm as well as MS-DIAL for gap filling. 

In addition, Intensity tolerance, which is another option in Mzmine2, was selected 
default value (10%).  Linear normalization algorithm was used to normalize peaks 

area for relative quantification. In normalization process, total ion intensity was used 

to avoid experimental errors (Figure 3). 

https://www.reifycs.com/AbfConverter/
http://prime.psc.riken.jp/Metabolomics_Software/MS-DIAL/
http://mzmine.github.io/download.html
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 Figure 3. Workflow of MZmine2 and MS-DIAL 

 

 
3. Results and Discussion 

 
Lipidomics, defined as the large-scale study of cellular lipids (i.e., the lipidome), has 

recently emerged as a rapidly expanding research field under the umbrella of 

systems biology. New analytical systems (NMR or Mass spectroscopy) have been 
developed in lipidomics to observe cellular process. However, there is a great 

demand to process raw outputs of analytical systems accurately. In present work, 

two promising platforms were compared for plasma lipidome profiling which is 

valuable specimen in clinical studies to find biomarkers. Peak detection, 
identification and quantification steps were evaluated for both platforms. 

 

3.1. Peak Detection 
 

The first step in lipidomics analysis is to detect peaks accurately. In peak detection, 

threshold of peak intensity is the most important parameter. High threshold causes 
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loss of many lipid species. Low threshold leads false negative identifications.  In 

present work, threshold was selected as 10000 amplitudes for MS-DIAL and 
MZmine2. This level has been used in various lipidomics studies. In current stats, 

MS-DIAL detected 1157 and MZmine2 detected 1437 peaks  

(Figure 4).  

 

 
 Figure 4. Number of detected peaks in MS-DIAL and MZmine2 

 

Peak deconvolution is the second step after peak detection. The process of data 

deconvolution, sometimes called peak picking, is in itself a complex process caused 

by the complexity of the data and variation introduced during the process of data 
acquisition related to mass-to-charge ratio, retention time and chromatographic peak 

area. In deconvolution process, overlapped peaks separated to enhance analytical 

resolution.  
 

The gap filling is another important parameter for lipidomics analysis. The gap 

filling process allowed us to connect identified metabolites and detection of 
metabolites that had been discarded during the data pre-processing or simply were 

not detected due to the LC/MS configuration. This is important to match identified 

and detected species between technical replicates. Mzmine2 software allows options 

to select gap filling ratio. MS-DIAL has automatic gap filling algorithm.  
 

3.2. Peak Identification 

 
In identification process MZmine2 offers two different routes. The first one is local 

MZmine2 lipid database and online lipidmaps database search option. MS-DIAL 

also offers two different identification routes. The first one lipidblast database 
module. The other way is transferring of MS-DIAL results to MS-FINDER, which 

include lipidmaps database, to match MS1 results with lipidmaps database. To 

evaluate identification yield of two softwares, lipidmaps database search option was 

used for both software. 189 lipid species were identified in MS-DIAL. In MZmine2, 
using lipidmaps database identified 155 lipid species. 121 lipid spices were 
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commonly identified with MZmine2 and MS-DIAL. 16.33% of detected peaks were 

identified in MS-DIAL and 10.78% of detected peaks were identified in MZmine 2. 
These lipids were listed in supplementary information.  

 

3.3. Relative quantification of lipid species 
 

In relative quantification process, peak intensities of lipid species in different 

experimental groups are compared to find statistically altered lipids in clinic 
samples. In lipidomics studies peak areas or peak heights are used for relative 

quantification between experimental groups. The peak of PG (16:0/0:0), which was 

detected in three replicates, was represented as an example in Figure 5.   

 
Figure 5. Peak of PG (16:0/0:0), wich was detected in three technical replicate. Peak  

area calculated by MS-DIAL and Mzmine2 automatically. 

 

In MS-DIAL and MZmine2 workflow, peak heights or peak areas could be 

calculated.  Normalization is an important step in relative quantification. In both 
platforms, internal standard could be used for normalization. Moreover, total ion 
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intensity could be also used for normalization process. In present work, total ion 

intensity of all identified lipids was used for normalization.  
 

In present work, peak areas of lipid species were calculated by using MS-DIAL and 

MZmine2. Average relative standard deviation values were calculated for both 

software to understand relative reproducibility. Moreover, two sample t-test was 
used to observe if MSDIAL and MZmine2 give similar quantification results in 

plasma sample. 

 
Average relative standard deviations of peak areas of identified lipids were 

calculated for both software. Average relative standard deviation was calculated as 

10.2% for MS-DIAL and 16.3% for MZmine2. This result showed that MS-DIAL 
gives more reproducible results than MZmine2. We used two sample t-test to 

compare identified lipid intensities. Results showed there is no statistical difference 

for 98 lipid species.  Intensities of 23 lipid species were differently calculated in 

MZmine2 and MS-DIAL. This result showed that MZmine2 and MS-DIAL give 
similar results for many lipid species in clinical samples. 

 

 
4. Conclusion 

 

In present work, MS-DIAL and MZmine2 software were compared by using LC/MS 
lipidomics data. In peak detection and identification process, MZmine2 provides to 

analyze more lipid species. However, MS-DIAL gives more reproducible results for 

quantification of lipid species. These two platforms have been used for lipidomics 
and metabolomics analysis. Present work will contribute to make more detailed and 

reliable lipidomics analysis. 

 

 
 

Supplementary Information 
 

No Lipids 

1 Xeniasterol-b;1alpha,25-dihydroxy-2beta-(3-hydroxypropoxy)vitamin D3 / 1alpha,25-

dihydroxy-2beta-(3-hydroxypropoxy) cholecalciferol; 

2 Wuhanic acid 

3 Stoloniferone F;3alpha,7alpha,12alpha-Trihydroxy-24-methyl-5beta-cholest-23-en-26-oic 

acid 

4 Spheroidene;Dihydroanhydrorhodovibrine/ Dihydromethoxylycopene 

5 Rhodovibrin;3,4-Dihydrospheroidenone 

6 PS(P-16:0/12:0) 

7 PS(P-16:0/12:0) 

8 PS(18:0/12:0);PS(17:0/13:0);PS(13:0/17:0);PS(12:0/18:0);PS(16:0/14:0);PS(15:0/15:0);PS(1

4:0/16:0) 

9 PS(17:2(9Z,12Z)/0:0);Epothilone B 
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10 PS(17:0/22:0);PS(18:0/21:0);PS(19:0/20:0);PS(20:0/19:0);PS(22:0/17:0);PS(21:0/18:0) 

11 PS(12:0/19:0);PS(13:0/18:0);PS(14:0/17:0);PS(17:0/14:0);PS(18:0/13:0);PS(19:0/12:0);PS(1

6:0/15:0);PS(15:0/16:0) 

  

12 PKODiA-PA 

13 PI(O-16:0/19:1(9Z));PI(O-18:0/17:1(9Z));PI(O-20:0/15:1(9Z));PI(P-16:0/19:0);PI(P-

18:0/17:0);PI(P-20:0/15:0) 

 

14 PI-Cer(d18:1/14:0) 

15 PGF2alpha dimethyl amide;N-(3-oxo-octadecanoyl)-homoserine lactone;5,6-DiHETrE-

EA;8,9-DiHETrE-EA;14,15-DiHETrE-EA;11,12-DiHETrE-EA 

16 PG(P-20:0/19:1(9Z)) 

17 PG(P-16:0/20:5(5Z,8Z,11Z,14Z,17Z)) 

18 PG(P-16:0/15:1(9Z)) 

19 PG(O-16:0/20:2(11Z,14Z));PG(O-18:0/18:2(9Z,12Z));PG(P-16:0/20:1(11Z));PG(P-

20:0/16:1(9Z));PG(P-18:0/18:1(9Z)) 

20 PG(O-16:0/18:2(9Z,12Z));PG(P-18:0/16:1(9Z));PG(P-20:0/14:1(9Z));PG(P-16:0/18:1(9Z)) 

21 PG(20:0/22:1(11Z));PG(20:1(11Z)/22:0);PG(22:1(11Z)/20:0);PG(22:0/20:1(11Z)) 

22 PG(17:0/22:1(11Z));PG(17:1(9Z)/22:0);PG(18:1(9Z)/21:0);PG(19:0/20:1(11Z));PG(19:1(9Z)

/20:0);PG(20:0/19:1(9Z));PG(20:1(11Z)/19:0);PG(21:0/18:1(9Z));PG(22:0/17:1(9Z));PG(22:

1(11Z)/17:0) 

23 PG(16:0/0:0) 

24 PG(16:0/0:0) 

25 PG(13:0/22:1(11Z));PG(14:1(9Z)/21:0);PG(15:0/20:1(11Z));PG(15:1(9Z)/20:0);PG(16:0/19:

1(9Z));PG(16:1(9Z)/19:0);PG(17:1(9Z)/18:0);PG(18:0/17:1(9Z));PG(18:1(9Z)/17:0);PG(19:0

/16:1(9Z));PG(19:1(9Z)/16:0);PG(20:0/15:1(9Z));PG(20:1(11Z)/15:0);PG(21:0/14:1(9Z));PG

(22:1(11Z)/13:0);PG(17:0/18:1(9Z));PG(16:0/18:0(11Cp)) 

26 Pectenolone;(3S,4R,3'R)-4-Hydroxyalloxanthin;(3S,4S,3'R)-4-

Hydroxyalloxanthin;Phoenicoxanthin/ Adonirubin/ 3-Hydroxycanthaxanthin 

27 PE(P-20:0/22:6(4Z,7Z,10Z,13Z,16Z,19Z)) 

28 PE(P-16:0/0:0) 

29 PE(20:4(5Z,8Z,11Z,14Z)/0:0);PE(0:0/20:4(5Z,8Z,11Z,14Z));PE(0:0/20:4(8Z,11Z,14Z,17Z));

PE(20:4(8Z,11Z,14Z,17Z)/0:0) 

30 PE(20:3(8Z,11Z,14Z)/0:0);PE(0:0/20:3(11Z,14Z,17Z));PE(0:0/20:3(5Z,8Z,11Z));PE(0:0/20:3

(8Z,11Z,14Z));PE(20:3(11Z,14Z,17Z)/0:0);PE(20:3(5Z,8Z,11Z)/0:0) 

31 PE(12:0/16:1(9Z));PE(13:0/15:1(9Z));PE(14:0/14:1(9Z));PE(14:1(9Z)/14:0);PE(15:1(9Z)/13:

0);PE(16:1(9Z)/12:0) 

32 PE(12:0/15:1(9Z));PE(13:0/14:1(9Z));PE(14:1(9Z)/13:0);PE(15:1(9Z)/12:0) 

33 PC(P-20:0/22:6(4Z,7Z,10Z,13Z,16Z,19Z)) 

34 PC(P-16:0/20:5(5Z,8Z,11Z,14Z,17Z)) 

35 PC(P-16:0/17:2(9Z,12Z));PE(O-18:0/18:3(6Z,9Z,12Z));PE(O-18:0/18:3(9Z,12Z,15Z));PE(O-

16:0/20:3(8Z,11Z,14Z));PE(P-16:0/20:2(11Z,14Z));PE(P-

18:0/18:2(9Z,12Z));GlcCer(d18:2(4E,8Z)/17:0(2OH[R]));GlcCer(d15:2(4E,6E)/20:0(2OH)) 

36 PC(O-18:2(9Z,12Z)/2:0);PC(20:2(11Z,14Z)/0:0) 

37 PC(O-18:1(10E)/2:0);PC(O-18:1(9Z)/2:0);PC(P-

18:0/2:0);PC(20:1(9Z)/0:0);PC(20:1(11Z)/0:0) 

38 PC(O-16:1(11Z)/2:0);PC(P-

16:0/2:0);PC(18:1(6Z)/0:0);PC(18:1(9E)/0:0);PC(18:1(9Z)/0:0);PC(0:0/18:1(6Z));PC(0:0/18:

1(9E));PC(0:0/18:1(9Z));PC(18:1(9Z)/0:0)[rac];PC(18:1(11Z)/0:0) 

39 PC(O-16:0/18:3(6Z,9Z,12Z));PC(O-16:0/18:3(9Z,12Z,15Z));PC(O-

16:1(9Z)/18:2(9Z,12Z));PC(P-16:0/18:2(9Z,12Z));PC(P-18:1(11Z)/16:1(9Z));PC(P-

18:1(9Z)/16:1(9Z));PE(P-20:0/17:2(9Z,12Z)) 

40 PC(O-16:0/0:0) 

41 PC(22:6(4Z,7Z,10Z,13Z,16Z,19Z)/0:0) 
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42 PC(22:5(4Z,7Z,10Z,13Z,16Z)/0:0);PC(22:5(7Z,10Z,13Z,16Z,19Z)/0:0) 

43 PC(22:4(7Z,10Z,13Z,16Z)/0:0) 

44 PC(22:0/22:6(4Z,7Z,10Z,13Z,16Z,19Z));PC(22:2(13Z,16Z)/22:4(7Z,10Z,13Z,16Z));PC(22:4

(7Z,10Z,13Z,16Z)/22:2(13Z,16Z));PC(22:6(4Z,7Z,10Z,13Z,16Z,19Z)/22:0) 

45 PC(21:0/22:6(4Z,7Z,10Z,13Z,16Z,19Z));PC(22:6(4Z,7Z,10Z,13Z,16Z,19Z)/21:0) 

46 PC(20:5(5Z,8Z,11Z,14Z,17Z)/22:5(7Z,10Z,13Z,16Z,19Z));PC(20:4(5Z,8Z,11Z,14Z)/22:6(4Z

,7Z,10Z,13Z,16Z,19Z));PC(22:6(4Z,7Z,10Z,13Z,16Z,19Z)/20:4(5Z,8Z,11Z,14Z)) 

47 PC(20:4(5Z,8Z,11Z,14Z)/0:0);PC(0:0/20:4(5Z,8Z,11Z,14Z));PC(20:4(8Z,11Z,14Z,17Z)/0:0) 

48 PC(20:3(8Z,11Z,14Z)/0:0);PC(20:3(5Z,8Z,11Z)/0:0) 

49 PC(20:0/22:6(4Z,7Z,10Z,13Z,16Z,19Z));PC(20:2(11Z,14Z)/22:4(7Z,10Z,13Z,16Z));PC(20:4

(5Z,8Z,11Z,14Z)/22:2(13Z,16Z));PC(20:5(5Z,8Z,11Z,14Z,17Z)/22:1(11Z));PC(22:1(11Z)/20

:5(5Z,8Z,11Z,14Z,17Z));PC(22:2(13Z,16Z)/20:4(5Z,8Z,11Z,14Z));PC(22:4(7Z,10Z,13Z,16Z

)/20:2(11Z,14Z));PC(22:6(4Z,7Z,10Z,13Z,16Z,19Z)/20:0);LacCer(d18:1/16:0);Manbeta1-

4Glcbeta-Cer(d18:1/16:0);Galalpha1-4Galbeta-Cer(d18:1/16:0) 

50 PC(18:3(9Z,12Z,15Z)/0:0);PC(18:3(6Z,9Z,12Z)/0:0) 

51 PC(15:1(9Z)/0:0);PE(18:1(9Z)/0:0);PE(0:0/18:1(11Z));PE(0:0/18:1(9Z));PE(18:1(11Z)/0:0) 

52 PC(15:0/0:0);PE(18:0/0:0);PE(0:0/18:0);1-(2-methoxy-6Z-heptadecenyl)-sn-glycero-3-

phosphoethanolamine 

53 PC(13:0/0:0);PE(16:0/0:0);PE(0:0/16:0);1-(2-methoxy-13-methyl-6Z-tetradecenyl)-sn-

glycero-3-phosphoethanolamine;1-(2-methoxy-6Z-pentadecenyl)-sn-glycero-3-

phosphoethanolamine 

54 PA(P-16:0/14:1(9Z)) 

55 PA(O-20:0/22:6(4Z,7Z,10Z,13Z,16Z,19Z)) 

56 PA(O-18:0/17:2(9Z,12Z));PA(P-16:0/19:1(9Z));PA(P-18:0/17:1(9Z));PA(P-

20:0/15:1(9Z));SM(d18:2/14:0);PE-Cer(d14:2(4E,6E)/21:0);PE-Cer(d15:2(4E,6E)/20:0);PE-

Cer(d16:2(4E,6E)/19:0) 

57 PA(O-16:0/22:6(4Z,7Z,10Z,13Z,16Z,19Z));PA(P-18:0/20:5(5Z,8Z,11Z,14Z,17Z)) 

58 PA(O-16:0/22:2(13Z,16Z));PA(O-18:0/20:2(11Z,14Z));PA(O-20:0/18:2(9Z,12Z));PA(P-

16:0/22:1(11Z));PA(P-18:0/20:1(11Z));PA(P-20:0/18:1(9Z)) 

59 PA(O-16:0/17:2(9Z,12Z));PA(P-16:0/17:1(9Z));PA(P-18:0/15:1(9Z)) 

60 PA(O-16:0/0:0) 

61 PA(18:0/18:1(9Z));PA(14:0/22:1(11Z));PA(14:1(9Z)/22:0);PA(15:1(9Z)/21:0);PA(16:1(9Z)/

20:0);PA(17:0/19:1(9Z));PA(17:1(9Z)/19:0);PA(19:0/17:1(9Z));PA(19:1(9Z)/17:0);PA(20:0/

16:1(9Z));PA(20:1(11Z)/16:0);PA(21:0/15:1(9Z));PA(22:0/14:1(9Z));PA(22:1(11Z)/14:0);P

A(18:1(9Z)/18:0);PA(16:0/20:1(11Z)) 

62 PA(17:0/22:1(11Z));PA(17:1(9Z)/22:0);PA(18:1(9Z)/21:0);PA(19:0/20:1(11Z));PA(19:1(9Z)

/20:0);PA(20:0/19:1(9Z));PA(20:1(11Z)/19:0);PA(21:0/18:1(9Z));PA(22:0/17:1(9Z));PA(22:

1(11Z)/17:0);PE-Cer(d15:2(4E,6E)/24:0(2OH)) 

63 PA(14:0/18:1(9Z));PA(12:0/20:1(11Z));PA(13:0/19:1(9Z));PA(14:1(9Z)/18:0);PA(15:0/17:1(

9Z));PA(15:1(9Z)/17:0);PA(16:1(9Z)/16:0);PA(17:0/15:1(9Z));PA(17:1(9Z)/15:0);PA(18:0/1

4:1(9Z));PA(19:1(9Z)/13:0);PA(20:1(11Z)/12:0);PA(18:1(9Z)/14:0);PA(16:0/16:1(9Z)) 

64 OH-Spheroidenone 

65 O-(17-carboxyheptadecanoyl)carnitine 

66 N-palmitoyl tryptophan 

67 N-oleoyl histidine 

68 N-arachidonoyl D-serine;N-arachidonoyl L-serine;N-stearoyl taurine;15-HETE-Ala;12-

HETE-Ala 

69 N-(3E-hexadecenoyl)-deoxysphing-4-enine-1-sulfonate 

70 Minabeolide-2 

71 MG(16:0/0:0/0:0)[rac];MG(16:0/0:0/0:0);MG(0:0/16:0/0:0);1-O-(2R-methoxy-4Z-

pentadecenyl)-sn-glycerol;1-O-(2R-hydroxy-4Z-hexadecenyl)-sn-glycerol 

72 L-Isoleucic acid;DL-2-hydroxy caproic acid;DL-3-hydroxy caproic acid;DL-4-hydroxy 

caproic acid;5-hydroxy caproic acid;6-hydroxy caproic acid;5R-hydroxy-hexanoic acid;3R-

hydroxy-hexanoic acid;2-hydroxy-3-methyl-pentanoic acid;Leucinic acid;2-ethyl-2-hydroxy-
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butyric acid;D-Leucic acid;hydroxy-isocaproic acid;(S)-3-hydroxyhexanoic acid;(2R,3S)-2-

hydroxy-3-methylpentanoic acid;(2S,3R)-3-hydroxy-2-methylpentanoic acid 

73 GM4(d18:1/20:0) 

74 GlcCer(d18:2(4E,8Z)/16:0(2OH[R]));GlcCer(d18:2(4E,8E)/16:0(2OH[R]));GlcCer(d14:2(4E,

6E)/20:0(2OH));GlcCer(d16:2(4E,6E)/18:0(2OH)) 

75 GlcCer(d15:2(4E,6E)/20:0) 

76 GlcCer(d14:1/18:1);GlcCer(d14:2(4E,6E)/18:0) 

77 ent-9-L1-PhytoP;16-B1-PhytoP;9-L1-PhytoP;ent-16-B1-PhytoP;9-B1-PhytoP;ent-9-B1-

PhytoP;16-A1-PhytoP;16-epi-16-A1-PhytoP;9-A1-PhytoP;9-epi-9-A1-PhytoP;ent-16-A1-

PhytoP;ent-16-epi-16-A1-PhytoP;ent-9-A1-PhytoP;ent-9-epi-9-A1-PhytoP;16-J1-PhytoP;16-

epi-16-J1-PhytoP;9-J1-PhytoP;9-epi-9-J1-PhytoP;ent-16-J1-PhytoP;ent-16-epi-16-J1-

PhytoP;ent-9-J1-PhytoP;ent-9-epi-9-J1-PhytoP;14,14,14-Trifluoro-11E-tetradecenyl 

acetate;14,14,14-Trifluoro-11Z-tetradecenyl acetate 

78 dolichyl-4-D-xylosyl phosphate 

79 Diketospirilloxanthin/ 2,2'-Diketospirilloxanthin 

80 DGCC(16:0/20:5);DGCC(20:5/16:0) 

81 DG(22:5(7Z,10Z,13Z,16Z,19Z)/22:5(7Z,10Z,13Z,16Z,19Z)/0:0);DG(22:4(7Z,10Z,13Z,16Z)/

22:6(4Z,7Z,10Z,13Z,16Z,19Z)/0:0)[iso2];PA(15:0/22:1(11Z));PA(15:1(9Z)/22:0);PA(16:1(9

Z)/21:0);PA(17:0/20:1(11Z));PA(17:1(9Z)/20:0);PA(18:0/19:1(9Z));PA(18:1(9Z)/19:0);PA(1

9:0/18:1(9Z));PA(19:1(9Z)/18:0);PA(20:0/17:1(9Z));PA(20:1(11Z)/17:0);PA(21:0/16:1(9Z));

PA(22:0/15:1(9Z));PA(22:1(11Z)/15:0) 

82 DG(12:0/17:1(9Z)/0:0)[iso2];DG(13:0/16:1(9Z)/0:0)[iso2] 

83 delta2-THA;5beta-Chola-3,8(14),11-trien-24-oic Acid 

84 Cervonyl carnitine 

85 bromosuccinic acid 

86 Bombykol;10-propyl-5,9-tridecadien-1-ol;7,11-hexadecadien-1-ol;6E,11Z-hexadecadien-1-

ol;6Z,11Z-hexadecadien-1-ol;10E,12E-Hexadecadien-1-ol;11E,13E-Hexadecadien-1-

ol;11E,13Z-Hexadecadien-1-ol;4E,6Z-Hexadecadien-1-ol;11Z,13E-Hexadecadien-1-

ol;7Z,11E-Hexadecadien-1-ol;11Z,13Z-Hexadecadien-1-ol;7Z,11Z-Hexadecadien-1-ol;1,3-

Hexadecadien-1-ol;2-hexadecenal;7-hexadecenal;9-hexadecenal;11-hexadecenal;2Z-

hexadecenal;10E-Hexadecenal;10Z-Hexadecenal;11Z-Hexadecenal;12Z-Hexadecenal;7Z-

Hexadecenal;9Z-Hexadecenal;cis-11-Hexadecenal;(Z)-hexadec-13-enal;1,15-Hexadecadien-

3-one;1-Hexadecen-3-one 

87 Behenic acid;Isobehenic acid;19-methyl-heneicosanoic acid;3-methyl-heneicosanoic 

acid;14,19-dimethyl-eicosanoic-acid;Eicosyl acetate;octadecyl butyrate;hexadecyl 

hexanoate;tetradecyl octanoate;dodecyl decanoate;hexyl hexadecanoate;6,10,13-

Trimethyltetradecyl 3-methylbutanoate;16-Methylheptadecyl isobutyrate;Octadecyl 

isobutyrate;Butyl octadecanoate 

88 bayogenin;Acacic acid;Arjunolic acid;11-acetoxy-3beta,6alpha-dihydroxy-24-methylene-

9,11-seco-5alpha-cholesta-7,22E-dien-9-one. ;11-acetoxy-3beta,6alpha-dihydroxy-24-methyl-

9,11-seco-5alpha-cholesta-7,22Z-dien-9-one. ;cimigenol 

89 Axillarenic acid;Nebraskanic acid;Tetracosanedioic acid 

90 Angelic acid;Tiglic acid;beta,beta-dimethyl acrylic acid;Isopropenylacetic acid;2-ethyl acrylic 

acid;beta-ethyl acrylic acid;beta-penteic acid;Allyl acetic acid;cis-pent-2-enoic acid;cis-pent-

3-enoic acid;ethyl 2E-propenoate;gamma-valerolactone;Pentane-2,4-dione 

91 9-Keto heptadecylic acid;16-oxo-heptadecanoic acid;2-oxo-heptadecanoic acid;3-oxo-

heptadecanoic acid;2-methoxy-5Z-hexadecenoic acid;2-methoxy-6Z-hexadecenoic 

acid;Avocadyne;Muricatacin 

92 6,8-dihydroxy-octanoic acid 

93 5-(L-alanin-3-yl)-2-hydroxy-cis,cis-muconate 6-semialdehyde 

94 4R-aminopentanoic acid;4S-aminopentanoic acid;4-amino-pentanoic acid;5-amino-pentanoic 

acid;2S-amino-pentanoic acid;2-Amino-3-methylbutanoic acid 

95 4,8,12-Trimethyl-1,3E,7E,11-tridecatetraene;3,6,9-Hexadecatriene 

96 4,4'-Diapo-zeta-carotene 
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97 3alpha-Hydroxy-6-oxo-5beta-cholan-24-oic Acid;3beta-Hydroxy-6-oxo-5beta-cholan-24-oic 

Acid;3alpha-Hydroxy-6-oxo-5alpha-cholan-24-oic Acid;3beta-Hydroxy-6-oxo-5alpha-

cholan-24-oic Acid;7-oxolithocholic acid;3beta-Hydroxy-7-oxo-5beta-cholan-24-oic 

Acid;3beta-Hydroxy-7-oxo-5alpha-cholan-24-oic Acid;3alpha-Hydroxy-11-oxo-5beta-

cholan-24-oic Acid;3beta-Hydroxy-11-oxo-5beta-cholan-24-oic Acid;3alpha-Hydroxy-12-

oxo-5beta-cholan-24-oic Acid;3beta-Hydroxy-12-oxo-5beta-cholan-24-oic Acid;12beta-

Hydroxy-3-oxo-5beta-cholan-24-oic Acid;6alpha-Hydroxy-3-oxo-5beta-cholan-24-oic 

Acid;6beta-Hydroxy-3-oxo-5beta-cholan-24-oic Acid;6alpha-Hydroxy-3-oxo-5alpha-cholan-

24-oic Acid;7alpha-Hydroxy-3-oxo-5beta-cholan-24-oic Acid;7beta-Hydroxy-3-oxo-5beta-

cholan-24-oic Acid;7alpha-Hydroxy-3-oxo-5alpha-cholan-24-oic Acid;7alpha-Hydroxy-12-

oxo-5beta-cholan-24-oic Acid;7beta-Hydroxy-12-oxo-5beta-cholan-24-oic Acid;7alpha-

Hydroxy-12-oxo-5alpha-cholan-24-oic Acid;7beta-Hydroxy-12-oxo-5alpha-cholan-24-oic 

Acid;12alpha-Hydroxy-3-oxo-5beta-cholan-24-oic Acid;12alpha-Hydroxy-3-oxo-5alpha-

cholan-24-oic Acid;12alpha-Hydroxy-7-oxo-5alpha-cholan-24-oic Acid;3beta,6beta-

Dihydroxychol-4-en-24-oic Acid;3beta,7alpha-Dihydroxychol-4-en-24-oic 

Acid;3beta,7alpha-Dihydroxychol-5-en-24-oic Acid;3beta,7beta-Dihydroxychol-5-en-24-oic 

Acid;3beta,12alpha-Dihydroxychol-5-en-24-oic Acid;3alpha,12alpha-Dihydroxy-5beta-chol-

6-en-24-oic Acid;3alpha,12beta-Dihydroxy-5beta-chol-6-en-24-oic Acid;3alpha,12alpha-

Dihydroxy-5beta-chol-7-en-24-oic Acid;3alpha,12alpha-Dihydroxy-5beta-chol-8-en-24-oic 

Acid;3alpha,12alpha-Dihydroxy-5beta-chol-8(14)-en-24-oic Acid;3alpha,12alpha-Dihydroxy-

5beta-chol-9(11)-en-24-oic Acid;7alpha,12alpha-Dihydroxy-5beta-chol-3-en-24-oic 

Acid;(22E)-3alpha,7alpha-Dihydroxy-5beta-chol-22-en-24-oic Acid;(22E)-3alpha,7beta-

Dihydroxy-5beta-chol-22-en-24-oic Acid;(22E)-3alpha,12alpha-Dihydroxy-5beta-chol-22-en-

24-oic Acid;1alpha-Hydroxy-3-oxo-5beta-cholan-24-oic Acid;3alpha,7alpha-Dihydroxychol-

5-en-24-oic Acid;3alpha,7beta-Dihydroxychol-5-en-24-oic Acid;3alpha,7alpha-Dihydroxy-

5beta-chol-11-en-24-oic Acid;3alpha,7beta-Dihydroxy-5beta-chol-11-en-24-oic 

Acid;3alpha,12alpha-Dihydroxy-5beta-chol-14-en-24-oic Acid;3alpha,12beta-Dihydroxy-

5beta-chol-9(11)-en-24-oic Acid;3alpha-Hydroxy-12-oxo-5alpha-cholan-24-oic 

Acid;7alpha,12alpha-Dihydroxy-5beta-chol-2-en-24-oic Acid;12alpha-Hydroxy-7-oxo-5beta-

cholan-24-oic Acid;3beta,19-Dihydroxychol-5-en-24-oic Acid;3alpha-Hydroxy-7-oxo-

5alpha-cholan-24-oic Acid;3alpha,7alpha-Dihydroxy-5beta-chol-16-en-24-oic Acid 

98 3,4,3',4'-Tetrahydrospirilloxanthin 

99 3,4-dihydroxy-4-methylhexadecanoic acid;1-O-(2R-hydroxy-4Z-tetradecenyl)-sn-glycerol 

100 3-Methylsubericacid;Azelaic acid;cis- and trans-Ethyl 2,4-dimethyl-1,3-dioxolane-2-acetate 

101 3-hydroxypalmitoleoylcarnitine;N-stearoyl glutamic acid 

102 2,5-Diaminopentanoic acid 

103 2,4-diamino-butyric acid 

104 2-deoxyecdysone;25-deoxyecdysone;Porrigenin 

A;Digitogenin;Agigenin;Paniculogenin;Neoagigenin;Tokorogenin;Epimetagenin;Metagenin;

Convallagenin  A;Neotokorogenin;Hispigenin;Solaspigenin;Neosolaspigenin;(24R)-6,19-

epidioxy-1alpha,24-dihydroxy-6,19-dihydrovitamin D3 / (24R)-6,19-epidioxy-1alpha,24-di 

hydroxy-6,19-dihydrocholecalciferol;(6R)-6,19-epidioxy-1alpha,25-dihydroxy-6,19-

dihydrovitamin D3 / (6R)-6,19-epidioxy-1alpha,25-dihydroxy-6,19-

dihydrocholecalciferol;(23S,25R)-1alpha,23,25,26-tetrahydroxyvitamin D3 / (23S,25R)-

1alpha,23,25,26-tetrahydroxycholecalciferol;1alpha,23R,25S,26-Tetrahydroxyvitamin 

D3;7beta,12alpha-Dihydroxy-3-oxo-5beta-cholestan-26-oic acid;7alpha,12alpha-Dihydroxy-

3-oxo-5beta-cholestan-26-oic acid;7alpha,12alpha-Dihydroxy-3-oxo-5alpha-cholestan-26-oic 

acid;3alpha,12alpha-Dihydroxy-7-oxo-5beta-cholestan-26-oic acid;3alpha,7alpha,12alpha-

Trihydroxy-5beta-24E-cholesten-26-oic acid;3alpha,7alpha,12alpha-Trihydroxy-5beta-

cholest-23-en-26-oic acid;3alpha,7alpha-Dihydroxy-12-oxo-5alpha-cholestan-26-oic 

acid;3alpha,7alpha,12alpha-trihydroxy-5alpha-23E-cholesten-26-oic 

acid;3alpha,7alpha,12alpha-Trihydroxy-5beta-24Z-cholesten-26-oic acid 

105 17-phenyl-trinor-PGF2alpha amide;N-linoleoyl taurine 

106 17-oxo-20Z-hexacosenoic acid;Ficulinic acid A;22-keto-26-Hexacosanolide 

107 12beta-hydroxy-24-norcholesta-1,4,22E-trien-3-one 

108 10-oxo-nonadecanoic acid;18-oxo-nonadecanoic acid;2-oxo-nonadecanoic acid;3-oxo-

nonadecanoic acid 
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109 1-tetradecanyl-2-(8-[3]-ladderane-octanyl)-sn-

glycerophosphoethanolamine;GlcCer(d15:2(4E,6E)/18:0) 

110 1-tetradecanyl-2-(8-[3]-ladderane-octanyl)-sn-glycerophosphoethanolamine 

111 1-O-(2R-hydroxy-hexadecyl)-sn-glycerol 

112 1-chloro-3-(5'-(penta-1,3-diyn-1-yl)-[2,2'-bithiophen]-5-yl)prop-2-yn-1-ol 

113 1-(6-[3]-ladderane-hexanyl)-2-(8-[3]-ladderane-octanyl)-sn-glycerophosphocholine 

114 1-(2-methoxy-eicosanyl)-sn-glycero-3-phosphoethanolamine 

115 (3'-sulfo)Galbeta-Cer(d18:1/22:0) 

116 (2S,3R,4E,8E)-3-Hydroxy-2-[methyl(stearoyl)amino]-4,8-octadecadien-1-yl hydrogen sulfate 

117 (2E,5Z,7E)-decatrienoylcarnitine 

118 (25S)-5alpha-cholestan-3beta,6alpha,7beta,8beta,15alpha,16beta,26-heptol;(25S)-5alpha-

cholestan-3beta,4beta,6alpha,8beta,15alpha,16beta,26-heptol 

119 (22E)-26,26,26,27,27,27-hexafluoro-25-hydroxy-22,23-didehydrovitamin D3 / (22E)-

26,26,26,27,27,27-hexafluoro-25-hydroxy-22,23-didehydrocholecalciferol 

120 (11Z)-eicoseneoylcarnitine 

121 (11Z,14Z)-eicosadienoylcarnitine 
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