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 A novel Coronavirus (COVID-19 or SARS-CoV-2) pandemic has become a unique issue 
topping the global agenda in 2020. Georeferencing any pandemic brings in a spatial 
extent to monitoring such public health crises. This will be possible only if data patterns 
about the pandemic cases have practical and biologically relevant value. This article 
investigates the use of geospatial data science for monitoring the outbreak and reviews 
the outcomes of the studies carried out. These studies consist of a variety of techniques, 
such as real-time geospatial databases for pandemic cases, monitoring medical needs, 
geospatial dashboards, environmental change detection during the pandemic and data 
collection. Moreover, this study discusses the concept of pandemic isolation tracking and 
emphasizes its impact during prevention and recovery phases. As a conclusion, the article 
presents some recommendations and future perspectives for the use of geospatial data 
science in epidemiological research and community resilience. 

 
 
 

1. INTRODUCTION 

 Geospatial data science plays a vital role to 
understand, analyse and visualise the spatial 
distribution of any phenomenon occurring on Earth. 
Geographic information systems (GIS) are one of 
the most valuable tools for managing geospatial 
data flow. Satellite imagery, on the other hand, 
enables the researchers to monitor land cover and 
land use to extract highly meaningful geospatial 
information. Not only crowdsourcing approach 
using social media and mobile apps, but also the 
widespread use of smart sensors are modern 
opportunities for leveraging geospatial big data. 
Geospatially labelled and instantaneous datasets 
present effective solutions for global and local 
difficulties by using big geospatial data analytics 
methods (VoPham et al., 2018). 

By the beginning of 2020, a novel Coronavirus 
(COVID-19 or SARS-CoV-2) pandemic has become a 
unique issue topping the global agenda. On March 
11, 2020, the World Health Organisation (WHO) 
announced COVID-19 a pandemic and most 
countries have preferred to shut down schools and 
public areas, including travel bans, mass 
quarantines or nationwide lockdowns (Cohen & 

Kupferschmidt, 2020; Hui et al., 2020). 
Epidemiology is a branch of science that 

monitors the distribution of factors and phenomena 
affecting directly the public health. It tries to 
establish the relationships between the diseases 
and their possible pathogenesis. The variety of 
environmental, social and personal factors which 
cause an outbreak of a particular disease should 
also be examined through spatial and temporal data 
sets (Porta, 2014).  

In this context, this review article scrutinises the 
importance of the geospatial information for the 
studies of infectious diseases’ epidemiology. For 
this purpose, the article begins with a literature 
review that identifies the key functions of the 
geospatial data use and related examples in 
previous infectious diseases research. Then, it 
deeply investigates the geospatial data science’s 
responses to COVID-19 crisis, by reviewing the 
outcomes of the academic and institutional case 
studies. These studies cover a variety of techniques, 
such as recording pandemic cases in a real-time 
geospatial database, monitoring medical needs, 
establishing local and global geospatial dashboards, 
monitoring environmental changes during the 
lockdowns and the collection of pandemic datasets.  

https://orcid.org/0000-0002-3341-1338
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Furthermore, this article introduces the 
pandemic isolation tracking projects that are being 
implemented across the globe and it presents the 
Turkish example to discuss data privacy issues. In 
the conclusion part, the article presents some 
recommendations and future perspectives for the 
use of geospatial data science in epidemiologic 
researches.  

2. GEOSPATIAL DATA SCIENCE RESPONSES TO 
COVID-19 

 
2.1. Mapping the Infectious Diseases 

 
Previous studies have utilised GIS and satellite 

images to model how the infectious diseases spread, 
to determine typical environmental factors (e.g. 
temperature, humidity, flora and fauna) that cause 
the outbreak, and to identify which communities 
and human settlements are under the risk of these 
diseases (Boone, 2000; Brooker & Michael, 2000; 
Tran et al., 2016). Apart from infectious diseases, in 
many countries, GIS techniques have been used as a 
tool to extract geo-relationships between cancer 
cases and the environment (for Turkish examples, 
see Colak et al., 2015; Yomralioglu et al., 2009). 
Furthermore, there have been also several studies 
for monitoring the infectious diseases in plants (the 
ones that are consumed by human beings) caused 
by pathogenic viruses; consequently, it has been 
possible to map the infected plants and decreased 
agricultural productivity using geospatial datasets 
(Gáborjányi et al., 2003).  

Infectious diseases have been geo-localised 
using a variety of geospatial data since John Snow 
for the first time mapped the London cholera 
epidemic in 1854. He found out that contaminated 
water from a street pump had caused the epidemic 
even though the foul air had been considered to be 
the reason (Bynum, 2013).  

 
 

Figure 1. An example from Iran: Mapping cases at 
province level (Arab-Mazar et al., 2020) 

2019-20 Coronavirus pandemic is also being 
mapped and analysed at global and local scale with 
real-time case information (for Iranian case, see 
Figure 1) (Arab-Mazar et al., 2020; Fanelli & Piazza, 
2020). While the number of infected people 

increases, their travel stories and close contact with 
other people are being recorded in many countries. 
Such a record inventory is helpful to decrease the 
spread of the pandemic and to implement the 
preventive measures. 

 
2.2. Recording COVID-19 Cases in a Real-time 

Geospatial Database 
 

A recent study from China, published in Nature’s 
Scientific Data journal, shows how real-time 
infection cases are recorded in a geospatial 
database, especially in Wuhan City where the virus 
was first identified. This study presents a geospatial 
database which contains real-time data sets such as 
hospital, the date and time when the tests resulted 
positive and the treatment started, age and gender, 
observed symptoms, the travel story of the infected 
individuals. The attention-grabbing aspect of this 
study is that all recorded cases are geo-coded 
precisely at the district or even building scale. Such 
a precise geospatial database has been converted 
into an automatically-updated interactive web 
application using Mapbox open-source platform and 
JavaScript codes. Afterwards, the data sources of 
other countries (e.g. Western Europe, the United 
States, Iran and Japan), which record their infection 
cases at local levels, have been added to this 
geospatial database; therefore, an open-source 
global data visualisation tool (Figure 2) has become 
available (Xu, Gutierrez, et al., 2020; Xu, Kraemer, et 
al., 2020). 

 
 
Figure 2. Global COVID-19 Map (Xu, Kraemer, et al., 
2020) 

 
The most notable and cited example of a global 

pandemic map is the interactive web-based 
dashboard (Figure 3) developed by John Hopkins 
University Centre for Systems Science and 
Engineering. The details about this dashboard were 
published in The Lancet Infectious Diseases. 
Collected data is freely available in their GitHub 
repository. To track the progression of the 
pandemic, there have been dozens of similar 
dashboards at country scale supported by ESRI’s 
ArcGIS Atlas of the World (Dong et al., 2020). 

By these dashboards, the users can click on any 
location and a pop-up displays reported cases in 
that location. There are several boxes on the right 
side of the dashboards summarising the total deaths 

https://github.com/beoutbreakprepared/nCoV2019
https://github.com/beoutbreakprepared/nCoV2019
https://www.healthmap.org/covid-19/
https://www.healthmap.org/covid-19/
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and recoveries as well as country-by-country 
details. The data is symbolised as graduated circles, 
whose size corresponds to the total number of 
confirmed cases at that location. 

 
 

Figure 3. The interactive web-based dashboard 
(Dong et al., 2020) 

 
2.3. Monitoring Risky Zones and Medical 

Supplies 

Another study from China, published in 
Geography and Sustainability, summarises the 
short-term gains of big geospatial data management 
in the context of the fight against a pandemic. Open 
geospatial data management enables to monitor the 
contagiousness of the virus throughout the country, 
from the first case until the latest identified cases. 
This helps to determine the corridors where the 
virus travels and to delineate buffer zones 
depending on the risk density. By mapping the risky 
areas (see Figure 4), preventive measures can be 
implemented in those affected areas.  

 

 
 
Figure 4. Determining the Risky Areas in China 
(Zhou et al., 2020) 

Another gain is that such a big geospatial 
inventory can collect the instantaneous medical 
needs of the institutions across the country (Figure 
5). Such a data flow should be open to the public in 
order to make the medical industry fulfil the needs 
of the doctors immediately. Manufacturing 
companies, public health institutions and logistic 

chains will be able to monitor the need and 
transport of medical supplies more 
straightforwardly, as proven by the study (Zhou et 
al., 2020). Another example of accelerating medical 
supply and patient transportation is the Copernicus 
satellite imagery usage of European Commission 
(EC). The EC was able to speed up the customs 
procedures at member states’ borders to let the 
vehicles pass through the long queues rapidly. 

 

Figure 5. Distribution of Medical Supply Needs 
(Zhou et al., 2020) 

2.4. Collection of Pandemic Datasets 

Governmental institutions every day publish 
COVID-19 datasets for identified cases, recovered 
and dead patients. However, datasets mostly are not 
published in a machine-readable format (such as 
.xls or .csv files and JSON file format). For instance, 
the Italian Civil Protection publishes their daily 
reports with PDF format or scanned files on their 
website (Borruso, 2020). Turkish Health Ministry 
also has not published any machine-readable 
dataset, instead, it uses pdf files and screenshotted 
maps (Turkish Ministry of Health, 2020). To cope 
with such a big non-machine-readable data flow, 
volunteer data analysts rewrite these data and 
publish them in personal GitHub repositories, 
Kaggle or many other data warehouses (Borruso, 
2020).  

Worldometers (an international team of 
developers) every day collects the published data of 
each country (Figure 6) and researchers can freely 
extract this tabular dataset via web requests 
(Worldometer, 2020). The positive cases in Turkey 
are being mapped at street level through a mobile 
application (named as Hayat Eve Sığar) by the 
Ministry of Health; however, these datasets are 
neither downloadable nor machine-readable 
(Figure 7). The aim of this application is to warn the 
users about the risks in their territory. Practically, 
there is not an open-source, vector-format GIS for 
geo-localising COVID-19 cases in Turkey. 
 
 

https://github.com/ondata/covid19italia/blob/master/README.md
https://www.kaggle.com/allen-institute-for-ai/CORD-19-research-challenge
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Figure 6. A part of Worldometer’s case report 
(Worldometer, 2020) 

 

Figure 7. Hayat Eve Sığar Mobile App by Turkish 
Ministry of Health 

 
2.5. Environmental Monitoring during a 

Pandemic 

NASA and European Space Agency (ESA) 
pollution monitoring satellites (TROPOMI sensor on 
ESA’s Sentinel-5 and OMI sensor on NASA’s Aura) 
sensed a remarkable decline in nitrogen dioxide 
(NO2) over China (Figure 8). This situation proves 
an economic slowdown after the outbreak of 
COVID-19. NASA scientists stated that NO2 levels 
declined firstly in Wuhan area, then this 
phenomenon spread across all China, due to the fact 
that millions of people have been in quarantine 
(ESA, 2020; NASA Earth Observatory, 2020).  

The same situation happened also in Europe. 
Scientists from the Royal Netherlands 
Meteorological Institute (KNMI) observed both 
meteorological and TROPOMI data and monitored 
the significant reduce in NO2 concentrations over 
European cities (Figure 9). Such a decrease in 
pollutant particles in the atmosphere proves the 
decrease in demand for oil at the beginning of 2020.  
 

 

 

 

Figure 8. Pollutant Drops in Wuhan in 2019 and 
2020 (NASA Earth Observatory, 2020) 

 

(a)                                        (b) 

Figure 9. A comparison of NO2 levels of March 2019 
(a) and March 2020 (b) over Italy (ESA, 2020)  

3. PANDEMIC ISOLATION TRACKING 
 

Some countries have imposed isolation or 
curfew measures during the COVID-19 outbreak. 
The countries, such as South Korea, Singapore, 
China, Taiwan, Italy, Russia and Israel, have 
monitored the infected individuals by mobile phone 
signals and applications. The public services send 
an SMS message if an infected person leaves their 
house or anybody that passes nearby a quarantine 
zone, suggesting them returning to home and 
isolating themselves. The countries that monitor 
and map the infected people’s mobility aims at 
controlling the outbreak spread and implementing 
strict measures to prevent the close contact; 
however, it is also commented that such a 
monitoring process violates the personal freedom 
and data privacy (The Washington Post, 2020). 

3.1. Turkish Pandemic Isolation Project 

The Turkish Ministry of Health also announced 
that they had developed a Pandemic Isolation 
Tracking Project (in Turkish Pandemi İzolasyon 
Takip Projesi) to slow the spread of COVID-19 
outbreak and ensure the isolation of infected 
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individuals. The Directorate of Communications 
stated that this practice would be implemented in 
cooperation with the Ministry of Health, 
Information Technologies and Communications 
Authority and all GSM operators. Within the scope 
of the project, it is planned to monitor whether 
those who have positive coronavirus tests comply 
with the isolation and social distancing rules 
required for the health of themselves, their relatives 
and the society. The mobility of the quarantined 
people can be monitored and related analyses can 
be made to prevent the spread of the pandemic. 

 
 

Figure 10. SMS sent to those who leave their home 
quarantine (Image Credit: Cumhuriyet Newspaper) 

If the people leave their houses instead of being 
under home isolation, a warning message (Figure 
10) will be sent to their mobile phones. These 
people will be contacted instantly through 
automatic call technology and they will be asked to 
return to where they need to be under isolation. 
The situation of those who do not comply with the 
warning and continue with the violation will be 
shared with the security units, and necessary 
administrative measures and sanctions will be 
implemented. The road control police teams also 
will be able to find out whether the person has 
violated the isolation by  controlling their latest 
mobility (BBC Turkish, 2020). 
 

3.2. Data Privacy Issues 

The Directorate of Communications stressed 
that the data obtained within the scope of the 
project will not be used out of pandemic purposes 
and will be destroyed when the risk of the 
pandemic ends. Additionally, it was stated that this 
project does not constitute a violation of Law of 
Protection of Personal Data (No. 6698) since the 
third paragraph of Article 6 of the law allows the 
processing of special personal data without the 
explicit consent of those concerned, in case there is 
an exceptional purpose pursued by authorized 
institutions and organizations for the protection of 
public health, preventive medicine, medical 
diagnosis, treatment and care services (BBC 
Turkish, 2020). 

 

 
4. RECOMMENDATIONS AND CONCLUSIONS 

 
This review article sums up the geospatial data 

science responses to the COVID-19 crisis by 
underlining key outcomes of several academic and 
institutional initiatives. On the other hand, it 
identifies the pandemic isolation tracking projects, 
giving the Turkish example, and underpins the data 
privacy issues.   

Georeferencing any pandemic brings in a spatial 
extent to monitoring such public health crises. This 
will be possible only if data patterns about the 
pandemic cases have practical and biologically 
relevant value. Moreover, the case studies cited in 
this review article are good examples and evidence 
for the importance of determining epidemic 
trajectories, which require geospatial data sources. 
The countries should record all COVID-19 cases at a 
scale as precise as possible (the district, street, even 
building level) and store them in a geospatial 
database. These datasets should be opened to at 
least researchers, national scientific committees, 
private sector stakeholders (in consulting), local 
administrations and municipalities that are obliged 
to implement the preventive measures. If the 
central administration of countries do not prefer to 
open such data freely to the public, they need to set 
up a secure intranet web among these responsible 
stakeholders. The case studies from China obviously 
remark that the preventive measures can be relaxed 
or extended by monitoring the risky zones and the 
corridors of contagiousness. 

The countries need to set up some sort of web 
applications to fulfil medical doctors’ immediate 
needs. A front-end application with a geospatial 
dataset, where the medical doctors can insert their 
supply needs, will be a useful tool to implement 
immediate actions to supply these medical needs. 
The ministries will also be able to switch medical 
supplies between hospitals if one of them needs 
more than the others.  

The literature review shows that tracking 
pandemic isolation is a new and hot topic for the 
governance and there has not been any scientific 
research to identify the data privacy issues and to 
test the reliability and applicability of the tracking 
process.  

Finally, geospatial data scientists and 
researchers in the digital earth domain should set 
up the standards of geospatial data related to 
pandemic during and after this COVID-19 crisis 
immediately. 
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 It was aimed that the images were acquired with two different types of UAV by feature-
based transformation algorithms such as SURF (Speeded Up Robust Features), FAST 
(Features from Accelerated Segment Test) and BRISK (Binary Robust Invariant Scalable 
Keypoints) in this study. Images (acquired by both UAV types) grouped by inclination. 
This classification is based on the wing type of the UAV (Rotary-Wing UAV” and “Fixed-
Wing UAV). Images with different characteristics were used to produce mosaics from the 
algorithms. The first performance preferred a flight height of 30 m (Ground Sample 
Distance, 0.82 cm/pixel) with the frontal overlap of 80%, and the second performance 
preferred a flight height of 60 m (GSD, 1.64 cm/pixel) and same overlap. Ten images from 
both performances were combined in all algorithms. Mismatches have been observed, 
and the mosaics produced after a very long process are not found satisfactory. According 
to the results, for rotary-wing UAV (SURF, BRISK and FAST), the algorithm run times 
were determined as 76.5 minutes, 11 minutes and 1839 minutes. Also, for fixed-wing 
UAV (SURF, BRISK and FAST), algorithm run times of 238 minutes, 95 minutes and 3350 
minutes were determined. 

 

 
1. INTRODUCTION  

 
The process of producing the orthomosaic 

image can be done in two different ways: image 
mosaicing and image stitching. In image stitching, 
there are small overlaps between images in which 
the images are put together. In contrast, image 
mosaic requires extended overlaps and a blending of 
several images. The feature is a piece of information 
that has the task of solving computational problems 
in the process. The features can be specific structures 
in the image, such as points, edges, or objects (Aslan 
et. al., 2019). The features may also be the result of a 
general neighborhood operation or feature detection 
applied to the image. Features can be divided into 
two main categories: 

 Features found in specific areas of the 
image, such as mountain peaks, building 
corners, doors, or interesting shaped points.  
 

Such positioned properties are often 
referred to as key point properties and are 
often identified by groups of pixels 
encircling the point position (Juan and 
Oubong, 2010). 

 Properties that can be matched according to 
their orientation and appearance within the 
image are called sharp edges, and they can 
also be very well representative of the 
boundaries of objects in overlapping images 
and the matching lines of images (Durdu, 
and Korkmaz, 2019). 

Key Point is the point that can be interpreted 
meaningfully in images. The point at which the 
boundary direction of the object suddenly changes 
or the intersection point between multiple edge 
segments (Figure 3). 

In this study, it is aimed to acquire the outdoor 
images proper for the study taken with an unmanned 
aerial vehicle and mosaicing the images with feature-
based transformation algorithms such as SURF 

https://orcid.org/0000-0003-3627-5826
http://orcid.org/0000-0001-7387-7004
https://orcid.org/0000-0002-5611-2322
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(Speeded Up Robust Features), FAST (Features from 
Accelerated Segment Test) and BRISK (Binary 
Robust Invariant Scalable Keypoints) (Cen et al., 
2019; Greengard, and Rokhlin, 1986; Rublee et al., 
2011). 

In this study, the image mosaic theory has been 
adopted because the overlapping areas of the images 
are considerably larger than aerial photogrammetry. 
The comparison of the algorithms researched in the 
literature such as SURF, FAST and BRISK was 
performed in the research. The advantages and 
disadvantages of the algorithms will be investigated 
by evaluating the results obtained in the study 
(Tareen et al., 2018). It is aimed to define the last 
version of this study as the most efficient method of 
these systems and to find the most appropriate one. 

 
2. MATERIALS AND METHODS 

 
SURF, FAST and BRISK algorithms were used on 

Unmanned Aerial Vehicle (UAV) images in this 
research (Makineci, 2016). Mosaics were 
constructed on two different models of UAV images 
and process times were recorded. Rotary-wing UAV 
and fixed-wing UAV are divided from each other as 
operating principles. While the fixed-wing UAV flies 
through the sky, the rotary-wing UAV can wait stable 
in the air. Because they have different positive and 
negative sides, it is not easy to guess which are 
required for users. 

Speeded Up Robust Features (SURF) granted in 
2008. SURF algorithm based on Gaussian scale-space 
analysis of images. SURF detector relies on the 
determinant of the Hessian Matrix and it utilises 
integral images to increase feature-detection speed 
(Bay et al., 2008; Tareen et al., 2018). 

Binary Robust Invariant Scalable Keypoints 
(BRISK) described in 2011. BRISK detects corners 
the usage of AGAST algorithm and filters them with 
FAST Corner score to trying to find maxima inside 
the scale-space pyramid. The BRISK description is 
based totally on figuring out the feature course of 
each characteristic for reaching rotation invariance. 
To provide illumination invariance outcomes of 
simple brightness tests also are concatenated, and 
the descriptor is constructed as a binary string. 
BRISK features are invariant to scale, rotation and 
constrained affine changes (Leutenegger et al., 2011; 
Tareen et al., 2018). 

The FAST algorithm is a feature detection 
algorithm suggested by Rosten and Drummond. 
FAST algorithm is an advancement of the SUSAN 
corner extraction algorithm. It maintains the SUSAN 
algorithm to detect the components of several 
feature points, and the algorithm has the benefits of 
high-speed detection and excellent efficiency of 
feature point detection (Rosten and Tom, 2005; 
Liang et al., 2012; Wu, 2018) 

 
2.1 Features detection and matching of main 
components 

 

Detection: Defining feature points 
Description: Environmental form around each 

feature point, light ratios (contrast values), angular 
status, scale, and in-image rotations, etc.  it is defined 
fixedly (ideally). The identifier is recognized by a 
vector for each feature point. 

Matching: Identifiers are compared between 
images to find similar features. For two images, a 
pair in one image (Xi, Yi) ↔ (Xi`, Yi`), (Xi, Yi) is a 
feature in another image, (Xi`, Yi`) is matched if there 
is a matching feature in both images. 

 
2.2 Points to consider when choosing feature 
extraction points 

 
The points should have a very well defined 

position in the image. Despite local distortions in the 
image, they are fixed as light contract/brightness 
values, so feature points can be reliably found - with 
a high probability of repetition. 

 
2.3 The feature identifier 

 
A feature identifier is an algorithm that finds 

property vectors. Feature identifiers encode 
different information into a series of numbers and 
run the information as a kind of numeric 
“fingerprint" that can be used to differentiate one 
from another. Ideally, this information should be 
independent of the image movement. Thus, even if 
the image is moved in some way, we can find the 
same feature again. After identifying feature points, 
an identifier is calculated for each point. Identifiers 
are divided into two classes: 

1. Local Descriptor: An integrated 
representation of the regional neighborhood 
relations of a point. This method is very suitable in 
terms of point matching since a point only deals with 
the neighborhood and regional relations. 

2. Global Descriptor: Global descriptor defines 
the entire image. It is possible that the change in part 
of the image will fail, as it will affect the result 
descriptor, and is usually not very reliable (Zhong, 
and Yubai, 2019). 

 
2.4 Image matching 

 
Part of several computer visioning applications, 

such as matching features or image matching in 
general, image stitching, camera calibration, and 
object recognition, is the task of detecting that the 
same object is common to two images. Once the 
properties and identifiers are specified from two or 
more images, the next step is to create some 
preliminary matches between these images (figure 
1).  
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Figure 1. Image matching points 

 
In general, the performance of matching 

methods based on feature points depends on both 
the areas of interest of the features and the selection 
of identifiers of overlapping images. Therefore, 
detectors and identifiers suitable for the image 
content should be used in applications. For example, 
if an image contains bacterial cells, a bubble detector 
should be used instead of using a corner detector. 
Feature extraction and matching algorithms 
processing steps: 

• Detect specific key points, 
• A region is defined around each key point, 
• The defined region is separated and 

normalized, 
• The local identifier is calculated from the 

normalized region; the defined local identifiers are 
matched. 

 
2.5 UAVs and cameras 
 

UAV with two different characteristics 
(according to wing types) was investigated in this 
study. Fixed-wing UAV (Sense Fly Ebee RTK) and 
rotary-wing UAV (DJI Phantom 4 Pro) are 
internationally known industrial brands. The 
cameras fixed on UAVs are also composite RGB 
cameras provided by the manufacturer (Figure 2). In 
particular, the feature that distinguishes these UAVs 
is their movement in the air. Fixed-wing UAV can fly 
like a plane and penetrate the wind. In this way, its 
long battery allows it to operate longer. Rotary-wing 
UAVs have motor and rotor systems that will remain 
stationary in the air. That causes more energy 
consumption. However, it is demanded by the users 
as it can take off / take off vertically and stand in the 
air. 
 

 
 
Figure 2. UAVs and camera specs 
 
3. PROCESS OF STUDY 

 
To compare and, if possible, improve the 

performance of the image matching algorithms, a 
classification was made based on the slope 
differences. This classification is based on the 
selection of images manually. Two types of land 
structures were identified. The first terrain structure 
is where the structure of the terrain is considered to 
be rugged and the slope is observed above 15 ° on 
average. This land was defined as sloping land. The 
second type of land is the land structure where the 
slope does not show very instant changes and the 
land structure is referred to as flat in the literature 
and the average slope is below 15 °. This land 
structure is defined as flat land (Makineci and 
Karabörk, 2016). 

The other compare research of the study is the 
height and overlay ratio at which the images were 
taken. Table 1 using all the data in the image 
matching points were produced and the working 
principles of the SURF, FAST, BRISK algorithms were 
investigated. As can be seen from Table 2, which 
shows the results produced from the images used, 
different algorithms were able to produce mosaic by 
showing positive results in different image types. 
However, results to be classified as positive, negative 
or results that have been achieved nothing at all 
(Rublee et al., 2011; Cen et al., 2019; Greengard and 
Rokhlin, 1986). 

Also, in addition, GSD is 2.5 cm/px in fixed wing 
UAV and 2.2 cm/px in rotary wing UAV for 120 m 
height. Likewise, for a height of 100 m, the GSD is 2.1 
cm/px in fixed wing UAV and 1.85 cm/px in rotary 
wing UAV. 
 

 
 



 Turkish Journal of Geosciences, Vol; 1, Issue; 1, pp. 8-14, 2020. 

  11 TURKGEO 

 

Table 1. Classification of images used in research 

  Fixed-winged UAV Images  Rotary-winged UAV Images 

1.Comparision 120m flight height 80 overlap flat area  120m flight height 80 overlap flat area 

2.Comparision 120m flight height 80 overlap slope area   120m flight height 80 overlap slope area 

  Rotary-winged UAV Images  Rotary-winged UAV Images 

3.Comparision 100m flight height 80 overlap flat area  120m flight height 80 overlap flat area 

4.Comparision 100m flight height 80 overlap slope area   120m flight height 80 overlap slope area 

  Rotary-winged UAV Images  Rotary-winged UAV Images 

5.Comparision 100m flight height 80 overlap flat area  100m flight height 70 overlap flat area 

6.Comparision 100m flight height 80 overlap slope area   100m flight height 70 overlap slope area 

  Rotary-winged UAV Images  Rotary-winged UAV Images 

7.Comparision 90m flight height 70 overlap flat area  100m flight height 70 overlap flat area 

8.Comparision 90m flight height 70 overlap slope area   100m flight height 70 overlap slope area 

 

Table 2. Mosaic results produced by algorithms according to classes 
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Figure 3. Feature point selection of algorithms 
  

 
 
Figure 4. Feature point selection of algorithms  
 

 
 
Figure 5. Mosaic extraction from images by 
matching SURF algorithm feature points 
 

 
 
Figure 6. Mosaic extraction from images by 
matching FAST algorithm feature points 

  

 
 

Figure 7. Mosaic extraction from images by 
matching BRISK algorithm feature points 

Figure 3 and Figure 4 show the selection of 
feature points, Figure 5, Figure 6 and Figure 7 show 
the mapping of feature points.  

Since the mosaic produced using these images 
did not present positive results, new flights were 
organised. These new flights were carried out on 
land more useful for the algorithms to create the 
mosaic. The result products of this alternative 
operation are shown in figure 8. 

Alternative images were used to produce 
mosaics from SURF, FAST and BRISK algorithms 
because the images taken in the field studies did not 
actually give the expected performance. The flight 
height of the first project was 30 m (GSD = 0.82 cm / 
pixel) and the flight height of the second project was 
60 m (GSD = 1.64 cm / pixel). 10 images from both 
projects were combined in all algorithms. The results 
of these images produced from mosaics are shown in 
Table 3. Also, Figure 8 shows the mosaics of 
alternative operations. 

The most critical result expected in this study 
was to determine how the popular FAST, SURF and 
BRISK algorithms produced in a mosaic from UAV 
images. For this reason, it was first attempted to 
produce mosaic using the images (from different 
heights) acquired with two different types of UAV 
(Table 2). But in some, the mosaic was never 
produced. Some of the mosaics were produced for a 
very long time or were produced inaccurately. 
Several different searches were made to fix faults. 
Finally, to a cause of inaccuracy, it was understood 
that the texture of the land was very similar. For this 
understanding, new images with different 
characteristics of the texture were acquired with the 
rotary-wing UAV. So, it has been tried to determine 
how much they perform only in producing mosaic. 
As seen in Figure 7, the mosaics produced are 
represented as mosaic produced from A 30 m flight 
altitude images and B 60 m is presented as mosaic 
produced from flight height images. As and Bs show 
the mosaics produced from SURF algorithm. The 
mosaics produced from the Af and Bf FAST algorithm 
also show the mosaics produced from the Ab and Bb 
BRISK algorithm. 

Flat 

Area 

Slope 

Area 

Flat 

Area 

Slope 

Area 

Slope 

Area 

Flat 

Area 
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Table 3. Algorithms and results 

Algorithm: SURF Mosaic 
Production Time 

Mosaic 
Description 

30 m flight height  
%80 Overlap 

76,5 min As 

60 m flight height  
%80 Overlap 

238 min Bs 

Algorithm: BRISK Mosaic 
Production Time 

Mosaic 
Description 

30 m flight height  
%80 Overlap 

11 min Ab 

60 m flight height  
%80 Overlap 

95 min Bb 

Algorithm: FAST Mosaic 
Production Time 

Mosaic 
Description 

30 m flight height  
%80 Overlap 

1839 min Af 

60 m flight height  
%80 Overlap 

3350 min Bf 

 

 
  

Figure 8. Mosaics of SURF, FAST and BRISK 
algorithms 
 
 

4. CONCLUSION 
 
In this study, two different types of UAV were 

used. The production time and production accuracy 
of the mosaics produced with varying structures of 
the slope were investigated. It was considered that 
the results from SURF, FAST and BRISK algorithms 
are not adequate. An alternative application was 
made to compare performances and mosaics were 
produced from UAV images. The created mosaics 
were as seen in figure 8. The effort to provide these 
mosaics was as in table 3. 

As a general function of the software that 
detects feature factors, they are attempting to 
identify distinct places that can be matched over the 
image. Since there are no factors inside the terrain 
that can produce lots of detail, the algorithms try and 
map the locations which can be very similar to each 
other as feature factors. Therefore, there was a 
problem in mosaic production. Mosaics produced 
due to mismatches and very long strategies were 
now not found to be satisfactory. The operating ideas 
of an automated software program that provide 
models from UAV are based on similar algorithms. 
However, the aforementioned software has 
developed different operating policies to increase 
accuracy by reducing the processing time. Since 
UAVs acquire the pixels coordinately, the images are 
fascinated with their approximate region known. 
Also, the parameters of skewness and curvature are 
recognized by the software close to their real 
position. Besides, seeing that this software is 
produced on a photogrammetric basis, it can expect 
the maximum wide variety of images that can be 
matched. In mild of this information, feature points 
of images are extracted quicker and more accurately. 
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 In this study, co-seismic displacements originating from Elazığ-Sivrice earthquake in the 
Eastern Anatolian Fault Zone (EAFZ) on 24 January 2020 were investigated. For this 
purpose, data of 11 CORS-TR stations in the nearby earthquake focal point were used. 
Receiver Independence Exchange (RINEX) observation data of 11 stations between the 
dates of 1-30 January 2020 (30 days) were obtained from CORS-TR servers and analyzed. 
Analyzes were carried out with GAMIT/GLOBK V10.71 software and coordinate time 
series were created from daily solutions. Co-seismic displacement caused by earthquake 
was revealed by coordinate time series and total displacements (co-seismic) were 
calculated by coordinate differences between the before and after the earthquake. 
According to the results, an earthquake-induced motion of 20-60 mm was detected at the 
GNSS stations located in the nearby of earthquake epicenter. In addition, vertical 
movement was not detected at any of the 11 CORS-TR GNSS station. 

 
 
 

 
1. INTRODUCTION AND TECTONIC SETTING 

 
Global Navigation Satellite System (GNSS) 

technique is widely used for geodetic and 
geodynamic modeling studies such as monitoring 
tectonic plate movements, earthquake observation, 
crustal deformation, etc. as it can produce high 
precision, low-cost and 3D positioning in a global 
coordinate system. An important part of these 
studies has been done in Anatolia due to tectonic 
diversity (McClusky et al., 2000; Ustun et al., 2010 
Tiryakioğlu et al., 2019). 

Turkey has been a natural laboratory for 
multidisciplinary studies involving earthquake 
observation and related research. Most of the 
studies consist of monitoring with GNSS on the 
North Anatolian Fault Zone (NAFZ) and Eastern 
Anatolian Fault Zone (EAFZ) (e.g. Ambraseys, 1989; 
Ozener et al., 2010; Tiryakioglu et al., 2017; 
Tiryakioglu et al., 2018; Bletery et al., 2020), which 

produces large and destructive earthquakes (Figure 
1).   

 
The EAFZ starts from Karlıova in the northeast 

and extends to Kahramanmaraş in the southwest 
and forms the southeast border of the Anatolian 
plate. It is about 500 km long between the Arabian 
and Anatolian plates and is a left-lateral strike-slip 
fault zone. The left lateral movement along the fault 
zone contributes to the escape of Anatolia to the 
west (Allen 1969; Dewey et al., 1986). Relative plate 
motion occurs with slip rates ranging from 6 to 10 
mm/year and has resulted in destructive 
earthquakes in eastern Turkey (Bulut et al., 2012).  

Considering the historical earthquake activity 
of EAFZ in past 60 years, some of the most 
important earthquakes on this fault are 1964 
Malatya Ms 5.7, 1971 Bingöl Ms 6.9 , 1977 Palu Mw 
5.2 , 1986 Doğanşehir-Malatya Ms 5.9, 2003 Bingöl 
Mw 6.3, 2004 Sivrice Mw 5.5 and 2010 Kovancılar-
Elazığ Mw 6.1. 
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Figure 1. Important neotectonic structures in Turkey (Bozkurt, 2001). 

 
 

The latest earthquake recorded on EAFZ was the 
Doğanyol-Sivrice earthquake (Fig. 2) with Moment 
magnitude (Mw) 6.7 on January 24, 2020 (Lat: 
38.3590 N, Long: 39.0628 E). The depth of the 
earthquake, which is strongly felt in Malatya and 
Diyarbakır, especially in Elazig, is reported as 8 km 

(AFAD, 2020).  According to AFAD (2020), it is 
assumed that the approximately 55-60 kilometers-
long fault segment of the EAFZ zone, located in the 
southwest of the Hazar Lake, west of Sivrice and 
Pötürge district, has been broken up bilaterally and 
caused the Elazığ-Sivrice earthquake (Fig. 2). 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 2. The East Anatolian Fault Zone (EAFZ), epicenter of the Doğanyol-Sivrice Mw 6.7 earthquake (yellow 
star) and surrounding CORS-TR GNSS stations 
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2. GEODETIC STUDY OF THE EARTHQUAKE 
 

Determining the amount of displacement generated 
by earthquakes will play an important role in 
revealing the earthquake kinematics and 
consequently understanding the related tectonic 
movements. In this context, the data of 
Continuously Operating Reference Station (CORS) 
GNSS stations nearby of the earthquake epicenter 
provides great convenience. The CORS stations 
located in Turkey called as CORS-TR network 
consists of 146 GNSS reference stations and was 
mainly designed to provide Real-Time Kinematic 
(RTK) applications. However, reference station data 
of this network with 30 seconds interval is archived 
and provides important contributions to reveal 
crustal deformations.  

In this study, 11 GNSS stations data of CORS-TR 
network located nearby of the epicenter of the 
Elazig-Sivrice earthquake are obtained and 
analyzed. The analyzes cover the period from the 
day of the year (DoY) of 1 to the 30th of 2020 and 
were carried out with the GAMIT/GLOBK V10.71 
software according to the relative GNSS analysis 
technique (Herring et al., 2010). The earthquake-
related displacements were estimated by examining 
the time series produced from daily solutions. 

3. GNSS NETWORK DESIGN AND ANALYSIS 
 

As mentioned in the previous section, eleven 
stations (ANTE, MALY, ADY1, SURF, SIV1, ARPK, 
TNCE, ELAZ, ERGN, DIYB, BING, and BTMN) from 
CORS-TR network were used in this study (Fig. 2). 
In order to make earthquake effect clearly (co-
seismic displacement) visible in the time series, 
thirty-day consecutive data were analyzed from 
January 1 to January 30 of 2020. The (Receiver 
Independence Exchange) 24 hours of RINEX 
observation files with 30 seconds interval were 
obtained from CORS-TR servers for 30 days period. 

 
Daily 24-hour of RINEX observation files from 

the 11 stations were processed using 
GAMIT/GLOBK V10.71 software. The analyses were 
carried out in two basic steps. In the first step, the 
relative coordinates were estimated on the basis of 
the weighted least squares algorithm using the 
ionosphere-free linear combination (LC) of the 
phase observable by the GAMIT module. The orbital 
and clock parameters were obtained from 
International GNSS Service (IGS) and minimum 
constraint (with respect to the ANKR site) 
procedure was used for ambiguity fixing in 5 cm for 
both horizontal and vertical directions. In the 
second step, the reference frame definition was 
performed for the daily solutions by using the 
GLRED module. Then, a 7-parameter Helmert 
transformation was applied and its parameters 
were estimated by means of 10 IGS stations (ANKR, 
ARUC, BSHM, HAMD, ISTA, MATE, NICO, ORID, 

TUBI, and ZECK) with coordinates and the velocity 
defined in ITRF14.  

 
4. GNSS-DERIVED DISPLACEMENT 

 
From the daily solutions, time series were 

created by combining the coordinates estimated 
with a precision of 2-3 mm in the horizontal 
direction and 7-8 mm in the vertical direction 
during the monitoring period (30-days). Time series 
belonging to ELAZ and ERGN stations, where 
significant movement is obtained since it is closest 
to the earthquake epicenter, is presented in Figures 
3 and 4 for the horizontal direction. 

 
By comparing to the station coordinates of the 

CORS-TR GNSS sites from  daily  solutions  before  
and  after  the  Elazığ-Sivrice  earthquake  (DoY  24), 
obtained  the  co-seismic displacement.  

 
The co-seismic  displacements  from  

monitoring period results were determined 
according to Equation (1). 

 
Δncos = npost  - npre 

Δecos = epost  - epre                   (1)                                            

Δucos = upost  - upre 
 
 

Where Δncos, Δecos and Δucos are the co-seismic 
displacements, npost, epost, upost, npre, epre and upre 

indicate the average GNSS based positions  

estimated  from before (23 days) and after (6days) 
the earthquake. Co-seismic displacement values 
obtained for 11 CORS-TR GNSS stations according 
to the above procedure are presented in Table 1. 
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Figure 3. Coordinate time series obtained for ELAZ station during monitoring 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Fig 4. Coordinate time series obtained for ERGN station during monitoring 
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Table 1. Co-seismic displacement values calculated with Equation 1 for the CORS-TR stations (in mm). 

Station  North East Up 

BTMN 1.0 3.0 -2.9 

BING -0.4 1.2 1.0 

DIYB -0.4 6.6 3.2 

ERGN -6.5 20.2 -3.6 

TNCE -8.1 -2.4 -1.1 

SIV1 3.1 5.6 -0.9 

ELAZ -53.5 -20.9 0.5 

SURF 4.0 2.4 0.9 

ADY1 5.7 2.8 -0.1 

MALY 4.5 -16.6 -2.5 

ANTE 5.7 2.8 -0.3 

 

Figure 5. Earthquake-induced horizontal displacement vectors  
 
 

 
 

5. DISCUSSION AND CONCLUSION 
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In this study, horizontal and vertical 
displacements (co-seismic) caused by 24 January 
2020 Elazığ-Sivrice/Turkey (Mw 6.7) Earthquake 
have been successfully estimated by means of the 
relative GNSS analysis technique. For this purpose, 
11 GNSS stations which belong to CORS-TR data 
nearby earthquake epicenter are used. Horizontal 
direction displacements, estimated from the 30-day 
coordinate time series, were successfully estimated 
with precision sub-mm, and vertical motions with 
the precision of 2-3 mm. The results obtained from 
displacement estimation  are listed below: 

 
 The highest horizontal displacement value 

with 57 mm magnitude in the South-West 

direction was obtained at the ELAZ station 

located in the north of EAFZ and 

approximately 30 km from the earthquake 

epicenter. 

 In the ERGN and MALY stations, which are 

approximately 70 km from the earthquake 

epicenter and located on opposite sides of 

the EAFZ, 21 mm and 17 mm opposite 

directional horizontal motion were 

detected, respectively. 

 The horizontal motion obtained at other 

stations is less than the three stations 

mentioned above, and the horizontal 

motion estimated at the stations is related 

to the distance from the earthquake 

epicenter. 

 No vertical movement due to the 

earthquake was obtained at any station. 
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 Forest fires are one of the most important disasters since past. The necessary 
preventions should be taken promptly to prevent these disasters. Remote sensing, which 
is a very effective and practical tool, is one of these tools that provide a timely receipt of 
measures with the development of technology. In this study, a forest fire that started at 
07.23.2018 in Athens, in Greece and continued until July 26 was discussed. Mati region 
where the most loss of life was examined as the study area. Sentinel 2 images were used 
in order to detect forest fire risk class. Normalized Burn Ratio (NBR), Differenced 
Normalized Burn Ratio (dNBR), Relativized Burn Ratio (RBR) spectral indices and 
Normalized Difference Vegetation İndex (NDVI) were used in order to determine the 
forest area damaged by fire and to establish fire risk classes. According to the results of 
the study, the size of the vegetation area that was destroyed due to fire determined, and 
the probability of forest fire exposure of these areas established. 

 
 
 

1. INTRODUCTION  
 
Forest fires are one of the most important 

disasters of our time. An increasing trend in forest 
fires has been observed all over the world from past 
to present. There are 2 main factors that cause forest 
fires: Nature and human. Unplanned urbanization, 
sabotage, carelessness, recklessness, and global 
warming are among the few factors that cause forest 
fires. In recent years, many big forest fires have 
occurred in the world. 271,350 ha in Greece in 2007, 
450,000 ha in 2009 in Australia, 500,000 ha in Russia 
in 2010, and 25,000 ha in Bolivia in 2010 were 
destroyed due to fires. A total of 1,200,000 ha of land 
was destroyed by the forest fire in Canada in 1825, 
and this was recorded as the largest known forest 
fire in history. (Özkazanç and Ertuğrul, 2011; 
Francos et al., 2016). These fires, which cause 
damage to large natural areas, lead to disruption of 
the natural ecosystem, cause human and living 
creature deaths.  

While preventing forest fires requires a very 
important environmental management, identifying 
forest fire risk areas is another pillar of 
environmental management. With the identification 

of risk areas, necessary precautions will be taken on 
time, the number of forest fires will be reduced or 
minimized. Remote sensing could be used to identify 
areas damaged by forest fires, and besides, these 
areas could be classified according to forest fire 
possibility. Remote sensing also provides speed, 
practicality, and efficiency in detecting and 
monitoring forest fire risk areas. Nowadays, with the 
development of technology, the use of remote 
sensing in the detection of forest fires, damage 
detection studies and the detection of risky areas has 
increased gradually and there are many studies on 
this subject (Kerr and Ostrovsky, 2003; Boer et al., 
2008; Delgado et al., 2010; Matin et al., 2017; 
Navarro et al., 2017; Yuan et al., 2017). 

Different methods can be applied in these 
studies related to a forest fire in remote sensing. 
Fire-damaged areas could be identified by classifying 
optical satellite images such as Landsat or MODIS. 
Object-based classification and spectral 
classification are some of these methods. In addition, 
calculating land surface temperature with thermal 
bands of optical images is used to determine fire 
areas. Besides, topographic parameters such as 
elevation, slope, and aspect could be produced from 

https://orcid.org/0000-0001-9959-2058
https://orcid.org/0000-0002-2732-5425
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the Shuttle Radar Topographic Mission (SRTM) in 
order to determine fire risk severity. Topographic 
factors can be integrated into a geographic 
information system and these areas can be 
determined by giving certain weights to them. Also, 
spectral fire indices are used to identify forest fire 
zones and risk areas (Delgado et al., 2010; Comert et 
al., 2017; Matin et al., 2017; Navarro et al., 2017; 
Comert et al., 2019). 

In this study, a forest fire that started on July 23 
and continued until July 26 in Athens, Greece, was 
discussed. The fire occurred in 2018 and caused 
many damages. The fire started simultaneously at 
many different points. That's why the cause of the 
fire was considered arson. A total of 79 people were 
killed and more than 100 people were injured due to 
the fire. Most of the people who died were reported 
to be from the Mati region in the northeast. This 
study aims to detect the area destroyed by fire with 
remote sensing and also to evaluate the fire risk of 
other areas. In this context, Sentinel 2 satellite 
images and Normalized Burn Ratio (NBR), 
Differential Normalized Burn Ratio (dNBR), 
Relativized Burn Ratio (RBR) spectral fire indices 
were used to create fire risk classes. In addition, 
Normalized Difference Vegetation Index (NDVI) was 
utilized to identify the forest area damaged by fire. 

 
2. MATERIALS AND METHODS 
 
2.1. Study Area and Materials 

 
The study area is the Mati region, one of the 

areas where fires occur simultaneously, in the north-
east of Athens, Greece. The texture of the region 
consists of a mixture of forest and urban - wooded 
areas including summer houses and hotels (figure 1). 
The Mediterranean climate is dominant in the region 
and scrub-type pine forests are common. 

 
 

 
 
Figure 1. Study area (Red areas indicate the burnt 
area) 

 
Sentinel 2 images were used as satellite images 

within the scope of the study. Sentinel 2 was placed 
in orbit by the ESA (European Space Agency) in 
2015. It has also 13 bands that could obtain 
multispectral images (Clevers et al., 2017; (table 1)). 

 
Table 1. The satellite images used in the study 

Satellite Image Date 

S2B_MSIL1C_20180705T091019 05.07.2018 

L1C_T35SKC_A007655_20180824T091603 24.08.2018 

S2B_MSIL1C_20181222T091359 22.12.2018 

 
2.2. Method 

 
The satellite images used within the scope of the 

study were obtained free of charge from the United 
States Geological Survey (USGS) site in the UTM 
projection system as defined in the 34th region. In 
order to eliminate or minimize topographic factors, 
atmospheric effects, shadow effects, and sensor-
induced errors on satellite images, atmospheric 
correction is required (Canbaz et al., 2018; Kalkan 
and Maktav, 2018). The atmospheric correction of 
the images was performed first, for this reason. 

NBR, dNBR and RBR were performed as spectral 
indices of forest fire. The indices utilized were 
derived from the near-infrared and short wave 
infrared regions of the electromagnetic spectrum 
(Table 2). 

 
Table 2. The forest fire indices used in the study 

Spectral 
Indices 

Formula Description 

NBR NBR= (NIR – SWIR) / (NIR + SWIR) 

dNBR dNBR = [NBRpre-fire – NBRpost-fire] 

RBR RBR = dNBR/(NBRpre-fire + 1.001) 

 
The indices were created through images taken 

immediately after the fire (pre) and a few months 
later (post). Among the indices used in the study, the 
pixels in the RBR take values between -2 and +2, 
while in the NBR and dNBR take values between -1 
and +1. In the assessment of fire risk, pixels with an 
index value greater than 0.55 are high; 0.25 to 0.54 
moderate and 0.1 to 0.24 were categorized as low 
fire severity (Key and Benson, 2006). Besides, the 
NDVI was used to detect vegetation status and 
destruction before and after the fire. NDVI is also an 
index sensitive to the red and near-infrared regions 
of the electromagnetic spectrum. While the values 
representing vegetation cover between 0 and 1 in 
the index, it means that the density of the plants 
increases when the pixel values approach 1 (Tucker, 
1979). The Indices were created using images just 
before the forest fire occurred and just after the fire 
occurred. The following pixel ranges are used to 
classify the pixels in the indices (Holben, 1986; 
(Table 3)). 
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Table 3. NDVI classification pixel range 
Pixel Range Class 

<0 water 

0.03 – 0 bare soil 

0.03 – 0.3 sparse vegetation 

0.3 – 0.5 moderate vegetation 

0.5> dense vegetation 

 
3. RESULTS  

 
Using fire indices and NDVI, areas that pose a 

fire risk and vegetation cover destroyed by fire have 
been identified. First of all, dNBR and RBR were 
applied to images, respectively. Then, the indices' 
results are classified according to pixel values and 
the regions that pose fire risk has been determined 
(figure 2). 

 

 
 

Figure 2. The dNBR map 
 
According to the risk severity map made 

according to the dNBR index, it is understood that 
almost all of the study area does not pose a risk of a 
forest fire. Also, the sizes of these classes were 
calculated (Table 4). 

 
Table 4. Distribution of calculated areas after 
applying dNBR 

Fire Severity Area (km²) 

No Risk 232.281 

Low 1.9912 

Moderate 0.4308 

High 0.0016 

 
After the RBR was calculated, the classification 

was made and the areas with risk of fire were 
identified (Figure 3). According to the results 
obtained, a large part of the field of study was in the 
low-risk category. 

 

 
 
Figure 3. The RBR map 
 

Afterward, the sizes of these areas were 
calculated (Table 5).  

 
Table 5. Distribution of calculated areas after 
applying RBR 

Fire Severity Area (km²) 

No Risk 0.0016 

Low 233.1837 

Moderate 1.4421 

High 0.0768 

 
In addition, the NDVI was calculated using 

images taken just before and after the fire in order to 
determine the vegetation status before and after the 
fire (Figure 4-5).  

 

 
 
Figure 4. The pre-NDVI map (Indicates the 
vegetation condition before the fire) 
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Figure 5. The post-NDVI map (Indicates the 
vegetation condition after the fire) 

 
It was seen that some pixels in the water class in 

the NDVI map were assigned to the bare earth class. 
This is thought to be due to the fact that the fine fog 
and cloud layer above the water affects the 
classification accuracy. This was caused by the fact 
that the pixels in the bare soil were classified by 
taking the values between 0 and 0.03 and the cloud 
getting 0.02 in NDVI. To analyze the vegetation 
change after the fire, the NDVI status in the burnt 
area illustrated in the study area was also examined. 
It is understood that the number of dense vegetation 
and moderate vegetation classes decreased, while 
the pixels in the sparse vegetation class increased, 
according to NDVI (Table 6). 

 
Table 6. Vegetation density before and after the fire 

Vegetation Density Pre Fire (m²) Post Fire (m²) 

Sparse Vegetation 34121 139101 

Moderate Vegetation 79198 6334 

Dense Vegetation 32728 413 

 
Besides, in the NDVI map, the pixel values of the 

area destroyed by fire ranged between 0.1 and 0.3. 
Therefore, in the NDVI maps obtained after the fire, 
these regions are assigned as sparse vegetation and 
moderate vegetation as a result of classification 
(Figure 6). 

 

 
 
Figure 6. Vegetation distribution before and after 
the fire 
 
4. DISCUSSION AND CONCLUSION 
 

According to index results, it was understood 
that the RBR generates more sensitive results in 
determining the forest fire risk classes according to 
the dNBR. Also, it has been understood that the 
classified pixels in RBR pose more risk in terms of a 
forest fire risk than the same classified pixels in 
dNBR. dNBR is a powerful tool to detect burned area 
but also it is sensitive to water and thus sometimes, 
pixels that are classified as high severity maybe 
water (Bolton et al., 2015). However, since there is 
no water body in the study area, a water mask was 
not performed. According to the fire risk maps, it is 
seen that the areas with high forest fire risk in the 
study area are quite low. This is due to the fact that 
the study area consists of a mixture of urban texture 
together with the sparse forest cover. In addition, the 
fact that both forest and urban texture within one 
pixel in some pixels have affected the results by 
causing mixed pixel problems. On NDVI maps, these 
regions are classified as moderate vegetation and 
sparse vegetation. As supported by the results 
obtained from the fire index maps, it was concluded 
that a forest fire that may occur in this region is quite 
difficult to come out for natural reasons. This led to 
the thought that the incident in Mati in 2018 was due 
to arson. In addition, the fact that the fire started 
simultaneously at different points strengthens this 
argument. 

In this study, by evaluating the forest fire that 
occurred in Athens Mati on 23.07.2018, risk classes 
for future fires in this region were estimated. 
Besides, the detection of vegetation that was 
destroyed by fire was also carried out. It is thought 
that using a higher resolution satellite image or an 
image obtained with a multispectral camera 
mounted on UAV will increase the accuracy of the 
study. In addition, categorizing the trees in the 
vegetation texture according to their types will 
increase the accuracy of the study. This methodology 
was not followed in this study since the restricted 
spatial resolution of the satellite images used in the 
study did not allow the classification of tree species 
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in the forest texture and the data of the stand map of 
the region were not available. 
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 Optimum management of water and water bodies is crucial in ensuring and maintaining 
the natural ecosystem cycle. Benefits from wetlands in the world and in our country keep 
humanity alive. Resources that are of vital importance should be monitored and changes 
should be observed. Thanks to the science of remote sensing, researchers in many parts 
of the world can monitor changes in the waters of the earth through satellite imagery 
and terrestrial supporting studies. The main component of change detection in remote 
sensing is the classification process. Nowadays, the Classification process has reached 
different dimensions with the contributions of artificial intelligence and machine 
learning algorithms. The emergence of different classification algorithms also affected 
the results obtained from the analyzes. In this study, the change occurred between 1990-
2000-2010-2019 in Karakaya Dam Lake, which is included in the borders of Malatya - 
Elazığ provinces, was observed. In this context, supervised classification processes and 
change detection analyzes were performed using Landsat satellite data with maximum 
likelihood, artificial neural network, support vector machine and decision tree 
algorithms. For detecting the change analysis, the lake boundaries obtained from official 
sources were used and compared. The data obtained as a result of the study were 
compared for each algorithm and the amount of change was interpreted. 

 
 
 

1. INTRODUCTION 
 
Water is an important component in ensuring 

the life cycle on Earth. It is important to monitor the 
wetlands around the world and protect them in 
order to obtain optimum benefit from them (Lu et al., 
2011). At the same time, water is an indispensable 
strategic element for human survival and social 
development (Ridd and Liu, 1998). Wetlands are 
actively used in our country and over the world both 
for energy production and for the maintenance of 
natural activities. Studies such as evaluating the 
status of existing water resources and examining 
their future status, mapping, monitoring their 
changes, and taking wetland inventory are critical in 
many disciplines (Rokni et al., 2014). 

In particular, changes related to water emerging 
in terms of global climate change raise concerns in 
many countries of the world (Calò et al., 2018). 
Temporal climate changes and drought are seen as 

the main reason for the change and decrease of 
wetlands (Orhan et al., 2017). Remote sensing 
methods, which are engaged at this stage, have a 
large share in monitoring climate changes and 
changes in water areas. 

Satellites with different spectral and spatial 
resolution used in remote sensing provide a high 
amount of data for detecting wetlands. The 
determination of wetlands with remote sensing 
methods has been studied for more than two 
decades (Sun et al., 2012; Kaplan et al., 2019). Since 
the launch of the Landsat-1 satellite in 1972, efforts 
have been made to identify the water on the image 
(Work and Gilmer, 1976).    

The process of collecting objects with similar 
spectral reflectance values on the ground under the 
same group is called classification in remote sensing 
(Torun, 2015). Classification process can be done by 
many mathematical and statistical methods. Thanks 
to the renewed and developing technology, artificial 

https://orcid.org/0000-0002-7927-4703
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intelligence and machine learning algorithms are 
also included in these techniques. Scientists have 
studied and compared the accuracy of these methods 
in many studies (Lu and Weng, 2007; Colkesen, 
2009; Fuping et al., 2011). As a matter of fact, that the 
more accurate you classify, the better quality 
analysis you will get. 

In this study, it is aimed to observe the change 
in the coastal boundaries of Karakaya Dam lake, 
which is the feed factor of Karakaya dam, by using 
different classification algorithms. For this reason, 
satellite images of 1990-2000-2010 and 2019 years 
were provided. Training and test areas were 
determined to be used in classifications over the 
image and classifications were made using Maximum 
Likelihood, Artificial Neural Network, Support 
Vector Machine and Decision Tree algorithms. The 
coastline of lake produced as a result of the 
classifications has been compared with the limit 
obtained from official sources. In addition, as a result 
of the classifications, the 30-year change in the lake 
area has been revealed on areal basis. 

 
2. METHODS 

 
2.1. Maximum Likelihood 

 
The Maximum Likelihood method, one of the 

most used image classification methods in remote 
sensing, is also extensively in the detection of 
changes in wetlands (Munyati 2000; Frazier and 
Page 2000; Zhang et al., 2009). In this method, the 
variance and covariance values are evaluated 
quantitatively in the classification of each unknown 
pixel. With the help of probability functions 
calculated for each pixel, it is determined which class 
a pixel is closer to (Mather, 1987; Kavzoglu and 
Colkesen, 2010). After this process is completed, the 
candidate pixel is assigned to the class with the 
highest probability value. If this value is below the 
threshold value determined by the user, the pixel is 
considered as indefinite (Lilesand et al., 2008). 

Since the ML method calculates the probability 
of each pixel belonging to any class, it performs a lot 
of mathematical operations and therefore runs 
slightly slower than other methods. Also, since this 
method does not use textural and structural 
information in the image but only uses spectral 
information, it is more limited than object-based 
methods (Zhou and Robson, 2001; Dean and Smith, 
2003; Pizzolato and Haertel, 2003). 

 
2.2. Support Vector Machines 

 
Support Vector Machines (SVM) is a 

classification algorithm widely used for the 
classification of remotely sensed images and high 
classification accuracy of the SVM has been revealed 
in many studies (Huang et al., 2002; Foody and 
Mathur, 2004; Kavzoglu and Colkesen, 2009; 
Mountrakis et al., 2011; Dixon and Candade, 2008). 
SVM is the first non-parametric, supervised 

classification method based on statistical learning 
theory, proposed by Vapnik. The main purpose of 
this method to separate two classes optimally based 
on the determination of the decision function 
(hyperplane) (Vapnik, 1995). 

In cases where it is not possible to define 
hyperplanes with linear equations, kernel functions 
are used. With the help of the kernel functions, data 
that cannot be separated linearly in the input space 
is displayed in a higher dimensional space and in this 
high dimensional space, the data is linearly 
separated. It is thought that the polynomial and 
radial-based kernels are widely used in remote 
sensing studies and the better results obtained with 
the use of radial-based kernels (Melgani and 
Bruzzone, 2004; Foody and Mathur, 2004; Pal and 
Mather, 2005; Mathur and Foody, 2008b, Kavzoglu 
and Colkesen, 2009). 

 
2.3. Artificial Neural Networks 

 
Artificial Neural Networks (ANN) can be defined 

as a branch of artificial intelligence developed to 
imitate the human brain (Viotti et al., 2002; Sahin 
2012). ANN has many uses such as remote sensing 
modeling, stereo mapping and image compression 
(Goung, Zheng 1992; Lee et al., 1994; Pierce et al., 
1994; Walker et al., 1994; Foody and Arora 1997). A 
typical ANN consists of an input layer, an output 
layer, and usually one or two hidden layers (Jensen 
et al., 1999). The purpose of ANN is to calculate the 
output values from the input values (Nasr et al., 
2012). The neurons in the input layer take the 
information from outside and transfer it to the 
hidden layers. The information from the input layer 
is processed in the hidden layer and transferred to 
the output layer. Neurons in the output layer, on the 
other hand, process the information from the 
intermediate layer and obtain the output that must 
be produced for the input set presented from the 
input layer of the network (Oztemel, 2016). The 
system learns by estimating the output data from a 
series of input training data so that the result of any 
given data set can be estimated (Ingram et al., 2005). 
ANN, which are frequently used in Remote Sensing, 
are also used extensively in matters related to 
wetlands (Augusteijn and Warrender,1998; Ghedira 
et al., 2000; Berberoglu et al., 2004). 

 
2.4. Decision Tree 

 
A decision tree, having its origin in machine 

learning theory, is a classification and pattern 
definition algorithm. Unlike other classification 
approaches that use a number of features (or bands) 
to perform the classification in a single decision step, 
the decision tree is based on a hierarchical decision 
chart or tree-like structure (Xu et al., 2005). Decision 
trees are frequently used in many applications due 
to the high classification procedures that tree 
structures and established rules are simple and 
understandable (Simard et al., 2000; Huang and 
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Yang, 2001; Pavuluri et al., 2002). The basic 
structure of a decision tree consists of a root node, a 
set of internal nodes and a set of terminal nodes. In 
this tree structure, each attribute information is 
represented by a node. The basic principle in 
creating a decision tree structure by using the 
attribute information of the education data can be 
expressed as asking a series of questions regarding 
the data and acting in line with the answers obtained, 
and getting the results as soon as possible (Kavzoglu 
and Colkesen, 2010). Due to the high accuracy it 
provides, the decision trees method, which has been 
used successfully in remote sensing, is also 
frequently used in wetlands (Wei et al., 2008; 
Berhane et al., 2018; Baghdadi et al., 2001). 

 
3. STUDY AREA AND MATERIALS 

 
Karakaya Dam Lake, which borders Malatya and 

Elazığ provinces, has been selected as a pilot area. 
The lake, the second largest dam on the Fırat River, 
which provides a significant part of Turkey's 
hydroelectric energy production, which feed the 
Karakaya Dam. Karakaya Dam Lake, which has an 
area of approximately 250 km2, makes important 
contributions to the region in the fields of tourism, 
fishing and agriculture. In 2013, The Council of 
Ministers of Republic of Turkey declared the 
Karakaya Dam Lake as the Culture and Tourism 
Conservation Development area (T.C Resmi Gazete, 
4153, 20 January 2013). Figure 1 shows the study 
are map. 

 
 
Figure 1. Study area map 

 
Satellite images from 1990, 2000, 2010 and 

2019 were obtained from the USGS data provider for 
use in the study. Landsat 5 TM for 1990 and 2010, 

Landsat 7 ETM for 2000 and Landsat 8 OLI-TIRS 
satellite images were used for 2019. Red, Green, Blue 
and Near Infrared bands are used for all images. The 
data is 30 m spatial resolution and has UTM WGS-84 
coordinate system and datum. Date and satellite 
information of the data are given in the Table 1. 

 
Table 1. Satellite data dates and specifications 

Satellite Date Path/Row 
Landsat 5 TM 15.08.1990-

22.08.2010 
173/33 

Landsat 7 
ETM 

18.08.2000 173/33 

Landsat 8 
OLI-TIRS 

31.08.2019 173/33 

 
4. RESULTS 

 
In this article, it is aimed to monitor the coastal 

changes in Karakaya Dam Lake by using different 
image classification algorithms of Machine Learning. 
In this context, satellite images are classified using 
Maximum Likelihood, Artificial Neural Network, 
Support Vector Machine and Decision Tree 
algorithms. Environment for Visualizing Images 5.3 
(ENVI 5.3) and ArcGIS software were used for 
classification and thematic mapping.  For each image, 
the classification process was made on the basis of 
water bodies, pastures, continuous urban fabric and 
non-irrigated arable land classes in CORINE-2018 
classification system.  

Images are classified using four different 
algorithms. Then, except for the water bodies, the 
other classes were combined and the class that 
would allow the lake boundaries to be achieved was 
left alone. Used machine learning algorithms have 
revealed different results for different years. Figure 
2 show that the results of different classification 
algorithms for different years related to the lake 
area. And the overall accuracies of classifications are 
given Table 2. 

 
Table 2. Classification overall accuracies 
                        Year 

Method 
1990 2000 2010 2019 

Maximum 
Likelihood 

0,82 0,84 0,87 0,85 

Artificial Neural 
Network 

0,88 0,88 0,93 0,88 

Support Vector 
Machine 

0,89 0,87 0,91 0,89 

Decision Trees 0,88 0,84 0,90 0,89 
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Figure 2. Classified lake coastline and area changes classified by different algorithms 

 
With the data obtained as a result of 

classifications, 30-year change analyzes were 
applied for the lake area. As the basic data in change 
analysis, official coastline and lake area obtained 
from the 1/100000 scaled Environmental Plan 
which completed by the General Directorate of 
Spatial Planning on 19.02.2020 was used. Figure 3 
shows the coastline obtained from the classifications 
and satellite data 10 years ago. 

Thanks to the lake boundary obtained by the 
classification results, the change that occurs every 
ten years has been observed. Classification 
techniques were analyzed among themselves and 
also compared with the basic data and their 
differences from the basic data were calculated. 
Figure 4 shows the spatial change data of the 

classification methods by years. Table 3 shows the 
spatial change that occurs when the data obtained as 
a result of classifications are compared with the 
basic data. 

 
Table 3. Change detection analysis rates against 
master lake area respect years (%) 

           Year 
Method 

1990 2000 2010 2019 

Maximum 
Likelihood 

-%16 -%36 -%12 -%13 

Artificial Neural 
Network 

-%13 -%33 -%8 -%12 

Support Vector 
Machine 

-%12 -%32 -%9 -%11 

Decision Trees -%13 -%36 -%11 -%13 

 
Figure 3. Produced lake boundaries - satellite image before a decade
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Figure 4. Spatial change detections analysis via different classification algorithms 

 
5. DISCUSSIONS AND CONCLUSIONS 

 
In this study, the coastline of Karakaya Dam 

Lake between 1990-2000-2010 and 2019 was 
determined by using different classification 
algorithms using Landsat TM, ETM and OLI images. 
For this purpose, thematic maps were produced and 
spatial change analyzes were made. 

Primarily, it is understood from the sources in 
the article that changes in wetlands have a great 
connection with global climate change. While 
selecting the data used in this study, attention was 
paid to have the same seasonal data on different 
dates. It is thought by the authors that changes in the 
lake area are influenced by climatic effects as well as 
opening the dam covers. Different classification 
techniques were used in order to observe the 
accuracy rates during the classification processes. 
When the classification accuracy given in Table 2 is 
examined, it can be seen that the Support Vector 
Machines method gives the highest accuracy rate 
compared to other methods. The reason why each 
method gives different accuracy for different years is 
that different test data are selected for each year. 
Land use changes have shown that it is not 
appropriate to use the same test data for each year. 

Water fields were separated from the classified 
data obtained and vector data was obtained for each 
year. Vector coastline produced in Figure 3 and 
satellite data 10 years ago are indicated by overlap. 
When the figure is examined, it is understood that 
the change that occurred between 1990 and 2000 
clearly appeared. In addition, the change in water 
level from 2000 to 2010 is also noticeable. 

If the values given in Figure 4 are examined, the 
data of area changes can be seen for each method. In 
this context, it can be said that each method gives 
close values for the water area. As can be seen from 
the chart, the negative change that occurred between 

1990-2000 left its place to a positive growth 
between 2000-2010. However, it is understood that 
no major changes occurred between 2010 and 2019. 

The results shown in Table 3 are based on the 
area designated by the General Directorate of Spatial 
Planning as the official coastal border. When the 
table is analyzed, it is seen that the difference 
between the classification results and official border 
data reached the highest point in 2000. In addition, it 
is observed that there was not a big change between 
2010 and 2019. 

In the study, the change detection analysis of 
Karakaya Dam Lake was made using different 
classification techniques. It was observed that the 
most influential situation on the study results was 
the opening times of the dam hatch fed by the lake. 
This dam, which was built for the first time in 1987, 
reached the filling level in 2004 according to official 
sources and the dam hatch were opened. When 
results analyzed, it is seen that lake water decreased 
in 2000 due to agricultural activities, precipitation, 
drought etc.  In addition, during these periods of 
decline, old settlements, which were flooded by the 
lake and evacuated before the dam was built, also 
emerged. 

This study showed how different classification 
algorithms affect the classification result in water 
areas. The accuracy of each classification algorithm 
used is considered to be of usable level. It is believed 
that new techniques and analysis that will emerge 
thanks to the developing and renewed technology 
will further strengthen the studies. 
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